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RESUMO

Esta dissertacdo contribui para os campos ciengifiobre Sistemas de Recomendacédo
e Andlise de Redes Sociais, mas também para asoestin Sociopsicologia aplicados
a Sistemas de Media Digitais. As empresamddiadigital estdo a usar dados de redes
sociais para personalizar servicos baseados na Yj@geb exemplo, busca e
recomendacgao) para servir e envolver a sua audiéecforma mais eficaz e relevante.
Porém, esta pratica esta a diminuir a diversidadpahtos de vista na comunidade de
utilizadores Web dada a falta de novidade nos taasos entregues. Assim, o uso actual
de dados sociais baseados em relacdes estabelpoidaseitos enddgenos (ou seja,
homofilia) e amizade ou proximidade social (ou sk&jgos fortes) cria um efeito de
Camara de Eco Social que aprisiona as pessoa® dienbolhas sociais de informacéo.
Por consequéncia, em vez de inovacdo, hd uma edigdjualidade nos servigos
prestados por sistemas de recomendacéo, e assibgixonnivel de satisfacdo dos seus

utilizadores.

Reconhecendo-se as desvantagens da utilizacaalds da redes sociais, mas também
a sua riqueza, este trabalho propde-se a encamaisolucdo para a construgédo de um
fluxo de informacdes e recomendacbes baseadasvidade através de dados sociais.
Trés estudos empiricos apoiados numa abordagemdigdiplinar entre Analise de
Redes Sociais e Psicologia e Neurociéncias, pesquigue factores estruturais e
atributos pessoais contribuem para a percepca@ddaae. Estes estudos consideram
em conjunto o estudo dos lagos sociais e das sangell entre uma populacdo de
estudantes, bem como a sua resposta emocionac@@elde conteddo em uma rede
social. O primeiro estudo, que propde um métodarativo para o estudo de pontes de
rede e que se centra na analise da percepcdo ddadevpelos receptores de
informacé&o, apoia-se na hipotese de que a surpresaproxy da novidade, pelo que,
os factores de ponte, ou seja, forca do laco ecbarastruturais, podem ser analisados
como preditores da resposta surpresa. O segundmoestmpirico baseia-se na
constatacdo de que a seleccdo de conteldos pekysams é mais dependente da
reaccdo emocional do receptor, do que de factmesc@dos a popularidade dos
remetentes, ou a relacdo de amizade, proximidaudies emissor e receptor. O ultimo
estudo analisa a distancia cognitiva 0ptima, esmnessor e receptor, medido a partir de
atributos pessoais que em conjunto com factorgmdee predizem a resposta surpresa

do receptor.



Os resultados mostram que o desempenho dos sistenrasomendacdo baseados em
redes sociais pode ser melhorado através da enttegeecomendagcfes novos e
surpreendentes com base na previsdo e ndo nar@éatie, o que evita o efeito de

Camara de Eco Social. Esta dissertacdo chama ¢éat@ara o fato de que os dados
sociais podem ser usados para aumentar as digt@ogaitivas entre os utilizadores da
Web, o que permite lidar com um conjunto de novasagas (por exemplo, ao nivel da
democracia / tolerancia, conformidade, cognicade énovacao "fluffy”), que tém sido

impostas por alguns algoritmos Web.

ABSTRACT

This dissertation contributes to the scientifiédieof Recommender Systems and Social
Network Analysis, but also to Social-psychologisalidies applied to Digital Media
Systems. Digital media entrepreneurs are usingfdatasocial networks to personalize
Web-based services (e.g., searching and recommend&d engage their publics in
more effective and striking ways. However, thisgtice is narrowing the diversity of
viewpoints in the Web community because of the lafcaccess to novelty. | claim that
the use of the current type of social data, basedetationships set by endogenous
effects (i.e., homophily) and friendship or sogabximity (i.e., strong ties) creates a
Social Echo Chamber Effect that traps people insideial bubbles of information.
Consequently, instead of innovation, there is auecgdn of quality in the services

provided by recommender systems, and so, a lowel ¢ user’s satisfaction.

Acknowledging the drawbacks using data from soo&tlvorks, but also its richness,
this work proposes to find a solution to constractflow of information and

recommendations based on novelty through sociah. dahree empirical studies
supported by an interdisciplinary approach betwegocial Network Analysis,

Psychology and Neuroscience, examine which stralcfactors and personal attributes
contribute to novelty perception. These studiesswtar in tandem the study of social
ties and similarities among a population of studesmd the emotional response to
content selection in a social network, in particukurprise. The first study, which

proposes an alternative method of investigatingvoik bridges and focuses on novelty
perception from receivers, supports the hypothess surprise is a proxy of novelty
and, thus, bridging factors, i.e., tie strength atrdctural holes, can be predictors of

Xl



surprise response. The second empirical study $uwid the finding that content
selection in a social network environment is moepahdent of receiver's emotional
reaction than from factors associated with sendaujsularity or to a strong friendship
bond between sender and receiver. The last studyniees the optimal cognitive
distance, between sender and receiver, measurpdrbgnal attributes that jointly with
bridging factors predicts receiver's surprise raspo The findings show that the
performance of social network-based recommendédemsygs can be improved by the
delivering of novel and surprising recommendatitmased on prediction and not on
randomness, which avoids the Social Echo ChambiectEfThis dissertation draws
attention to the fact that the social data cand®xluo increase the cognitive distances
among users, in order to deal with a set of neweatsr (e.g., at level of
democracy/tolerance, conformity, cognition, “flufiywnovation) that has been imposed

by some web algorithms.

Keywords: Recommendation, Personalization, Structural hdles strength, Surprise,

Novelty, Homophily, Centrality.
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CHAPTER 1

INTRODUCTION

Objectives

The Internet is a critical medium which gives us dpportunity to connect with
all kinds of different people and provides accessmtormation from all over the world.
The almost instant access to global contents m#kesinternet one of the chief
powerful allies of globalization. Simultaneouslyacts as a glocamedium. It means
that its technologies transform the "global” inther shapes that meet the needs of local
consumers. This double role seems to be built onpeople trust its technology and in
results obtained through Internet queries. In fiadtas become a general practice for a
person to look for a particular solution over théetnet and then getting satisfied with

the solution. They often believe the result thelyig¢he best available for them.

This current state of things prompts two questi@)3/Vhat is the best result for

an end-user?

Given the evolution achieved by some Web-basedcs=\(e.g., searching and
recommendation), the answer seems to be relatddpeitsonalized deliveries, which
are intimately related with the increased perforogealevels of these services. In fact,
with the growth and strengthening of the social Waetdl associated services and
technology, users become treated as a selectednaedby the content providers (e.qg.,
media), which imposes, externally, a pre-constaicdad imposed view. This view,
which describes a current trend on Web, is "turtgdthe information obtained on the

users' habits and interests.

In this vein, scholars have been addressing tharddges and disadvantages of
personalization in several contexts, such as onianadd by means of Web-based
services. A common and generally accepted conalugigarding disadvantages is that

online personalization may isolate people from ety of viewpoints or content

' The term “glocalization” that describes a new outewf local conditions toward global pressures, can
be connoted with a successive development andectugdito the top-down hegemony implicit in the term
“globalization” (Maynard, 2003).
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(Nguyen et al., 2014). This fact emphasizes theningeof living inside echo chambers,
as argued by Sunstein (2009) in the book “Reputalin.2.0”.

With regards to its advantages, marketers will ghgt the value of
personalization is in how to treat each personviddally, with targeted content and
offers that can appeal to their implicit or exglineeds. This is a scenario that makes
even more acceptable the idea that almost evegyikiavailable over the Internet and
translated into dafaaimed to satisfy our needs in a more and moreomiged way.
With this in mind, scholars and entrepreneurs etiid look more attentively to the data
collected in online social networks. Therefore,egithe above question, the best result
for the end-user would be related to more perspedlresults, but this means severe

consequences to users in terms of diversity.

Moreover, there seems to be a gap which has nobgemn addressed in the
literature, where the benefit of using social datpersonalization services is discussed.

Next, | introduce this issue, by formulating the@sd question.

b) How different would the users' satisfaction leve if they could have access

to the amount of information not shown due to peasiaation methods?

Some authors (e.g., Vargas et al., 2014) arguethieatisers' satisfaction level
can be enhanced by means of the results' diveisgseeing with this viewpoint, the
investigation undertaken in this dissertation shémw to achieve such goal. Chapter

three presents some of the different personalizatiethods currently used.

Given the highly significant gain in popularity, lme social networks became
an important resource for recommendation (e.g.eMa., 2011; Bobadilla et al., 2013)
and search (e.g., Mislove et al., 2006; GolbecRiV&sser, 2007; Carmel et al., 2009).
In particular, explicit user interactions have teeban ideal test-bed for personalization.

It was assumed that closely related people hadlainmterests, from which a

2 The amount of data gathered globally has growroeeptially (McKinsey Global Institute 2011), as
well as the value of the data produced in big $en&dia platforms, such as Facebook, Twitter, Ldike
Pinterest, or even Foursquare. For example, Fagghmzesses around 500 terabytes of data every day,
and their users exchange over 2.5 billion posts @widad around 300 million photos daily (Batorski,
2012). On the other hand, big data (unstructuréatrmation) have been marketed as one of the newest
and promising business derived from the Interngtnitd-2008, Google already had in excess of adrnill
unique web addresses indexed, while the numbeuerfies entered into the search engine was around 2
billion every day. Thus, the data collection fromlioe user behavior and status from online social
networks, along with the development of the “Intraf Things” and the growing use of various sessor
and devices connected to the Internet makes datareere special.
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representation of the user and their social limkshie network in relation with other

users could be created (Boyd, 2008).

In this vein, scholars have been focused on trevaelce of a recommendation
based on social-influence relatively to similastiem past activities. It may mean we
overcome the idea that recommender systems are plaenzed oracles or black

boxes” that give advice but that cannot be questqiGroh & Ehmig, 2007, p.7).

However, the proposed approach to personalizatiso g@resents some
constraints to receivers of information. | arguatttme endogenous properties associated
to people's behavior in their personal networksgchsas the one characterized by
homophily, may be extended into the social datad useimprove personalization.
Homophily represents the outcomes of social prasesshich show that people of the
same or similar groups tend to adopt similar betravand diverse behaviors if they do
not share this common background. This social behatrongly affects the creation
and maintenance of ties with other people and Hagirsg of new information inside
these groups of similar people. On the other h&mslknown that people generally seek
out information and interaction that reinforces ithgrivate positions, and so, by
avoiding engagement with difference, people bec@msource of their own "Echo
Chamber" of information and viewpoints. This natusahavior of people in offline
social networks is not seen as a threat from threppetive of the access to novel
information. People in offline interactions havee tfreewill to reach different and
socially distant individuals during their daily goections. This fact assures the access to
diversity and novel information (Granovetter, 197dpwever, the described scenario
of interactions may change a lot in the online Byvnent, notably, when the access to
content is ruled by personalization based in sodafa. In such circumstances
individuals get stuck in echo chambers without hgvihe same “natural” liberty to
access novel informatiorin general, people accept the results offered amst the

Internet.

Consequently, given the current trend of contensgelization through the
main forms of user interaction in the web — browsiguerying, recommendation — the
flow of information, when grounded in data from gan people based on Web usage
patterns, may satisfy the users’ need for inforamtbut often does not contribute to the
diversity of their viewpoints (Golder & Yardi, 20§,0vhich may reduce the quality of

the service provided. Furthermore, it generateswalével of novelty in information
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access, which may constraint the enrichment of nie&aning construction (i.e., for
information interpretation). It means that, in spaf the enormous variety of sources of
information, views and contents appearing onlineogbe do not extract the whole
benefit of its diversity. People are stuck insideitt information bubble. Additionally, it
is important to notice what is behind the datahezitthe social interaction that gives
meaning to data, as the emotions’ role in suchraoteons when there is information

sharing.

Hence, in this dissertation, | examine whether arr the current use of social
data may solve the problems related to the fantiiaf contents accessed. It may even
increase the difficulties. This problem is appraathn this dissertation through the
broadened concept of Social Echo Chamber Effect.

The introduction of the term “social” in the conteb “echo chamber effect”,
aims to explain this concept from a perspectivet thiiects the final result of
personalization. Accordingly, the use of data basedhese kinds of attributes, rather
than leverage innovation, may reduce the qualithefexpected service. Therefore, this

motivates the following research question:
How to use social data and avoid the Social Echen@tier Effect?

In order to study complementary solutions and bglhefit from the richness of
social data, it is important to discuss the rolsafial data at a cognitive level. The field
of Social Network Analysis (SNA) bestows a richnfi@vork for studying such a
problem. This is supported by rich theoretical amethodological contributions
explaining the origin and consequences of suchakdgnamics, which also explain the
Social Echo Chamber Effect and what solutions @aexplored to counteract its effect.
Moreover, the empirical knowledge provided allowe understanding of advantages
and drawbacks of the use of social data, and wivat kf social data should be

considered.

In this dissertation | test the value of the infatron flow determined by
individuals who are socially distant and have ndurelant connections between them.
This means, being connected by a bridging tie. Somée advantages related to
bridging ties (Granovetter, 1973; Burt, 1982) ir ttontext of this dissertation, deal



with the delivery of novel information, which magrdribute to solving the Social Echo
Chamber Effect.

However, despite the fact that researchers have demonstrating the evidence
of the delivery of novelty through the two main knobridging factors (i.e., weak ties
and non-redundant structural holes), scholars Ima¢éeen considering the receivers’
side of this network mechanism. Thus, regardlesthefrise of interest and empirical
work on novelty related topics, as well as on tee of social data, there is a lack of

research on the effects of information on receivers

In this sense, it is important to develop a comnmethodological and
conceptual base to define the emotional responseftomation access and related
social theory with the bridge mechanism in socetiworks. This approach underlines
the importance of understanding the interaction®ragnhuman and network factors
(e.g., emotional response, psychological charaties| personal attributes and network
structural conditions), and how they impact Webligpfions that use such social data.
This dissertation attempts to put these three dialfl study together: social network

analysis, social psychology and information filigyi

In so doing, this work presents three empiricatligsl showing the relevance of
network bridges as central nodes in defining tlosvfbf novel information, and the
importance of the emotional response in explaimeceivers’ options (i.e., content
selection) and the perception of novelty. This ledsto the formulation of the following
hypotheses:

1) First empirical study: H1Surprise is a proxy of novejtyH2: surprise is
elicited either when the information is delivergddne single bridging factor or by the

composition of both.

2) Second empirical study: Hlthere is a relationship between sender’s
popularity and content selectiortd2: surprise response is associated with content
selection;H3: surpriseresponse is associated with the quantity of pubtistontent by
the senderH4: tie strength is associated to content selectiodependently of whether

the tie between sender and receiver is a bridgeobr

3) Third empirical study: H1Surprise is elicited when sender and receiver
share dimensions of status and attitude homophily lrave similar interests in music

and political views;H2: Surprise is elicited when sender and receiver assinhilar;
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H3: Surprise is elicited when sender and receiver andged by a weak tie, share
dimensions of status and attitude homophily andehsimilar interests in music and
political views;H4: Surprise is elicited when sender and receiver ety a weak tie
are dissimilar;H5: Surprise is elicited when sender and receiver ardged by non-
redundant structural holes, share dimensions diustand attitude homophily and have
similar interests in music and political viewd6: Surprise is elicited when sender and
receiver bridged by non-redundant structural haes dissimilar.

Given these hypotheses, this dissertation hamHtiogving general objectives:

1) Find a data source associated to a solutiondbiafirms the perception of

novelty, in order to counteract the Social Echor@ber Effect.

2) Analyze users' options in content selectionm#éans, knowing whether a
sender's position as structural bridge is morevagie for content selection than a
centrality position. It is also relevant to knowetimportance of the strength of the tie
between sender and receiver for content selediosum, | want to know whether the
end-users' behavior are based in the same assu@sthe ones applied by Web-
based systems.

3) Identify personal and network dimensions to dfyarthe distance between
senders and receivers, based on their similagnesdissimilarities, in order to provide
two kinds of outputs: a) A methodology to identifgw dimensions; b) Information to

design predictive algorithms on surprise response.
And the following specific objectives:

1) Introduce an alternative method to study thecggation of novelty given a

delivery of information through a network bridge.

2) Analyze the influence of network dimensions .{i.aetwork centrality,

structural holes, and tie strength) in individualsices of contents.

3) Test a range of personal attributes combinet tuitdging factors (i.e., weak
ties and non-redundant structural holes), to ifieritie optimal cognitive distante

® As detailed in Chapter Eight, this concept was agienalized by Nooteboom (1992; 2005) stating the
importance of differences in cognition betweenvilials in the context of novelty.

6



between sender and receiver of information, whiclassociated to the perception of

novelty.

Reasoning in terms of networks and the method tfork analysis have gained
ground in many disciplines, such as social psydyloanthropology, or
communications, to name but a few, | see that nétwwodel encourages scholars to
use new cause/effect variables in their analysimeof them can be found through the
properties expressed on communication networks, cennectedness, integration,
diversity, and openness (Rogers and Kincaid, 198Extend this view using the
receivers’ emotional response to identify theirgegtion of novelty, when the access to
contents is established by means of a network eridigis study focuses on the analysis
of relationships between people, but also in theratteristics of people, as well as on

the established communication network.

This is the combination of topics that | found magequate to investigate and
introduce the concept of Social Echo Chamber effetiie context of social dimensions
and dynamics in personalized recommendation. M@eadt/is demonstrated its impact
in the quality of online recommendations. This ditstion test alternative social
dimensions able to substitute the current flow afial data and so how to avoid the
social echo chamber effect.

Moreover, the scholar's interest on understandifge treasons why
communication networks emerge and the effects afinconication networks seems
also to have been growing, as stated by Monge &tr@otor (2003). Regarding to
communication networks, Rogers (1986) characteritesm as consisting of
interconnected individuals who are linked by patéel communication flows.

Theoretical Background and Rationale

Scholars conceive that communication network amalgad structural analysis
can be seen as intertwined, given the sharingtefléctual lineages though they have
followed different paths of development and deb&teuctural concepts, notably, have
been introduced in diverse disciplines (e.g., listic, anthropology, sociology), since
the beginning of last century (e.g., Saussure (M¥BH) within linguistic studies). It is
in this context that Monge & Eisenberg (1987) dehaith great detail three traditions,
l.e., positional, relational, and cultural, whictclude most of the structural analysis of



organizations and communication. Tpesitional tradition departs from the idea that
“positions and roles determine who communicate$ wiho, and, consequently, the
communication structure of the organization” (Mo&€ontractor, 2003, p. 39). This
‘static’ view disregards individuals' activity ireating and shaping the organizational
structure, as well as the role of their individabbracteristics. It is considered that the
organizational structure is set over a pattern @htions among positions. The
assumption is that people occupying a given pasiice necessarily associated to
behaviors, relations and sets of organizationa&s.ohlthough this tradition has its roots
in classic works like Weber’s (1947), “The theofysocial and economic organization”,
or Homans (1958), “Social behavior as exchange’remmmontemporary works, like
White et al. (1976) and notably Burt (1982), alsavén theorized about similar
assumptions by developing the rubric of structexglivalence. One of the criticisms
against this positional tradition is its inability frame the way individuals take part in

the creation and shaping of organizational strestur

The relational tradition is concerned with the communication &gks that are
kept by direct communication. Monge & Eisenberg8@Pargue that this tradition is
rooted in systems theory (e.g., Watzlavick et #67), where the “denotation of the
interconnections among systems components andrtaegament of the components
into subsystems and supersystems” (Miller, 201¥3p.represents one of its hallmarks.
In these systems the “mapping” of relationships rgn&euch components, when they are
people and social groups, gain crucial relevaneeerthis, Monge & Eisenberg (1987)
emphasize the difference between positional anatioelal tradition, positing that a
formal chart does not identify the actual systerhsammunicative relationships. The
former refers to a prescribed flow of communicatwithin an organization, given the
formal organizational chart, while the Ilatter mmyothe actual communication

relationships emerging from the organizational exysactivity (Miller, 2011).

Finally, thecultural tradition examines symbols, meanings, and intéapons
of messages transmitted through communication r&sydiighlighting the implicit,
tacit and deeper meanings, as well as the sharkebsyain an organization. This
tradition sees how meanings emerge from interactiocd may constrain subsequent
interactions (Monge & Contractor, 2003). It medmstta common underlying structure
determines individuals’ interaction in organizasprgoing beyond a structural and
individual view (Waldstrgm, 2001).



However, as Monge & Contractor (2003) claim, thee¢habove-mentioned
traditions cannot be seen in isolation, given tither theoretical mechanisms, like self-
interest, contagion, and exchange, need to be demesl. These mechanisms are
particularly relevant to describing how people dedth linkage (i.e., creating,
maintaining and breaking links) and so are pertirfen social networks formation.
Furthermore, the wide range of social network tlesois often related to the topics of
user incentives (e.g., friendship, appreciation}, dlso with the theories of self-interest
that debate on people's choices driven by prefeseacdesires given what they believe

to be an acquiring of personal benefit (Monge & Cactor, 2003).

Furthermore, benefits acquired by the network adgon are not often thought
from the cognitive and emotional viewpoint. Psydgital attributes together with
structural factors have not been deeply analyzethisrcontext. The arguments have
been mainly focused on the gains explained by likery of self-interest, comprising
other theories likesocial capital, which broadly discusses the potential benefits
retrieved from communication networks in which peogre key actors. In this context,
bridging factors attributed to structural holes (B1992) are used as a mechanism that
gives access to such personal profits. Nonethetasiser than considering bridging
factors only as a hinge that gives access to arspeof benefits through the agent of
the transaction (usually taken as the beneficiahgy can also be analyzed from the
perspective of receivers' benefits. This latterspective involves two important
reflections. Firstly, the information containedtive delivered content that stimulates the
construction of meaning on the receiver may actaagsroxy of the psychological
characteristics of the sender (e.g., personakjr&gecondly, the benefits for receivers
may be due to the perception of novelty and alsthbysurprise elicited. This motivates
new research on the role of individual attributed psychological characteristics in the

flow of information in social networks.

On the other hand, scholars often refer to “spre@dy., Bakshy & Rosenn,
2012) to denote flow (e.g., of information) or mowent in a social network, whereas
the sender influences the receiver (also knowndagtar, in diffusion literature). This
influence is often attributed to the strength @& tie, or homophily-related effects. This
dissertation does not address the study of diffystmut analyzes how the elicited
emotions (i.e., surprise) are intertwined in theeiaction of social networks given the

structural and relational properties and individclzracteristics.



Additionally, it is known that the Internet is astaand ubiquitous channel of
communication, but it is also important to undandtéaow people are connecting and
what they are saying (Watts, 2007). In particusagial networks offer an open window
to observe people’s behavior, their tastes, mobdalth, and the impact of person’s
structural position (in a network) over these disiens (Lewis et al., 2008). Moreover,
with the emergence of computational social sciahdg becoming feasible to collect
and analyze massive quantities of data. Howevesedéims that the leverage of new
opportunities to study human behavior is more eeldab the value of interdisciplinary
fields, than with the storage of massive data dasg minute-by-minute interactions
and locations of entire populations of individu@lazer et al., 2009). In fact, nascent
interdisciplinary fields and questions are now &g from computational social
science, as well as from other fields such as rseignce and social psychology, which

highlights the need and opportunity for more cnogsdisciplinary studies.

It is within this logic that the link between thesearch questions set on the
scope of SNA and the findings of the empirical wofkhis dissertation are built.

Analytical approach

This dissertation debates the broadened concepoahl Echo Chamber Effect
to deal with the cognitive factors that are intiatptassociated with personalization
constraints. These cognitive factors are thenedl&d the use of network data. In order
to study this problematic and find an alternatiskigon, the empirical work presented
in this dissertation tests the relationship betwestional reaction (i.e., surprise) and
several network dimensions. The goal is to find #uequate source of data that

counteracts the effect of social echo chamber.

Although this work applies SNA theories and metHodes to study the
problems outlined in the context of personalizatibirs dissertation also discusses other
findings achieved within the SNA field.

The social networks approach offers theory and adeilogy with applications
to all levels of observation of the network act@iviarsden, 1990). This perspective has
favorable analytical properties to measure howwviddial choices may be affected by
factors related to individual attributes and relasil properties in an inherently
structural framework. Nevertheless, individual desi also are affected by emotional

reaction. The examination of receivers' emotioredction introduces a weighting
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measure among variables represented by structergl, (structural holes), relational
(e.g., tie strength) and endogenous properties, (ecgnophily), which highlights the
pertinence of the relationship between network ertggs and emotions elicited.

Taking this approach, it becomes possible to stindyuse of social data by
means of novelty perception to find an answer tmdthe Social Echo Chamber Effect,

as proposed by this dissertation.

Summary and Preview of Chapters

This chapter provided a conceptual overview of pheblem debated in this
dissertation and briefly defined the constructsimgerest of each empirical study

undertaken.

In Chapter Two, | provide a review of extant litern® related to some cognitive
factors in the online environment. This dissertatitebates the use of an emotional
reaction, i.e., surprise, related to a cognitiiedf i.e., novelty, to propose a solution
for digital media systems. Thus, it is relevanptesents an overview of the literature on
cognitive factors in the scope of online human-cotepbehavior. A particular attention
is given to the process of construction of meanthg to its relationship with
subconscious activity stimulated by the emotiorswdprise. Equally, it is relevant for
the argument of this dissertation, the associdigtween novelty and surprise.

In Chapter Three, | present a review of existingréiture related to Web-based
services, in order to introduce trade-off betwess @volution of some of these Web-
based services and cognitive factors, and like, tbahtextualize some failures or
abandonment of some Web technologies. In Chaptar, Fgresent and explain the
concept of Social Echo Chamber Effect, introducethis dissertation. In Chapter Five,
| present a review of extant literature and maiciadmetwork variables used discussed

in the empirical studies of this dissertation.

In Chapter Six, Seven and Eight, | present thessetbmpirical studies, which
address different aspects of the research goafsisied above. This chapters are
designed almost as stand-alone articles, meanatgetich is written with introductory
material; a description of the measures, data,amadlysis; a presentation of the results;
and a discussion of that specific study’s findinfise previous chapters are also aimed

to introduce the background of these studies.
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Finally, in Chapter Nine, | present an overall dosmn which seeks to
synthesize the main findings across the three eérapipapers and articulate some
general considerations for assessing the projeztugsfied whole.
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CHAPTER 2

COGNITIVE FACTORS IN THE ONLINE ENVIRONMENT

2.1 Overview

Most traditional Web-based applications have foduse improving the
productivity or decision making of the individuaser through personalization. The
emphasis has been on providing the tools and datassary to fulfill a specific job
function, such as searching, browsing or recomnmmgndimotions are also considered,
such as in searching, given the relevance of avgidisers' feelings of regret or
frustration. Meanwhile, other cognitive factor®,. j.emotional reaction, associated with
social network dynamics, also play a relevant roleuser productivity and in the

interpretation of information.

This chapter presents an overview of the literaturéour cognitive factors (i.e.,
Intellectual styles, Construction of meaning, Ursmaus role of cognition and
emotions, Emotions and novelty), which are intermated and intimately related to
how the online environment and its objects mayrate differently among different
users. This is important to interpret the onlinenan-computer behavior and to uncover
possible constraints hidden behind such interastidie last section of the chapter
overviews the concept of emotion in general andréfetionship between surprise and
novelty in particular. This is particularly impontain the context of this dissertation
because it justifies the method applied to study riilechanism of bridging from the

receiver’s viewpoint. This method is based on the af surprise as a proxy of novelty.

This chapter is organized into four sections. Tht fis hamedFlow and
Intellectual styles in online human—-computer intdi@en and starts debating how
cognitive thinking style influences users’ behaviolhe second is calle@onstruction
of meaningand introduces the concepts of meaning and meawingtruction. It draws
our attention to the process of information intetption, and the association between
meaning and emotions and how meaning emerges fooe)xt. Next, in the section of
Unconscious role of cognition and emotiptise role of the unconscious in cognition
and emotions is debated, e.g., primary emotionigke-durprise, which are typically

associated with unconscious processes — and theiassn between emotions and
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specific cerebral hemispheres. Finally, Emotions and emotional perception of
surprise and noveltyan overview of emotions, emotional perception aogeity is
presented in order to explain the association batwwvelty and surprise. The aim here
is to justify the use of surprise as a proxy ofeloyin the three empirical works of this

dissertation.

2.2 Flow and Intelectual styles on online human—com puter
interaction

Flow theory has its roots in psychology and is usedddress optimal user
experiences with personal computers (e.g., Gh&d5)land the World Wide Web (e.g.,
Chen, 2000, Novak et al., 2000). As a constructdiescribing more general human—
computer interactions in online environments (Tmev& Webster, 1992; Trevino &
Ryan, 1992), flow was important for understandinogsumer use of the Web (Hoffman
& Novak, 2009). Flow can be defined as “the stateuoring during network navigation
which is: (a) characterized by a seamless sequenisponses facilitated by machine
interactivity, (b) intrinsically enjoyable, (c) ammpanied by a loss of self-
consciousness, and (d) self-reinforcing” (HoffmanN&vak, 1996, p. X). Given this
state of mind, the user forgets everything elseradim, like time (Novak et al, 2000).
Thus, flow represents a state of consciousnessen&igoerson is so absorbed in an
activity that s/he excels in performance withouhsmously being aware of his or her
every movement. The use of this theory has beehedpas a way to understanding
human behavior with computers and thus inform beé&d* design, training and use

(for a review see Finneran & Zhang, 2005).

Novak et al. (2000, 2003) state that there is memielence of flow for task-
oriented activities than for experiential activstidout that there are flow experiences in
both types of activity. Furthermore, online custonmexperiences are positively
correlated to “fun, recreational and experientigesi of the Web”, and negatively
correlated to work-oriented activities. This deifimm and the existence of such flow
experience in the Web environment, was empiricédisted by Chen (2000), who
contends that Web activities provide enjoyable agpees to Web users improving the
quality of their psychological well-being. The flawthe Web environment is presented

in this context as being related to functional gatees, i.e., researching on the Web,

* Information and communications technology.
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information retrieval, participating in discussigroups, e-mailing, creating Web pages,

playing games, and chatting.

However, as stated by Hoffman & Novak (2009) “thesumer Internet has
evolved from a few directories and online storefsanto a vast, sophisticated network
of information stores that millions of people irger with on a regular basis.” Even
more nowadays with the maturity of the “Web 2.08ahe impact of social networks
on users’ habits and flow of information. As mattdr fact, “members in virtual
communities differ from general Internet usershattvirtual community members are
brought together by shared interests, goals, needsractices” (Chiu et al., 2006, p.
1875).

Flow has been examined as antecedents of behainteations and behaviors,
such as related to the influence of flow on corgohwse of mobile instant messaging
(Zhou & Lu, 2011), the impact of instant messagilogv experience on exploratory
behavior (Zaman et al., 2010), the importance ofvfexperience as a mediator that
produces indirect effects in predicting the sonitwork sites games continuance in the
model (Chang, 2013), or the contribution of botlowtedge seeking and knowledge
(contributing in the context of Web 2.0 virtual comnities) to flow, and also to

employees’ creativity (Yan et al., 2013).

In this vein of investigation, Vinitzky & Mazurski2011) argue that beyond the
effects of online human-computer interaction (eNpyak et al., 2000), it is important
to consider users’ personal differences in theignitve thinking styles and that
cognitive thinking styles influence users’ behavidhe results presented by these
authors show that intuitive thinking style promotessociative thinking and pleasure,
thus, the more pronounced this style is, the highasers’ perception of interactivity of
a Website. In turn, systematic thinking style does promote exploratory behavior or
the perception of interactivity. Additionally, deifences in cognitive styles influence the
amount of information sought to support the deasmaking process and the
corresponding number of alternatives to be consiléry the individual (Hunt et al.,
1989; Driver et al., 1990).

Cognitive styles refer to consistent individualfeliences in how individuals
perceive, think, solve problems, learn, take densiand relate to others (Witkin et al.,
1977). These psychological dimensions represensist@mcies in how individuals
acquire, evaluate, organize and process informaaod guide their performance in
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information processing and creative tasks, throwdgitively stable mental structures or
processes (Messick, 1984; Myers & McCaulley, 19&ggarwal, 2013). Thus,

cognitive styles are understood as an internalepeete of the individual for using a
unique type of thinking (Sternberg, 1998), whostegpa tends to be stable over time

and in different situations and is independenteflevel of intelligence (Perkins, 1981).

More recently, the concept of intellectual stylemshbeen seen in scientific
literature as an umbrella term that covers closelgted constructs such as "cognitive

styles,” "learning styles," "teaching styles," dtlainking styles”. One example of this
can be found in the work of Zhang & Sternberg (90@uch terminology basically
intends to explain why different people succeed different professional and
organizational settings. In this regard, it wasutiia for a long time that innate abilities
justified differences between high-achievers anss lsuccessful peers. However,
research has shown that individuals have differgetlectual styles that fit in varying
types of contexts and problems (Furnham, 2011)sTHaspite the fact that literature
uses different terminology to explain “style”, & accepted that intellectual style “refers
to one’s preferred way of processing informationl @ealing with tasks. To varying
degrees, an intellectual style is cognitive, affext physiological, psychological and
sociological” (Zhang & Sternberg, 2005, p. 2). lede apart from some confusing
literature on all sorts of styles (Furnham, 2011)stnscholars believe that styles are

primarily a function of ability and personality (dhg & Sternberg, 2000, 2005).

The questions of cognitive styles is of significanportance, both scientifically
and practically (Zhang and Sternberg, 2009), buipite the growing interest in this
field of study, it is still a relatively neglect@dncept in several areas, like business and
management fields (Amstrong et al., 2012), or Wabebl systems (e.g., Kao et al.,
2009, Ocepek et al., 2013).

Various studies demonstrate the significance ofgatrhility between styles and
task or activity characteristics (Epstein, 1994020Hogarth, 2002; Kahneman, 2003;
Novak & Hoffman, 2009). Considering the businesd aranagement fields, Amstrong
et al. (2012) present an extensive literature rewjsvhere they conclude that cognitive
style can be a critically important indicator ofcadional orientations, vocational choice,
job selection, job level and work performance. Rernore, cognitive styles are likely
to have an impact on aspects of perception and eonwation in teams, membership
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formation, group norms and deviancy, individualsuer group goals, team leadership,

group problem solving and decision making, and groonflict.

In the context of We-based systems, it is arguedt thuman-centric
recommender systems are an adequate solutionstyssaters’ new needs that are more
and more specific and based on products locatemhmntails (Gretzel et al., 2012). The
authors posit that the success of a specific degtim recommender system depends on
the ability to anticipate and respond creativelytramsformations in the personal and

situational needs of the users.

Cook (2005) argues that one way of maximizing lenin web-based
environments is to adapt web-based environmenssiitospecific cognitive styles. For
example, individuals with analytical styles in enoviments with no clear structure,
which are somewhat informationally disoriented adl\&s socially isolating, are more
able to benefit from their own structure. They liegless external motivation and social
support, which can be used as an advantage overdudls with holistic styles.
Conversely, holistic styles are at an advantagenvhe environment is characterized by
settings with explicit guidance and structure, enxdé motivation and social interaction
(Chen and Macredie, 2002). This vision of an adadgarning environment is based on
the idea of “one teacher for one student” (WodliQ®). This is a statement based on the
constructivist learning theory, which supports itiea that knowledge is constructed by
the student individually through his interactionghwthe learning environment (Rovai,
2004). Students can select their own material @agning resources by themselves,
according to their preferences. However, this pgegaay cause a cognitive overload or
stress on students. The overload may originate fpaying too much attention to
selecting the appropriate presentation of learrnogcs (Mayer & Moreno, 2003).
Stress can be caused by inappropriate multimedigrabselection (Chen & Sun,
2012). In order to avoid this, a recommender systegay recommend the appropriate
learning materials taking into account student&fgnences while guiding them through
the learning process (Vogel-Walcutt et al., 20J49cordingly, Ocepek et al. (2013)
propose an adaptive constructivist learning enwirent that recommends learning
objects. The goal is to relate the combinationifi€ent learning style models with the
preferred types of multimedia materials in ordesétect appropriate multimedia types
for particular students. The results show thatl#aening style model of hemispheric

dominance is the most important criterion in dewdiif students prefer different
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learning multimedia materials. It was also foundttthe most of students still learn

using textbooks and books.

Kao et al. (2009) argues that human factors, sadiaking style (an affective
factor) should be incorporated in the design ofr@deangines, because it influences
search target settings and search behavior. Addityg it can be used with or without
data mining techniques to identify user searchepadtfor predicting search intentions.
The relevance of this suggestion seems to relyherfdact that search results are sorted
using relevance-ranking mechanisms, which do novige significant or structured
presentations in a friendly way to help users dyickomprehend the retrieved

information (Kao et al., 2009).

Other approaches state that team composition basethembers’ cognitive
styles explained differences in performance betwtsms. It influences both the
strategic focus that a team forms, as well asegfrattonsensus. Diversity is categorized
here in terms of race, ethnicity and gender (Aggar&013). Other studies examined
the effect of interpersonal differences in thinkstgle on online consumer experience
(online purchase process) (Vinitzky and MazurskylD. The findings indicated that
systematic cognitive thinking style is correlated search motivation. It means that
online stores with an environmental distracter nisey less accurate at capturing
purchase attention from people with this kind ofmitive thinking style. In this study,
the authors differentiated the cognitive thinkinyles between systematic cognitive
thinking style and intuitive cognitive thinking . They emphasize the need to
consider consumers’ shopping environment and patgtifierences in their cognitive
thinking styles. Thus, the rise in the consumeadisfaction level and their loyalty to
the site seems to be related to the structureeokitie, its contents, and its advertising

information with regard to consumers’ shopping emwvinent.

Zhang & Sternberg (2005) classified all major stydastructs in styles literature
in three types: Type | is associated with right-isgheric styles being indicative of
higher levels of cognitive complexity. Type Il issmciated with left-hemispheric styles

and denotes lower levels of cognitive complexityafy, Type Ill, which manifests the

® The authors report that systematic thinking istesl to a person’s tendency to analyse informagtiuh
reality in a rational, consistent, and multileveayw Intuitive thinking is related to the individisl
tendency to organize information globally and tokmalecisions after he/she has already formed,
developed, and understood the entire context ofatygired decision.
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characteristics of either Type | or Type Il styldspending on the stylistic demands of a

specific task (Furnham, 2011).

Cerebral predominance — be it right or left — isnthntimately related to style
thinking. Left cerebral hemisphere is intimatelylated to analytic, rational, and
sequential information processing, and the rightelw&al hemisphere specializes

primarily in intuitive and simultaneous informatipnocessing (Armstrong, 1999).

Fecteau et al. (2004, p. 551), say in this contextt “word reading is one of the
most strongly lateralized, showing a left hemisphadvantage” and that the left
hemisphere displays some advantages such as hdlpitgsks that involve word
reading and that are related to visual stimulisTikito say semiotic activities, or use of
explicit information. Hence, we may see the lefinisphere as the basis of a linguistic
frame, being the language a semiotic tool appliachely to construction of meaning

and meaning exchange in imagined or real sociataction (Holtgraves et al., 2007).

Yet, though certain cognitive activities are intielg related to a certain
hemisphere, this does not mean that the othertislvlie to actively participate in the
interpretation of information. Both sides of thaibr participate simultaneously in the
construction of meaning, albeit with different walimgs of activity (Fecteau et al.,
2004). These authors argue that “the right hemigplsbows as much evidence of
reading words unconsciously as the left hemisphEnes the classic left hemisphere
advantage in word reading is likely only to be alvamtage of conscious access to

words presented to that hemisphere” (p. 562).

As matter of fact, it has been reported that thecg@ss of conscious thinking is
related to explicit information, which is typicalfssociated with activities such as word
reading (Fecteau et al., 2004). When reading, to®nscious activity of the individual
makes use of the implicit information to achieveamag, which justifies the fact that
what is explicit through words does not mean thmes#o everyone. As a result, the

respons@ related to information access plays a relevarg iolhow people elaborate

® Neuman (2004) defines meaning as “the systemsfspegsponse to a signal”, and meaning-making as
“the process that yields the systems specific nespdo an indeterminate signal”. In this regara, th
author clarifies that ‘response’ in this contextnigt associated with the sense of ‘stimuli-respgnse
which could be wrongly related to ‘behaviorism’. iitends to describe amteraction with the
environment. Behaviorism was established with thiglipation of Watson's classic paper "Psychology as
the Behaviorist Views It* (1913). This theory ofitaing is based upon the idea that all behavices ar
acquired through conditioning. See more hatga://psychclassics.yorku.ca/Watson/intro.htm
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new perspectives and viewpoints. This, given tivellef interpretation achieved and

associated richness of the construction of meaning.

On the other hand, unconscious thinking is clainede related to implicit
information (Ekstrom, 2004), which is triggered bgrtain types of stimulus (e.qg.,

specific emotions) (Scarantino, 2005)

In this view, users’ online experiences are strgndependent on users’
characteristics, which have been explored by rekees and entrepreneurs to improve
the human-computer interaction. The lessons leashed that flow is less dependent
on user-machine interaction and is also influendsd interactivity-community/
recommendation interplay. This seems to be in kméh the current trend of
personalization. Nonetheless, the forecast imprevenm quality of web experience for
users through online personalization seems disappgi from the consumer’'s
viewpoint (Lee et al. 2009). People seem to feeirtiieedom is threatened when they

are given these kinds of recommendations.

2.3 Construction of meaning

The concept of information has several senses i@C01990), but is often
associated with Shannon’s (1948) statistical dediniof information, which separates
information from meaning. Because of this, the emtcof information has been
frequently seen from the perspective of its quanatiion (Aczel & Daroczy, 1975;
Cover & Thomas, 1991). In this sense, the debatget from the quantification of the
information included in a piece of data to the nieasent of the information yielded
by one event (Cover & Thomas, 1991). Though, carsid that a bit of information is
like “a difference that makes a difference” (Batm, 1972, p. 315), it is correct to
analyze the interdependence between informationna@aning, i.e., they are closely
related (Neuman, 2006). However, it would be midileg to consider that the meaning
of a message can be reduced to information corjtestitbecause meaning is also about
the information carried in the detected messagee Hbee meaning-making that acts as
a procedure for extracting the information conveygda message (Neuman, 2006),
may not be able to extract the meaning from theesdnwhich could complete the
meaning of the message. As Neuman (2006) underlinesrder to understand how

" In view of brain areas assessment in this regamported that no physical or chemical measurémien
brain activity is a direct measure of meaning (Rrae, 2003).
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meaning emerges from the context, first it is nsapsto find better ways to model
meaning-making, which is an important issue notyofdr people in information

sciences, but also for the field of artificial ilhtgence.

From a human approach, sometimes, one word it agigin to maintain the
dialogue between two people; however, a third persay have difficulties in catching
the meaning of the message. The issue here is bamderstand the meaning that
emerges from the context that is comprehended éywb people, but not by the third
person. As pointed out by Neuman (2006) “we stllnbt have a satisfactory answer to
the question of how meaning emerges in context14@.7). This is a relevant question,
not only from a theoretical approach, but also ¢omputation (e.g., in artificial
intelligence research). As a result, different sxadwill get a different meaning from
that, which is conveyed by the words, as well d®iosemiotic symbols. Each person
acting as a receptor uses his own background apédcttions when interpreting

information (Freeman, 2003).

Cognitive scientists studying meaning have achieuady similar sorts of ideas
as those studying vision. It is assumed that tiee considerable difference between
the visual information transduced by the eyes dmal ihformation that the brain
subsequently computes from it. Similarly, the imi@tion contained in linguistic input
does not fully describe its emergent meaning. is #ense, words and varieties of
linguistic structure have no intrinsic meaning; ytheee used by speakers to actively
construct meaning (Coulson, 2006). This explairsabmplexity of detecting novelty,
in particular in computation through linguistic et® Langacker (2000) refers to this

problematic in the context of novel expressionthase terms:

“when a novel expression is first used, it is ustird with reference to
the entire supportive context. The speaker relieshts context, being able to
code explicitly only limited, even fragmentary ports of the conception he
wishes to evoke. Usually, then, the expression’sventionally determined
import at best approximates its actual contextmaleustanding. (...) It does not
contain or convey the intended meaning, but mdtehjishes the addressee with

a basis for creating it.” (p. 15)
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Furthermore, Chandler (2005) contends that “meadmes not residan a text
but arises in its interpretation, and interpretati® shaped by socio-cultural contexts”.
This idea agrees with the saying of Paul Valénb{l 9. 1597) who states that “there is
no true meaning of a text”. When a text is intetgaeby its receiver, it is already free of
the contextual support of the author (of the tdwt)be formalized in the cognitive
contexts of the receiver. The message immersedniarrative is then passed from the
sender to the receiver in a continuum of contéod#h) conscious and subconscious, and

both converging in the embodiment of 'meaning’' (H890).

Meaning is equally associated to intensely posiéi¥periences and then to the
eliciting of emotions (King & Hicks, 2009; Keltné& Haidt, 2003). In this vein, a
recent theory on thBroaden and Build Model of Positive EmotipRsedrickson (1998,
2000) highlights the relevance of positive emotidos health and well-being. The
author claims that positive emotions have a lastimgoing effect on negative emotions.
Thus, strategies that cultivate positive emotidikeg, finding positive meaning, prevent
or solve problems such as anxiety. In this reg8ahwarzer & Knoll (2003, p. 13) say
that there is empirical evidence attesting “the that meaning and positive emotions

help to restore an individual's world view and nyld additional personal resources”.

Meaning can also be seen from a social construgignspective through an
information sharing environment. In this contextformation sharing disseminates
information that holds the same meaning to every®tieanda and Saunders 2083)
Here, when a group member has equal access tamafion, it supports the social
constructionist perspective that states that meamsn socially constructed during
information sharing. However, this does not meat #greement and shared meaning
signifies the same. When agreement is reachedftbieed meaning can become part of
the common ground and then, the agreed-on intatpyetof the situation is achieved
(Bossche et al., 2006). This is the case of theqa® of building a shared conception,
e.g., to solve a problem, which starts with the wegy articulation of personal meaning
is taken up in the social setting (Stahl, 2000).t@nother hand, shared meaning refers
to events wherein everyone holds the same meahinguistic events where meaning

is situational are an example of that (Ricoeur,1)98

8 The author bases his argument on Berger and Lunk®ig1966) work on social institutions which
proposes that institutions experienced as an dbgectality are in actuality, social constructioasd on
Schutz (1967), who emphasizes the cognitive presassderlying such social constructions.
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It is known that the access to online content mratterized by a process of reasoning
and interpreting. This process of interpretingnisnnately related to meaning (Sommer
et al., 1998), which can be detected or construdtad detected when it is related to
pre-existing beliefs, and constructed, i.e., atyiv@olded, when it is engaged in a

constructive process to come to a sense of me#King & Hicks, 2009).

The detection of meaning can be observed in the pemyple perceive life and
hypothesize about its meaning. Here, “meaning tietecefers to those times when the
data from the world are essentially (and perhapgetigy saying ‘Yes' to that
hypothesis” (King & Hicks, 2009, p. 318). Nonetlssdethe detection of meaning is not
limited to a passive reception of meaning. It igpersonal process that converts
information into a personal perspective makingrésent when the event 'makes sense'.
Because this is a personal process, it can invobwe experiences that confront pre-
existing assumptions, i.e., that fit with pre-eixigtbeliefs and expectations (King &
Hicks, 2006; Heine et al., 2006).

In contrast with meaning — related to detectingeaning construction involves
the cognitive action of searching for satisfactanswers requiring a revision in the
meaning structures of the individuals (King & HicR909). It enables the interpretation
of information, being dependent on the conscioud anconscious processes of
thinking (Bargh, 2011). Thus, contrary to meanirggedtion, meaning construction is
about awareness and intentionality involving aromtfifil process (King and Hicks,
2009) to avoid a threat in the individual sensem@faning (Heine et al., 2006). The
motivation to keep this brain process, whose pwepgsto maintain meaning, may
correspond to the individual's awareness about ghp between experience and
expectation (King & Hicks, 2009).

A daily example of construction of meaning can lbeind in the complex
interplay between linguistic and nonlinguistic kredge (Sperber & Wilson, 1995) that
people do to define a week day. In this case thera contextual dependence to
understand the meaning of weekend, which is imptessito have without
comprehending first the structure of the week ahd tespective cultural (and

economic) knowledge associated with it (Fillmor@e7a).
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2.4 Unconscious role on cognition and emotions

It was with Freud and Jung’s work that the firsteaipts were made to
systematize and understand the complementary ae$dtip of the conscious and
unconscious and their processes in cognition. Freadl the foresight to look to the
brain for answers, but the mechanistic understandivailable at the time was not
enough to advance his studies. In this regard halyn&ocused on unconscious
thoughts Jung, on the other hand, questioned the abilitieconscious to elaborate all
the complex information from images and ideas (©kst 2004). With a gap of more
than 50 years, today’s cognitive scientists attetoptully understand cognition in a
holistic way. Nonetheless, it is relevant to ndtattold and new models connect in

some obvious ways.

Bargh & Morsella (2008), claim that one reasontfw lack of comprehension
of this side of cognition was related to the megrattributed to the termanconscious
The author says that “the earliest use of the ternthe early 1800s referred to
hypnotically induced behavior in which the hypnetizsubject was not aware of the
causes and reasons for his or her behavior” (ps3)yas reported by Goldsmith (1934).
Also other scholars like Darwin (1859) in “On theign of Species”, or Freud, applied
the term unconscious to classify a non-intentioaall deliberate selection (i.e.,
“unconscious selection”) or to refer to behaviod adeation that was not consciously
intended or caused (i.e., unintended behaviorpeasely. In fact, the notion that

certain universal truths came to stay is an idemgty rooted in Western culture.

Given that, it is claimed that scholars in psychgloe.g., in the judgment and
decision making (JDM) field, supported their cogydt research in the Cartesian
tradition. It means that for these scholars, reiagpand judgment are an exclusively
conscious activity, and that conscious short-caslc equally be used under time
pressure e.g., in heuristics (Lassiter et al., 2009

It was in this scope that the cognitive linguistsl hilosophers, George Lakoff
and Mark Johnson, challenged the premises of degngicience, proposing a new
approach to the understanding of the unconsciousey Tcall it ‘the cognitive
unconscious’, a concept which was developed irr th@ok “Philosophy in the Flesh”
(Lakoff & Johnson, 1999). The authors base theialys®s on cited studies in

neuroscience, cognitive linguistics, and neural eiod. They wrote on this subject:
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“Cognitive science is the scientific discipline thstudies conceptual
systems. It is a relatively new discipline, havbeen founded in the 1970s. Yet
in a short time it has made startling discoverleswias discovered, first of all,
that most of our thought is unconscious, not in Eneudian sense of being
repressed, but in the sense that it operates Weribat level of cognitive
awareness, inaccessible to consciousness andiogei quickly to be focused
on.” (p.9)

Exploring other approaches but still uncovering tbke of the unconscious in
cognition, scholars (e.g., Nisbett & Wilson’s, 19Ekstrom, 2004; Bargh, 2011) have
been presenting the relevance and tangibility afounscious thinking. For example,
some studies show that while conscious thoughtisidered to be better for simple
choices, unconscious thought does the deliberatimék related to complex decision
better (Bargh, 2011). In this regard, Dijksterh&itNordgren (2006) posit that the best
strategy would be to consciously encode all ofrdlevant information and then let the

unconscious do its task.

On the other hand, it seems that the conscious aé®s already-existing
unconscious motivational structures to pursue oag(Dennett, 1995), illustrating the
flexibility and adaptability of the unconscious pesses (Bargh & Morsella, 2008).
Furthermore, when conscious attention is divertgdalsecondary task, this does not
change the similarity on judgment outcomes produmgdonscious and unconscious
deliberation (Bargh, 2011).

These and other works revised in Bargh (2011) shbat people think
unconsciously as well as consciously, namely indiv@ains of judgment and decision
making. Additionally, primary emotions (surpriseappiness, fear, anger, disgust, and
sadness) (Izard, 1991) are not typically frequeatfvated in a consciously controlled
real life. Emotion is an innate and unconscious@ss that has the ability to deal with
cognitive processes (and problems) that do notire@onscious attention (Scarantino,
2005). Centered mainly in a small set of sub-cattirain systems, the emotion is like a
biological sensor that alerts us to an opportuaity, danger, food, novelty, telling us to
stop doing what we're currently doing, in ordeattend to this challenge. In this sense,
emotion has the tendency to respond strongly tb bantrast information, and to just
be vigilant in steady states or subtle changesthEyrdifferent emotions are mainly
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related to specific hemispheres. For example, ledsins processed principally in the
left hemisphere, and anxiousness in the right heimeie (Siegel, 1999). Moreover,
unconscious processing of emotional informationmainly subsumed by a right

hemisphere sub-cortical route (Gainotti, 2012).

2.5 Emotions and emotional perception of surprise a  nd novelty

Scholars agree that emotions encompass severatsspach as information-
processing components, response components, anthterg components (Oatley &
Jenkins, 1996), and are even directly related ® gdiuational meaning. Different
emotions occur in response to the meaning stristirgiven situations (Frijda, 1988;
King & Hicks, 2009) that influence cognitive activi They are dependent not only on
the situation’s characteristics, but also on thdiviklual’'s perceptions (Frijda, 1988),

i.e., the existence of an emotion itself dependtherperceiver (Lindquist et al., 2012).

There is a general consensus that basic emotiengsgchologically primitive.
Primitive means that they must originate in sultical brain structures. In this sense,
the neocortex may be involved in emotion processielgted to higher order structures.
Thus, “basic emotion should be discrete, haveedfset of neural and bodily expressed
components, and a fixed feeling or motivational porent that has been selected for
through longstanding interactions with ecologicallid stimuli (e.g., the subjective
feeling and motivational component of fear is witats because this response has
historically been most adaptive in coping with tadifear elicitors).” (Tracy & Randles,
2011, p. 398). This view is accepted by four praminscholars in this field, Ekman &
Cordaro (2011); Izard (2011); Levenson (2011); Badksepp &Watt (2011).

In this regard, lzard et al. (1974, 1977) elabatate scale of ten primary
emotions, named “Differential Emotions Theory” (DE&le), which has been revised a
number of times subsequently. The DES scale is osegpby the emotions of: Anger,
contempt, disgust, distress, fear, guilt, intenest, shame, and surprise.

In the revision undertaken by Tracy & Randles (30d1 the four above
mentioned scholars, it is reported that the fouhens agree in five common primary
emotions. It includes a positive emotion named reggs (Ekman and Cordaro; Izard),
enjoyment (Levenson), or play (Panksepp and Waltxl three distinct negative
emotions: sadness (labelled grief by Panksepp aait) Vfear, and anger. Because there

IS some controversy on some emotions, such asiseir@ontempt, and lust, they are
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out of the final list (Tracy & Randles, 2011). Adilgh it is agreed that there is no
sufficient evidence for their inclusion, there aisao reason to disregard them as basic

emotions.

The emotion itself starts with a process of cogaitippraisdlthat is related to
the result of how people evaluate their continumassactions from perceptual stimuli
(Schmidt et al., 2010). As explained in Finkenaeteal. (1998), the appraisal process is
influenced by several factors, such as antecedasbpal characteristics — e.g., beliefs
about oneself and the world — prior experiencesexctations, or even attitudes and

self-concepts.

In this scope, Scherer's (1984, 1986) theory of pmmnts process model of
emotion outlines a mechanism for the ongoing applaf environmental events. The
author presents specific hypotheses regardingdtterp of meanings that will precede
particular emotional states, as explained in Lewa&ni& Scherer (1987). Scherer
proposes five types to check (or to evaluate) thetmnal response, which includes a
check for: 1) Novelty; 2) Intrinsic pleasantnesyréevance and /or conduciveness to
meeting goals or plans; 4) ability to cope with gezceived event; 5) Compatibility of
events (including actions) with self-concept andigonorms. In this sense, it is
suggested that surprise can be seen as a poasitisence of the novelty check — and so,
a specific consequence of the appraisal of nov@tgkenauer et al., 1998) — i.e.,
Novelty “determines whether there is a change & ghttern of external or internal
stimulation, particularly whether a novel event wted or is to be expected”
(Leventhal & Scherer, 1987, p. 15). Another examgplenjoyment, which is seen as a
positive outcome of the intrinsic pleasantness khec

In short, emotions can be defined “as episodiatiraly short-term, biologically
based patterns of perception, experience, physiplagtion, and communication that
occur in response to specific physical and sociallenges and opportunities”
(Keltner & Gross, 1999, p. 468). An emotion reprdsea complex array of
psychophysical stimuli that arises spontaneousf030nes faster than rational thought.

It invokes either a positive or a negative respogse typically a physical expression

° Appraisal is defined by the Merriam-Webster distioy as an evaluation of worth, significance, statu
or estimate. Appraisal is achieved by monitorind emaluating an event associated with emotionésta
(Smith & Ellsworth, 1987). The process of cognitaepraisal is influenced by personal charactesstic
prior experiences and expectations, as well asvi@h@inkenauer et al., 1998).
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(Tang et al., 2011). Thus, the emotional respoesg,(autonomic reactions) prepares
the organism for action (Leventhal & Scherer, 19879gnition, on the other hand,
corresponds to the appraisal or "evaluative peiaepof the implications (positive or
negative) of the stimulus for the organism. Thipragsal operates at a simple sensory
level or on the level of complex, conscious reasgrLazarus 1984), though, this is

essentially a functional analysis, whereby it netgi¢he type of processing occurring.

In response to the question of which comes firshoteon or cognition,
Leventhal & Scherer (1987) argue that it is diffidio conceive an emotional reaction
totally unconnected from perceptual or cognitivacteons and that "emotion" and
"cognition” "are always intertwined in emotionalhla&ior and emotional experience"
(Leventhal & Scherer, 1987, p.23).

Emotions in general, and surprise in particulary rba classified according to
different grades of relevance and used in practipalications, notably by basing them

in the correlation between novelty and surprisddiB& Itti, 2010).

Surprise is an important attractor of human ateen(itti & Baldi, 2009) and
appears to be stimulated in situations in whiclaetivated schema (Schuetzwohl, 1998)
is interrupted by a novel, unexpected turn of evg€meigen & Keren, 2003). As shown
in the empirical work of Reisenzein (2000) thereggeod evidence to trust that high
surprise ratings are associated with low probadsljtand vice versa, though, as shown
by Teigen & Keren (2003), the emotion of surprisaymmot be related to a low
probability, per se, but to the level of contrasthwthe more likely or ‘normal’ not
confirmed expectation. This means that, not all -fpabability outcomes are
necessarily surprising, even if surprises are gdlyecreated by low-probability events.
However, as reported by the authors, even if tlilings are more related to people’s
cognitive representations of surprise than an emati experience, it highlights the
differences between surprise ratings and probghelgtimates. Thus, despite the fact
that surprise is typically considered to be credgtbw-probability outcomes, this does

not mean that all low-probability outcomes are sga€ly surprising.

Novelty and surprise play a relevant role in huniemavior and have been
studied either through mechanistic models of nepratessing or by psychological
constructs. Most often, if not always, surpriseceepanies novelty and has often been
defined as a reaction to novelty (e.g. Berlyne,0)9&et, the opposite is not always
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true. A common example of this is the car door tkadbund unlocked. This familiar

event is not novel, but we are surprised when ne dur car unlocked.

In neural processing, an observation is considdcedbe novel when its
representation is not found, or is not similar hother one stored in memory (Barto et
al., 2013). Herenovelty perceptiomegards the hippocampal general role of detecting
mismatches between expectation and experience &lsget al., 2000; Strange &
Dolan, 2001), in which the hippocampal neuronalivagt represents the expected

information or novelty of an event before it occ(Bsrange et al., 2005).

Surprise is not a consequence of the attributdsialf or a random result, but
rather an affective reaction to unexpectedness #tahulates causal thinking
(Stiensmeier et al., 1995). It is unique to a paféir event and is a specific consequence
of the appraisal of novelty (Finkenauer et al.,89%e., it measures its improbability or
novelty (Strange et al., 2005). The relationshipMeen the expected and the obtained
result is what more strongly determines the sueprishich combines a previous
experience and knowledge with the unfamiliaritytbé outcome (Teigen & Keren,
2003). The overlap between both surprise and npwals been observed too. Its result

is usually related to attention capturing and leayriRanganath & Rainer, 2003).

Surprise is generally accepted as an emotion the¢safrom the mismatch
between expectation and what is actually obsemed between an input coming from
the outside and the individual's own schema (Ek&aBavidson, 1994; Derbaix &
Vanhamme, 2003; Casati & Pasquinelli, 2007). Hemsceprise is elicited when the
prediction based on an expectation is violatedrostfated (Bruner, 1986; Davison,
2004; Barto et al., 2013).

Furthermore, considering the concept of changingr greliefs into posterior
beliefs (Itti & Baldi, 2005, 2006, 2009; Baldi &tilt 2011), surprise can be measured
based, firstly, on the definition introduced by Bhen (1948)° secondly, by the
probabilistic interpretation of an event given e tBayes theoreth and thirdly,
attending to the perceived emotion by the receiVee empirical work developed in

this dissertation relies on the latter, as willdescribed in the following chapters.

% The amount of information contained in a piecelata “D” is given by the probabilistic result og®
P(D) bits and so, related to its rarity and smedbability.
1t quantifies the amount of information includedai piece of data “D".
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Additionally, particular attention will be given tibhe fact that when there is a
novelty perception the emotion of surprise willdoV. This will be particularly relevant
when the use of surprise as a proxy of noveltyissu$sed to study the assumptions of
bridging factors (Granovetter, 1973; Burt, 1992)eTprocess of detecting novelty is not
an easy task in a survey environment and surphiseld be used instead. Furthermore,
it is important to highlight the association betwelee cognitive process of appraisal (of
novelty) and access to contents (i.e., interprétiingerpreting can be seen as an output
of meaning construction, enriched by the use ot bobtnscious and unconscious
processes of thinking. This is true particularlyeda the unconscious processing given
the associations between surprise, unconsciouggsimg and construction of meaning.
Thus, the use of surprise as proxy is also uselistuss the enrichment of construction
meaning, as well as to understand the cognitiveofacand constraints associated to
information personalization on Web-based servidesthis particular, the study by
Flavian-Blanco et al. (2013) shows that online cleiag tasks have a positive impact on
the positive emotions experienced after the segamatess. This is particularly related to
feeling of “hope” that is usually satisfied wheretss find the information they have
been looking for (or at least they perceive so)tl@nother hand, the lack of satisfactory
results or process failure quickly originates negatemotions associated with the
feelings of regret and frustration. Nonethelesbeotcognitive factors are associated

with this output, which we will be discussing irettwo following chapters.
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CHAPTER 3

WEB-BASED SERVICES AND COGNITIVE FACTORS: FROM A
SEMANTIC WEB TO A SOCIALLY CENTERED WEB

3.1 Overview

The early stages of the World Wide Wéb'svolution were characterized by
institutions and companies offering information s and services. However, with
the shift towards a social-web (“Web 2.5)it started to be organized more around the
users (Mislov et al., 2007) by means of social tagge.g., Kim et al., 2009; Pancke et
al., 2009; Huang et al., 2009; Han et al., 2009&r«centric publishing and knowledge
management platforms (e.g., Wikis and Blogs), a agesocial resource sharing tools
(e.g., Flickr), and social networks services (e.gacebook, LinkedIn, Twitter,

Instagram)

In this second evolutionary stage, social netwdrage become an important
source of data and information sharing among WeérsusThis shift as several
implications, but the one that we want to empha&zsncerned with how a new way
to access content was established through peageial ties. Since then, the access is
no longer through the common explicit links of iNeb (Mislove et al., 2006), but via a
social link that also carries implicit informatiotihat has become accessible and
profitable for computation. Thus, when people anaring contents on their social
networks, they also are recommending informatioigiated by implicit information on
the individuals interacting. Social networks areristy information after it is "filtered"

by their members, and they serve also as a velfiele connects thoughts. In this

121t is necessary to understand the differencesdmmivihe Internet and the Web, terms that are afted
interchangeably. The Internet is the physical layenetwork made up of switches, routers, and other
equipment. Its primary function is to transportoimhation from one point to another quickly, religbl
and securely. The web, on the other hand, is alicatipn layer that operates on top of the Interist
primary role is to provide an interface that maktees information flowing across the Internet usalirte.
this dissertation we use either one or other telont, always meaning the concept of Wdh:
http://www.cisco.com/web/about/ac79/docs/innov/IBSG 0411FINAL.pdf

13 Web 2.0 is the term used to define a computinggigm that uses the Web as the application platform
and facilitates collaboration and information shgrbetween users. See: O'Reilly, T.. What is Web 2.
Design patterns and business models for the nedrggon of software. O’'Reilly Media, Inc., (Sepq,
2005),in: http://www.oreillynet.com/pub/a/oreilly/tim/news/@8/09/30/what-is-web-20.html
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context, we are witnessing the embodiment of thotlglough the content conveyed by

the medium.

As mentioned by Press (1995), although Marshall an lived until 1980 and
understood computers as a communication mediungich@ot discuss it in his work
Understanding Media, first published in 1964, derfts publication. However, when
McLuhan (1964) claims that the use of new media thagprime cause of fundamental
changes in society and the human psyche, it sebaishe is projecting the same
arguments as us, with regards to media effectstlamdntertwining cognitive factors

and people' narratives.

Many saw Marshall McLuhan as a media thinker astbwiary. He described at
a very early stage of digital media, what life wbdle immersed in digital media
narratives. As in my argument, the starting poartMcLuhan is the individual, which
entails a psychological dimension when media effeeted to be thought about. As he

defined it, media is as technological extensiothefbody”.

We argue that the Web is emulating human narrativdsch is reflected
nowadays, for example, in the implicit informatioontained in the social links and in

content interpreting which is shared.

McLuhan (1964) sustained that the electronic metia ‘extensions of our
nerves’ (p. 152), and supplementary to this, we @mdg that in the scope of digital
media, the Web is a representation of the exteasdbimeaning built by individuals, as
a way in which current human thought is expressetleanotions are elicited according

to content accessed and sender.

In fact, McLuhan’s approach reflects a society wherear thinking (systematic
thinking style) is extended to the electronic mediawever, as mentioned by Press
(1995, p. 16), “linear thinking may not be as intpat tomorrow as it was yesterday”,
given that tomorrow in 1995, is today. Hence, weajecture that the McLuhan’s
‘extensions’ could be seen today as the bridgevdest the collective consciousness
(relative to explicit information) and the colleati unconsciousness (relative to implicit
information). With the concepts of ‘collective carmus’ and ‘collective unconscious’
being those proposed by Carl Jung (1959) and meediby Jones (2003).

14 Biography:http://www.marshallmcluhan.com/biography/
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In this sense, | can reinforce my argument that ave witnessing the
embodiment of thought through the medium. Througe tmedium we all are
collectively sharing the broad amplitude of the stomction of meaning, with its
conscious and unconscious components. In fact, tWefore was a mental process, a
uniquely individual state, now became part of alijgphere. [...] Interactive computer
media perfectly fits this trend to externalize aoldjectify the mind’'s operations”
(Manovich 2001, p. 60).

Thus, the new way to access content, carrying immédion contained in the
social links (e.g., Mislove et al., 2006; Boyd, 8p0seems to recreate the relevance of a
hyperlink structure as a path to content. It addswa sense to that content and its path.
Content is now associated to the individual whooutticed it, as well as to individuals
who will explicitly recommend the content. Thus,thvithe rise of publishing (by
content creators that make information available diver users) and locating
information (mechanism by which users find inforioatrelevant to them) through
online social networks, search engines and recorderesystems have found a new
way to present customized results centered ondée Eurthermore, while, initially, the
criteria of “individualized” and “interesting andseful” created a distinction between
recommender system and search engines, nowaddlistheirise of personalization in
information retrieval, this distinction is no lorrgeisible (Burke, 2002; Adomavicius
and Tuzhilin, 2011). The blurring of this distirani is even more present when the
methods applied to personalization are based ocidalata gathered from Web 2.0

applications.

Accordingly, online social networks have not onlgcbme the epicenter of
information sharing for many Web users, but alsoi@portant resource for the
personalization and improving of several Web-basedices. And similarly to what
has been happening with the Web search, data frdmeosocial networks has also

become tested on the improvement of recommendation.

Furthermore, although recommender systems have lbeemprehensively
analyzed by scholars, the emergence of online Isoetevorks and the access to its data
has sparked the rise of social-based recommendtersy as a new and alternative

method.
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Through the evolution of those Web technologiesyas observed that some
proposals, like Semantic Web and some social-wels t¢e.g., tagging), have lost
relevance or been abandoned by users. As an exabgdause tags are handled in a
purely syntactical way, it means that the annotatiprovided by users create a very
wide and noisy tag space that limits the effectegsnfor complex tasks using this

semantic approach (Lops et al., 2013).

Among other possible causes, the following sectipresent a review of such
evolution and a trade-off between the evolutiorsofne of these Web-based services
and cognitive factors that may have justified @sure or abandonment. | focus on the

cognitive factors to justify my argument.

In this vein, we question the current solutiongefsonalization based on social
data. The use of these data are creating new techoal challenges, whose
opportunities also become threats due to the degnifactors involved, more
specifically, the lack of diversity in viewpointsid novelty. This is determined by the
social organizing principles that justify the stgém of the ties and similarities between
friends. Further, this family of constraints ari$emm social data use — when based on
strong ties and similarities among users — thaivatas the research undertaken in this

thesis, in particular on recommender systems.

Four main sections are presented in this chapiest, ks the Semantic Web,
which reviews the challenge posed by a Semantic Watter-link the Web of contents
automatically, and how differences in human comsion of meaning end up being the
main restriction to the success of a semantic-b&seld The second sectio&earch
engines and social network dateviews some solutions proposed by search engines
and presents the boost of online social networkishenw the information contained in
the social links has recreated the sense of hyxei@Gognitive factors identified by the
term “Filter Bubble”, are presented here as seeersstraints to innovation and search
performance, notably from the users' viewpointegithe current paradigm of social
data use. The third section, nam@dcommender systems and social network, data
presents the three main methods that have beerywdébated and reviewed in the
literature and in particular, the solutions thatciab data applies to improve
recommendation. In fact, the latter use of infoioratbased on user behavior,
similarities and social ties creates a new oppdstuno present personalized

recommendations and solve some persistent probkeroen in these systems, e.g.,
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missing values of the user-item matrix. Howevelis thpproach, which improves
recommendation, also presents some constrainty. ditwerelated to the familiarity of
the recommendations provided to the target-useordier to discuss this subject, this
last section is organized into five topi€ollaborative filtering methods; Content-based
filtering methods; Hybrid systems; Social netwodséd recommender system; Novelty
and diversity in recommendatioand Surprise in recommendatioithis last chapter
ends by introducing the problem of Social Echo ChanEffect, which we assume to

be related to current use of social data, notabBocial-based recommender systems

3.2 Semantic Web

In 2001, referring to Berners-Lee’s (1999) workn®i(2001) mentioned that the
World Wide Web was living a new technological shifth the Semantic Web. This
new Web was providing additional automated servlz@sed on machine-processable

semantics of data and heuristics using the metaddtee Semantic Web.

In 2010, the same author (Ding, 2010) contends dlagh can be represented
with widely different syntaxes and semantics, whichy make the task of integrating
data very complex. This describes a reality thatrgeto be more complex than it was
anticipated. However, the difficulties faced werat Wue to a lack of research. By
analyzing the data from Scopus about the most caédttles on the topics of
“semantics” and “ontologies” between 2005 and 2Q66,author notes that the theme
raised by the article of Berners-Lee (1999) s#lnains up-to-date ten years later. In
fact, the number of citations found in the Scopatadase (Ding, 2010) illustrates the
continuous investment made by the scientific comityun achieve an automated Web,

as was suggested in the initial vision of the farmaf the WWW.

As is known today, in spite of the hard work of g@mentific community, the
problem has not been solved. This is possibly, imedhe solution is not rooted in
technology, but rather in a more cognitive natureis means that the difficulties of
expansion and consolidation of an architecture dasethe Semantic Web, machine-
learning, or other automated services may lie mothe technological development but
rather on the ability of the model to respond tgrabve factors. These cognitive factors
seem to justify the unviability of the Semantic Waeba global technology, making the
application of semantic solutions more restrictetti aapplicable to contextually
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controlled environments, where the community is rawaf the used vocabulary

(Pollock, 2009) and of its boundaries of meanings.

In fact, it is commonly accepted that in terms dbrev reading activity, the
meaning is not a property of words, because woade no meaning (Evans, 2006). The
meaning of words is related to each individual ao@ he uses it in his own cultural
context, knowledge and experience, which makesntbeaning extracted from words
and utterances flexible. Moreover, concepts relédecbgnitively irreducible key areas
(linguistic) have a reduced interpretive ambiguliy this is not the case of linguistic

expressions, because they are not related to keag &most of the vocabulary).

Additionally, given that the majority of the lingitic expressions do not refer to
fundamental domains, but to higher levels of cotw@porganization, each word can
elicit an infinite number of cognitive domains, ams, be related to countless
application contexts (Lévi, 1991). Thus, given theltiple meanings of words, when an
individual is accessing his mental lexicon, hedsessing more meanings than others,
depending on his/her cognitive priorities (Kecsk)6), which underlines the fact that
the construction of meaning differs between indiald. That is why construction of
meaning cannot be based only on the explicit infdiom conveyed by language, since
language doesn’t provide a unique meaning or antre@ning (Freeman, 2003). It varies

from person to person.

On the other hand, the need for compromise to eraatinique ontology of
meanings became one of the main bottlenecks of tdehnology and a difficult
constraint that the ontologies have tackled. Thes \@ compromise that needed to be
achieved by all the interested parties. Otherwtsepuld be an imposition of a vision
(or several), but not representative of all visioRsis vision means the understanding of
the person (or persons) that design the ontolobiesever, if it was imposed a solution
not agreed by all interested parties, | could arthat the «Dewey’s errot by
analogy, would be recreated. “Dewey's error” iseblasn the organization principles

proposed, which are oriented through one singlspsstive and from a ‘physical’ way,

' 1n 1876, John Dewey proposed the Decimal ClassifinaSystem basing it on his understanding of
what knowledge was. His proposal was based on r@septation of his “physical” world (Weinberger,
2007). The proposed system can be regarded a®adseoder way of organizing the information, which
is constrained by the physical reality of paper #me need to give each book a single spot on & shel
(Weinberger, 2007).
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instead of being based on the ‘meaning’ that coewidifferent perspectives from

different people. It is a systems based on thegsalgfrom one to all.

In short, in order to unify the proposed technologye implementation of
standards namely at language level is difficult dmghly controversial. Thus, the
inevitable lack of convergence on meaning constaagiven the richness of language
and cognitive differences between people, notahbly theeir unconscious level,
characterizes some of the constraints related nmastc-based solutions. Hence, the
afore-mentioned cognitive factors should be hiditkgl as the main drawbacks for the
enhancement of this technology. Therefore, the itwgnfactors underlying the
interpretation of semiotic signs significantly iresse the ambiguity of this technological

proposal.

Furthermore, they draw our attention to the chgkanthat semantic tools may
present when considering an online large-scaleiigssgbeyond restricted environments

at vocabulary level and contextually controlled.

3.3 Search engines and social network data

Web search engines have transformed the way pé&ogleshare and perceive
information. Recent studies have shown that seagcfor information, together with
email services, is the most frequently performeiiviag by users (AECE, 2009). In
fact, one of the main informational retrieval tothsit users have at their disposal is the
online search engine (Rangaswamy et al., 2009vha¢h Google is the most visited
website in the world (Alexa, 2014)

It can be said that the semantics of a search erayi@ “matching”, since it is
supposed that the system returns the items thathntae query ranked by degree of
match. Two main developments can be highlightedrffmrmation retrieval systems or
search engines: a) the “authoritativeness” critémieorporated by Google (Burke,
2002); b) Personalized social search.

a) Online search evolved dramatically when Googieoiporated the

“authoritativeness” criteria (Burke, 2002) into fanking (defined recursively as the

6 Asociacion Espafiola de Comercio Electrénico y Mtrg Relational — AECE, “Estudio sobre
comercio electrénico b2c 2009". (2009). http://www.red.es/media/registrados/2009-
10/1256816746333.pdf?aceptacion=8686d2aacf937328d8¢bas5f0018/

7 Alexa, "Top 500 global sites”. (2014)ttp://www.alexa.com/topsite&etrieved July 2014.
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sum of the authoritativeness of pages linking tgiven page) aiming to return more
useful results (Brin & Page, 1998).

The hyperlinks between content (typically pagesimfa hyperlink structure
based on the incidence of links to Web pages. iBhike primary tool for structuring
information. It is this structure of links that arms search engines of the corpus of
information to be indexed, i.e., to crawl the Webindex content. Hyperlinks also
inform the search engines about the relevanceceftain Web page relative to a given
query. It allows estimating and ranking the releenf the content (Page et al., 1998;
Mislove et al., 2006).

On the other hand, hyperlinks identified as explioks are also used by people
as an indicator of relevance of the browsed contentvell as to embed a Web page in

the context of related information (Mislove et 2006).

b) Despite continuing improvements in this hypdrbased search paradigm,
some limitations were reported in literature (eMjslove, 2006), highlighting two main
concerns: i. how to make a new Web page or cofieerthe search engine visible; and
ii. how to avoid the biases introduced by the ieaidlink solution to rank the

importance of a certain Web page or content.

At the center of these concerns is the meaningieér” and how to integrate the
“user” into studies of information retrieval (e.gones, 1988). Rather than continuing
research almost exclusively on document representéBelkin, 2008), it was found
that we needed to approach the meaning of usedifiesent way. Nonetheless, it was
necessary to form a more consensual understanditigsoneed to react positively to
the questions raised by Sparck Jones in 2008. Aftdrand benefiting from the amount
of social data available, scholars started to agvel more personalized social search.
With that, the information exchanged in online abcietworks started to be examined

as a source of naturalistic behavioral data.

This type of search requires the ability to moded users’ preferences and
interests — done through the tracking and aggregatf users’ interaction with the
system (Carmel et al., 2009). Some examples of aggregation are represented by
tracking information on users’ previous queriesn(Tet al., 2006), or click-through
analysis (Dou et al., 2007). The interaction of ters with the system can be
represented by users’ profiles that are appligtiensearch (Agichtein et al., 2006). This
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can be employed by incorporating users’ interestis the processes of re-ranking and
filtering of the search results (Shen et al., 200%wever, this approach may raise
issues related to privacy, because user profiling be understood as a violation of user
privacy (Carmel et al., 2009).

The concept of social search has several altemakfinitions. We adopt the
one used by Carmel et al. (2009), which statesdbeial searches “describe the search
process over “social’ data gathered from Web 2.pliegtions, such as social
bookmarking systems, wikis, blogs, forums, societwork sites (SNSs), and many
others” (p. 1228). Thus, the explicit user intei@ts provide an ideal framework for
personalization. The assumption behind the useataf blased on a user’s social network
to obtain user preferences from related peopleasdiosely related people have similar

interests®,

Facebook presents a relevant example of the triideetween service provided
and information gathered from users, in order tohajp to other Web-services (e.g., on
Bing'®). While Facebook gives to its users the opporyutitmake their relationships
explicit (among friends and acquaintances) andesladr kinds of information, the
algorithm infers intimate details about users' @mefices. Applying these data
(carefully, given privacy concerns) can improveaghe other Web-based services, like
searching.

In this regard, Piscitelli et al. (2010) statest tfilkered content based on our
social network is likely to provide information this equally or even more relevant

than content obtained through standard Web searches

Several approaches for directly or indirectly enyplg users’ social relations to

improve personalization have been proposed by achol

Mislove et al. (2006) tested the use of social netwnformation to inform and
bias the ranking algorithm of a search engine anthd an improvement of 9% in
search result clicks over Google alone. This irgggn has the potential to improve the

18 Similarly, this is one of the main assumptionsibetcollaborative filtering methods in recommender
systems.

9 Greene, J., 2012. Bing deepens Facebook integrationnecting searchers with friends. From
http://www.cnet.com/news/bing-deepens-facebookgirstton-connecting-searchers-with-friends/
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quality of Web search experience, because nearbys ua the network often find

relevance on similar sets of pages.

Golbeck et al. (2007) proposed the integrationoafa network information into
a user's browsing experience using a Firefox ekdansThe goal was to create
additional contextual information loaded from otkées on the subject browsed by the
user. This means completing contextual informatuith data on what others are saying

about the subject browsed.

Bender at al. (2008) developed a framework reptesea social community by
means of a network graph model of users, documants$,user-generated annotation
(tag9 that gives information about users’ interests asdrs themselves. They found
that social expansion based on the Friendship grapiproves the precision of the
retrieval effectiveness remarkably. These resuwtgrdute positively to social search

strategies.

Carmel et al. (2009) analyzed the value of persoatabn according to different
relationship types, in particular familiarity ansindarity. The results show that social

network based personalization significantly outperfs non-personalized social search.

Cai et al. (2014) raise the question of searchresjilack of ability to be aware
of users’ interests or how to efficiently find tiformation that users need. So, the
authors propose to store users’ search historfyaruser profile and relocate the results
of search history by the particular subject. Theppsed method provides a
personalized search service that gives prioritthetodocumentation already seen by the

user to position it at the top of the search result

Several other contributions regarding personalsesatch have been presented in
literature, such as Song et al. (2014), who adafitedwell-known ranking model of
RankNet to personalized search, or Gasparetti €2@14), who selectively collect text
information based on implicit signals captured tlgio web browsing interactions of the

user.

However, privacy concerns a side (Carmel et aD92¥ounus et al., 2014) that
is not free of cognitive constraints. Thus, here there is setbacks on innovation and
performance of information technology, which canploénted out to cognitive factors.

This constraint is described in literature as FiBabble.
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Filter Bubble

The termFilter Bubble was introduced by the internet activist Eli Pafi$¢o
describe how algorithms are tailoring informatiom people, creating a personal
ecosystem of information based on user informafipmch as location, past click
behavior and search history). As a result, usersaparated from diversity and receive
what 'can be' expected. In this sense, personalizabnfirms what people already
know and avoids offering information that disagredt the user's viewpoints. In short,
the termFilter Bubble describes the potential for online personalizatmreffectively

isolate people from a diversity of viewpoints ontent (Nguyen et al., 2014).

This effect has been most noticed in Google resiise December 2009, when
it started to customize its search results. Sevel@gers have already stated their

concerns. An example of that is Cyrus Sheflamho contends that:

“[personalisation] creates a real risk of limitiogir worldview. Every
new search result starts to look like the searébreeOur ideas become isolated
and homogenized, like exclusively watching only Féews or MSNBC, while
refusing to consider CNN. There are times whengretization and localization
work well, such as when I'm looking for a pizzatesant in Seattle. The
maddening part is, what if | want to turn it offhére are times when | want
unbiased results not based on my past search yhistgr location, or what my

social circle has shared.”

Other blogger< used the term “Echo Chamber Effect” to refer te fioblem
described above as the “Filter Bubble”. The comstsaunderlined are the same and
centered on the problem of personalized search. ditierence is that this is an
individual option, referring to the fact that peepteely decide their “political corner”,
for example, as expressed by Jamieson & Cappeda8f2o explain the homogeneity
among people that share similar political viewsisTkind of personalization / forced

homogenization is determined by a 'blind" algorithwiich is socially ignorant and,

20 hitp://www.amazon.com/The-Filter-Bubble-Personalifzhanging/dp/0143121235
2L Cyrus Shepardhttp://moz.com/blog/google-personalized-search
22 Grant Jacobdittp://sciblogs.co.nz/code-for-life/2011/07/30/gEgnd-the-echo-chamber-effect/
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probably, biased by business interests (e.g., seoneof tailored advertising). This
problem is not only affecting online searching thloubut also other media, such as
Facebook (e.g., through theews feeds which is tailoring the results based on

personalization.

Nowadays, we are still withessing the continuousngin in access to social data,
which has increased the availability of more andarexplicit and implicit information.
This fact is yielding even more insight to develmgw digital media solutions, notably
in the improvement of recommendation through recemher systems. However,

problems related to cognitive factors persist.

3.4 Recommender systems

Web entrepreneurs at the forefront of the infororatievolution were the first to
notice the opportunity that recommendation coulettage. This is one of the reasons
why the study of recommender systems is at thesetéion of science with business,
l.e., they are an integral part of some e-commsites (Schafer et al., 1999), calling for
contributions from diverse knowledge fields, sucls a&omputer scientists,

mathematicians, physicists, and even psychologrsissociologists (LU et al., 2012).

A recommender system suggests items of interasdécs based on their explicit
and implicit preferences, given the preferencegesged by other users, and attributes
of the users and items. A recommender system isateg to predict users' possible
future likes and interests based on data from Hegsuand their preferences. The main
basis is the act of suggesting items based onraseptation of what a user likes and
dislikes, with the aim to personalize, as much assible, the delivery of the right

content to the right person.

The recommendation activity is particularly relevéor sales based on the so-
called long-tail (Anderson, 2006). The long-tailfers to goods that are rarely
purchased, but given their multivariate they repnésin total, a great quantity, and so
they can vyield considerable profits for the bussessable to explore this model
(Leskovec & Adamic, 2007). This is the casédofiazon.comwhere 20 to 40 percent of
its sales are based on products that are abovumé¢hef the 100 000 most sold products
(Brynjolfsson, 2003). Another typical activity ocdgommendation is the sale of goods,
like DVDs rented by Netflix. Here, the purchasessdsh on personalized
recommendation achieved 60 percent in 2009 (Lii,e2@12).

42



Three main methods have been widely debated anewed in literature (e.qg.
Bilgic, 2004; Adomavicius & Tuzhilin, 2005; Lu el.a2012; Park et al., 2012), in
which authors present extensive surveys with tles @nd cons of each system and

suggestions for new solutions. Next, we preseravanview of these methods.

3.4.1 Collaborative filtering methods

Collaborative filtering (CF) (Adomavicius & Tuziml 2005; Shi et al., 2014)
and content based filtering (Chen & Sycara, 1998) the most common types of
recommender systems, and hybrid systems combinesttbagths of both types of
systems (Burke, 2002). CF is the most successftihadeand can be found in several
online applications and fields of knowledge, sushhaalth education (Luque et al.,
2009), consumer reviews (e.g., Epinions.com) (M&gaesani, 2007), and sentiment
prediction in twitter conversation threads (Kimakt 2013). New approaches have also
been developed, like the one introduced by Cal.€2@14), who propose a user-based
recommendation that makes a representation of #see through a vector that can
indicate the user’s preferences on each kind of.itefinds a user’s neighbors based on
their typicality degrees in all user groups. Tlsiglifferent than rely on users’ ratings on

items as happens in other methods.

Apart from some recent proposals, like Cai e(2014), two common types of
CF have been discussed in literature: a) user-besmmmmendation, and b) item-to-

item recommendation (the Amazon model).

a) In the user-based recommendation, the systemds fisimilar users
(collaborative) and makes a prediction based orsethsimilar user preferences
(filtering) (e.g., Ali & van Stam, 2004, Arora et.,a2014). The principle is to pick
people who share similar tastes with someone als#,make an automatic prediction
about the taste of someone based on the colleatednation from many others. It can
be summarized by the idea that “People like youghtuliked or shared Y”. In this
regard, Adomavicius & Tuzhilin (2005) present thellvknown user similarity method,
based on the taste overlap between users. Thisiteehrecommends items frequently

collected by a given user’s “taste mates”.

b) In the item-to-item recommendation, the iteme aompared first, but
incorporating user preferences. It takes the peefsgs of users who liked (or bought)

one item to suggest an item those users liked gasiuch (this system was made
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popular by Amazon) (Schafer et al., 2001; Linderalet 2003; Koenigstein & Koren,
2013). The idea that summarizes it is: “People wbaght, liked or shared X also
bought, liked or shared Y”.

CF recommendation presumes that people who haw#asitastes will rate
items similarly. This method bases its recommepdation community preferences
(e.g., user ratings and purchase histories), iggouser and item attributes (e.g.,
demographics and product descriptions) (Scheinl.et2802). Thus, to predict a
recommendation about a consumer item (e.g. a kedikn) the item needs to have a
reasonable number of ratings. However, this isahetlys the case, particularly for new
entries (new goods). Similar constraints occur winentarget user (recommendee) has
unusual tastes compared to the rest of the popul#tiat has evaluated the items, which
makes it even more difficult to find a similar ptef Thus, all of these complications

lead to poor recommendations. These constraintsran@n as rating sparsity.

The problem of sparsity data occurs when there smeeral items to be
recommended and the user/ratings matrix is spardependently of the number of
users, which makes it difficult to find users thawe rated the same items (e.g., when
someone bought only one book on Amazon it is hardccurately determine similar

preferences, given the lack of information on teeriand few overlapping items).

To overcome the problem of ratings sparsity, ssolars have been exploring
solutions based on demographic information, knoven "demographic filtering”
(Pazzani, 1999), transitive trust graphs, as atwagcrease the number of comparable
users (Massa & Avesani, 2007), social informatigaya & Alpaslan, 2010), or even
by the selection of optimal personal propensityialdes (Jeong et al., 2013), just to

mention a few of them.

In the case of Massa & Avesani (2007), the goal teasearch for trustable users
in a social trust network, instead of searchingsiarilar users in a social network (e.g.,
friends of friends). The social trust network isséa on user feedback about which
recommendations they trust most. This feedbacksexduo rank people in the trust

network.

Other examples incorporating trust network into &€ presented in Yan et al.
(2013) and Gou et al. (2014). Yan et al. aimsswlve the neighbor selection problem,
while the Gou et al. proposal distinguishes betwegalicit and explicit trust. Here, it is
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argued that the inference of trust based only @m tegings is not sufficient to capture
the dynamics and context-dependency. The authoggest the incorporation of
contextual information when the ratings are givas,well as the users’ interactions

pertaining to the items.

Some other challenges in CF are the cold-stattl@no (e.g., when new users
have zero ratings/purchases, or items that no dnethe data set — has yet rated) and
the popularity bias (e.g., everyone reads “Harritd?g or someone with unique tastes).

Finally, given that CF bases its recommendationowerlap, i.e., similarities,
rather than differences, this narrows the acces®otelty and to different viewpoints,
by exposing them, mostly, to a narrowing band qiysar objects. As a result of this, a
niche of items that might be very relevant willdeesrlooked (Zhou et al., 2010), which
will emphasize the problem of the Filter Bubblesaglied in Nguyen et al. (2014). The
authors conclude that there are two forms thaessprt the narrowing of influence of an
online recommender system on its users: a) thrdbghitems recommended by the
system, and b) the items rated by users. Furtherntioe risk of a filter bubble increases
when users follow recommendations that appear eir top-N recommendation lists.
As a matter of fact, as Ziegler et al. (2005) shoser satisfaction can be improved with

diversification.

3.4.2 Content-based filtering methods

Content-based filtering methods rely on compariogtent of items rather than
on other users’ opinions. It uses an algorithm nduce a profile of the user’s
preferences from previously rated items, matchingrg words or other user data with
item attribute information (Mooney & Roy, 2000).dgoal is to recommend items that
fit this preference profile based on similar comtén this sense, some authors defined
the design of similarities from an inter-concephitarity based on the distance of the
concepts to their least common subsumer in an @gyolFernandez et al., 2006). This
solution presents at least two variations. One iapptaxonomies as a basis for
calculating similarity, and the other uses only @ated corpus data. Here it is the

frequency with which concepts are used that defsiredarity (e.g., Lin, 1998).

Nonetheless, these solutions found similar congaio those faced by the
ontologies proposed in the Semantic Web. This &étiah resides in the fact that the

filter does not distinguish between word sensestéfev & Masthoff, 2006).
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Some of the known constraints related to that aggr@re the lack of scalability
and the fact that it is not social. The advantagdat there is no need for data on other
users, which avoids the cold-start and sparsityblpros. Also it is able to make
recommendations to users with unique tastes, a$ agelrecommending new and
unpopular items, which avoids the so-called fieger problem. Moreover, it can
provide explanations of recommended items by kistiontent-features that caused an

item to be recommended.

An example of a socio-economic application of tmsthod is Pandora.com,
which is a free and personalized radio that playsiomonline. Pandora coded the so-
called "genomé® of each song to generate personalized recommendatiased on
“genes” from songs that users liked. The Music Gemdroject (Liu et al., 2009)
attempts to analyze the content attributes of sacly. Based on the name of songs or
artists typed by users, the system finds requedischware similar to make
recommendations. Another example of a content-bagppdoach, this time applied to
the culinary domain in recipe recommendation, agppsed by Lin et al. (2014).

However, there are also challenges with this tyjpecommender system which
need to be overcome. First, it requires content tam be encoded as meaningful
features. Second, users’ tastes must be represastedlearnable function of these
content features. Finally, it is unable to expbpiality judgments of other users, unless

these are somehow included in the content featesssnmended.

3.4.3 Hybrid systems

Hybrid systems combine collaborative methods withtent-based methods or
with different variations of other collaborative theds. This method is helpful to
address the diverse needs of heterogeneous usgie(R002), or to join the best of
different methods, as in Lops et al. (2013), whoppises a tag recommender system
implementing both a collaborative and a contenetdagcommendation technique. For
example, CF is useless in solving the problem inokll-start setting, but content

information can help to bridge the gap from exgtitems to new items by inferring

% In Wikipedia: “The Music Genome Project is an efffty "capture the essence of music at the most
fundamental level" using almost 400 attributes toesalibe songs and a complex
mathematical algorithm to organize them. The MuSenome Project is currently made up of 5 sub-
genomes: Pop/Rock, Hip-Hop/Electronica, Jazz, Wddldsic, and Classical. Under the direction of
Nolan Gasser and a team of musicological expdmsinitial attributes were later refined and extmhd
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similarities among them. Hybrid systems that joiR @nd content-based methods
enable us to solve this problem (Schein et al.220@wari et al., 2014), which is one
of the most important applications of this typeefommendation system.

Some proposals for hybrid systems aim to recomnh@mgttail items, to which
users have had little access — as seen above @haly 2010). This method provides
novel insights about users by combining collabeeafiltering with graph spreading
techniques.

3.5 Recommender systems and social network data

3.5.1 Social network-based recommender system

After being strongly focused on how algorithms cbbletter predict unrated
items, scholars started to look more carefullyatitsons based on social elements of
decision making and advice seeking (Bonhard, 20B¢)merging recommendation
systems and social networks (for a review see Bbaast al., 2013; Tavakolifard &
Almeroth, 2012).

In this vein, scholars found that people seem t@rexpate more a
recommendation coming from friends than one frormc@mmender system (Sinha and
Swearingen, 2001), which underlines the relevanca esecommendation based on
social-influence in relation to similarities of pactivities. As mentioned by L et al.
(2012), scholars have understood the value of kotdlaences for a long time, yet, it
was with the emergence of Internet and particubartia the rise of social networks that
it has become possible to understand social infleguantitatively.

The effects of social influences can be divided itwto classes: a) users' prior
expectations, which lead to the increase of saled, b) users' posterior evaluations,

connected to the improvement of user loyalty.

a) Leskovec & Adamic (2007) studied the effects sokial influences on
purchase preference in an e-commerce system. Ttherauested the reaction of the
target users to recommendations from friends throegnails after purchases. The
results reveal that individuals are often impergido the recommendations of their
friends, particularly when the recommendations ikexk arrive at saturation level
(about 10 recommendations for DVD products). Atsaee time, with book sales, they

reported that the purchase probability had litfleat or was even negatively affected
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after the recommendations. In short, the authoneloded that there are limits to how
influential high degree nodes are in the recommigolanetwork. There is a limited
reach of influence that individuals have over fden- they just reach a few of them,
and, furthermore, they do not reach everybody kmeyv.

b) In order to solve traditional challenges rela®€F, such as data sparsity and
cold-start, and harnessing the emergence of ordomal networks, some authors
merged both areas to enhance a social network-b@semnmender system. Social
recommendation introduces transparency to the igctof recommendation and a

higher level of trust in the system itself (Grote&mig, 2007).

LU et al. (2012) analyze how to utilize social netlkvinformation in social
recommender systems. The authors present a fratkan@rporating social context
information and show that this improves the accumaicreview quality prediction, in

particular when the data is sparse.

He et al. (2010) crawled the dataset of the ondioeial network Yelp.com to
analyze whether or not friends tend to select #mesitem, and whether or not friends
tend to give similar ratings. The results reveal fhiends have a tendency to review the
same restaurants and give similar ratings. Alsothensparsity test and cold-start test,

the proposed system performs better than on CF.

Ma et al. (2011) provide a general method for imprg recommender systems
by incorporating social network information, in fpewlar, to solve the persistent
problem related to the missing values in the ussnimatrix. The results are indicative
of improvements in recommendation, but by usingtta social connections of each
user, the recommendation performance decreases.aliti®rs do not explain the
reasons why this happens, but propose for futurk itee use of an algorithm that

identifies the most suitable group of friends fdfedent recommendation tasks.

There is one thing the approaches mentioned hasenmmon, which is that they
all lead to some kind of challenge that researcimetise field of recommender systems
have to face. Some of the major challenges have ideatified as sparsity, scalability,
cold start, diversity vs. accuracy, vulnerability dttacks, etc. (for a complete review
see: LU et al., 2012), while other issues have Ipsémed out by scholars, particularly
the danger of an excess of recommendations basg@omuarity (Zhou et al., 2010),

low novelty, or lack of diversity (Vargas & Cas&ll2011). In fact, just as happens in
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Web searches, diversification of results is a a@ltifactor in significantly influencing

user satisfactici.

In this regard, Zhou et al. (2010) estimated thpacdy of a recommender
system to generate novel and unexpected resultselguring the unexpectedness of an
object, i.e., the average self-information or “sig@l” (term coined by Tribus, 1961) of
recommended items, which amounts to the averagei@yse ratio of users who like

the item (also known as “inverse user frequency”).

Another issue on recommendation is the absencerdfal of number of times
that the system recommends the same items to ogersand over again, or whether a

novel content is delivered in recommendationspdhé appropriate user.

In this scope, Lathia et al. (2010) studied theetigvthat a system delivers with
respect to recommendations that it produced in ghst. They observed that CF
algorithms often repeatedly recommend the sameN)aems to users. To invert this,
the authors suggest switching the CF algorithm ¢ivee, in order to re-rank the results
of frequent visitors to the system, making thagmporally evolving system that could
give diversified recommendations in time. In tuviargas and Castells (2011) proposed
an evaluation of the novelty and diversity of trecammendations attempting to

formally unify them in a single evaluation framewor

Therefore, the familiarity of online recommendasocharacterized by the
Portfolio Effect concept (Burke, 2002) is then algem addressed by scholars,
although, not from the viewpoint of a cognitive straint increased by the current use
of social data. In order to study complementarysohs and still benefiting from the
richness of social data, it is important to disctiss role of the emotion of surprise,

given its relationship with novelty.

3.5.2 Surprise on recommendation

Surprise in recommender systems can be observedvieral ways. | present

three approaches: serendipity, past surprise, etvdonk approach.

24 Diversity has been addressed by scholars in thpesof personalization of Web searching and with
promising results (Vallet & Castells, 2012).
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The relevance of surprise from the viewpoint ofra'semotional reaction is
related to the process of information sharing/ eontselection debated in this

dissertation.

The serendipity and past surprise approaches, bethay have often been used
by scholars and entrepreneurs in order to triggereimotion of surprise on the online

users when they access the contents.

In this dissertation it is explored the network eggeh. This is a not yet explored
approach that uses surprise as a proxy of novetiyrprise response is elicited in the
context of a network bridge (Granovetter, 1973;tBLi®92). This subject is detailed in

the next chapters.

To explain serendipity, some literature mentions tirocess of incidental
information acquisition (IlIA) as an occurrence ihigh a person acquires information
(useful or interesting), while not consciously loak for it (Williamson, 1998;
Heinstrom, 2006). This acquisition is due to théividual’'s psychological receptivity
that makes people more or less attentive to theived message (Heinstrom, 2006).

Thus, personal traits and emotional states mayrdéte the attention to the message.

Some studies (Swearingen and Sinha 2001) recogimte'surprise” caused by
serendipity in recommendation expands their hoszavhile others (Groh & Ehmig,
2007) say that serendipity can convey novel preaistin recommendation, which are
brought from cliques (clusters or groups of pedpbd share similar tastes). This same
approach is argued in Zhang et al. (2012), whonpgse a framework of novel

recommendations based on serendipitous recommendati

The past surprise approach, on the other handplored by Horvitz (2007).
The author explains the "mixed-initiative interactl, which allows the collaboration
between computers and humans in which human skillsttempt to expand the ability
of the computational systems. The authdrelieves that through the technique of
'surprise modelling’, it would be possible and Ifiera to consider the kinds of things
that have surprised people in the past to modekiids of things that may surprise

them in the future.

The third approach results from the informationwflon social structures

situating surprise as an emotion which arises wtten input coming from the

2 http://www.technologyreview.com/read_article.asgxXpecialsections&sc=emerging08&id=20243
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surroundings doesn’t match the individual’s ownesoh (Derbaix, 2003). Surprise can
be either positive or negative and can be relatedifferent types of communication
processes, e.g., action tendency of "interruptifigijda, 2003), cognitive dissonance
(Festinger, 1957).

Considering the situation of communication in whibk sender and the receiver
of information are connected by a network bridge, gurprise might not only be caused
by the information received, but also by the pectipe delivered within the
information. This is to say that the cause of sagpmight not only be the information
itself, but also the sender of information assedatvith structural and relational
properties and individual attributes — charactagzpsychological characteristics. In the
following chapters it will be presented greateradlein this.

Given this, in the context of this dissertation;psise must not be elicited in a
serendipitous way, because a system that relighisrkind of design cannot compute
this emotional state from data based on natural=thavior from social networks. On
the other hand, through solutions such as the "®himiiative interaction,” surprise

relies on a probabilistic approach that may natii purpose of my approach.

There are many highly diversified contributionsatwng recommendation and
social network data, numerous approaches to enhanegdty and diversity, as well as
several methodologies to assess and measure howhises achieved. Though, despite
the common understanding that social influencedatd on naturalistic behavior from
social networks are very relevant to improve accyiran recommender systems, it
seems that there is an important concern in tigarcethat should be considered. This is
related to network mechanisms supported by hompghitPherson et al., 2001), like

triadic closure, which contributes to closure aodcsreducing novelty access.

On the other hand, if the priority or opportunisyan the use of social network
data, then novelty can be approached from a saa@lpsychological perspective too.
Mastering both factors in the same framework, thight bring new insights about
Web-based systems and particularly to recommengsterss. This dissertation

dedicates particular attention to this opportunity.
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In this context, the following chapter introducde tconcept of Social Echo
Chamber Effect and the problem of trapping usesglentheir own social bubble — echo
chamber — when the recommendation's target useiveea recommendation based on

data from similar users or close friends (stroeg)ti
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CHAPTER 4

SOCIAL ECHO CHAMBER AND SOCIAL STRUCTURE

4.1 Overview

This chapter introduces the concept of Social EChamber Effect applied to
Web interactions. The point of departure is theuamgtion that similarities in personal
attributes (e.g., attitude, age, race, ethnicitjycation, religion, socio-economic status,
physical, etc.), between individuals who are séci@nnected, notably by strong ties,
are associated to a low level of novelty exchargyedl lack of diversity of viewpoints
among them. | advocate that the use of data basethese kinds of attributes to
improve the personalization of Web-based applioatioather than boosting innovation
and opportunity, may generate the “Social Echo Giatreffect. Although the problem
of “Filter Bubble” or “Echo Chamber Effect” hasr@hdy been identified in literature in
the context of online personalization (e.g., Ngugeal., 2014), in this work | study this
problematic from the perspective of social data usenphasize that the use of this kind
of data may help in personalization algorithms, ibatso has some drawbacks, because
it may generate dissatisfaction in users. This llagks that the relationship between
cognitive factors and social interaction may distbe meaning of Web personalization.

Thus, it is important to fully understand this pberenon in order to find solutions.

This chapter is organized in three sections. Tingt Section, namedecho
Chamber Effegtintroduces the concept of the “Echo Chamber Effacd reviews the
literature. The second section, callBde Social Effect on Echo Chambshows how
social dynamics based on homophily and strong desribute to the reduction of
diversity of viewpoints among groups and thus pkavthe effect of Echo Chamber.
Four main topics are developddovelty and diversityHomophily on Echo Chamher
Strong ties on Echo ChambandNetwork mechanisms on tie formation that feeds the
echo chamberFinally, the third section calleBocial Echo Chamber Effect on Web
Personalizationpresents the effects of echo chamber on pergedalecommendations
explaining its relationship with the current usesotial data.
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4.2 Echo Chamber Effect

The term Echo Chamber Effect was coined to emplasie human behavior
that is typically observed in political or culturabmmunities (Jamieson & Cappella,
2008), whose individuals seek information or jonouyps similar to their prior beliefs
and biases (Sunstein, 2001). This behavior leadbedcargument that the look alike
effect plays an important role on self-affirmatitinirds of a feather flock together”
(McPherson et al., 2001). A person typically enjogseiving confirmation of every
aspect of his or her ideas and attitudes. It isi@igoy some scholars that this kind of
social interaction results from homophily, givediinduals' preferences to interact with
others that have similar background or opinionsRRkErson et al., 2001). This can be
explained either by the structural constraints afiety, which limits people’s social
worlds (Blau, 1980), i.e., their ability to intetagith others from different backgrounds
or with different opinions, or individual choicestiain social structures (McPherson et
al., 2001), or even as a result of social influeticeugh interactions (Ma et al., 2009).

Consequently, people in these situations lack exgoso diverse viewpoints.
Social structures grounded in homophilous relatigpss and in strong ties set by
friendship, have a higher likelihood of increasetbimation access from other strong
ties that keep spinning the same personal perspectbtrong ties are then characterized
by their homophily (McPherson et al., 2001), whitnengthens the bond between
people contributing for them to have the same choemds either online or offline
(Lewis et al., 2008; Hampton et al., 2010).

The massive amount of media currently on offer Wi@dem to ensure exposure
to a broad spectrum of views and the diversitynédnmation for a healthy democracy.
However, that is not necessarily the case. Fissgleeady reported by Centola (2007),
people joining a new online group seek similar peowhich maintain the same offline
cultural affinities — i.e., the homophily effectagso visible in options made by people
who select their communities online. Second, it besn reported that similar people
present similar behaviors of information accespielook for content that, in fact,
feeds their prior views, i.e., “people avoid thevseand opinions that they don't want to

126

hear=”. Consequently, this circular option locks the wundiial in an experience of echo

chamber. On top of this, the current fragmentatibthe communication market and the

28 hitp://press.princeton.edultitles/8468.html
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concentration of ownership seem to emphasize ttublgm, as sustained by Cass R.
Sunstein in the book “Republic.com 2.0” (Sunstéf09). In this sense, people are
"closed" inside their own cluster. A cluster that naturally created and tuned by
endogenous properties, i.e., homophily, as basi@korganizing principle, but which
is treated as a selected audience by the mediaa Aesult, this audience becomes
externally regulated by a pre-constructed and iragagew by the media. Furthermore,
current social networking systems (SNSs) seemsriphasize narrowing contexts of
information as detailed by Boyd (2002) through tl@cept ofcollapsing of contexiit
has been stated in this scope that the digitaldvalters people's notions of context and
identity. Gilbert (2012, p. 2) posits in the scayehis concept that, “in social streams,
people from every part of life collapse into onamhel, in temporal order, with nothing
distinguishing one from any other.” This authorsufige following analogy to explain:
“imagine living your whole life at your own weddingveryone you know from various
parts of your life is there: grandmothers, in-laea@workers, cousins, childhood friends,
etc. Writing a status update on a social media isitéke forgetting you left the
microphone on. Everyone hears everything. Consurcomdent (e.g., reading Twitter or
the Newsfeed) is very much like standing in theehdng line. Everyone you know

passes by in random order.” (p.2)

4.3 The Social Effect on Echo Chamber

Having established the conditions that are fatititathe emergence of the echo
chamber factor, we will now discuss its effect whskeb applications use data from
supposedly like-minded people to personalize tf@mmation services required. In this
context, it is important to understand what netwdnkensions are behind the social
data in the Web personalization and why that isucedy diversity and novelty

potential.

Novelty and diversity

As established earlier, the information based ¢eratctions from strong ties has
a very low rate of novelty (Granovetter, 1973). e other hand, the concepts of
novelty and diversity are intertwined, which medms argument that the low level of

novelty in the information accessed leads to acaefcy of variety in the information
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shared, which may reduce the quality of the couatiilm of social data on recommender

systems. This idea is underlined by Vargas & Cls(2011), which states that:

“Novelty and diversity are different though relatedtions. The novelty
of a piece of information generally refers to hoiffedent it is with respect to
“what has been previously seen”, by a specific ,usetby a community as a
whole. Diversity generally applies to a set of iggnand is related to how
different the items are with respect to each otfiéis is related to novelty in
that when a set is diverse, each item is “novethwespect to the rest of the set.
Moreover, a system that promotes novel results stetad generate global

diversity over time in the user experience”. (p.2)

To clarify how network interactions may participate keeping the echo and
then in reducing the access to novelty, we needeteelop further some properties

related to homophily, tie strength, and network Inaisms.

Homophily on Echo Chamber

There are plenty of published social network stsidan bridging factors
(Granovetter, 1973; Burt, 1992) or centrality (Fne@, 1973) to explain outputs related
to the information flow (e.g., McEvily et al., 199Blansen, 1999; Holme & Ghoshal,
2008, Kratzer & Lettl, 2008; Shi et al., 2013).thms regard, some authors argue that
weak ties are more likely to be dissimilar thamisgy ties relatively to the ego (‘owner’
of a social network), and that this dissimilarisyadvantageous to expose the ego to a
dissimilar knowledge and new perspectives (Zhoal.e2009) and so, to influence the

information flow.

On the other hand, several socio-psychologicalissuddicate that homophily is
a noticeable characteristic of social interactiolespite often being diminished and
attributed to peer-to-peer influerfégAral et al., 2009), given the preference to iater

with people with similar attitude, background @iroons (McPherson et al., 2001).

2" Homophily has been seen to be more important thet-to-peer influence and more relevant that
sometimes is assumed by scholars, notably, in ¢éimsesthat it can account for a great deal of what
appears at first to be a contagious process (Arahle 2009). However, the distinction between
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The term homophily coined by Lazarsfeld & Mertor9%4) suggests that
individuals tend to associate with others who sisarelar backgrounds or opinions and
is often referred to as “similarity breeds connacti(McPherson et al., 2001). It can be
said that homophily is "the conscious or unconstimdency to associate with people
who resemble us" (Christakis & Fowler, 2009, p.17).

The homophily between two individuals — as a teeglen associate ourselves
only with like-minded people — can be expressedeweral possible dimensions, such
as those related to socio-demographic dimensioms $fratify society ("status”
homophily), and cognitive dimensions (e.g., prefees, attitudes, aspirations, values)
(“value” homophily), as defined by McPherson et @001 Status homophily
includes ascribed characteristics (e.g., race,i@thnsex, or age) and acquired ones
(e.g., religion, education, occupation, or behayatterns). Value homophily includes
dimensions such as beliefs and attitudes, traike lintelligence and behavior
(emotional), which may report cognitive similargien this regard, McPherson et al.,
(2001) states that value homophily is about "irdérstates presumed to shape our

orientation toward future behavior" (p. 419).

Thus, similar people will establish contact at ghleir rate than dissimilar orfés
It is assumed that endogenous characteristicsgyraiffect the creation of ties. In fact,
homophily is often studied in the perspective dfigbties creation and maintenance in
social networks, and so, associated with the enogbimeasures of assortative mixing.
There are three main factors related to why so@alorks present assortative mixing,
which refers to a positive correlation in the peedaattributes among individuals who
are socially connected. One factor is related tmdyhily, which justifies why people
create foci of shared information and points ofwvi€lrhis socio-demographic and
attitudinal information implies that “distance iertns of social characteristics translates

into network distance” (McPherson et al.,, 2001,4p6). Thus, the stratification of

homophily and social influence is not easy to makeme of the difficulties in distinguishing these
phenomena may be related to external factors ¢diffio be specified) (Anagnostopoulos et al., 2008
%8 Following the work of Lazarsfeld & Merton (1954).

9 Given the principles of homophily, authors havepmsed various measures to study dimensions like
attitude and background factors (McCroskey et1d@75, 2006), cultural similarity (Centola, 2007hda
they have underlined the relevance of some vasallkee Educational, Occupational, and Class
homophily, comparing less intimate ties to reldiiarong ties. For a review see Rivera et al. (01
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society by similarities and dissimilarities betweaedividuals also means distance to be

travelled by a piece of information between twondlals.

A second factor is related to how network strucureay influence the
formation of social ties. This can happen, for eghkan through the propinquity
mechanism that leads to spatial proximity: this in@@gsm explains that there is a high
likelihood that two people that do not know eadhmeotwill meet, if they share time with
the same third person (common friend). In theseuonstances, the physical distance
changes the likelihood of tie formation, weak @osy (Hipp & Perrin, 2009).

Finally, there is the property of sociality, whighnot related to homophily, but
still might influence the formation of ties.

Homophily may lead to cognitive similarities (Aragyal., 2010) that may affect
the perception of the communication. In this regamine authors (Roger & Bhowmik,
1970; McCroskey et al., 208 uphold that the communication is more effectiveew
the source and the receiver of information are nsam@lar (homophilous), since the
perception of the message is associated with degrstmilarities (Roger & Bhowmik,
1970). Moreover, when the perception of the messagassociated with cognitive
similarities (Rogers & Bhowmik, 1970), communicatibecomes even more effective.
These similarities, even with limited social interan, are likely to establish links of
trustworthiness that may induce receivers to mavenfortably accept a sender’s

recommendation (Arazy et al., 2010).

Differences in the social context in which peopte ambedded, also affect
communication given the varying levels of attitialirdiversity (Levitan & Visser,
2009). Psychological preference (Kossinets & Wa&t@£)9) seems to drive one of the

reasons why individuals interact favorably with@thwho are similar — strengthening

% Several studies have debated the factors that lierbasis of human communication, such as, how the
‘person perception’ affects the interpersonal comication (McCroskey et al., 2006). The studies repo
two main factors: interpersonal attraction and hphily (ibid.). McCroskey et al. (2006) have been
analysing the reliability of the measures repoffredn 1975 to 2006, and have concluded that they are
valid, while still recommending a second generattbmeasures. The authors McCroskey et al. (2006)
state that the first-generation measures of Mc@Gpsk al. (1975) "reported a multi-dimensional nueas

of perceived homophily (similarity of source andcewer)" (p.2), but which presented moderate
reliability in several studies in which they werged. Thus, the second generation measures (McGorske
et al., 2006) review the measuring instrumentgdbability and validity of the homophily scaleamely

by analysing thirty years of work of other authtitat have used those scales. Furthermore, McCraxtkey
al. (1975, 2006) suggest that perceived and reabipbilious patterns are present regarding theiatig
factors: age, ethnicity, sexual orientation, raligs affiliation, education level, income, attitudbsliefs,
values.
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ties (Granovetter, 1973), and so emphasizing a tatime advantage of homophily, if
there is a preference for homophilous relationshify tracking the email of 45,553
students, faculty and staff at a large researclveusity over an academic year,
Kossinets & Watts found that Simmel’s triadic clestwas the predominant influencer
on social attachment. However, it should be noked similarities are often measured
through scales of homophily, and psychologicailaites in the social network analysis
are neglected (Crosier et al.,, 2012). Diversityaiso affected by homophilious
behaviour, even in contexts where diversity is exp valued and encouraged
(Mollica et al., 2003; Ruef et al., 2003; IngramMsorris, 2007). As reviewed in Rivera
et al. (2010), diversity can be found in some lggibilous dynamics, such as boards of
directors of large companies, to be representativissimilar functional specializations
(e.g., law, science, or non-profit), (e.g., Westp&aMilton, 2000, Mizruchi, 2004),
teams in science (e.g., Moody, 2004), or even enftdmmation of task-related ties in
organizations (asking for assistance or suppornfeo colleague) (Casciaro & Lobo,
2008).

Therefore, homophily contributes to clustering dedpat share similar social
and cognitive dimensions. Basically, homophily isaural ‘source’ of social echo,
among similar people. As matter of fact, when peaghlize the similarities between
them, mutual trust is enhanced, but, on the othadhthese people become "naturally”

closed in clusters, framed by similar opinions ai@vpoints.

Strong ties in Echo Chambers

The strength of the tie is intimately related tavtophily, which characterizes
socially linked people. This leads to the mechasisyh exposure that are associated
with the tie structure in cohesive networks. Thepasure between strong ties is
associated with the time spend with each othengams, i.e., with close friends or co-
workers, and the motivation to interact may derfvem endogenous effects, i.e.,
homophily, which are conducive to the formation tads, or to the sharing of

preferences (towards cultural interests, etc.).

3L yet, networks which are already highly homophilams, e.g., exposed to mechanisms of triad closure
(Rapoport, 1957), do not easily become more honmophidue to the cumulative effect (Kossinets &
Watts, 2009).

%2 This concept is detailed further below and inrket section.
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Social structures are depicted by a variety ofradions, either at dyadic and
triadic level, such as face-to-face in local groopseighbors, or even in organizational
and categorical social structures. In particulacia structures based on strong ties are
characterized by relationships surrounded by stthirg-party connections (Reagan &
McEvily, 2003). These triads contribute to the pijohe of triadic closure that strongly
affects the formation of ties in social networks detailed in the next section. This kind
of social structure is typical in cohesive netwoessl finds its roots in Granovetter
(1973). In this regard, the author states thatviddals are ‘embedded’ in a matrix of
relations and ties forming cohesive embedded néssvdaCohesive networks represent
the context in which individual actions are placat in which individuals tend to
interact more frequently and spend more time wéitheother’'s contacts.

In general, "strong ties have greater motivationb& of assistance and are
typically more easily available [than weak tieszr&novetter, 1982, p.113). People
linked by such ties are more likely to engage ighkr emotional efforts to share
knowledge, with others. Conversely, this charasteriof embeddedness may intensify
the flow of influence (Bian, 1997) among strongsti&his is the case of the flow of
diversified knowledge at dyadic level through strdies that reinforce the enhancement
of individual creativity (Staber, 2004; Sosa, 2QX)even knowledge creation — among
university researchers — if strong ties are sumednby a sparse network of actors
(Mcfadeyn et al., 2009).

In all these cases, cohesion is due to the chaisicde of strong ties that
contribute positively to the flow of specific resoes, but, on the other hand, which
constrain access to new information and diversitpaints of view. Similarly to what
happens in offline social structures, people inimenlsocial networks keep the same
quantity and diversity of close friends in theirreonetworks, with whom they
communicate most frequently and from whom theyixecthe majority of information.
Thus, the dynamics of communication do not meannarease of new close friends
(Wang & Wellman, 2010). In fact, it has been repdrby scholars that online social
networks encourage communication with existingimdflconnections, instead of being
a “trigger” to initiate new contacts online (Ellis@t al., 2007; Subrahmanyam et al.,
2008). Therefore, this dynamic of communicationt tappears to maintain the same
group of strong ties, intensifies the echo chandféect between these individuals,

keeping those that do not share the same viewpajas.
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Research in this vein has shown that strong tiesaarimportant determinant of
attention on social networking websites, such aseb@ok (Messing & Westwood,
2013), and that Facebook users usually browsel@sadif people with whom they have
an offline connection more than the profiles of piete strangers (Lampe et al., 2006).
Furthermore, scholars report that acquaintance®iworks have a determinant role as
vehicles of contagion, due to their abundance (Bak& Rosenn, 2012), but also to
give access to novelty (Granovetter, 1973). Howetlezse ties are not the ones that

characterize the current use of social data for YWabonalization.

As matter of fact, when users browse their soceork, they access content
posted by friends, acquaintances and through thiemm friends' friends (third-party
connections). This means that a large network latiomships is established between

them all, which include people (senders and recgj\and the exchanged contents.

As a result of this, the correlation between sonetiwork structure and users’
attributes emerges, in which people with similagtexchange and access similar kinds
of content. The structure formed by such ties, dindrrespondence in users’ attributes
as shown by Mislove et al. (2010). The authorstpbsit using given attributes from a
fraction of users in an online social network,sitpossible to infer the attributes of the
remaining users. Network communities form arounersisvho share certain attributes.
Thus, given the shared cognitive similarities iclsgroups of people, the information
spins in closed circuits. Therefore, this seemsnterfere with the effect of Echo

Chamber, by emphasizing it.

Network mechanisms in the formation of ties thed flne echo chamber

The two most studied determining factors of themation of ties are triadic
closuré® and selective mixing. Selective mixing is relatedhe tendency of tie creation
based on people’s attributes (e.g., language, hibyndimensions) (Goodreau et al.,
2009). Both factors are strongly supported or mewdd by homophily factors (Schafer,
2011). Two known factors determining tie formatine the structural proximity (e.g.,

friendship circles, shared foci) and physical disea(Marmaros & Sacerdote, 2006).

% A triad can be described as a set of three petpietend to close through a third person due to
propinquity or cognitive processes.
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This section centers attention on the consequeoicésadic closure given its

importance in understanding the effect of echo di&m

More than 100 years have passed since Simmel (19@8yed the importance
of triadic clustering in social interaction, andic@ then many scholars have addressed
this issue in social network analysis (e.g., Gratiev, 1973; Wasserman, 1974). The
basic idea of triadic closure is supported by théaBce Theory of Heider (1958), which
posits that two people may appreciate each othduaty by way of their mutual
agreement on a third person. This third person ¢geramon friend, or someone with
whom the two others spend time together. Suppdoyetthis theory, Granovetter (1973)
explained that if an individual B is a friend oflimidual A, and A of C, then, there is a
high probability that B and C are friends (or beeoimends). These interactions among
friends and people with similar interests or bebawiave been studied by sociologists
namely in the context of tie formation. All thoseopesses are often characterized by
the interplay among homophily dimensions and tieergjth, it being commonly
accepted that individuals seek or join groups Hrat close to their prior beliefs and

biases, as seen above.

Two balance mechanisms contribute strongly to dienftion: reciprocity —
which includes the desire to reciprocate the fradmgl (Granovetter, 1973), and
transitivity (e.g., ethnic homogeneity on onlinecisd networks) — that describes the
tendency for friends-of-friends to become friendSoddreau et al., 2009). Both
mechanisms contribute to measuring similarities ragnpeople (their homophily) and

describe a certain closure among similar peopien(ds) that contributes to tie creation.

The representation of those individual charactessdre extensively reported in
literature, such as in the context of adoption elfidvior (Zhou et al., 2009), contagion
(Aral et al. 2009), or creation of ties by peop#aisilarity or dissimilarity (Rivera et al.,
2010). Furthermore, scholars (e.g., Golder & Ya2@i10; Leskovec et al., 2008) have
been proving that friendship connections amongsusetheir online social networks
are mostly based on a triadic closure principle,, ipeople mainly form connections

with, or through, close friends (strong ties).
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Leskovec et al. (2008) study the triadic closurecma@ism within four online
platform$* to contend that triadic closure justifies the miisks between people in
large online social networks. They found that nafsthe new edges (connections) are
extended to very short distances, typically clesngles, through which is possible to

present a predictive model of network evolutiort teptures the triadic effect.

In the same vein, Golder & Yardi (2010) show thansitivity and mutuality
emphasize the effect of triadic closure among Bwitisers, and Gilbert (2012) reports
that the formation of tie strengths manifests itsel similar ways on Twitter and
Facebook, which shows the triadic closure principl€&acebook as well. The author’s
findings can be generalized across media, reve&tioghat some important properties
of online relationships do not change due to imgetation details on SNSs, e.g.,

changes on design and functionalities, like thdsseo/ed on Facebook since 2008.

Thus, scholars stress the role of strong tiesicrgation, as well as how people
rely on them given the shared trust, which is coméd and reinforced by network
mechanisms and endogenous factors. In fact, al ithiexplained by the browsing

activity and communication level between such ties.

4.4 Social Echo Chamber Effect on Web Personalizati on

The reported findings on tie creation in triadiostire stress the argument for the
relationship between the effect of echo chamberthaduse of social data from strong
ties and homophilous people — through which ties st or are in a state of being
established by triadic closure. Consequently, éf dlata from social networks are based
on profile similarities and people socially conmettby strong ties to improve the
performance of Web personalization, the final rssake the known effects of echo

chamber.

A related problem associated to personalized recemdiations has already been
studied under the known concept of Filter Bubblea@His-Garrido et al.,, 2013), as
detailed in the previous chapter. In this regand authors test a way to take advantage
of partial homophily between people with oppositews on sensitive issues. After

determining the regularity of keywords between peapith different viewpoints, the

% 1) The photo-sharing website: “FLICKR” (flickr.con®) The collaborative bookmark tagging website:
“DELICIOUS” (del.icio.us, a); 3) “YAHOO! ANSWERS” gnswers.yahoo.com); 4) The professional
contacts website: “LINKEDIN” (linkedin.com)
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authors created a data portrait of each user, laend recommended information based
on similarities between their word clouds, espéciahen they differed in their views
on the topic studied (abortion on Chile). The ressshow that people can be more open
than expected to ideas that oppose their own, whialrelevant approach to disrupt the
Filter Bubble.

Another known problem that affects users’ satisfacis called the Portfolio
Effect. This term was coined specifically for reqoender systems referring to
recommended items that were already familiar tosu@urke, 2002). One example of
this effect can be found in news recommendatione Hge recommendation lists often

contain identical or nearly identical news messaggg.

Another example appears in recommendation engikesAimazon.comin the
case ofAmazon the effect is found in costumers that have puwetaseveral books
from the same author, which may bias the recomnresygtem. From that, the users
may receive recommendation lists where all top-&ies) are books by that author
(Ziegler et al., 2005).

A similar constraint happens with content-basedomeoender systems,
especially with respect to music, where songs efgame artist are recommended. In
this regard, Seyerlehner (2010) proposes a solb@sed on the use of a portfolio filter
aiming to ensure that there is only one song piestan each recommendation list and
then force the content-based recommender systenisctease the diversity of the

recommendations.

Although there is a diversity of terms, methods awdutions to solve the
different problems identified in web-based systenably in recommender systems,
this dissertation indicates a new problem and sstgge solution to solve it. As seen,
this problem derives from the use of social data itoprove personalized
recommendations through social-based recommendégrsyg. However, as a result of
network properties, particularly given the interastresults of individuals at emotional
and cognitive level, the current solutions appliedocial-based recommender systems
end up creating an Echo Chamber Effect that traoplp inside their — usual — social

bubble of information.

The Social Echo Chamber Effect refers to the faat tisers are trapped inside
their own social of information, received and knowihnis loop of information keeps
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users attached to the same viewpoints and away finenaccess to novelty. As seen,
this may occur when the target-user receives amewndation based on information
from similar users or close friends (strong ties)simply by mirroring their past online

activities. Research in social psychology has atghat our identity is shaped by the
media we consume. In short, identification processe powerful engines in engaging
the users during reception (e.g., Entman, 1989e608001). So, we can easily fall into
feedback loops that we are not aware.

Scholars do not mention what the individuals’ opsioon content selection
would be if the individuals could opt from a sendeakly or strongly tied to them. It is
also not reported what a possible benefit at cognievel could be, notably considering
the meaning construction of the receiver if theesbn of content were free of
algorithms options (which may be biased and senasked queries by the users). This
means, free of information tailored by past optjomngh the aid of technology, about

people's tastes, views, and prejudices.

However, there are reports on the role of weakitiesontagion processes and
access to novelty, which reinforces the view pwiverd in this dissertation. These and
other arguments are tested in the empirical worksgnted in the sixth, seventh and
eighth chapters. | conjecture that the lack of istsigh Social Network Analysis in this
area might be one the reasons why the Echo Chakfbest — related to the use of
social data — has been absent from literaturersénféghe following chapter an overview

on social networks is presented in order to intoadilne empirical chapters.
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CHAPTER 5

SOCIAL NETWORKS OVERVIEW

5.1 Overview

Social Network Analysis (SNA) was initially formaéd within the frameworks
of graph theory and network theory. The perspeaivBNA that includes both method
and theory claims that there is no meaning in stglyany single relationship in
isolation from the network of which it is part. liact, the dyad formed by the
relationship between two individuals is the maieneént of a network, but its existence
is itself conditioned by the network. The SNA meathcand underlying theories on
social science frame the empirical work of thissdisation. Additionally, some
psychology theories are applied that challengectireent studies on SNA, notably on
bridging ties.

The growth of computing power and the current trehslocial media that mirror
the engrained desire of humans in connecting ayelacales (Crosier et al., 2012), has
opened new possibilities for accessing massive atsoof data and going further in
SNA studies. In this venture, several types of onekwriented mathematical software
have been developed to assist the work on SNA. Sowamples include the UCINET,
NodeXL, statnet in R, Pajek, or EgoNet, just to teua few of them. Furthermore, the
use of both the theory and methodology networksalr@ady crossed the boundaries of
social science and reached multiple fields (foremision see: Kadushin, 2012). Its
application has become interdisciplinary and hadivated the adoption of new
methods in numerous scientific areas, like psyanl(®achon, 1982; Kalish & Robins,
2006; Brass, 2011), human behavior (Li & Chen, 20b&émmunication (Oberg &
Walgenbach, 2008; Vladgescu, 2012), social media & emotions (Kivran-Swake
Naaman, 2011; Lin & Qiu, 2012; Tadic et al., 2013plogy (Fowler et al., 2009),
health (Cornwell, 2009; Haas et al., 2010), orgatan science (Shipilov, 2009; Ahuja
et al., 2012), economics (Jackson, 2010; Ozsoyl&Valden, 2011), or even behavioral
ecology (Sih et al., 2009).

Networks of relationships come in many shapes &@esswhich complicate the

task of finding a single way of representing themeampassing all applications. Yet,
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there are some common network representationshéptto accomplish this purpose.
Next, and in order to introduce the social netwarscepts applied in this dissertation,
notably in the three empirical studies presentethénfollowing chapters, an overview
on social networks and the fundamental theoriesbdie strength and central nodes is

presented.

This chapter is organized into six sections. Thet,fNetworks of relationships
presents a short overview of some elements thattdem social network in order to
introduce the other sections of this chapter. Téeosd, The Strength of Weak Tjes
presents the fundamentals of the theory, some appes of other authors and the trade-
off between weak and strong ties. The thiMdiwork Bridgesintroduces the concept of
network bridges. Two other topics are develope@:h8ridging factors through weak
ties and Bridging factors through non-redundant structurallés The fourth section,
Central Nodes: centrality and bridging measyreatlines the differences between the
network measures defined by the concepts of cégteatd bridging. The fifth section,
Size and tie diversityoverviews the concept of size beyond the notibnuwnber of
network members. It presents the relationship betwsze and weak and strong ties,
and how it contributes to diversity and determiniing value that a user can derive from
being a member of a network. The last section,tledtPsychological attributes in
social networkspresents some studies and reflections on the ngegfiboth fields of

research.

5.2 Networks of relationships

A network is a set of relationships (Kadushin, 200¢hile a social network can
be defined as a “finite set or sets of actors &edr¢lation or relations defined in them”
(Wasserman & Faust, 1994, p.20). Social networksraip on many levels, from
individuals and families up to the level of natioriBhey play a critical role in
determining the flow of information through centraddes, and the degree to which
individuals succeed in achieving their goals. Tlaso have an influential role in the
way problems are solved, or in how organizatiomsran. This social structure made by
nodes is viewed in general as individuals or org@tions tied by one or more specific
types of interdependency that includes values,onsi ideas, financial exchange,
friendship, kinship, dislike, conflict or trade (Ba1& Wuyts, 2007).
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“Communication networks are the patterns of conthat are created by the
flow of messages among communication through tinmel @pace” (Monge &
Contractor, 2003, p.3). The concept of messageaidiesl here diverse symbolic forms
(e.g., data, information, knowledge, images, or ls9is) that flow between points in a
network or that can be co-created by network membEnese networks take many
forms in contemporary organizations, which contparsonal contact networks, or
flows of information within and between groups,name a few (Monge & Contactor,
2000).

Social network data can be applied in the constmaif both personal (ego) and
whole networks, wherein they both share severalsorea. However, each one of the
networks has a unique set of structural metricemithe specificity of each social
system being modeled.

In personal networks random sampling methods ampted to define the
boundary of work and to make the work of data cbiben more feasible. However, the
dynamics related to personal networks are compiangthe multitude of interactions
associated to the relational level. Here it is tivener of the network, the ego, that
generates the list of members (‘alters’)tbéir own social network, which change in
size, composition, structure, and stability. Thes tcan be created, grow or decrease in
strength or change their contents, but also disapipea smooth way or end abruptly.
One of the challenges related with this kind ofaeks is the fact that only one person
informs about the network, which can make hardredigt any change that occurs in

the network.

A whole (‘sociocentric’) network is considered amtiee population of
individuals bound by a concrete definition (e.dudents who attend a school). The
increase of members is accompanied here by the ewmib possible connections
between them and then by the size of the groupe,Heeasures of structural holes
(bridging) can be represented by betweenness tigntnmeasures (Ferris and
Traeadway, 2012). Some scholars associate thessimsavith power in organizations
(Brass, 1984), while the measures of structuragé$al personal networks have shown

robustness in predicting performance outcomes (R0A7).

One of the benefits of analyzing social networkihét they can help researchers

to understand and evaluate how structural andioaklt properties and individual
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attributes intervene, notably on perception of infation, access to novelty, or even on
sharing information and knowledge. For examplehw#spect to the access to novelty,
a network rich in acquaintance connections, i.eeakvties (Granovetter, 1973) and
structural holes (Burt, 1992) can be consideredndication of bridging factors that
represent network central nodes. These analysestarately related to the theory of

‘The Strength of Weak Tigas is shown next.

5.3 The Strength of Weak Ties

Some of the principles that describe relationship®ng individuals in a social
network are found in ‘The Strength of Weak Tiesrd@ovetter, 1973). The author
states that within social circles there are indmaild who establish ties with members of
outside networks. These ties are called ‘weak tiegause they are built by distant
individuals who can still give access to each dshezsources, and end up becoming

strong ties instead.

Granovetter’'s work proposes a measure of tie stilemghich has the underlying
principle that personal ties have an important @asion with reciprocity, in the sense
that “the strength of a tie is a combination (pfaipdinear) of the amount of time, the
emotional intensity, the intimacy (mutual confidjrend the reciprocal services which
characterize the tie" (p. 1361). In this work, tleestrength measure was calculated by
asking those who found a new job through contaois bften they saw the contact
around the time that he passed on job informatothém. A scale of three items was
conceived: strong tie = at least twice a week; nmn@diie = less than twice a week but
more than once a year; and weak tie = once a ydas®

Granovetter’ survey was centered on understandiegdlevance of tie strength
in finding jobs. Granovetter interviewed peopleXrb4) who had found their most
recent job through a social contact. This work, chhhas become one of the most
influential research projects in the field of sdaeiatworks, found that people got a job
more easily through weak ties contacts (27.6 péydban strong ones (16.7 percent).
Medium ties represented 55.7 percent of the camtaihe findings contrasted the

differences between weak and strong ties and tokeiin society.

The results may have a different trend when conisigehe urgency for a job. In
this circumstance, Granovetter (1983, p. 211) slagspeople “in urgent need of a job
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turned to strong ties because they were more eaallgd on and willing to help,

however limited the information they could provide”

Two authors (Murray et al.,, 1981, Bian, 1997) state view contrary to
Granovetter’s theory applied to job finding. Newetess, in both, it seems that these
findings are different from Granovetter due to twain reasons: a) particularities of the

sociocultural and temporal context; b) understagdiiom the sampling obtained.

In response to Murray et al. (1981), Granovett®B88) argues that 80 percent of
the data of these authors are focused on firstesc@djobs. Thus, because the new
PhDs have, in general, few useful contacts in theject, they need to rely on mentors
and dissertation advisers, with whom they have aseclrelationship — at least at
academic work level. By observing the percentagesnamber of PhDs for no first job
and estimating these figures after disaggregatjocabeer stage, Granovetter posits that

their reliance on strong ties should decline, gomifig Granovetter’'s (1973) theory.

The other author, Bian (1997), argues that stramdping ties are also efficient
when it is the influence that flows through perdameworks instead of information. In
such cases jobs can be channeled through strangniiee easily than through weak
ties. The author studied a particular socio-cultacatext, where personal networks are
used to gain influence from job-assigning authesitirather than to gather employment
information. The distinction between informationdainfluence may disentangle some
controversies about the relative efficacy of strang weak network ties in the context
of job searches. Nevertheless, the author concltidgs despite the strong-tie bridges
observed in his work that challenges the strenfjtheak tie hypothesis, so immersed in
Granovetter's work about job searches, this doe¢datally disqualify it. Here, it is
relevant to note the socio-cultural context of @Ghiwhere the study was undertaken. As
mentioned by the author, in China “personal netwae used to influence authorities,
who in turn assign jobs as favors to their contaatsich is a type of unauthorized
activity facilitated by strong ties characterizedthust and obligation” (p. 366).

Since Granovetter’s theory, scholars have debateeral proposals to measure
tie strength in a social network. Often, the condardescribing the ‘strength’ of ties is
in identifying how people are close to or distartni each other. Another important
topic of debate has been the possible patternsedek® structural positions of the
individuals in social networks and the attempttedict actors’ roles.
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Lin et al. (1981) state that strong ties can beandef by social distance —
embodied by factors such as socioeconomic statlusagion level, political affiliation,
race and gender.

In turn, Marsden (1987) highlights that emotionkdseness is what can best
reflect tie strength, while Wellman et al. (199®atacterize strong ties as those that

offer emotional support, such as offering advicdamily problems.

Krackhardt (1992) argues that strong ties can beicteel by interaction,
affection and time. This author also explores hawpte’'s behavior in processes of

information sharing can generate trust.

Burt (1995) claims that tie strength characterize metwork topology and the
informal social circles. While Gilbert & Karahaliof2009), Ficher (2010) and
particularly Krackhardt (1992), claim that stronigst are defined by seven main
dimensions: intensity, intimacy, duration, recigbcervices, structural, emotional

support, and social distance.

Last, but not least, Petrosky (2011) states tha¢rigth" can be conceptualized
as being consisting of two dimensions: intensitgqfiency of contact) and valence (the

affective, supportive and cooperative characteheftie).

From the extensive literature published relatetdestrength results, both weak
and strong ties are important channels through lwhiers extract benefit from their
networks. It is known that weak ties show greditytin searching for information and

that their value derives from locating what needbd exchanged.

On the other hand, strong ties are useful for exgimg effective or tacit
information and on making exchanges (Hansen, 1G@8novetter, 1985). In this sense,
there is a trade-off between the opportunitiesciteas new information through social
distant ties (weak ties) and the micro integratioat allows the regular transmissions

within groups (Friedkin, 1980) into which strongdiare usually immersed.

Strong ties are then not less relevant in a netwdhey are known to have
greater motivation to be of assistance (Granovel@82) and influential in determining
the outcome of a union election (Krackhardt, 19%jong embedded ties have good
problem-solving capabilities, particularly when qmaned with other nearby
connections, afford higher levels of trust, andgoed conveyers of information (Uzzi,
1997). Although, strong ties can be a more trustmatce of advice and influence in
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uncertain or conflicting situations, they requiremmtime and effort to keep, which may
originate stronger obligations to reciprocate thaak ties (Ferris & Treadway, 2012),
but also keeps each one more aware of the othevgweints and information.

Social network users usually compete for attentiod rely on each other to
spread their information and contents. Such costgain importance depending not

only on their quality, but also on their size apdesiding process.

In this scope, Shi et al. (2013) show that Twiftdlowers who are weakly tied
to content senders are more likely to retweet 8teongly tied followers. Other authors
explain popularity (individuals with large numben$ friends and high volumes of
communication) as being inversely related to pigkamd sharing contents on Twitter
(retweets) — to the extent that, when an individuedomes more popular, their rate of
retweeting goes down, particularly when they atlo¥eed by a large number of people
(Harrigan et al.,, 2012). These results drew ouenditin because of the relationship
between people’s behavior and the strength of ithenhose interdependence can be
associated to the conjecture that a pair of styotigtl people shares a larger overlap in
their friendship circles — reducing novelty — thanpair of weakly tied people
(Granovetter, 1973).

While some authors report that reciprocal tiegjes with common third parties
that are common in community structures, substintiacrease social contagion in
social networks such as Twitter — users are mdelylito disseminate redundant
information (retweeting “old news”) (Harrigan et,a2012) — others show that most
contagion occurs along weak ties, given their abaod in social networks (Bakshy &
Rosenn, 2012). Moreover, weak ties are the besingta for gaining access to novel
content that people would otherwise not find (Bagkg8hRosenn, 2012) and conduct

useful information in computer mediated communaa{iConstant et al., 1996).

Finally, the strength of the tie between sender i@aeiver is also reported as
being a strong determinant of attention to tradaiomedia items on social networking
websites, e.g., Facebook (Messing & Westwood, 2013¢ authors’ findings suggest
that social influence serves to privilege informatshared by socially close friends at
the expense of heterogeneous contacts, being thmaweerful force driving news
consumption. This study attempts to do a direcsahexamination of how the strength
of the tie between sender and receiver drivestadtgrindependent of common interests
or other sources of similarity/homophily.
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Often, the strength of the tie is characterizegumlished literature by seven
dimensions: intensity, intimacy, duration, recigbcervices, structural, emotional
support and social distance (Ficher, 2010), whenesak ties are commonly associated,
in a simplified way, to the infrequency of contabttween the individuals and capacity

to traverse greater social distances establislica bridges (Granovetter, 1973).

5.4 Network Bridges

Weak ties are characterized by the infrequency afitacts between the
individuals and their capacity to channel idealuence and novelty by traversing
greater social distances. Moreover, individualsnemted by ties who do not share ties
with other people of the same network are localdes (Granovetter, 1973). Though,
not all weak ties are bridges as noticed by théautHence, when weak ties are
"bridges” they become sources of information that ®ring new perspectives and
create new insights, which strong ties cannot. Hlaispens because people often share
their opinions and perspectives within the social e linked by strong ties (e.g. family
and close friends); yet, since the strong ties alitady be familiar with their ideas, it
reduces the possibility of accessing different yieimts in the process of information

sharing.

Granovetter states that a strong tie can be adyrioigt only if neither party has
any other strong ties. Furthermore, if the indialduof a network form triangles
through their connections, formed by transitivityen it is not possible to establish local
bridges between them. The author claims that thesitivity mechanism can be
regarded as a “function of the strength of tietheathan a general feature of social
structure” (p. 1377).

Connections established at triadic-level formingngles shaped by transitivity,
reinforce the strength of the ties and their prokindue to similarities between the
individuals in these closed circles. This redudesthose ties, the ability of acting as a
bridge (hinge) with other social circles. This is@nmon circumstance in endogenous
and structural conditions that contribute to tienfation in social networks, i.e., triadic
closure and selective mixing, which are stronglgpsrted or reinforced by homophily
factors (Schafer, 2011). Consequently, ties thablire little time, effort, and emotion

(requiring little pressure to organize activitieghnothers) to stay connected, are most
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likely to remain bridging (Feld, 1981). This premiss contrary to what happens

between strong ties.

Bridging factors through weak ties

In an amplified re-edition of his 1973 work, Graetter (1983) says that
scientific discoveries are more able to flow throwgeak ties than through strong ones.
Similar conclusions are reported by Lin et al. @P%hat re-created Milgram’s
experiment of the “The small world problefi”This experiment was based on a request
to their participants to deliver a booklet to soam&known person in a distant place. The
authors confirmed that weak ties were more efficierhelping the booklet to reach the

destination.

In a different vein of investigation, Ruef (2002ndirmed the relevance of weak
ties for creative entrepreneurs to achieve nonsrddat information that will contribute
to innovation. Those weak ties — of acquaintangesificolleagues who are not friends

— may act as bridges between non-connected saasc

Granovetter’s bridging concept was also discusseld@und to be beneficial for
the overlap of several sub-networks with many atheffecting the motivation of
employees in their work places (Blau, 1980). Bydging the integration of staff in a
children's psychiatric hospital in New York Cityhet author reports that good
integration of employees (contrary to comparab#gitutions, there is not a high staff
turnover, neither a low morale) can only be unaedtby considering the role of an
extensive network of weak ties. She found a caiioridbetween the network of weak
ties and low staff turnover with high morale. Isiead of weak ties there were strong

ties, and given the sub-networks of many differfd (i.e., hospital departments),

% In approaching the work of Milgram (1967) — “Then&ll-World Problem” — it becomes clear that
through an average of five circles of acquaintaraqest is possible to reach anyone on planet fie.,
degrees of separation). This work confronted twfiedint philosophical views of the small-world
problem. One posits that two people can be linkedugh acquaintances, and that the number of such
intermediate links is relatively small. The othelds that there are unbridgeable gaps betweenusario
groups. The author concludes that "social commtioicais sometimes restricted less by physical
distance than by social distance" (p.66). Becahisework was deeply embedded in the cultural cdntex
of the mid-century United States, Milgram raised tfuestion about possible differences in the result
the experiment would take place in a different sggcivith more sustained kinship relations. The arsw
was given by Lin et al. (1978) and reinforced byesal other investigations, e.g., Watts (2004),cluhi
posits that many real-world networks, as socialvoeks, could be small-world networks.
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these sub-networks would tend to close in on thereseand then they would develop
into cliques, as highlighted by Granovetter (1983tussing Blau’s work. Such cliques
can create closed circles of information flows afgersonal interactions, which could
reduce productivity and employees’ motivation. Bdawork highlights the value of

weak ties in social interaction and an importanatienship between psychological

health (high moral) and network structure.

Bridges formed by weak ties also have a positivaaich on individual creativity
(Perry-Smith, 2006) and on keeping a low redundaimcyhe flow of information
(McEvily et al., 1999; Hansen, 1999; Ruef, 2002)h&ars also report that weak ties
are more prevalent in structurally diverse netwplesng determinant for the diffusion
and propagation of novel information (Bakshy & Ruse2012).

As has been seen, there are abundant studiegtéstirnypotheses put forth by
Granovetter, in particular on the role of weak tesa bridging factor. In this scope,
many interesting questions have been answered Hnlagss about the relative use of
weak ties, but some have still not been fully anedeFor instance, in this dissertation
the question of the role of weak ties on recommemgurprising information is raised.
Is the importance of the weak ties only centeredheir bridging behavior or ability to
diffuse information, or do they embody other featulike an “emotional opportunity”,
l.e., surprise, that can be expressed in a regtiactural distance, or cognitive distance
to other people? Should this 'distance’ be consitlenly from a structural perspective,
or cognitive (personal attributes) or both? Thibjsct is debated carefully in the next

three chapters. In particular, cognitive distarscdiscussed in chapter eight.

Meanwhile, as seen, considerable literature has Ipeblished about the tie
strength argument claiming that weak ties can pi@people with better access to
information and resources beyond those availablethair own social circle
(Granovetter, 1983). Since then, this has been rttutsst common approach to
expounding the benefits of bridging ties, althoughs not the only approach that
highlights the benefits of network bridges.
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Bridging factors through non-redundant structuralés

A second network theory on bridging ties was dewetbby Burt (1992), which
introduces the concept of structural holes. It rfguad that the individual who
establishes a bridge between two acquaintancesomoiected with each other provides
superior access to information and greater oppiiesnto exercise control. Thus, the
structural holes through which new information fiyvalso lead to inequality between
network members and power opportunities. Individuaith different attributes and

organizations of different kinds may not be affdotgually by these holes.

A structural hole is a void in a social structureterms of social networks this
refers to an absence of connections between indilgdand each one of them being the
access to different groups. This does not mearygthothat these individuals and
corresponding groups are unaware of each otherrdiber that the lack of links
between them leads to a non-redundancy in the egehaf information. Thus, as Burt
points out, receivers of less redundant informattbrough individuals that span
structural holes are better informed about oppdrashand hold a broader range of

options to access diverse individuals wheneveartarthwhile.

Contrary to Granovetter (1973), Burt’'s theory ignoes a measure of bridging
that is a function of the redundancy of contactsvben individuals that span structural
holes. This measure calculates the spanning funbyo‘constraint” (p. 55). Constraint
is the degree of redundancy of the contacts of ratividual. Such contacts are
redundant to the extent that they lead to the spewmple, and so provide the same
information benefits. This measure is positivellated to the formation of structural
holes, where a high value of constraint means mstitectural holes (Susskind et al.,
1998). This measure of bridging can also be evatuathrough triadic-level
measurements which can become advantageous wladslisgihg comparisons across
networks (Kalish & Robins, 2006).

Burt (1992) asserts that individuals acting as brskhave control advantages
over the information flow and, as brokers, are thied person, in the established
connection, and strengthen their position by béiegi from the information shared
between receivers and the originator of the infdimma In this regard, and considering
a multidisciplinary viewpoint (i.e., health andcsd networks), Cornwell (2009)

advances that the advantages of being a brokeneis @wn network depends on the
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individual’s mental condition, because bridgingi@ts use the ability to recall or
identify the structural holes of the individual’stavork. Many other scholars have been
debating the role of structural holes in severald8 of application, including the
discovery of new information (McEvily et al., 199%e access to novelty (Gilsing et
al., 2008) and its delivery (Aral & Alstyne, 20119y even how social network
structures may influence people’s outcomes, suchkreativity (Burt, 2004; Uzzi &
Spiro, 2005; Fleming et al., 2007; Sosa, 2011).

In summary, as we have seen, some studies repuitasioutputs to both
bridging factors (e.g. creativity), but there hasei less research into finding out
whether or not both factors are equally relatethéoperception of novelty by receivers.
This will be discussed in the next chapter.

5.5 Central Nodes: centrality and bridging measures

Two structural positions determining the flow ofarmation in social networks
have been described in literature. These two tgpesntral nodes can be measured by:
a) centrality (Freeman, 1979) and, b) bridgingdes{Burt, 1992).

a) Centrality is defined as the extent to whichvitihals are connected to others
in a direct or indirect way in a network (Freemd®79) and posits that
individuals who have more ties to others may barniradvantageous position to
make many others aware of their views, to holdalliexcess to resources and
show independence from others (Brass & Burkha@f2). These central
positions are considered to be preferential givet they represent control or
better access to resources (Paruchuri, 2010). Thdiijiduals in such central
positions contribute to the interconnectedneshefaverall network (Rogers &
Kincaid, 1981), holding a certain level of powerdBs, 1985; Krackhardt, 1990)
given their easy and direct access to any resotinaésnight flow through the
network (whether or not dependent on any particuddividual). This general
view of network centrality suggests that the berafia central position depends
on the interdependence maintained with the adjatedé¢s. Two common ways
to measure this are by the number of relationsbiphe size of one's network.
Both are referred to as degree centrality (Ferrisr&adway, 2012).
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The metrics most often studied to characterizerabiyt were introduced by
Freeman (1979). They include degree, betweennesslaseness centraly Degree is
a local measurement, undertaken at dyadic levef@angsed on the level of interaction,
e.g., of the communication activities. It can bécekated by counting the number of
links for each node. Often, it is interpreted agrade of popularity, prestige, or
influence (Knoke & Burt, 1983), and it is argueditthhe influence exercised must be
related to a higher degree and clustering coefficialue — the followers have to be
linked between each other (Kanovy & Yaari, 2011}héds report that it can be
indicative of the avoidance of relying on mediatingdes for indirect access to

resources or even other direct interactions sudwoaltions (Brass & Burkhardt, 1992).

Betweenness and closeness are global measures randalaulated using
information from the entire network. Betweennesstiaity is frequently observed
from the broker's standpoint, which is positionedimformational paths facilitating the
flow of information and connections between induats (Mori et
al., 2005; Kratzer & Lettl, 2008). Formally, thiseasure refers to the probability that a
‘communication’ between two individuals takes atgatar path. It is assumed that the
connections have equal weight, i.e. each tie hasight of 1, and communications will
flow along the shortest paths. These paths minirtiezenumber of intermediary nodes
and its length is defined as the minimum numbetiesf linking the two nodes, either
directly or indirectly. Thus, a node that holdsighhdegree of betweenness centrality
refers to the number of shortest paths that itlifaes and supposes that a
communication that takes place in this way follaw® of the geodesics (Wasserman &
Faust, 1994).

Closeness centrality measures the mean geodesanahs(the shortest path)
between an actor and all other actors in the nétw@/asserman & Faust, 1994).
Similar to closeness, betweenness is also concevitbdshortest paths, but it looks at
the fraction of shortest paths that must pass irdhe ego to be connected. Closeness
expresses the ability to avoid being influencedollyers. A low value in closeness
means shorter distances from others and can berdexha as powerto
influence (Holme & Ghoshal, 2008). In this sendmrter distances could also mean

faster access to novelty spreading in a networkyelwver, because closeness only

% Other alternative measures, such as Bonacich ajesgctor, also take into account the centrality of
alters.
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ponders connected graphs, the flow through bridgest considered. Closeness is not

analyzed in the scope of this study.

Despite the different interpretations of centrafitgasures (e.g., Freeman, 1979;
Bonacich, 1987, 1991, Brin & Page, 1998), all sah®lagree that centrality is a node-
level construct (Borgatti & Everett, 2006), whoseasurements must fit the type of
“thing” that flows in the network (Borgatti, 2005¢,g., virus, or information in social
networks or through email exchanges (Wu et al.42@Mhd that provides both a visual
and a mathematical analysis of human-influenced aticglships
(Abbasi & Altmann, 2010).

Centrality means a balance between the peripharsitipn and the central
position in a network that mediates a small nunddettirect contacts with the core of
the network (border position) with a high numberdafect contacts (core position)
(Kratzer & Lettl, 2008). Conversely, nodes ratedhwhigh values of degree and
betweenness tend to be located in the networks @dwang et al., 2008). In this sense,
from a cognitive perspective, individuals in cehtrades have better knowledge of the
network than those in peripheral locations (Krac&hal990). These individuals, for
example, are better informed about others’ knowdealyd network to approach or avoid

forming coalitions (Ferris & Traeadway, 2012).

b) Like centrality (Freeman, 1979), structural ity is also a central node.
Like degree, bridging is also measured at locatllef&s proposed by Burt (1992) it can
be measured by “constraint”, which is the degrea gpkrson's links (ego network) to
people not connected to another. In order to intceda measure for bridging using
complete network data and independent of degrelent&a& Fujimoto (2010) propose
a new approach, justified by the importance of dgirig behavior to interpretation of
network structure and diffusion. The authors st#dtat, as a global measure,
betweenness does well at finding bridges as lontyedinks between disparate groups
come from the center of the network. However, wtigy come from the periphery the
existing measures of centrality are not accurateugh to identify such critical
connectors, and constraint cannot do so from aafjlofeasure perspective. In this
sense, the authors propose an alternative bridgeasure that calculates the difference

in cohesion (inverse of the average path lengtiaces).
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5.6 Size and ties diversity

The importance of network size in social networksintimately related to
communication and may reflect aspects of persgnadiich as larger orientation for
socialization, in spite of the fact that larger vimetks may be harder to maintain
(Tillema et al., 2010). This means that size, whghlosely associated with the rise of
the number of weak ties in personal networks (Hampt al., 2010), might change
people's communication habits. Similarly, the comioation level with a larger
number of strong ties increases, but the numbeewf close friends does not (Wang &
Wellman, 2010). Scholars posit that people useasawtworking sites (SNSs), like
Facebook, primarily to keep or reinforce existiffliee contacts (Lewis et al., 2008),
and that people have the same close friends edthiare or offline (Hampton et al.,

2010). Is this beneficial for information accessd diversity?

Size is not adverse to the regularity of contacbrgnstrong ties (Tillema et al.,
2010). People keep the same quantity and diverditglose friends in their core
networks with whom they communicate most frequeatig from whom they receive
the majority of information (e.g. posts on Facebdalewis et al., 2008). Hence, people
are increasing the sharing of knowledge among these friends, and at the same time,
they are more exposed to the information from peepth whom they are weakly tied.
As argued in previous studies, among other facfbrgeaucratization, population
density, and the spread of market mechanismsyjatielopment of the communications
system has increased the number of weak ties,tdhaichas been reinforced with the

success of social media services (Pool, 1980).

Individuals that are more exposed to larger net&ake more exposed to a
larger number of weak ties and so less likely tordmundant and more likely to be
information rich. This corroborates with Levitan \&isser (2009), who studied how
college students would react to different sociantegts containing varying levels of
attitudinal diversity. It was found that social istance to attitude change is inversely
proportional to the attitudinally diverse socialtwierks. It means that greater attitude
stability will imply more attitudinally congruentetworks (Levatan & Visser, 2009). By
analyzing the social networks of like-minded coriwgts these authors conclude that
“the social context in which people are embeddesl igortant implications for the
durability of their attitudes” (p. 1058).
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Size may imply more diversity if the increase ohtaxts is based on weak ties,
since people exposed to a greater number of sooigexts through the information
brought by weak ties will be more available to aamtheir attitudes. Consequently, a
network structure rich on non-redundant structinaes may leverage the number of
contacts (Afuah, 2013). This signifies more expesand more access to valuable

information.

Size is then beneficial for diversity and so forvelty access. It fosters the
diversity of the network and affects the peoplehwithom there is a connection.
Through weak ties and structural holes, the prdiybof an individual reaching
different people is higher. This means that, byeasmg a greater number of different
status groups, the diversity of information (andialbsupport) to which an individual

will have access will also be increased (Burt, 7983

Size also gives a measure of social integrationgoepresented by the number
of alters (members of a given social network) withom an individual has a specified
social relationship (Marsden, 1987). Hence, sizealbput the number of network
members, but this fact alone, may not be enougpaiticular, to determine the value
that a user can derive from being a member of workt Therefore, a focus on network
size, for example, without considering the numbet mature of ties within the network,
can distort reality (Afuah, 2013). Further, thoughrly research focused on the
phenomenon of network effects, centered primaniytite role of network size, more
recent works claim that other factors, such asgirae, need to be considered. Structural
factors (centrality of members, structural holesfwork ties) and conduct factors
(opportunistic behavior, reputation signaling, getceptions of trust), shape network
value, which raises its importance as a drivertadtegic action during the life of a
network (Afuah, 2013). Additionally, this author i3 that an individual that has a
central location in the network or bridges struaturoles can bring more value to the
network. As a result, these members (its structooaltion) will be more relevant than

an undifferentiated member contributing only to ithereasing of the network size.

5.7 Psychological attributes in social networks

As seen above, the study of social relationshipsviges rich data and
knowledge to extend the understanding of the malvat embeds people’s interaction.

Is this enough to comprehend such interactions?
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Research into social networks is still growing et in many fields, but not so
much in psychology, notably, when compared to sogyy anthropology or even
epidemiology, for example (Totterdell et al., 2Q18pwever, two significant areas of
work have been receiving important contributionsnfr psychologists investigating
community and organizational fields. The formerliies work on the interrelation
between physical proximity and similarities, bedieind attitudes, amount of interaction,
and affective ties. The latter, includes work oteiaction between personality and
network position (Borgatti & Foster, 2003).

Some studies in psychology have centered theintaite on the relationship
between personality traits and network factorsthils regard, the Big Five model is
considered to be the best framework to study patggrfJohn et al., 2008). Inclusively,
this framework was tested on online social netwatkswing that people do not use an
idealized virtual identity to interface with otheithrough these communication
platforms, which suggests that they might be arciefit medium for expressing and
communicating real personality (Back et al., 2010).

Without framing personality in terms of the Big Eivmodel, but centering
attention on features of people’s organizationalsgealities and emphasizing the
sociologist perspectiVé Burt et al. (1998) show that personality varieshie presence
of structural holes. Similarly, personality wascahown to vary with network closure
(Kalish & Robins, 2006). Furthermore, applying theechanism named PCO -
Propensity to Connect with Others, Totterdell e{(2008) found that PCO was strongly
related to network size. The authors measuredelagionship between social network
characteristics and personafftygiven people’s propensity to connect with others

making strong ties, weak ties, and joining othergfing ties).

In another vein of investigation, scholars havenb#geveloping relevant work on
the understanding the dynamics of human emotiors®aml networks (e.g., Totterdell
et al., 2004; Fowler & Christakis, 2008; Tang et 2011). This line of research aims to
understand how emotions penetrate people’s soetalanks. These studies undertaken

by researchers from different areas are based emdtion that social networks have

7 Burt (1998, p. 64) says that “Personality as a ephseems to be no more popular with psychologists
than sociologists, but the exchange between sapiaddmd psychology in organization behavior focuses
attention on individual differences above and belydifferences attributable to network structure.”.

% |n spite of the fact that PCO is not framed intterof personality it is similar to the measuremeint
extraversion.
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their building blocks in dyadic relationships, balso in the matrix of relationships

surrounding each person.

In this sense, emotions (e.g., surprise) and modereng states (e.g., happiness)
have been studied in both real and virtual worids,(Internet). Both emotions and
happiness (or sadness) are feelings which have fresen to be transmitted in social
networks. And both of them conceaffect which refers to a range of feeling states,
including different moods and emotions (Totterdelal., 2004).

Neuman & Strack (2000), show that when individual® provided with
different plausible causes for an affective respom$ unknown origin different
emotions are activated. The findings have indicateat affective feelings can be
transferred between people through a mechanismoaidncontagion, and the other’s
emotional expression is sufficient to automaticaliypke a congruent mood state in the
listener. It should be noted that to achieve tfffiscéit is not necessary to use verbal or

semantic information about the emotion of the tapggson or an emotion-elicitation.

Totterdell et al. (2004), report that employeeglifeys depend on the network of
people with whom they work. More specifically, tfeeling of affect shared within a
group of employees is a predictor of affect towawtteer employees in the network, if
the similarity of their structural position is takénto account. Equally relevant is the
finding that the affect determined the network cue, rather than the other way
around. The authors advocate that affect might ltetermined who people chose to

work with.

Fowler and Christakis (2008), in turn, have founat thappiness it is not only an
individual experience or an individual choice, lbat it is a property of groups of
people. This seems to agree with the so calledctffe revolution” of Barsade et al.
(2003¥°. Thus, happiness can be transmitted to othersnietwork flow that can reach
three degrees of separation. The happiness of smmne@ssociated with the happiness
of others, who are located nearby or in other ehgsbvf happy people. Furthermore, this
effect holds true in both the real and virtual wsr{(Whitfield, 2008).

Despite this work, a certain downplay of the rolgpsychological attributes in

the social network analysis has been commonly a@edepraking a macro level

% |n the affective revolution, feelings are not ursieod as a solely personal experience, but ad efsu
how people socially share and influence each adtadfect at work and how this affects work life.

84



perspective of behavior, the assumption is thathathans act in the same fashion.
Human behavior is seen here like nodes of a netwbst are represented by a
homogenous set manipulated by environmental inflesralone (Crosier et al., 2012).

In another line of research, scholars have beermerord with the role of a
specific emotion (i.e., surprise) and its relatlipswith the information contained in a

piece of data, or with the cognitive perceptiomovelty.

The concept of information in the context of itsaqtification has been largely
debated in literature (Aczel & Daroczy, 1975; Co®riThomas, 1991), particularly
since the work of Shannon (1948). The debate rafrges the quantification of the
information included in a piece of data, to the sugament of the information yielded
by one event (Cover & Thomas, 1991). Another peaspe on the concept of
information is the fundamental effect that a piefedata has on an observer by
replacing their prior beliefs with posterior beiefDeviation measurements between
prior and posterior beliefs can be considered pe@sf surprise information (Baldi &
Itti, 2010). In regard to novelty, scholars repbdt surprise is a specific consequence of
the appraisal of novelty (Finkenauer et al., 1998)neasures the improbability or

novelty of a certain event (Strange et al., 2085)etailed in the second chapter.

In summary, similarly to the research into weak,trmany empirical works have
debated Burt's conclusions alluding to the beneéitel constraints related to the
existence of structural holes. Usually, the viempa@xplored by the majority of those
works relies on the bridging factors identifiedthg weak connection to socially distant
groups or by the structural position of the sermfenformation. Common to all these
theories is that they report on the delivery of élow based on its assumptions about
bridging factors. However, literature has not exptbwhether the delivery corresponds
to the perception of novelty by the receiver — ttker side of the bridge — neither
whether centrality roles couple with the receivetsices when they select information.
This means, how their selection corresponds talélieery of information when this is
determined by central nodes. On the other handiaraas | know, there is no prolific
research on how to join social interaction and éonal reaction in order to apply it to

digital media systems.

Motivated by these questions and with the aim esenting a new approach to

accessing social network data to avoid the effectsocial echo chamber in
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personalization of Web-based applications, threpigcal studies are presented below.
These studies are based on the same survey antesainparticipants. The next chapter
discusses the first one.
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CHAPTER 6

SURPRISE AS A PROXY OF NOVELTY

6.1 Overview

Data about strong ties and similarities betweeividdals from social networks
have become an important resource to personalize-Msed services. Some authors
have previously pointed to constraints related tebWpersonalization due to the
diminishing diversity of viewpoints within commum@s. This is related to the lack of
novelty of information shared. Structural bridgeaynbe an accurate source of social
data to introduce novelty on the receiver’s sitlendy create a new kind of data source
for personalization. However, literature often delahe delivery of novelty but not its
perception. This study proposes an alternative otethat uses surprise as a proxy of
the perception of novelty. It introduces a new apph to investigate the bridging
process and how to confirm bridging assumptions fésults point out solutions for
some constraints identified in digital media system sample of 56 individual
emotional responses to content selections in alkoetwork environment is analyzed.
Multivariate regression analysis shows that botrakvées and non-redundancy are
predictors of surprise, but not all non-redundantcsural holes identified are related to
surprise. This attracts attention to the generaltgepted bridging assumptions. It
contrasts the differences between novelty deliveasdl perceived. Furthermore,
socially distant ties and emotional support (clessh play a relevant role in this regard,
as well as the number of strong ties in the tritdg surround structural holes. This
method can potentially be useful in empirical wavkere novelty or its underlying

dimensions are used (e.g., novelty vs. creativity).

6.2 Introduction

In order to engage their public in more effectivel striking ways, digital media
entrepreneurs are using data from social netwarksetsonalize Web-based services

(e.g. searching and recommendation).

Those approaches have been based mainly in thegsties and homophily

processes. Instead we have chosen to test a nawaappthrough data derived from
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network bridges. The basic principle behind thiprapch is the idea that a network
bridge can be used to establish the delivery ofeligv(Borgatti & Lopez-Kidwel,
2011), avoiding the use of redundant informatiantfie end-user.

Two different theories (Granovetter, 1973; Burt92Pdebate bridging factors in
the scope of the delivery of novelty, but neglecsay whether this novelty is perceived
by the receivers. This is particularly important#éease is the perception of novelty that
could confirm if the bridges are effectively assded to novelty delivering.

To overcome this problem it is necessary to extaedcurrent methodologies to
deal simultaneously with content and users' cogmitieaction and secure that the

content delivered by an identified bridge corresisoto the perception of novelty.

One major way to engage users with content is tiroilhe emotions raised
when the information is perceived. To test thishodi | have raised two hypotheses: a)
surprise is an accurate proxy of novelty, and, fJding factors are predictors of a
surprise response. Thus, when surprise is elicied the bridging assumptions are
verified, then, theoretically, we can assume tloaetty is perceived.

Let me briefly develop on the concepts behind ed¢hose hypotheses:

a) The adequacy of the proxy proposed is baseaoroscience and psychology
studies, which confirm that surprise accompaniegehy (e.g., Berlyne, 1960), and
despite the fact that surprise can be elicitedventgs not related to novelty (e.g., Barto
et al., 2013), surprise is the triggered emotiorenvhovelty is perceived (e.g., Strange
et al., 2005).

b) This study through the assessment of surprisgorese, tests whether both
assumptions on bridging factors predict surprigsd, ibeach one of the assumptions as a

factor to deliver novelty corresponds to the novpkrceived.

Moreover, as modern sociological theory suggestselty is found through
weak ties that span structural holes. This raikesquestion of whether both bridging
factors are coincident or correlated, when delivayesponds to perception of novelty.
To elaborate on these questions, | hypothesizestrarise is elicited either when the

information is delivered by one single bridgingttacor by the composition of both.

“° This topic is not debated here more extensivebabse the extent in which surprise and novelty are
interrelated it is largely debated in the secorapbdr.

88



On the other hand, considering the bridging measnteoduced by Burt (1992),
it is expected that for every bridge defined theik be a corresponding perception of
the novelty delivered. Because scholars have netede the veracity of the
correspondence between novelty delivered and peeit is not possible to confirm
whether this metric is accurate. The proposed ndetlogy allows test this

correspondence and debating this issue.

The aim of this study is twofold. Firstly, test atimodology that looks for the
most efficient bridging factors in the context obwelty perception. That means
analyzing Granovetter's (1973) theory, on the @atee of the socially distant ties and
the most relevant dimensions to the tie strengtisitact, as well as considering Burt’s
(1992) theory, on the redundancy of the connectispanning structural holes and
observing the strength of the ties in the triadsnfed by sender, receiver and common

connections with a third party.

Secondly, overcome the constraints associated thigheffect of social echo
chamber by showing the opportunities of applyintadaganized by bridging factors.

6.3 Bridging measures

As referred before | will examine which bridgingfars meet the perception of
novelty by the receiver. Assuming that novelty amfrmed by the emotion of surprise
as its proxy, the strategy became to observe tlwgi@nal response of the receiver when

accessing the contents.

Two kinds of bridging factors were tested. Accogdio Granovetter (1973) a
bridge appears between two individuals weakly ted,if strongly tied, they cannot

have third-parties common to both.

In Burt's assumption, a bridge exists when theneois-redundancy between the
individuals connected through a structural holeisTimplies the nonexistence of
common third-parties between these individualseValuate the structural holes and to
define non-redundancy | have used triad-level nreasents, instead of summary

measurements (Kalish & Robins, 2006).
The following hypothesis will be explored:

H1: surprise is a proxy of novelty
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H2: surprise is elicited either when the informationdislivered by one single

bridging factor or by the composition of both

In order to test them, data was collected fromaagrof volunteer participants in

a survey which was split into two phases.

The process of novelty delivering relying on théiact of the sender of information is
the main assumption behind the bridging mechaniemsThough, it is important to
note that a bridge determines both who deliverswvaind receives resources (e.g., new
information). In this study, the participant whasentent was selected is called sender
and the participant who has selected the contéet,réceiver, is referred to as the
selector of information. Participants shared arldcsed contents of other participants
by privately describing the emotion they perceiwetiich includes surprise. “Surprise
response” is the output of the action undertakawdxen the “sender” and “receiver”, as
Figure 1 shows. This work presents an approachutdysng how structural conditions
may explain the emotional reaction of surprise pravides an alternative method to

control the whole bridging process.

Figure 1 —Conceptual model on surprise as a proxy of novelty.

[Sender] [Receiver]

Bridging factors

e st:epgth H{ Novelty l N0\7elty PROXY Surprise
(Woaklice) delivery | ~~ | perceived response
Structural holes R ==t

(Non-redundant connections
spanning structural holes)

6.3.1 Procedures

The two phases of data collection were undertakesni online setting and by
means of an online questionnaire. A Project's FaamlelPage (PFP) was created as a
platform for the participants interactions. In fivet phase participants shared content
on the Project's Facebook Page (PFP) and have riteadiahe selected posts to the
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message box of the PEPParticipants were asked to register the emotiencgived

whenever they accessed and selected a post.

Several procedures were created in order to avoskiple bias based on

expectations or learning from others:

- Participants were not directly questioned abouir therception of surprise to
avoid biasing them by any kind of expectation oseonception concerning the
real emotion perceived (Ramiller & Wagner, 2009);

- Participants classified the emotion perceived with&nowing how others
classified identical posts (they didn't have accéssthe classifications by

others).

A list of emotions to classify these messages wasiqusly distributed to the
participants (Table 1). This first phase lastee@ filays. This phase includes stages 1 and
2 of the flowchart presented below (Figure 2).He stage 2b), the number of content
selections (posts selected) by each participamtddretween two and four. As Figure 2
shows, in total, 97 content selections were vatidabut this number was reduced to 56,
because only the first and second selection of @acticipant was counted. The aim
was to equalize the number of times that partidpappear in the data and reduce the

possible data bias.

In the second phas@articipants had to fill in an online questionnaiféhe
survey (Appendix A) is structured along two maimpits, level of relationship and
friendship perception. Firstly, they were askedwlibeir perception of friendship with

those participants from whom they picked postsléssify emotions. Secondly, they

“! This description requires some knowledge abowvesit Facebook functionalities, which we briefly
review here. Nevertheless, it is important to higjttl that the experiment undertaken in this diggien,
were not influenced by EdgeRank - the algorithmdusg Facebook to determine what articles should be
displayed in a user's News Feed.

Facebook main purpose from a user perspective tsetome virtual friends with other users, and to
communicate and stay informed about their actiwitiad interests. When a user sends a friend retpest
another user and the latter accepts the requestablished the friendships. It generates the Beedca
Facebook friend. Friends can usually read eachr’stlientents (“posts”). Posts are unaddressed text
messages, possibly enriched by photos or videoshvdan be commented on and “liked” (by clicking a
“like”- button). {In the survey this actions wer@mnrequired, being participants even discouragedoto

it}. Such posts appear on the users’ “news feed€bllection of friends’ posts and notificationsotiier
activities of friends (e.g. when someone changedhéri profile picture). Users can post on their own
“walls” or on their friends’. {The timeline of th®FP was the main page used by participants in this
study. Here, they shared contents and had acceaxthdo participants' posts}. Walls show all postsl a
notifications related to a certain user (whereassrfeads show posts of all of a user’s friends).réJsan
also tag friends in their posts. This way, the phmts not only appear on the user’s wall, but afsthe
tagged person’s wall. Friends’ privacy settings &ilidr options set by the user determine which post
and notifications appear on news feeds and wallbr{&b al., 2014).
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were asked to indicate which participants they mared to be close friends, regardless

of whether they picked their posts or not. A floadhdescribing this process is

presented below.

Figure 2 —Flowchart of the several stages of the survey.
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Stage 2 Content selection in a SN environment

Stage 2a- Sharing posts

“Project Facebook Page [PFP]|«

Stage 2b- Selecting posts and
registering emotions

From Participant’s
Facebook page

“Private Message Box”

Stage 3 -Online questionnaire

“Survey on similarities between sender and receiver
and tie strength”

Content selections approved for the study: N = 56
Surprise responses validated: N (S) = 14

Legend:

» Stage 1. Participants became members of the “gréj@eebook page”. Two kinds

of ties were designed by this survey. Friendsheg,tas above shown and the ties

established when the receptor selected the senutests

« Stage 2a: On News Feed: Published posts: X3ected posts: 174. Here,

participants published posts from their own Facé&bpage and by following their
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own interests. Each participant was invited tovigv all the posts published; b)
select the most interesting posts.

» Stage 2b: Links created: sender and receiver: R@icipants selected the posts and
sent it to the private message box of the PFP. Tisey registered the emotion
perceived. The emotions registered were selectedh fa list of 10 emotions
provided previously to the participants. The narhéhe participant who posted the
post is also registered.

» Stage 3: The questionnaire answers were basedeonatimes of the post authors

selected — senders of the posts selected by tbptogs — see stage 2b.

To confirm the option taken and avoid instability the regression models, the
co-linearity among content selections was analyaddst their independence and so too
was the non-co-linearity of the data. The agreenbetiveen content selections was
analyzed with Intraclass Correlation Coefficien€@) using the two-way random
model (McGraw & Wong, 1996; Shrout & Fleiss, 193&d Cohen Kappa for nominal
variables. Variables whose upper bound for ICC aataipon was above 0.50 were not
considered, as suggested in similar literaturehts field of work (e.g., Duncan &
Raudenbush, 1998). The data for tie strength (I0X226) and surprise (Cohen Kappa

= 0.103) show independence in its observations.

6.3.2 Sampling characteristics

Sampling procedure involved different processeeoiuiting (direct appeal and
using the ‘snowball’ techniqd® in order to find people that know each otheriffiyin
the same university dorm) as well as people fradmeiotontexts. The aim was to ensure
that the sample would not be formed only by randmmnections, or by connections
only centered in the same kindfoti (participants from a dorm). | also intended td tes
different kinds of relationships (tie strength) asohilarities between individuals.
Hence, the sample should hold a reduced levelnafamness, but still be representative

of a large population.

2 The most common methodology used in whole (‘samitic’) networks is the snowball sampling,
commonly applied in small-to medium-sized netwdikasserman & Faust, 1994).
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56 emotional responses to content selections wadigated in the study from 28
participants (16 males, Mean (M) = 19.7 years, &aoh Deviation (S.D.) = 1.4 years,
12 females, M = 21.7 years, S.D. = 5.1 years).

Participants’ age averaged around 20.5 years (5.352). Ninety-six per cent
of them were between 18 and 23 years-old, the yesingas 18 and the oldest 37 years-
old. The majority of the participants were Chris8a(79%, n = 22). The others were
Buddhists, Muslims or Agnostics (21%, n = 6).

All tasks pertaining to the two study phases wendgomed online.

The sample set for this study consists in data frmme group formed by
seventeen dorm resideftand another by eleven non-residents (friendsiefds). The
reason for choosing those two groups was to fartsractions within different kinds of
connections as well as with the surrounding envitemt. Each participant was
encouraged to invite up to five friends, and esgibcif those friends did not belong to
the dorm or to that same university community. ®a other hand, by recruiting in a
dorm | expected to capture different levels ofiattion, different kinds of relationships
(tie strength) and similarities/dissimilarities Wween individuals. Moreover, with the
individuals who were external to the dorm, playihg role of friends of friends, we
aimed to extend the grades of separation from eacbhmmender considered in the
study and so to diversify the network.

6.3.2.1 Surprise elicited as dependent variable

Surprise is the dependent variable in the study fEygistered emotions were
coded as a dichotomous variable: surprise (n =ak) not surprise (n = 42). The
assessment of the emotions was done by using & gwalviously delivered to
participant$®. Thus, each of the contents posted was rated by sd#lectors of
information using the scale (see Table 1) for theotgon felt when the content was
accessed. Participants were able to describe rharedne emotion, either by mixing

different categories of emotions or by mixing subgaries with categories. Thus, the

3 At University of Texas in Austin (UT).

“In this study the “Differential Emotions TheoryDES scale) (Izard, 1977, 1991) that postulates ten
primary emotions was adopted and crossed with tiecategories defined by Derbaix & Vanhamme
(2003). Both include surprise, as shown in Table 1.

94



emotion of surprise was followed by another emotioiseveral situations, which was
positive (e.g., surprise + joy) or negative (esyrprise + anger) (Ekman & Friesen,
1975; Meyer et al.,, 1994). Moreover, when the eamotperceived was "surprise”,
participants were asked to write down why he or slas surprised, as well as to

describe other emotions that could complete tleziss of surprise.

Table 1 —Emotional scale.

Emotions Sub-categories
Surprise Surprised, amazed, astonished
Enjoyment Joyful, delighted, happy
Interest
Distress Sad, downhearted, discouraged
Anger Angry, mad, enraged
Fear Afraid, scared, fearful
Disgust Disgusted, feeling of distaste, feeling of revutsio
Contempt Disdainful, contemptuous, scornful
Shame
Guilt ---

6.3.2.2 Tie strength and Redundancy as
independent variable

The two independent variables that play the roleeifvork factors are the tie

strength and redundancy.

1) Tie strength Several distinct types of social interaction welentified — for
example, some participants spent time with othetigigants on a daily or weekly
basis, and some do not feel comfortable to borramew from others (see Appendix
A).

Several methodfiave been used to construct the overall measursochl
interaction since each person is potentially cotete¢o another by several types of
relationshif#®, the most common variables quoted on literatureeviellowed (for a

revision see: Petroczi et al. 2007).

> Tie strength was measured according to the fotigwieighing between variables (see indexes of the
variables on Table 2): Tie strength = [(V1 +t)¥20f relationshipt (V2private correspondence wih2) + V3 + (V4 *
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Granovetter's (1973) tie strength definitfénwas used. The argument of
Marsden et al. (1984) on closeriEssas also considered, as being the best indicétor o
tie strength. Equally, the emotional support torabterize strong ties relationships was
identified, as reported by Wellman and Wortley (@QR%inally, the choices taken agree
with Petrosky’s (2011), which mention two dimensadim conceptualize tie strength:
intensity and valence. The former is about freqyearfccontact and the latter refers to
“the affective, supportive and cooperative charactéhe tie” (ibid. p. 44).

In this sense, | characterize tie strength thrdiegin variables, each of which is
described by several survey items. Such variablesiatensity/ communication and
reciprocity, intimacy, duration/ amount of time, @mnal support, as detailed in the
Table 2 below.

Table 2 —Tie strength construct.

Variable Detail

(g

V1 - frequency | Tie strength scores were weighted both to diststytie relevance of different item
of contact and | as to differentiate variables between themséfves

reciprocity E.g., Frequency of contaand Reciprocitywas measured with two questions. The

first was: “How often have you had contact with legeerson that you mentioned
above”. Responses were rated on a ten point sehlkere 1 represented "other",| 2
“once a year” and 10 "every day". The scale is Inar to emphasize relevant
differences. Thus, the second less quoted answéce'ta week” was rated with 7.
Similarly, the same procedure was used with therothriables. The second question
assigned to this variable was a request to writendthe names (four of them) of
other participants that he/she knew best (having threm socially/ professionally,
e.g., in sports, parties, work, classes). Partitgpavere rated with a score of 5 if the
answer was reciprocated by the other participantt,véith a score of 3 if not.

2)] / 7. The scores of the weak ties could rangenfil to 4 and strong ties from 5 to 9. The findLgeof

tie strength could range between 2 and 11, depgrudirthe proportional strength set for each vagiabl

6 As presented in the fifth chapter, Granovetter7@ 9. 1361) states that “the strength of a tia is
combination (probably linear) of the amount of tjimbe emotional intensity, the intimacy (mutual
confiding) and the reciprocal services which chemaze the tie".

" Closeness has been considered the best indichtiie strength, such as underlined by Gilbert &
Karahalios (2009) that assessed the strength @y starticipants' friendships in Facebook.

8 Some variables and items are scored with a dougight. The variable “intimacy” is made up of two
items. One of the items “having private correspagewith” was scored with a double weight. The
“emotional support” items were also scored withaulile weight. Moreover, some of the items were
scored with a nonlinear scale. This was determimgdhe relevancy of the item for the tie strength
concept. E.g., "How often did you have contact widich person?” If the answer was “every day” theén 1
points were given and 7 or 7-n (n<7), for scordewe
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Variable Detail

V2 — Intimacy | Theintimacywas measured through two more questions. Thedimston “What type
(confidence) of relationship do you have with the people that yeentioned above”. Participants
were rated on a five-point scale, ranging fromAcffuaintance / Other - Not close |at
all") to 5 ("Partner, Boyfriend/ Girlfriend"). Theecond question was “Who are the
people that you mentioned above with whom you hpxeate correspondence|.
Participants were free to select up to four nariée selected names were marked
with “yes” and got a 5 points rating, if not thegt@ 0 points rating.

V3 - Duration/ | Theduration/amount of timeontained a single question: “Indicate for howggmou
amount of time | have known each of the mentioned people” and weiran a three point scal
where 0 represented "other", 2 “less than threethsdmnd 4 "more than one year".

D

Theemotional supporis a construct of three questions. The first ores with whom
the participant felt familiar enough to ask “to bmw a small sum of money fromf,
and the second one was who the participant woulthcbif “feeling sick, or needing
health support”. Both were rated on a three patates where 0 represented "no"| 2
“uncertain” and 5 "yes". The third and last questieas about “how close do you feel
with” the four participants from whom he/she piclamhtent, and was rated in a five-
point scale, ranging from 0 ("Don't feel close #Hf)a2 “I don't feel very close” to 5
("l feel very close").

V4 - Emotional
support

2) RedundancyTo measure bridging factors applying Burt's (1p%2eory, |
needed to evaluate the degree of redundancy betweenparticipants that span
structural holes. Thus, triadic-level measures vegglied (Kalish & Robins, 2006). A
triad is a set of three persons that tend to dlmsmigh a third person, forming a triadic
closure, due to propinquity or cognitive proced$esodreau et al., 2009), in which the
strength of the ties among individuals plays a meiteant role. Propinquity represents
the process in which two people encounter due ® tilme shared with a third.
Cognitive processes, highlighted by the social zdatheory (Heider, 1958), are
represented by cognitive events in which two peampiay appreciate each other
mutually by their agreement on a third person. ldemven if two individuals share
distant ties, they may share similar perspectives @acess similar information. This
fact may preclude the novelty between the two inldial ties when they share

information.

To evaluate the existence of triads in the datat, fthe existence of common
connections between each pair sender — receiverexasined. Then, the ties among

the individuals included in each triad formed waralyzed: tie strength or absence of
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ties, as explained in the “forbidden triad” role ®fanovetter (1973). To accomplish
that, the following information from the questiomeawas used: (1) tie strength, as
described above; (2) information from the questimames of the participants that you
know best (people that you have been meeting $gcibfessionally, e.g., in sports,
parties, work, classes)”. In order to gather theximam information possible on ties
among participants, the collected data in the suwas confronted with the data on
“friendship” ties downloaded from the project’s Edook page through the NodeXL
software (v. 1.0.1.210Y.

Table 3 —Types of triads and strong ties per triad.

wSsw/ SSW/| __ 0
Wwws WSS www  sww sss “io| <=1ST >1ST
Nr. of pairs sender-receiver per kind of tri 13 7 9 12 10 18 45 27
Mean (nr. of triads/connection with triads 1.70 219
SD (nr. of triads/connection with triads) 0.95 1.24

Six types of triads were considered (Table 3). Tofidhem represent network
closure: SSS and SSW/SWS (representing strong riethasure).

Figure 3 — Closed Triads

Rv Sd Rv Sd Rv Sd

“Rv” means receiver and “Sd” sender. “S” standsdtong tie and “W” weak
tie. The first letter means the tie between seader receiver (the selector), the second

letter the tie between sender and third-party, thedthird one the tie between receiver

9 We tested all the results for redundancy, with efttiout those forbidden triads forming four-cycles
The existence of four-cycle indicates that struadthioles are not present. The forth element maydac
closure of the cycle through the third-party. Itéelsall results for 4-cycles redundancy and | foond
that the increment of redundancy, through a comfoarth element, did not change the statistical ltesu
found for the variable redundancy. Thus, | do netude 4-cycles redundancy results in the discuassio
0 ST — Strong Tie.

°1 27 connections sender-receiver with <=1 ST, 27 wittST and 29 without any triad.
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and third-party (e.g., WSW: Weak-Strong-Weak). Ttlesure of a triad WWW
(representing a weak network closure) was not densd because such connections
include distant ties (up to 50% in average in thelyg as shown below), thus, there is
no redundancy. From the six types of triads, fapresent the existence of structural
holes: WSW/WWS, WSS, WWW and SWW.

6.3.3 Results

The introduction of receptor’'s perspective to confthe validity of a bridging
probably changes the number of bridges countedobyparison to the result obtained
by using the usual bridging factors approach. Hastion helps to confirm this and
observe how structural network conditions may methe emotional response. The
identification of bridges and the corresponding Bomal responses, in particular
surprise, provides a larger control of the wholé&ding process. It informs about
receivers’ individual characteristics and creates nalences of observation, which can
be used, for example, to compare them with thos¢éhefsenders. This may allow
moving forward in the examination of predictivettas in the delivery of novelty using

data from social networks.

6.3.3.1 Tie Strength

The Table below presents the separate scores etitiinthe ties coded as weak

and strong and for the final value of tie strerggiween sender and receiver.
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Table 4 —Descriptive statistics based on the scores of énables that characterize tie

strength.
V (1; 2; 3; 4) N Minimum Maximum Mean Std.
Deviation

V1 - Intensity/ weak tie 33 2 4 4.121 1.727
ol strong tie 23 5 16 8.652  2.707

and reciprocit
. weak tie 33 2 8 2.727 1.484

V2 - Intimacy
strong tie 23 3 10 8.391 2.407
V3 - Duration/ weak tie 33 1 4 1.969 1.103
amount of time strong tie 23 3 4 3565  0.506
V4 - Emotional weak tie 33 2 4 4.181 1.590
S strong tie 23 5 9 11.043 2915
Tie Strength weak tie 33 2 4 2.636 0.822
strong tie 23 5 9 6.782 1.412
tie strength 56 2 11 5.607 3.061

Descriptive statistics for variables used in thealgses of tie strength are
presented in Table 4, which describes the contahudf each variable (V1, V2, V3 and
V4) for the tie strength's construct. It also shdwsv each variable contributes to the

score of weak and strong ties.

V4 — Emotional Support is the variable with theHagt rate to characterize the
strength of the tie (Mean = 7.000; SD = 4.058), &lab the one which received lower
values when the participants did not know eachrothiis variable emphasizes the
differences between ties (weak and strong) andstloee range of the weak ties that
vary from 1 to 4 and the strong from 5 to 9. Thefivalue of tie strength could range
between 2 and 11, depending on the proportionahgth set for each variable. This
draws the attention to the existence of “sociailstaiht ties” between the weakly tied

participants.

A socially distant tie means a tie between twovitlials (sender and receiver)
that had never had any contact before the studynoost nonexistent contact. The score
classifying weak ties varies from 2 to 4, with 3%.5coring 2. Surprise response was
elicited 42.9% for a tie strength with a score dihn2= 6); 29% when scored 3 (n = 4)
and 14% when scored 4 (n = 2). Finally, surprispoase was elicited 14% (n =2) for a
strong tie.

100



To summarize, given the results above, "socialbtadht ties" are the weak ties
scored 2. These ties were also rated with low walwethe variable of Emotional
Support (V4). Weak ties which scored 3 or 4 ares@méin equal percentages (21.2%).
Given the relevance of the Emotional Support végiab determine tie strength and
the findings related to its scores (V4), this Vialeaseems to be an accurate dimension to
detect socially distant ties. Moreover, almost lwdlthe surprise responses (42.9%) are
related to the lower scores on tie strength. Thisgems that surprise is mostly elicited

by weak ties from people who are socially distant.

6.3.3.2 Redundancy

The Table below shows the total number of triademthere is fewer than or
equal to one strong tie (<= 1 Strong Tie) and nba& one strong tie (> 1 Strong Tie).
The results are split as a function of the redungastate and the average number of

triads between each connection.

Table 5 —Number of triads between sender and receiver.

Ties between sender a selector] <=1 Strong tie in the triads >1 Strong tie in the triads
Redun-| N (Tie & Triads | Mean SD Max. | Triads | Mean SD Max
dancy | Redund.)| (T<=1ST) (T>1ST)

Weak tie 0 26 23 218 1.25 5 -- - -- -
(Nwr = 33) 1 7 8 1.75 0.50 2 7 1 0 0
Strong tie Y £ 1 Lo = 1 - - - -
(Nst=23) 1 20 14 1.27 0.46 2 52 260 188 5
Weak tie & 0 11 5 150 1.00 3 — — — —
Surprise (n = 12) 1 -- -- -- -- 1 200 141 3
Strong tie & ¢ - B - B - B - B
Surprise (n = 2) 1 -- -- -- -- 2 200 141 3

The results show that among all bridges that m#tehassumptions of Burt
(1992) related to non-redundancy (N = 29,fN= 26 + Nst = 3]), only eleven are
related to novelty perception ¢N ¢ suprise= 11). On the other hand, the prevalence of

the number of strong ties on triad formation deteas the existence of redundancy.

2 \Which agrees with Marsden et al.’s (1984) arguneeritcloseness”.
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Table 5 shows that the non-redundancy is verifitedindancy = 0) only when
the triad is formed by a maximum of one strong(¢iel Strong tie). This is verified
regardless of whether the tie strength betweeneseatt receiver is weak {N\. reguna. =
26; Te=1s7= 23) or strong (N & reauns.= 3; T<=1s7 = 1). Whether the triad has more than
one strong tie, redundancy is verified, which con$ that redundancy is determined by

the number of strong ties in the triad.

On the other hand, surprise responses are mosihgdeto non-redundancy and
weak connections (N reans. = 11). In fact, surprise response related to rednog
(Redundancy = 1) is only verified in three cases,an a weakly connection {N. requn.
= 1; T.ist= 1) and two, in a strong connection;{Nsewns. = 2; To1sT = 2), in which the
triads have more than one strong tie (>1 Strong tie

Table 6 —Pearson correlations between triads and bridgiotpfs.

Variables Q) 2) 3)

Triads

(1) Triads <=1 Strong tie --

(2) Triads >1 Strong tie --
Bridging factors

(3) Redundancy 0.037 * X2 (1) = 56.00 --
(4) Tie strength * X2 (1) = 25.77 *X2 (1) = 25.77
*p <0.001

Findings confirm strong evidence of a relationshgiween triads with more
than one strong tie and redundancy (X2 = 56.00; df p < 0.001) as shown in the
Table 6, where all closed triads of the study atated to redundancy. There is also
strong evidence of a relationship between theaddrand tie strength (X2 = 25.77, df =
1, p < 0.001), where 87% of the strong ties aratedl to redundancy, while only 18.2%
of the weak ties are present in such triads. Tisvs that triads related to redundancy

are predominantly dominated by strong ties.
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Finally, it is worth examining the answers issusahf participants to describe,
in their own words, why they were surprised wheis #motion was picked out by
them. Nine of them answered “expectedness”, onerrex “novelty”, two referred
“new perspectives” and two did not provide any agrswhese answers are in line with
what has been reported in published literature wprse and novelty, as mentioned

above in this work.

6.3.3.3 Bridging Factors and Surprise

In this section the associations between the brgldactors and surprise are
examined. In order to test the two hypothesis daisiestly, the relationship between
surprise response and both bridging factors walyzeth This was undertaken through
logistic regression analyses predicting surprisegusie strength (Granovetter, 1973)
and redundancy (Burt, 1992) separately as independeiables (Table 7).

Table 7— Coefficients from regression model predictingosise and redundancy.

Predictors Redundancy Surprise

Bridging factors
Tie strength 5.477 (.001) -.408 (.030)
Redundancy -.125 (.012)

* Applying Granovetter’s (1973) forbidden triads.

To test Granovetter's (1973) assumptions | analyee association between
surprise and tie strength. The results suggest timate is a significant positive
relationship between surprise and weak ties (36%kviies vs. 9% strong ties) and the
odds of being surprised decreases when the tieoisgs(odds = 0.408, p = 0.030, 95%
Confidence Interval (Cl): [0.182, 0.915]). Thus, aketies are determinant to explain
surprise, but it is important to note that disties$ (scoring 2 in the tie strength range)

represent 42.9% of the weak ties for surprise nesps

Next Burt's (1992) assumptions were tested and vehanalyzed whether
surprise is predicted by the independent varialbleedundancy. The results tell that
there is a relationship between these variablesthatithe odds of being surprised
decreases with the redundancy (odds = 0.125, 42; 95% CI: [0.025, 0.630]). When
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considering the number of strong ties per triathan-redundant connections (between
sender and receiver), we observed that 62% of ttiegks have no strong ties, or just
one strong tie (38%). Among these non-redundanhections, surprise is elicited in

61.1% of the triads that do not hold any strongatie in 36.4% of the triads with one
single strong tie. Considering redundancy, surgasgicited in 11% of the triads with

more than one strong tie. Therefore, the set ofiltesobtained suggest that the
prevalence of surprise response at structural lsvstrongly associated to the number
and strength of ties forming the triads that suntbthe connection between individuals,

separated by a structural hole.

Hence, the outcomes validate the hypothesis thatisa is a proxy of novelty.
Thus, bridging factors are predictors of surprissponse. This is verified for both

assumptions on bridging. H1 is confirmed.

Secondly, by computing Pearson correlations (Tahplevidence was found of
the relationship between tie strength and redundé&é2 = 27.77, df = 1, p < 0.001).
The odds of experiencing redundancy increased wieerte sender and the receiver
were strongly tied (odds ratio = 5.477, p = 0.088% CI [2.585, 11.605]) (see table 7).
This is evidenced by the fact that 90% of the wiek are related to non-redundant

connections, while only 23.1% of the strong ties@ated to non-redundancy.

Next, the second hypothesis was tested. The kestiqunenow is to what extent
is there any correlation between both bridging dextwhen there is a delivery of
novelty. Both weak ties and non-redundancy werewnshearlier to be predictors of
surprise, so both are associated to perceived tyov@bncurrently, there is strong
evidence of the relationship between them (weak a@ed non-redundancy). It would
seem then, that bridging factors could be corrdlaféhus, this seems to justify the
hypothesis that surprise is elicited either whemitiiormation is delivered by one single

bridging factor, or by the composition of both.

In this sense, and given the strong associationwelea tie strength and
redundancy, a multivariate regression was appligd ferward stepwise selection of
variables®. When computing surprise with each of the bridgiagtors, it shows an
association with both strength and redundancy. Wewewhen seen together, the

redundancy remains statistically associated with $kirprise response, but the tie

3 We applied multivariate regression with forwardepstise, in order to estimate whether both
independent variables, tie strength and redundammay¢d predict surprise together.
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strength does not. The odds of experiencing swmecreased for higher redundancy
(odds = 0.125, p = 0.012, 95% CI: [0.025, 0.63W}erefore, the hypothesis confirms
that surprise is elicited by each one of the bnddactors, but not by its correlation to

predict surprise.

6.4 Discussion

Social network literature has mainly reported tkistence of bridges delivering
novelty, but only considering one single perspectihe information sender. It means
that people who are socially distant, and locatedpieviously separated groups
(Granovetter, 1973), or connected by non-redundtottural holes (Burt, 1992) can
receive novel information. However, these theowes not claim that the received
information will be perceived as novelty. In thegard, | have shown that the receiver’s
perception of surprise plays a relevant role tolarpand confirm the full process of
bridging. The key question now is to evaluate toawbxtent this method can be
regarded as a better approach to confirm delivdrynavelty than those of other
scholars, or even to confirm the theoretical assiomp underpinning the bridging

mechanism of the two known theories.

It was shown earlier that surprise and noveltyedith their typical functions at
neuronal level. While novelty is based on memorg an cognitive processes, surprise
is based on expectations of systems capable ofctirefd Furthermore, it is recognized
that surprise accompanies novelty (e.g. Berlyne@d186d psychology studies underline
that surprise is the emotional state related toetveduation of novelty (e.g. Smith &
Ellsworth, 1987; Finkenauer et al., 1998; Stranigal.e 2005). Some scholars state too
that it is not accurate to say that surprise isagbvassociated with novelty, but it is

correct to claim that novelty perceived is alwayoived by a surprise response.

Following the above analysis, the method proposggshto find an explanation
for the events related to surprise, though notealents are related to bridging
assumptionsin fact, not all surprise responses match the assans of network

bridges.

In total, 14 surprise responses were reported bgicyants. Observing them
using Granovetter’s bridging factors, surpriseeisited to 12 bridges of weak ties and 2
of strong ties. It means that two receivers regbdarprise, but they had a strong

connection with the receiver (one scoring 5 aneothon tie strength, and 9 and 12 on

105



Emotional Support, respectively). In both casestigpants had a feeling of

unexpectedness, as can be seen by their justifictdr the emotion elicited (se€”).

When considering Burt's bridging factors, the noygerceived is related to 11
bridges formed by non-redundant structural holes3aredundant connections. Thus, in
some cases, the surprise response is elicitechbytdo not match the assumptions of
the delivery of novelty defined by each author. €ivthis and the fact that novelty
perceived is always accompanied by the emotionugdrse, as claimed by scholars, it
seems adequate to consider these surprise respassestliers in the context of

bridging.

Considering that this method applies when the lerichggets the assumptions of
the delivery of novelty, then the surprise elicitgdthe access to content corresponds to
the novelty perceived. Moreover, both bridging dast— weak ties and non-redundant
structural holes — are predictors of surprise. Tlhis method seems to be adequate to
confirm the delivery of novelty based on its petaap and to find the bridges that
match the assumptions. On the other hand, theséisese related to the fact that a
specific emotional state can be predicted by spedtructural conditions and
determined by the rapport between pairs. This ispite of the fact that in this study
nothing has been said about the psychologicalbates of each individual and how
they may be related. This subject is debated iptenaight.

Granovetter (1973) does not clarify how to distisgubetween weak ties that
act as bridges and others that do not, but thif\adeimay be helpful to specify which
weak ties present better conditions to act as bsdgpnsidering the perception of
novelty. As a matter of fact, regarding the weak tthe socially distant ties are the ones
that play the most relevant role in the delivery navelty (42.9% of the surprise
responses among weak ties are scored with 2 irighstrength construct), and the
emotional support (closeness) is the variable Itlest characterizes tie strength. Thus,
two dimensions should be highlighted to distingutble weak ties from the most

* Participant X: “Surprise, | was surprised becalud&n't expect to feel this relaxed when listentog
this”; Participant Y: “I felt surprised because thembnail looked like a grown up but it's actualpoy.

It is a pleasant surprise because it's funny.”dthlzases the content accessed was an image.tjnnfac
most cases the contents associated to surprisenspin the study are images or videos. This ntight
related to the participants' age, which on avera@@.7 years old.

*> See APENDIX C — INSTRUCTIONS TOSTUDY PARTICIPANTS - PHASE 1, ITEM 3.1,
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accurate ones to match with bridging assumptionsoaial distance of the tie and, b)

the emotional support between sender and receiver.

Burt (1992) has drawn out assumptions definingatb&t conditions for bridging
actions. It is assumed that non-redundant struchokes can act as bridges. In this
regard, the results of this study show that thelmemof strong ties included in the triads
is determinant to identify structural holes relatedsurprise response, which excludes
some bridges defined by Burt's assumptions. In,fadt out of 29 non-redundant
structural holes are related to surprise, configrimat only in 11 content selections the
receiver received novelty in a structural conditibat avoids redundancy. It means that
despite the number of structural holes betweenqggaants that exchanged content, and
who do not hold a redundant connection with comrni@mds, only 11 are related with
surprise responses, which reduces considerablyntimeber of bridges supposedly
associated to the delivery of novelty. At the samme these findings show evidences of
the relationship between redundancy and tie stherigirthermore, the results suggest
that non-redundancy is more prevalent in bridgdiweteng novelty (eliciting surprise)

when the actors are weakly tied: 85.7% of the(ties 11) are non-redundant and weak.

To sum up, the findings show two important condisidor the perception of
novelty that combine with the mechanism of novdiivery. One concerns the number
of strong ties in the triads to define redundantiye other regards the distant ties,
instead of weak ties in general, to define thestrength with a higher probability of
acting as an accurate bridge. And finally, a sigaift aspect to define distant ties
should be associated with a low level of emotiosigbport. This method, therefore,
confirms which bridges correspond to the perceptibnovelty and are related to the

stimulus of surprise.

Lastly, the findings show that non-redundancy ie tiridging factor in the
prediction of surprise that remains in the regm@ssnodel when it aggregates all the
variables under study. This means, that though batltging factors are predictors of
novelty they do not show this behavior when lookéedimultaneously. The findings, at
first, seem to agree with McEvily et al. (1999) wassert that there is no correlation
between weak ties and non-redundancy. Howeverramynto these authors, this study
did not consider the infrequency of interactiortfas single variable of coding of the tie
strength, which may change the correlation betwbeth variables. In fact, by

eliminating the variable “Emotional Support” in tseudy, several strong ties became
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weak ties. Second, it should be noted that theetadion, or overlapping, between the
bridging factors was not statistically proven. Thiey be due to a possible lack of
sufficient statistical power, given the dimensidntlee study sample. This should be
mentioned because the corresponding associatiovebetthe variables seems to exist.
In fact, non-redundancy is more prevalent when sgoaiation with weak ties, as

mentioned above. Therefore, it seems accurateytthsa the bridges confirmed by the
method proposed — using surprise as proxy of npvedtrceived — match the best
conditions for delivery and reception of noveltyydathat bridging is an important

structural condition to explain the emotional réatof surprise.

Last but not least, the method being tested inghidy provides an alternative
method to control the whole bridging mechanism,chtsould also be usefully applied
in other studies on novelty or its underlying peshk (e.g. novelty vs. creativity). When
confirming the delivery of novel information in thestudies, some social network
scholars often do so by identifying other dimensitimat are supposed to be a condition
of novelty delivered (e.g., knowledge, innovatiorgativity). Thus, they verify novelty
as an underlying proxy to these dimensions. Thithés case of Aral and Alstyne’s
(2011) work, which contends that strong ties amebeial in network structures rich in
structural holes. These ties create dense infoomdtows that improve the access to
novelty. These authors report different resultsnfrine ones analyzed here about the
relevance of tie strength (weak ties) and struttim@es. The reasons for those
differences seem to be centered on the type ofewark used. They rely strongly on
studies that do not consider the reception of rigyblut on other dimensions thought to
be related to the delivery of novelty, e.g., knadge transfer (Hansen 1999; Reagan &
McEvily, 2003), innovation (Staber, 2004; Obstfe2@05), and creativity enhancement
(Fleming et al., 2007; Sosa, 2011). This methodieghjin these studies could extend its
results, namely by allowing an accurate associdigiween novelty and the dimensions
mentioned above related to personal and/or cogngerformance.
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6.5 Conclusion

There is not much published literature on empingatk regarding information
flow through network relationships to validate neti effects. This work tries to
contradict this trend. In order to do this, | triedclarify which bridging factors hold a
stronger association with the perception of noveitya receiver. The study deepens the
understanding of the bridging mechanisms that elevant for the delivery of novelty
in a process of information sharing. This work aidentified which individuals in a
network, acting as senders of information, may phayrole of brokers. A broker may
intervene in the cognitive behavior of the recesvby suggesting new perspectives
through the surprise effect. This seems to beevaat contribution for the SNA field,

as well as for the digital media field in regardhe problematic of the ‘social bubble’.

This study presents a recognizable output, i.evelty perception, of the bridge
mechanism and a new perspective over dyadic anglorietinteractions surrounding
these structural bridges. This is particularly used develop predictive models for
these specific types of bridges. In fact, the mtal of novelty represents a potential
solution for some digital media constraints, sushttee ‘echo Chamber’ effect in the
personalization of Web-based services (Sunstei@d92@he ‘Portfolio Effect’ (Groh &
Ehmig, 2007), identified in recommendation systemnsd the effect of social echo
chamber related to the current use of social detaletailed in this dissertation. Such
effects are related to the lack of diversity in mseriewpoints (Vargas & Castells,
2011), and, thus, a lack of novelty in informataelivered (Golder & Yardi, 2010).

Regardless of the constraints and difficulties eeping participants strongly
engaged in long-term studies, it could be usefulexbend this study to a larger
population so as to reinforce or bring further ifieations on some analyses developed
in this work. This research may also have facedesbaundary constraints. Several ties
were certainly out of the observation range, bdbInot expect this uncaptured data
would have interfered with the redundancy encodewsyilts, to the point of observing a
significant change in my conclusions. To suppolis tblaim | point out that an
increment of non-redundant connections did not teadotable changes in the 4-cycle
redundancy tests described above.

Beyond the findings of the presented study, twostjoes remain unanswered:

how is the information flow be influenced by themise effect? And, what type of
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relationship exists between the selection of cdetesnd the friendship/ spatial

proximity between senders and selectors of infolongteceivers)?

Finally, when aiming to extend the knowledge abth& information sharing
process in a social network environment, it is amsportant to analyze to what extent
the centrality measures (Freeman 1979) interferenay predict the factors behind

surprise response and compare such results withngee obtained with bridging factors.

The study presented in the following chapter lodks answers to these

questions.
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CHAPTER 7

STRUCTURAL HOLES AND SURPRISE IN CONTENT
SELECTION IN SOCIAL NETWORKS

7.1 Overview

Limited attention has been paid to the influencd #ocial network dimensions
associated to senders position relative to theiwvecenay have on an individual’s
choices of contents. Thus, it is relevant to knaw metwork dimensions (i.e., network
centrality, structural holes, and tie strength) miafjuence the content selection by
receivers. This raises the question of what detemisuch content selection. These
relationships are empirically tested by using bathial network data and participants’
survey data. Findings show that despite the faat tlegree and strength of tie are
associated with central positions in the netwohleytare not related to individual's
choices of contents. Findings also suggest thattstral holes in association with the
emotion of surprise, used as a proxy of the peimwepdf novelty, offer a good
representation of people‘s behavior when they setentents. These are valuable

arguments to enhance content personalization veihperspectives for receivers.

7.2 Introduction

Social network literature is full of studies ondging factors (i.e., weak ties and
non-redundant structural holes), and centralitywshg how each one determines the
information flow (e.g., McEvily et al., 1999, Hamsel999; Holme & Ghoshal 2008;
Kratzer & Lettl, 2008; Shi et al., 2013). Howevelespite differences in how they
determine the information flow, they have only bestndied by scholars from the
sender’s viewpoint. Having discussed in the previokhapter the perspective regarding
network bridges, | am now going to analyze the benassociated to network positions
identified by centrality measures (Freeman, 19F3rticularly, it is examined the
relationship between the network position, occugigdhe sender of information, and

the individuals' choices of contents.

The effects of central positions can easily be ¢bun several online
applications, such as on the delivery of a recontagon (e.g., the name of a book),

which may follow criterions based on centralitye(j. associated to the number of
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persons that bought or rated that book). The assangpbehind this approach are based
on the knowledge that individuals look for stayimgcontact with popular items or
connect with popular peopfé Similar relevance seems to be attributed to thi®naf
social relevanc@’ Thus, the degree of centrality is often used temieine the valug

of a network node (e.g., an online resource) latatesuch structural positions.

Recognizing that in many situations centrality ffeeive and provide good
results, | would like to point to their weakest misi and propose a more complex and
powerful approach. The main problem of those methad related to their over
emphasis on a structural view and rationality netgig the role of the elicited emotions

when the receiver accesses the content.

On top of that, there is another reason why my @ggr can improve the
traditional understanding that usually neglectsimfation concerning the receivers. In
fact, scholars have not been taking in accountréceivers' role in the network. This
means that is not clear how the structural positibthe senders relatively to receivers
may influence the individual's choices of contenits. this regard, | analyze how
network dimensions (i.e., network centrality, stanal holes, and tie strength) may
influence the choices of contents by receiverdsd avaluate if the content production

of the sender, their exposure in the network, wfluence such choices.

This raises the question of what determines théeods selection by receivers.
What perspective should be followed in order tasathe target user? Should it be the

sender's perspective or the receiver? Is ther@dieyence between them?

Therefore, in this chapter | will examine the imf@tion flow between sender
and receiver considering receiver’s content sedlacind their emotional reaction. | will
explore how individual's choices of contents ardatexl with the perception of
novelty>® The surprise response is applied as a proxy ofpd#reeption of novelty
(Stiensmeier et al., 1995; Strange et al., 200®n&ure that the bridging factors for the
delivery of novelty correspond to the perceptiomofelty. In that way, | am certain

% popularity in this context refers to people withigh value of degree centrality.

" From a network standpoint, social relevance derfvem the high number of connections that a node
has with adjacent nodes that also have a high numwbeonnections. Thus, social relevance can be
understood as the importance attributed to thesassent made by others about their choices conaggrnin
nodes connections.

%8|t assumes that individuals act opportunisticatBiculating their potential benefits and costs.

9 When this is verified, there is a non-redundantcstiral hole that connects sender and receiver.
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that each choice of content corresponds to an emdadientified by the receiver (here

dichotomized as ‘surprise’ and ‘no surprise’).

The analysis undertaken in the study presentedrehijlon two types of central
nodes. One it is identified by its role in netwdmkdges (Burt, 1992), and the other by
two centrality measures, degree and betweennessn{fan, 1979).

7.3 Central Nodes, receivers' content choices and h  ypothesis

The two types of central nodes considered in thispter may have different
implications to receivers. While centrality measuaee based on the degree of its nodes
(number of connections with adjacent nodes), ndtvboidges are based on the ability

to deliver novelty.

The approach proposed, presented in Figure 3, séenf® new in social
network studies and introduces an important valéhaé contributes to complete the

representation of users in the network.

Figure 4 —Conceptual model on content selection.

Sender Receiver

Network Dimensions

Bridging factor

p e Structural holes
DNetwork centrality Content
© egree i
. Bet%veeness Strength of the tie 2election

(sender and receiver)

Exposure

Content production (publishing)

- J

Using the associated study of central nodes andienab response, | examine
whether the content selection is independent & |fitesented) network dimensions and
exposure of the sender or not (see figure 3). éxjgected that the receiver's emotional
reaction will be more determinant for content sktec (individual's choices of
contents) than social relevance. In this studyjataelevance regards the number of
adjacent connections and corresponding tie streofyén given node relative to other
nodes of the network. The number of adjacent nedkde found by measuring the
value of degree centrality (Freeman 1978). Fouohygses emerge directly from this.
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Hypothesis 1there is a relationship between sender’s populaaityl content

selection.
Hypothesis 2surpriseresponse is associated with content selection.

Hypothesis 3:surprise response is associated with the quantity of pubtsh
content by the sender.

Hypothesis 4tie strength is associated to content selectiodependently of

whether the tie between sender and receiver isdgbéror not.

7.3.1 Sampling characteristic and procedures

The sample is the same than the one presenteceiprévious chapters. 56
emotional responses to content selections weredatalli in the study from 28
participants (16 males, Mean (M) = 19.7 years, &eh Deviation (S.D.) = 1.4 years,
12 females, M = 21.7 years, S.D. = 5.1 years). I8y the procedures for data

collection were like described in the previous dkap

The methodology used allowed to produce two diffeneetworks. The first
network (Figure 4 — Participant network) presentetwork of social ties (friendship).
With the data on social ties from the network amel information on tie strength from
the questionnaire (third stage of the survey —Aggendix A), the entire network of
friendship was identified. Degree and betweennemsrality of the senders was

measured using the data from this sociograph.

Figure 5 —Participants’ networR”

¢ Download from the PFP through the software Node XL
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The second network (Figure 5 — Information flowwatk) shows ties that
represent the individuals’ choices of content. Aiddally, that will be used to inform

us about the emotional reaction to content selegctiotably surprise.

Two groups of ties were identified from the Infoioa flow network data. The
first group, called “clique”, is formed by the panpants among whom there is a tie of
friendship (either weak or strong). The second gramalled “acquaintances”, includes
the participants with no shared ties between thHEms method gives us the possibility
to evaluate the number of content selections fragivan sender and the corresponding
tie strength with the receiver. | could also obtaiformation about which kind of tie

corresponds to a surprise response.

Figure 6 —Information flow’s networlé™.

Legend:

=) The arrows mean the direction of whom (receisamlected a content from whom (sender). It
explains the information flow between sender arneixer.

(->) The arrows formed by dots means content deletetween sender and a weakly tied receiver.
=) The arrows formed by lines represent a contdatsen for a strong tie.

(---->) The arrows formed by dashes means a comelertion with surprise response between weak
ties (n=12). The results obtained reveal 12 suepesponses.

(-.-.->) The arrows formed by dashes and dots msansrise response too, but in this case there is a
strong tie between sender and receiver (n=2).

() The square shape (R) means a receiver thatswprised. The number, e.g., R2, means that the
participant was surprised by two different content.

(\) The triangles represent a participant thas wurprised as receiver and who, as sender, caused
surprise with their contents.

0) The circles mean no surprise.

¢ Configuration obtained with the data validated ¢6@itent selections) using the software Node XL.
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Dependent and Independent Variables

The variable defining conteiselection activity is the main dependent variable:
“Nr. of selections”. | expected to identify how edeer's content selection (Nr. of
selections), is influenced by both tie strengthhvitie sender and structural position of
the sender in the network. We will observe wheitrenot the emotional reaction of
surprise (given by the independent variable of i&trral holes”) explains the content
selection, and if it prevails over the other netwatimensions in this regard
(“Centrality” and “Tie Strength”). Similarly, theniportance of senders’ exposure
(“Total of published contents”) through their camtgoublished in regard to receiver’s
content selection (Nr. of selections), is analyZHue sender of the content selected is

the central node observed.
Relatively to independent variables, four variablese considered.

Contents’ choiceslescribe the participants’ activity in the “Infortizan flow’'s
network” and was defined by two variables: “Totélpoblished contents” and “Nr. of
selections”. Both variables are presented in thdesabelow under the "Content’s
choices”, however, “Total of published contents”tie only one as independent

variable.

Centrality was measured by degree and betweenness (Free@¥#), Degree
centrality was computed in both networks. In thartkipants’ network” the popularity
of the sender is measured by its degree cenffalitn the “Information flow’s
network”, the degree indicates the number of remsiwho selected the content.
Betweenness centralffwas computed in the “Participants’ network”. Thigasure is
regularly used as a bridging proxy (Mori et al.020Kratzer & Lettl, 2008). With the
values obtained it was verified the relationshipwaen the structural position of the
individuals acting as bridges and its values ofeenness.

%2 As reviewed in fifth chapter, degree can be calmd by counting the number of links for each node
and, often, it is interpreted as a grade of pojtylgorestige, or influence (Knoke & Burt, 1983).

% This measure refers to the probability that a ‘camication’ between two individuals takes a

particular path, which minimize the number of imediary nodes, being its length defined as the
minimum number of ties linking these two individsiagither directly or indirectly.
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Structural holesthat connect otherwise disconnected individualsri{B1092)
were evaluated through triad-level measurementsligik& Robins, 2006). This
analysis was based on the identification of tfiads

Tie strengthwas based on a construct of four dimensions addotbmized as
weak ties and strong ties, as described in sixépten. These ties are described by six
variables, which are distributed among two grougige “clique” group and the
“acquaintances” group. These six variables aredish the item “Tie strength and

content selection”, as shown below in the tablaa®9.

7.3.2 Results

Descriptive statistics for variables used in thalgses of content selection and

publishing describe the values relative to eactigpant (N = 28).

Table 8 —Descriptive statistics on content selection andiphing.

Participants N  Minimum Maximum Mean Desitgt'ior
Content’ choice
Total of published conter 19¢ 3 22 7.1C 4.42
Nr. of selections (first two selectiol 56 0 9 2.0C 2.37
Clique (group of tied participants with
content selected from each ott
Participants in te clique 16C 1 17 5.71 4,15
Strong ties in the cligt 70 0 8 2.5C 2.2¢
Tie strength anicontent selectic
Weak ties from the clique that selec 10 0 2 .357 .55¢
Strong ties that select 23 0 7 .821 1.54
Weak ties that select 33 0 5 1.1% 1.5€
Strong ties that didn’t sele 47 0 6 1.67 1.7¢
Weak ties not from the clique that selec 23 0 4 .821 1.3¢
Weak ties from the clique that didn't sel 71 0 6 2.5¢ 1.87

% As mentioned in sixth chapter, a triad is a sehoée persons that tend to close through a thérdgm,
forming a triadic closure, in which the strengthttod ties among individuals plays a determinarg.rol
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Table 8 shows that despite the high number of gtt@s in the “clique” group
(“Strong ties that selected” and “Strong ties tt@in’'t select”), the number of strong
ties that select contents from someone in the Uefiggroup is quite small. This seems
to reveal the low level of relevance of friendship decision making for content
selection. The Wilcoxon signed-rank test is usedetafy this association. On the other
hand, the number of “Weak ties not from the cligbat selected” (N=23) are much
higher than the number of “Weak ties from the aidiat selected” (N=10). This seems
to reinforce the idea that the level of friendstepen between acquaintances, is not as
relevant as distant weak ties on the decision ngakin content selection. Given the
relevance of distant ties as bridges (as verifie¥ipusly in chapter 6), this seems to be
relevant to show the importance of bridging tiesssociated to novelty perceived — on

content selection.

Table 9— Pearson correlations.

Variable: (1) (2) (3)
Content’ choice

(1) Total of published conter --
(2) Nr. of selections (first two selectiol .03z
Centrality measure -- -- --
Structural hole
(3) Surpris: .01C
Tie strength anicontent selectic

Weak ties from the clique that selec .02C .00t
Streng ties that select .00<
Weak ties that select .011 * X2 (1) =22,1¢

Strong ties that didn’t sele
Weak ties not from the clique that sele: .00%
Weak ties from the clique that didn’t se -- -- --

*p <0.001

The Table 9 shows a positive correlation betweerflir. of selections” and ties
from the “clique” group: weak ties (r = 42.903, p020) and strong ties (r = 83.707, p
= .003), showing that both acquaintances and faeselected contents. However, no
correlation was found between the number of tiesawh sender (degree centrality in
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the “Participants’ network” and content selectioor, in other words, between

popularity and content selection.

On the other hand, evidence was found for theioglship between surprise and
the “Nr. of selections” (X2 = 18.563,df = 7, p <010). Furthermore, a
strong association was found between surprise aadk Wes that selected content (X2 =
22.193,df = 5, p < .001). This includes all weas tthat selected, either from the
“clique” group (r = 10.463, p = .005), or not frotime “clique” group (r = 93.889, p
=.003).

The associations were examined between the aeswiti content selection (“Nr.
of selections”) and the independent variables sspreed by the three network
dimensions under study. Table 10 does not listrasuylts for tie strength, degree and
betweenness centrality, because no associationfouasl between them and “Nr. of

selections”.

Table 10— Coefficients from regression model predictingpsise.

Predictor Nr. of selection

Content’ choice

Total of published conten .216 (.034
Structural hole
Surprist 3.733 (.001

Hypothesis 1 states thttere is a relationship between sender’s populaaity
content selectiorfirstly, by computing Pearson’s correlation nooasstion was found
between the number of ties held by each senderd€senpopularity) and the
selection of their content. Moreover, applying tmeiltiple linear regressiéh with
backward variables selection, | found that the degrentrality values in “Participants’
network” is not associated to the values presehiedny variable related to ties from
the “clique” group that selected ("Weak ties frame clique that selected" and "Strong
ties that selected"). A higher value on degreeraétyt of a sender does not mean a
selection of their contents by a receiver, indepatigt whether their bond is weak or

strong, when they belong to the clique that setkeciEhus, Hypothesis 1 is not

® The assumptions of linear regression were verified.
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confirmed and factors underlying to social relevarce not determinant to content
selection. Content selection was found not to Is®@ated to the sender’s popularity.
Individuals make their content choices irrespedyive the kind of relationship they

have at friendship level with the sender. As seeitable 8, the findings show a low
level of relevance of friendship on decision makiogcontent selection. Therefore, to

have a strong tie with the sender is not prediativeontent selection.

To test Hypothesis 2, which posits that swgpriseresponse is associated with
content selectionmultiple linear regression it was applied. It wiasnd that content
selection is strongly associated with surprise wasp (B adjusted = 3.733, p = .001).

Thus, Hypothesis 2 is confirmed.

To test Hypothesis 3, which states thatpriseresponse is associated with the
quantity of published content by the sendlewas applied the Fisher's Exact test. The
results suggest that there is no association betwee activity of publishing contents
and becoming more surprised (p = .433). Thus, tinprise response is not associated
with the contents sender’s production, and Hypagh®&s$s not confirmed.

Hypothesis 4 posits that thée strength is associated to content selection,
independently of whether the tie between sender randiver is a bridge or not.
Wilcoxon'’s signed-rank test was applied to analybether or not there is a difference
between strong and weak ties for content selecfl@ble 8). The results shown that
there is not a significant difference between thenber of selections made by strong
and weak ties (Z = - 1.052, p =.293). This seamiadicate that friendship (strong ties)
iIs not prevalent for content selection. Furthermadog applying multiple linear
regressions, no relationship was found between weakong ties and the variable “Nr.
of selections” (Table 10). The same results wetmdowhen surprise was included in
the regression model. Thus, content selection isassociated with the strength of the
tie. Friendship ties (i.e., strong ties) do notdicecontent selection, even when this tie
Is associated with a bridging factor, which conBrhtypothesis 4.

Therefore the results seem to reveal that peopleentizeir content selection
independently of the tie strength and sender'secviroduction and popularity. Sender
exposure does not determine the content choices theeindividual is surprised. Once
again it is verified that content selection doe$ abey to social relevance factors,
because individuals’ choices do not rely on senddestified by high values of
centrality measures (i.e., degree centrality, angepularity). On the other hand, given
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that surprise is representative of the perceptionovelty, it was found that there is a
preference to select contents from central nodesesented by bridges and posted by
weak ties, rather than those posted by close fsiemdassociated to centrality measures
(Freeman, 1979).

Finally, the coincidence between the assessmebtwieenness centrality and
bridging was analyzed. Betweenness centrality iflestthe brokering position of the
participants in the "Participants’ network" and associated to the network of ties
among participants. Bridging associated with ngvekerception is identified by the
emotional response of surprise in the "Informatilonv's network” given the content
choices. Pearson’s correlation shows that therenas any association between
betweenness and bridging. The positions associatdéte brokering activity do not
coincide with the location of bridges eliciting ptuse. Thus, the brokering positions
defined by high values of betweenness centralityndb coincide with the positions

occupied by senders that elicited the surpriseospin receivers.

7.4 Discussion

It is known that bridging nodes are typically |adiat the periphery (Valente &
Fujimoto, 2010), but the broker’s role can alsonbeasured by betweenness centrality
and still be independent of degree, which indicatpsripheral locations
(Haythornthwaite, 1996). Nevertheless, none of éhgsssibilities reveal how content
choices are made, because such measures areltypaatered in senders’ perspective.
This study considered the information flow in awatk from the receivers’ viewpoint
(rather than the sender's perspective), regardiedgwo types of central nodes, bridges

and the ones defined by centrality measures.

Furthermore, it was analyzed how tie strength nuénce the choices of
contents by receivers, as well as if the conteatpetion of the sender, their exposure
in the network, could influence such choices.

The overall results do not confirm hypotheses eeldabcentrality measuresut
they do confirm the ones relatedlndging factors This suggests that only one of the
central nodes (i.e., the information flow througbtwork bridges associated to the
perception of novelty) matches with the individualentent choices. Furthermore, |
verified the low level of importance of friendshgn decision making for content
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choices, at least for the contents analyzed instirgey. The contents shared among

participants were mostly videos (some of them vgergys), photos and online news.

The discussion will be structured into two partg; flow of information
determined by central nodes associated to highesalf centrality measures; b)

emotional factors related to central nodes idexdifiy its role as network bridge.
a) Flow of information:

First, | analyze the flow of information in a netskaconsidering the viewpoint
of centrality measures. Literature on central ndues been focusing its attention in the
benefits associated to network position, eitheatesl to the degree centrality (and other
derived measures), or related to the brokerageitycti his kind of approach is strongly
associated to the role of the individual locateduich position, i.e., the position of the
sender. Nevertheless, we can extend the understpatout the information flow in the
network by considering the receiver’s perspectelatively to senders’ position, as well
as the personal attributes. This may change thessisent made about the importance
of a given type of central node. However, a différeutlook has been adopted by

scholars.

It is correct to say that centrality measures ofeatral node are not about
isolated attributes of individuals, nor are theyouwb their role as a sender of
information; rather, they represent the individaiaélationship within the network and
ability to control the flow of information. From é¢hviewpoint of the number of adjacent
nodes, these central nodes are weighted by theialselevance to other nodes, and,
thus, are frequently seen as objects, rather tharcas, of communication (Knoke &
Burt, 1983). It is in such conditions that the fén@nd power) underlying its network
position is estimated. However, it is not estimabedv that network position, given

individual attributes, may benefit other nodes .(ggtying access to novel information).

On the other hand, those metrics are relative nmmeasnts because they
compare their elements among each other basedstati@structure corresponding to a
certain moment in time (Nanda & Kotz, 2008). Of smuthat, despite the limitation of
the metrics, methods and tools to observe suchndign@lationships, seems relevant to

advance in studies that comprehend such dynamesriare holistic way.

b) Emotional factors:
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Second, considering the arguments above, it sedm$ dcholars have
overlooked how personal attributes (Aral et alQ20and, consequently, individual
choices may interfere in the information flow. Tées a lack of data concerning the
individual's role in linking parts. In fact, neithdoes Granovetter deliberate on how the
individuals at each end of the tie participate e teffectiveness of the bridging
connections, nor does Burt clarify whether or het bridging factors are independent of

recipients’ perception.

| discuss how emotional factors (i.e., surprise) ametter descriptor of content

choices than the social relevance factors of nodes.

In Burt’'s (1992, 2004) concept of bridging it isa®td that the differences in
interests and unique perspectives of individualsosimding structural holes creates
advantages in the access to information, novelty te spreading of information
(Bakshy & Rosenn, 2012). The individual that sp#res structural hole, or the broker
that mediates the access to resources by conngunigs or preexisting ties between
parties (Katz & Tushman, 1981), transports infororaton personal attributes and
people’s social world immersed in the content sthaie this sense, the filtering of
information through the network processes createstarchange of information about

people participating in the bridge (Burt, 1992)

This view asserts that it is the network that premoand legitimates both
information and network members, which, from thianslpoint, are instrumental in
receiving and forwarding such information (Haythtbmaite, 1996). This is a structural
outlook that is emphasized by some realms of libeeathat argue that nodes or groups
of nodes of a network can be replaced with no mégron flow breakdown (Sarr et al.,
2012). However, this seems to be an incomplete vien considering the dimension
of the psychological characteristics (personalitattes) of the actors in a social

network, as the results presented in this work seemshow.

Furthermore, the literature on central nodes ugukdbates the benefits accessed
by the central position occupied, but the overaticess behind the structural bridges is
not fully characterized, or terminated, with thegyanent that brokers facilitate the
access to novelty (Obstfeld, 2005).

 As stated by Burt (1992, p. 14), “the network tfiliers information coming to you also directs,
concentrates, and legitimates information aboutgming to others”.
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This study complements the traditional structuralw(e.g., Burt, 1992; Valente
& Fujimoto, 2010) introducing the surprise respoasea proxy of novelty to analyze
the emotional reaction to content selection, are$gmts a different perspective on how
social network dimensions may influence contenticgwof the Web users. It was also
shown that that content selection in a social ngtvemvironment is more dependent of
receiver's emotional reaction than from factoroeisged with node's social relevance —
characterized in this work by popularity of the denand tie strength between sender

and receiver.

In summary, though popularity and friendship suggleat a network's central
positions show nearness, these two dimensions areassociated with receivers’
content selection. This association can also nomlagle with all kinds of bridges
(structural holes), but only with those relatedthe receivers' stimulus of surprise.
Therefore, the overall results indicate that thievoek dimensions of centrality (degree
and betweenness) and tie strength (i.e., friendisrip less relevant to content choices
than has been assumed (considering the relevanobuted to those network
dimensions on providing social data and solutiangligital media systems). Instead,
structural holes spanned by weak ties reveal agtrelationship with receivers’ choice
of contents. Particularly, by applying surprise @exy of novelty perceived, the
relevance of the emotional reaction in the contloices is made clear.

7.5 Conclusion

This study generalizes Burt's (1992) assertion admidges, highlights its
relevance as a central node, and the importanceowélty perception to validate
bridging factors (i.e., non-redundant structuradeb)p and study the behavior of content

selection by receivers of information.

Bridging nodes present valuable arguments as dentdes, either by the
uniqueness of the information flow brokered or bgit association with the emotion of
surprise. This allows the creation of content peati@ation rich in new perspectives for
the receiver, and offers a good representationeople’'s behavior when they select
contents. For specific concerns, they are a vatuaiternative to central nodes
identified by centrality measures.

More studies are required concerning the biasaét by the information flow

centrality measurements, which is centered in tin@ber of ties, as proposed in the
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original measures (Freeman, 1979). This emphastepitrality may have weakened the
development of other measures for structural possti(Valente & Fujimoto, 2010), in
particular, understanding the role of users' pshadical characteristics in social

networks.

The development of a different approach, e.g., idenisg the prediction of
surprise, can have significant applications in tdigimedia systems, such as in
recommendation systems and search engines. Cangidlee current demand for social
data, scholars may be encouraged to extend thg sfudmotions elicited on social

networks, notably from the perspective of the patioa of novelty.

This research may have limitations, given the samped. An extension to
these results could be found by analyzing how tdgitive distance between receivers
and senders may justify the stimulus of surprisedding so, analyzing which factors
could justify similarities at an emotional levehtitould determine an optimal cognitive
distance for the perception of novelty becomes gaagnificant. The next chapter of
this dissertation presents an approach to the sisaly these questions.
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CHAPTER 8

PERSONAL ATTRIBUTES AND BRIDGING TO DEFINE
COGNITIVE DISTANCE: PREDICTING SURPRISE

8.1 Overview

Our network of contacts and level or interactiothvhich we usually do not
have a frequent contact is growing fast. This issimg the importance of
communication among people bound by a weak tiesandhe need to understand the
data behind the connections between people sodilgnt, through which novelty can
be exchanged. However, little attention has beeangio the implications that personal
attributes may have in this process, notably, aitiiormation flow from the standpoint
of an individual's emotional reaction when the mmhation is accessed. Thus, | test
which personal attributes (i.e., homophily, prefees of music genre and emotional
reaction to music genres, and political views) bridging factors represent the optimal
cognitive distance that is associated with the gq@ron of novelty. Here, surprise is
applied and justified as a proxy of novelty pereéiby receivers. Findings show that
dissimilarity rather than similarity compose thegoiiive distance that explains the
surprise response, jointly with bridging factoree$e dimensions are relevant to design

personalized recommendation based in novelty.

8.2 Introduction

Interactive media like online social networks hdeen scaling our access to a
larger number of people, which mainly consistsagfumintances instead of people with
which we have a frequent contact. In this contew¢ak ties are becoming more
influential than strong ties on behavior or opirgdhat people choose to adopt (Bakshy
& Rosenn, 2012). This fact creates a totally nemdkof output based on sharing views
between Web users, which can benefit from new risignd novelty, as the theories on
network bridges show (Granovetter, 1973; Burt, 39%urthermore, there is an
association between surprise and bridging factoes, (veak ties and non-redundant
structural holes), connecting senders and receiwkrsovel information, as we have
seen in the sixth chapter. This highlights the neeelnow more about how to collect

data on the different possibilities of users' iat¢ion beyond the ones based on the
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homophily dynamics, adjacent connections, stroag, tor characterized by centrality
measures. However, little attention has been gieethe implications that personal
attributes may have in the information flow frometlstandpoint of an individual’s
emotional reaction when the information is acces3éis knowledge is important, in
order to characterize the processes of interadigimween people socially distant (i.e.,
connected by weak ties or by means of structurl@shoFurther, this data is easy to get
from social networks. Thus, in this chapter | exaenithe role of similarities/
dissimilarities between sender and receiver wheprise is elicited. In order to do that

a threefold approach is proposed.

Firstly, 1 applied the concept of optimal cognitidestance (Nooteboom, 1992;
2005). This conceptualization states the importaotedifferences in cognition
(cognitive distance) between individuals and treeroff between a higher novelty
value and a mutual understanding. Where this distas too large, it may preclude
mutual understanding and then the information ke&xkwill not be perceived as novel.
While if it is too short, this means that thereaas much familiarity in the information
shared (Nooteboom et al., 2007) and, thus, no iserpmvolved, given the absence of
novelty (Barto et al., 2013). Distance in Nootebamwdel is explained by means of the
existing dissimilarity between partners and by ¢batribution to the creation of new

knowledge and novelty (Nooteboom, 2000, 2007).

Secondly, | propose a way of solving the issues@aly the absence of a direct
measurement of cognitive distance. Wuyts et al.0%20who tested the optimal
cognitive distance hypothesis in the perspectivefinding the technological and
organizational differences between partners ofrpaaeutical firms, identified that as a
major limitatiof’. To surpass this constraint, although in a differeontext of
application, this study proposes the use of petsatimibutes and test network
dimensions (i.e., bridging factors) to define suxhdistance between sender and
receiver. | propose a range of personal attribtivesdentify the optimal cognitive
distance underlying the perception of novelty, bgams of detecting the surprise

elicited when the receiver selects a content afraler. The range of personal attributes

" The authors assumed that the more that pharmeakfitms cooperate with the same partners over
time in their agreement portfolio, the lower wilk the average cognitive distance with their pastner
They argue that the assumption is consistent witkealier finding that cognitive distance decreaases
interaction is more frequent (e.g., (Lewicki andnRer, 1996).
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comprises the dimensions of status homophily (Mcsdre et al., 2001), attitudinal
similarity (McCroskey et al., 1975, 2006), politicaews (Lin & Ensel, 1981, Fond &
Neville, 2010), preferences of music genre (Rentf& Gosling, 2003), and emotional

reaction to music genres.

Thirdly, the assumptions on bridging proposed bgrretter (1973) and Burt
(1992) are tested. It is well established that itifermation flow crossing a bridge
(Granovetter, 1973; Burt, 1992) in a social netwisrktrongly determined by the level

of novelty that it carries to a receiV&r.

Therefore, the aim is to identify which personadtilatites and bridging factors
jointly characterize the optimal cognitive distanoelerlying the perception of novelty,

l.e., surprise.

That goal has however an important implicationt teahe need to combine the
cognitive view with the social structural view dn other words, to analyze the

association between personal attributes and thigdsioutputs.

Those goals also give the possibility of explorag alternative approach to
social network analysis, notably in the understagdif the delivery of novelty through
network bridges, as well as in the use of theséakdata in Web applications, like
social-based recommender systems. That line ofon@a$ may introduce a more
detailed knowledge in which dimensions charactetize interaction between two
socially distant people in a network when a speafinotion is elicited, i.e., surprise.
Furthermore, the interplay between bridging and temal reaction may show the way
towards the next generation of social networkingdgital media systems and a new

approach for scholars in the field of social netnanalysis.

8.3 Cognitive distance and hypothesis

In this chapter | examine in a social network emwiment which personal
attributes and network dimensions (i.e., bridgiragtérs) are associated with the
surprise response when a receiver selects contéstskigure 6 shows, in such
conditions there is a cognitive distance betweenleseand receiver into which surprise

is elicited.

% In this study, similarly to what was done in threydous chapters, surprise (e.g., Teigen & Ker@032
is used as a proxy of novelty (Stiensmeier etl@95; Strange et al., 2005).
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Figure 7 —Conceptual model on cognitive distance.
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Nooteboom’s optimal cognitive distance hypothesiaswalready tested by
several scholars (e.g., Wuyts et al. (2005) andt®&mmm et al. (2005)) in order to
explain the inverse U-shaped relation between mpvahd cognitive distance. The
optimal level is found here at the middle pointvitn the very low and very high
levels of cognitive distance. This is related witle tradeoff between opportunity and
challenge in processes of learning and innovation,interaction between firms
(Nooteboom, 1992; Nooteboom, et al., 2005, Wuytal e2005)° The opportunity is
related to diversity, where the novelty value ofedation increases with cognitive
distance. The challenge lies in finding partnersuficient cognitive distance to tell
something new, but not so distant as to precludauahwnderstanding. In this sense,
Nooteboom (2005) posits that with more knowledgee areeds larger cognitive
distances to find novelty. In a similar vein, Qilgiet al. (2008) state that, cognitive
distance refers to the extent that, organizatiafierdn their technological knowledge
and expertise. Here, the authors consider the oblecognitive distance among

organizations forming an alliance network.

Regarding this study, the concept of optimal cogaidistance was adopted
with the aim of framing a possible range of dimensi based on similarities (or

dissimilarities) and network factors that justityet surprise response when a content

% The results found were tested in 994 allianceseweral industries, in the period 1986-1996, by
Nooteboom et al.,, and on interfirm agreements betweharmaceutical companies and biotech
companies, as well as on interfirm agreements it@ustries, by Wuyts et al..
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shared by a sender is selected by the receiver.réagons justify this option: a) The
inverse U-shaped relation between novelty and tiognidistance helps to frame
theoretically the approach of this study; b) Theaqdcy of using surprise instead of
novelty, it is adequate and justified by the proagtween novelty and surprise

introduced in previous chapters.

In this sense, six hypotheses will be explored. lidted hypotheses incorporate
two opposite views to justify surprise responsee s based in the similarities of
personal attributes between sender and receiver.oftier is based on dissimilarities.
Each hypothesis on similarity and dissimilarityalso tested with bridging factors. | do
not list here mixed hypotheses on similarity argkuhnilarity, e.g., similar in music but
dissimilar in political views, and vice versa. Howee, the results of these tests are

debated in discussion section.

Hypothesis 1Surprise is elicited when sender and receiver shimgensions of
status and attitude homophily and have similarregés in music and political views

(Homophilous Hypothesis).

Hypothesis 2:Surprise is elicited when sender and receiver aigsiohilar

(Dissimilar Hypothesis).

Hypothesis 3:Surprise is elicited when sender and receiver aidged by a
weak tie, share dimensions of status and attitumadphily and have similar interests

in music and political views (Homophilous and wéak Hypothesis).

Hypothesis 4Surprise is elicited when sender and receiver ledtigpy a weak

tie are dissimilar (Dissimilar and weak ties Hypesis).

Hypothesis 5Surprise is elicited when sender and receiver aréged by non-
redundant structural holes, share dimensions dustand attitude homophily and have
similar interests in music and political views (Hophilous and structural holes

Hypothesis).

Hypothesis 6:Surprise is elicited when sender and receiver keddpy non-

redundant structural holes are dissimilar (Dissianiand structural holes Hypothesis)

131



8.3.1 Setting

Sample and procedures for data collection wereséimee as the ones presented
in previous chapters. 56 emotional responses ttenbselections were validated in the
study from 28 participants (16 males, Mean (M) =/@ars, Standard Deviation (S.D.)
= 1.4 years, 12 females, M = 21.7 years, S.D. y&dls).

Dependent and Independent Variables

The dependent variable in this study is theprise perceived by participants
when they selected shared contents. As previouslyusised, surprise is an accurate
proxy to study the receivers’ novelty perceptionle/ieceiving information through a
bridge. Here, two bridging factors are observed assply. One concerning
Granovetter’'s (1973) proposal, based on the weak fThe other, based on Burt’s
(1992) theory of structural holes.

Relatively to independent variables, two groupsenemsidered. The first group
includes the network factors characterizing briggassumptions. The two bridging
factors analyzed are relative to the variableseo$trength (Granovetter, 1973) and non-
redundancy (Burt, 1992). The procedures for meagure strength and structural holes
were described in previous chapters.

The second group of independent variables referpeigonal attributes. It
includes five variables: a) socio-demographic disi@ms; b) attitudinal similarity; c)

political views; d) preferences of music genregmptional reaction to music genres.

Socio-demographic dimension€Each participant characterized their own
dimensions on status homophily. For the studyaswonsidered the dimensions of
economic factors, gender, ethnicity and religionc¥erson et al., 2001). Given the
sample homogeneity, we withdrew the dimensionsgaf @and educational level. Each
participant characterized their own socio-demogi@pliimensions by answering the
online questionnaire. Status homophily data waslect@d individually. For
normalization of such data it was estimated thdidesn distanc€ between receptor

and source for each dimension of status homophily.

Attitudinal similarity. The Perceived Homophily Measures (PHM) of
McCroskey et al.’s (1975, 2006) was adopted to watal the attitudinal homophily.

0 Euclidean distance gives a measure of dissimjlagtween two variables.
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McCroskey et al. (2006) model allow the study ofiatales such adttitude and
Economicfactors regarding the perception of others. This modslviell the approach
to the Attitudé’ study.

Political views Participants were asked to specify their politiafiliation, or
political inclinations. Five options were listed:oservative; Moderate; Liberal,

Independent; Other. To compute the result the bbriaas dichotomized.

Music genres preferencegreference of music genre and emotional readbon
music genres were based on the use of the dimenstadied by Rentfrow & Gosling
(2003) about musical preferenéesParticipants were asked about their preferentes i
musical genres and classified different types o$imby selecting a value ranging from
1 (Very negative) to 10 (Very positive). Four caiggs of music genres were
presented, such as “Reflective and Complex (Bl&ée#k, Classical, Jazz)”, “Intense
and Rebellious (Alternative, Heavy metal, Rock)Jpbeat and Conventional (Country,

Religious, Pop)”, “Energetic and Rhythmic (FunkpHHiop, Soul, Electronica)”.

Participants were also asked about their emotim@adtion when they listen to a
particular type of music, based on the same fotegraies of music genres listed above.
Participants classified each category with one ifipemotion out of a list of ten. These
emotions were based on the DES scale of Izard (1991 variables “preference of

music genre”, and “emotional reaction to music gehwere both dichotomized.

™ participants answered a set of six questions baged five-point semantic differential scale. Scale
items included descriptors such as “The particighat stimulated the emotion of ‘surprise’ on me”:
‘Behaves like me (e.g., in public, among friend&y.order to dichotomize this variable, firstly alve
from 1 to 5 was attributed for each item of theles¢a.g., 1 — “Strongly disagree”; 5 — “Stronglyreg).
Secondly, the mean and the standard deviation e&imated. Then, the lowest value of the scale (A —
lower border) was obtained by subtracting the valithe standard deviation from the mean value. By
adding the standard deviation value to the meanevale found the other end of the scale (B — higher
border). All the values lower than or equal to Adlaqual to or greater than B were considered in the
extremes. We dichotomized the variable by codimgetktremes (A and B) with 0 and 1 (between A and
B).

2 The authors used a set of music’ genres alreaddiest (Reflective and Complex, Intense and
Rebellious, Upbeat and Conventional, and Energatic Rhythmic) to identify, or predict, traits of
personality according to a wide array of persopalimensions (e.g., openness), self-views (e.ditiqzd
orientation), and cognitive abilities (e.g., vertb@). The authors’ claim is that music preferenees
partially determined by personality, self-viewsdasognitive abilities. For the questionnaire, weted

the framework used by Rentfrow & Gosling (2003).
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8.3.2 Results

The study aims to draw conclusions about whichgeisattributes and bridging
factor predicts surprise. By means of the dimerssiorentioned, it was intended to
characterize the optimal cognitive distance betwssrder and receiver underlying the

perception of novelty. This means, when the suega<licited.

Firstly, it was analyzed which personal attribukese a relationship with the
perception of novelty through the proxy of surpriSecondly, it was analyzed the
association between each bridging factor and sepand on how this structural
property interferes in the relationship betweerspeal attributes and the perception of

novelty.

8.3.2.1 Personal attributes and surprise

The first step was to establish the associatiorwdst surprise and the
independent variables describing personal attrédolRearson’s correlation results (see
table 11) suggests that gender (X2 = 4.691, p 6).@8d attitudinal similarities (X2 =
4.058, p = .044) are the only variables associwti¢lal surprise. This means that in all
content selections related to surprise, 74% coomso different genders between
receivers and senders and that in 64.3%, rececarsider themselves similar to the

source of information.

Table 11 —Pearson’s correlations.

Variables Q) 2) 3)
Economic factors -- -- --
Gender -- -- .030
Ethnicity .017 *12.355 (.001) --
Religion 0.48 .012 --
Attitudinal similarity .044
(1) Tie strength .019
(2) Redundancy *20.541 (.001) .005
(3) Surprise

*p < 0.001

To study the correlations between the variablesvas performed logistic

regressions.
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Internal consistency reliability was establisheddrpnbach alpha values. It was

computed such coefficients for attitudinal homoypli67) and tie strength (.97).

Table 12— Coefficients from regression model predictingpsise.

Predictors Tie Strength Redundancy Surprise
Personal attributes
Economic factors --
Gender 4.062 (.037)
Ethnicity -.224 (.021) -.096 (.001) --
Religion --
Attitudinal similarity -.243 (.054)
Interactions
Gender (& tie strength) 4.379 (.037)
Gender (& redundancy) --
Tie strength (& gender) -.394 (.029)
Redundancy (& gender) --

Logistic regression was used to explore the infteenf the variables of the
socio demographic variables (religion, ethnicitgomomic factors and gender) on the
variable of attitude. None of the tested varialplessented an association with attitude.

The association between tie strength and the uJagabf ethnicity, gender,
economic factors and religion, as well as attitudes also analyzed. Applying logistic
regression, the results showed that only ethnigéyg significantly related with the tie
strength. The odds of having a strong tie decreagmwoh the sender and the receiver had
different ethnicities (odds ratio = .224, p = .02%% CI [.062, .801]).

To understand whether any of these independerdibtas could be a predictor
of surprise, logistic regression was computed (ab&e 12). The results suggest that
either attitudinal similarities (odds =.243, p 540 90% CI: [.073, .813]), or gender
(odds ratio = 4.062, p = .037, 95% CI [1.089, 1B]1%old a significant relationship
with surprise response. When the sender and tle@vexchave different genders, the
odds of having a surprise response increases. ahee shappens regarding the
attitudinal similarities between these actors. Wtteare are attitudinal similarities, the

odds of having a surprise response increase.

8.3.2.2 Personal attributes and bridging factors of
surprise

Next, it was mainly examined the associations betweach bridging factor and
personal attributes with surprise. Firstly, it waand that there is strong evidence of a
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relationship between surprise and tie strength £&534, p = .019), where 36% are
weak ties and 9% are strong ones, and 85.7% oiv#ad ties spanning non-redundant
structural holes (N = 11) are associated with tirawdus of surprise (see table 11), as
well as between surprise and redundancy (X2 = 7.354.005), where 78.6% of these
connections are established over a structural hioleng non-redundant peers of

receivers and senders of information.

Secondly, logistic regression (table 12) was comghuseparately for each
bridging factor jointly with personal attributes @&sdependent variables, and with
surprise as a dependent variable. Including pefsattdbutes and tie strength in the
regression model, both gender (odds ratio adjusté879, p = 0.037, 95% CI [1.090,
17.587]) and tie strength (odds ratio adjusted394, p = 0.029, 95% CI [0.171, 0.908])
were significantly related to surprise responsee dtlds of having a surprise response
decreased with strong ties. Nonetheless, wheretiression model included gender and

redundancy, no significant relationship with susprresponse were found.

8.4 Discussion

This study tested a range of personal attributegntbwhich one is associated
with the surprise response when a content delivéned bridge is perceived by a
receiver as novelty. This means identifying tharopt cognitive distance measured by

personal attributes that jointly with bridging farg predict the surprise.

This study consisted of two levels of analysisstkithe association between
personal attributes and surprise was examinedastfaund that only two dimensions of
homophily, i.e., gender, more specifically gendeifecences, and the attitudinal
similarity were associated with surprise resporidee regression model showed that
differences in gender and similarities in attitwdirbehavior, analyzed separately,
predict surprise. These findings suggest that thesepersonal characteristics make up

the cognitive distance that explains the surpesponse.

Surprise is elicited when the cognitive distanceveen sender and receiver is
not too short, and nor is it too great. If the a@mste is too short, the familiarity of the
information will prevent any surprise, and if it iso great, it may preclude mutual
understanding to benefit from the opportunity afavelty perception. It is in between
cognitive borders that surprise occurs. Besides thiher emotions are elicited, but

which are not relevant for the bridging effect.
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It is assumed that cognitive similarities contrita improving the perception of
the message (Roger & Bhowmik, 1970), and that amtyl induces homophily
(McPherson et al., 2001), as well as to establgHinks of trustworthiness, and
generate better acceptance of recommendations éetpairs (Arazy et al., 2010).
Nonetheless, the results suggest that what reedgotbe level of communication
through the emotion of surprise is the gender diffee. Thus, the factor of cognitive
agreement is based on heterophily (dissimilaritiegher than on, only, homophily.
Here, the optimal cognitive distance associateti Wié surprise elicited is due to a mix

of heterophilous and homophilous factors.

In fact, H1 Homophilous Hypothegiswas confirmed, but only for attitude
similarity. H2 Qissimilar Hypothesis was also confirmed due to the differences in
gender. This means that surprise is more probaldedur between two individuals that
share information online if they have similar afties, or are from different genders.
Furthermore, the tests did not show any signifiaahtionship between surprise and
similarities or dissimilarities in music preferescand emotional reaction to music
genres. The same results were obtained for pdlitieas. Mixed hypotheses were also
tested, e.g., similar in music but dissimilar ififpcal views, and vice versa, with the
aim to define the best possibilities based in pakattributes. Nevertheless, | did not
find any valid combination.

Thus, if the model does not change its predictibiis, can be taken as evidence
that these attributes (i.e., economic factorsgi@h, music genres and corresponding
emotional reaction, and political views) included the model, do not mediate the
relationship between bridging factors and surpns®, are they predictors of surprise

when tested in isolation in the model.

This raises the question of how the relationshipwben communication
agreement and differences in gender, between twarsachallenge the conventional
assumptions about homophily (McPherson et al., R0B#&veral scholars report that
gender homophily is an inductor of tie creationtHis vein of research, van Duijn et al.,
(2003) and Leenders (1997) posit that gender hoihojlstifies the formation of
friendship ties. However, this is not true in casdwere the strength of the tie is not
strong, i.e., in “friendly” or “neutral” relationdviore recently, scholars have noticed
that absolute similarity in individuals’ attributesnay not characterize social

connections. In some instances, individuals mayarfnd a balance between similarity
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in some dimensions and differentiation, or heteilgpm others (Rivera et al., 2010). A
similar idea was supported by Blau (1974, p. 622)p stated that: “It may ultimately
be an oversimplification to refer to a relationshg homophilous or heterophilous, as
few individuals do not differ in at least some dimmns and match in at least a few

others.”

Second, the delivering of novelty was tested bylyapg the bridging factors of
Granovetter (1973) and Burt (1992). Both conditisrese tested separately. To test the
perception of novelty by receivers, surprise wapliad as a proxy of novelty and
computed as a dependent variable. Surprise repisese@ emotion related to the
appraisal of the information delivered by a bridg®aen novelty is perceived. Thus, to

be surprised in this context means to perceivelhove

Novelty “determines whether there is a change m pattern of external or
internal stimulation, particularly when a novel ev@ccurred or is to be expected”
(Leventhal & Scherer, 1987, p. 15); and an obsemas novel when its representation
iIs not found, or is not similar to another one atbin memory (Barto et al., 2013).
Consequently, three reasons seem to justify tleapénception of novelty is conceived
in a framework of communication: a) there is a pgscof communication because the
receiver interprets the information received, ashewn by the emotion elicited; b) the
information when accessed by the receiver was d&raderpreted by the sender; c) the
surprise response that is characterized by an aptoognitive distance between
individuals, explains a mutual understanding andrast in the content shared. Hence,
it seems correct to assume that in these circumesarthere is an effective
communication between sender and receiver basedgnitive similarities that are not
fully explained by endogenous effects like homoyfjlsimilarities based on music and

political interests, or even through structuratdas in isolation.

When analyzing the relationships described aboved®n the bridging factors
of Granovetter (1973) and the five variables ineldidn the personal attributes, only
gender remains significantly associated with ssgrMoreover, by considering Burt’s
(1992) assumptions to configure the bridging fastoo personal attributes, including
gender and attitude, stay in the regression mddedrefore, only the bridging factors

based on Granovetter’'s (1973) assumptions matchyjpetheses listed. It confirms H4

3 As debated in Roger & Bhowmik (1970), or by McRiuer et al. (2001).
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(Dissimilar and weak ties Hypothegidut hypothesis H3Homophilous and weak ties
Hypothesiy H5 (Homophilous and structural holes Hypothg¢sad H6 Dissimilar
and structural holes Hypothe}iare not confirmed.

In sum, the delivery of novelty in a social netwaksociated to the surprise
response can be depicted by an optimal cognitistanice between sender and receiver.
This distance can be defined by gender differeacgsa structural position defined by

weak ties acting as network bridges.

On the other hand, the data do not show differeimtgseople’s attitude as a
function of socio demographic variables. Howevdtifiale similarities are a relevant
factor for surprise response, as well as gendérdiices. This seems to emphasize the
fact that the usual variables used to describe pbihobehavior, or its effects, may not
be sufficient when the actions under observati@iaformation sharing. This means,

when the emotional response is a relevant factdrite such behaviour.

Regarding the literature caffect (which refers to a range of feeling states that
includes different emotions), it is reported thdteet can determine the network
structure rather than the other way around (Totleet al., 2004). Accordingly, even
regarding it in a very simplified way, it seems qulgte to argue that bridges can be
seen as enablers that approach people with muntarest in similar topics.
Considering, then, the accurate network factoes, ridging as a structural facilitator,
and the cognitive distance between recommendedé¢serand user target (receiver of
the recommendation) as suitable for accommodaturgrise response, the benefits
would be twofold. First, it will be able to deliveovelty to recommendees. Second, it
will be a potential predictor of tie formation, @n the strengthening of ties. In
accordance to the latter, these results seem to gpéhe issue of how the formation of

ties is established across social networks. | dsthis issue in the following.

Scholars have been debating extensively the mesingnof network evolution
that lead to creation and break of ties. Neveriglén these discussions the role of
emotional response has been disregarded, particiathe case of surprise. There is
still no study on how cognitive distances may iafiae information sharing, which may
overlap or complement the adjacency factors andriatzve mixing (Goodreau et al.,
2009; Rivera et al.,, 2010) that justify the formoatiof ties based on individual

attributes.
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In that sense, the approach proposed seems te@wrpalthe idea which can be
found in published literature that bridging struelu conditions are opposed to
transitivity and, so, to tie formation that is agsted to such endogenous effects
(Schafer, 2011). This means that from a structatahdpoint, Granovetter's (1973)
hypotheses of “The Strong Triadic Closure Proper&yso tested by Shi et al. (2013),
contradicts the conditions for bridging formatioBoth are accurate. However, by
considering the bridges as potential inductors ief formation (i.e., a structural
facilitator), this assumption deliberates on theicttral conditions of networks. This
includes the cognitive conditions that bring tostldiscussion the actors’ personal
attributes. Thus, bridges can be seen as a mechafisie formation, when analysed
together with factors of cognitive distance. MoreQuhis proposal does not disagree

with Granovetter's hypothesis.

A distinct but related body of literature consideisat the spreading of
information in a social system is content dependamd that it assumes different
behaviours in different networks (Holme & GhosH#08). It seems to reflect the fact
that people react to contents differently dependingheir emotional interaction with
that content. Indirectly, this reaction seems tminithe way the receiver perceives the

sender in the topic exchanged.

As a result of that, | speculate that people shhp& networks (not the other
way around) depending of the perception on othiersugh the contents shared. To
justify this assertion, | argue that the contents kke a proxy that interfaces the
emotional and affective contact between sender racdiver. This is a view that
highlights the idea that endogenous propertieshika@ophily (McPherson et al., 2001,
Aral et al., 2009) cannot fully explain the intefans in a social network, neither the
structural position when seen in isolation. Thisfarces the argument about the use of
social data that considers an optimal cognitivéadise between sender and receiver, to
counteract the social echo chamber effect, instdadocial data based on adjacent

connections and similarities.

Furthermore, although the role of psychologicaliilaftes in the social network
analysis has been downplayed (Crosier et al., 20tt®) present work shows its
relevance and how a more attentive view of them meend the understanding of
social networks. Additionally, considering the psglogical attributes in this study,

new light will the shed on the assumption that apnek of nodes, notably when they
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represent people, is more than a homogenous seaputated by homophily, social
influence or structural conditions alone. They altethis and the emotions elicited, at
least. Thus, beyond the structural properties, abonetworks are configured by
individuals’ behaviour and their attributes. Thisflects their activities, interests,
opinions and emotions when they interact with contnd, so, directly or indirectly,

with other people.

8.5 Conclusion

The tests presented showed associations betwesimitigity on gender and
weak ties as bridging factors that predict surpriBee approach used shows some
promising potential when diverting the study ofdging into a new direction, such as
towards social media systems. Moreover, it mayctliius towards the next-generation
of social networking by suggesting on how to seek droxies that can be used to
predict the delivery of novelty through the infoima flow, or in a social network-
based recommender system (by applying social n&twdata to compute

recommendations).

In fact, as reviewed in previous chapters, the gerare of online social
networks and the access to its data sparked the afs social network-based
recommender systems. This new approach to onlicsenmmendation is based on
information provided by users’ behavior, sociastéd similarities, in order to improve
personalized recommendation. However, as alrealdgtde in this dissertation, the use
of these kind of social data also constrains tlaehef the recommendation system as
such recommendations may become very similar dng, less attractive for the user.
The introduction of novelty through the data pre@ddis then very important. The
present work shows which network dimensions andrsusstributes should be

considered to design such kind of recommendation.

This work is not without limitations. First, althgh individuals’ views on
politics were measured, this was based on a sipggstion. The process undertaken
was accurate, but it was not possible to contrepoadents’ differences on socio-
demographic and cultural background to avoid défferinterpretations when they
needed to classify political choices.

In subsequent work, it would be relevant to analg#eer proxies which can

represent the concept of cognitive distance, sischyatesting personality similarities
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using the framework of the Big Five personalitytddGosling et al., 2004; Back et al.,
2010). Other approaches can also contribute temettderstanding the role of personal
attributes and the way they interplay with struatuand relational properties in the

bridging effects.
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CHAPTER 9

DISSERTATION CONCLUSIONS

The purpose of this dissertation is to examine ¢hallenges associated to
personalization of Web-based services, notablydnpmmender systems, and find a
solution for the problem of Social Echo ChambeeEff The challenges associated with
the increasing of web data and the possibilitiesned by new uses of social data offer

new research lines that | tried to assimilate.

Personalized recommendation based in social data Bocial networks has
been pointed out as a good solution to improveoperdnce and solve persistent
problems in these systems. However, as discusstnilsilissertation, the use of social
data based on relationships set by endogenouds(fex, homophily) and friendship or
social proximity (i.e., strong ties) creates a n@ablem in recommender systems which
I have named the Social Echo Chamber Effect probldns term seeks to represent the
cause and effect related to the use of social @ated to improve the performance of
personalized recommendation. What this term atteapéxplain is different from other
ones that also describe problems related to pdizatian, e.g., “Echo Chamber”
(Sunstein, 2009), which explains that people ndfuseek those who agree with them,
or “Filter Bubble” (Graells-Garrido et al. 2013) high draws our attention to the fact
that the Web algorithms prevent people from beirgosed to viewpoints different

from their own, as discussed in third chapter.

| argue that, the Social Echo Chamber Effect tyzgaple inside social bubbles
of information. This is due to the lack of diveysin users’ viewpoints (Vargas &
Castells, 2011) that are clustered by endogenonepies and, thus, exposed to the
lack of novelty in information delivered (Golder &ardi, 2010) and shared among
them.

In order to find a solution to this problem, | hameamined an alternative use of
social data, with the aim of delivering novelty ttte receiver. With this in mind, |
developed an empirical work in the field of Sochtwork Analysis (SNA), and
applied knowledge from neuroscience and psychologynovelty perception and

surprise response to support the experimental frame | have found the need to
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extend the current methodologies to deal simultasigowith content and the users'

cognitive reaction.

On the other hand, Web 2.0 technologies have ctdatas that make Web-
users active participants in social networks thaytcan now also create and operate by
themselves. Trust and spatial proximity, associaigth specific incentives like
friendship, appreciation, knowledge sharing, demtcparticipation, financial support,
or collective creation (Lai & Turban, 2008), havecbme the design focus of these
systems. Moreover, because this Web of social isksore organized around the users
rather than around content, more information ongiseterests and habits has become
accessible for computation. In fact, as it was adgin third chapter, the Web is
emulating human narratives. This can be found enitiplicit information contained in
the social links and in the content that is intetpd and shared. As a consequence of
this, "meaning”, which used to be private, is nowtual and shared with the receiver
through the information delivered by the sendet, everyone can now go deeper inside
the thinking of others through the information star

With this understanding, and the boom of onlineiaagetworks, the activities
of sharing common issues and interests that cante teiewed as the reward of the
whole system, also became an advantage for othdr-apjglications, notably for
personalization. Consequently, factors relatedriendlship (Granovetter, 1973) and
homophily (McPherson et al., 2001), associated whth growth of knowledge about
users’ individual characteristics, have become Hedgrences to define borders of
information. However, when Web-based applicatioss these naturalistic behavioral
data (Boyd, 2007), to create a representationef tisers and their networks, these data
only mirror social relationships determined (andnfowed) by social organizing
principles based on homophily. This means that direension that includes the
psychological characteristics of the users is mgsiand consequently significant

information about individual attributes.

Hence, when these data are used to improve peizatiah, they are in fact
transporting into the recommendation the infornrafiom the set of people that share
the same echo chambers. Consequently, this kiqebrsionalization is strongly related

to the concept of "Social Echo Chamber Effect'] lagve stated.

In this sense, it would seem that, once again, déeeclopment of a Web
technology is not looking carefully enough at tlegmitive factors that can limit its
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success, at least from a user perspective. Thectieduof quality of personalization
services seems to be related to cognitive factttser than to technological factdfs.
Thus, there is a technological limitation that rdyodetectable if the researchers and
developers, notably in computer science, are aofttds kind of knowledge, and reach
an understanding (and agreement) on the impactcthgitive factors may have on
technological development. As a consequence, idstéaaining facilitated access to
information, through media, people end up mereipripg around inside their social

worlds.

There are uncountable drawbacks related to thisaige reality. In this sense,
we highlight three motives that have a negativeaicapn social interaction and in the
individual behavior, when people access online rmftion based in the current
solutions of personalization, which justify the dder alternative solutions. First, the
echo chamber is conducive to increased conforrmty lass diversity. Accordingly,

people lose the stimuli to ask new questions, whiely reduce learning and creativity.

Second, less novelty is associated to less surprisieh means less richness in
the construction of meaning. This fact may redube ability to interpret the

surrounding reality exploring different perspecsive

Third, less diversity in the viewpoints generatedoag users, means reduced
guality in the services provided by recommendetesys, and so, a lower level of

satisfaction for these users.

Despite the drawbacks associated to the social tistead above, it does not
follow that social data should be avoided to imgrgersonalization or other types of
Web-applications.

With these considerations in mind, what does tlesqmt dissertation contribute
to our knowledge about how to use social data ammddathe Social Echo Chamber
Effect?

™ A similar hypothesis was argued in the contextheflack of success of the Semantic Web proposal, a
well as of other automated services sustained eatsémantic level. The reasons detailed in the third
chapter for this are related to the different baries of the meanings of words and linguistic eggpians
that vary from person tperson. The simple fact that what is expressedoirds'does not mean the same
to everyone, may drastically reduce the opportesitor convergence in these automatic services.
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In order to answer to this question, three studiese developed in order to
analyze social interactions from the perspectivahef receiver of information (who
makes the content choice3)he aim was to find which dimensions are behindadoc
data, i.e., structural factors and personal atteduthat contribute to the perception of
novelty, with the purpose of provide a new kinddata source for personalization. In

particular, improve the performance of social neksoased recommender systems.

Three empirical studies presented in Chapters&hdr8, respectively, consider
in tandem the study of social ties and similariteeeong a population of students
(participants in the empirical work undertaken) dahe emotional response to content
selection in a social network environment. Thisiapthad a twofold aim: a) To
conceive an appropriate methodology to study thablpm presented by the Social
Echo Chamber Effect; b) Extend the current appresan SNA, by researching the
role of emotions, in particular surprise, as wedl igs relationship with personal
attributes, such as dimensions of status homogkigPherson et al., 2001), attitudinal
similarity (McCroskey et al., 1975, 2006), politicaews (Lin & Ensel, 1981, Fond &
Neville, 2010), preferences of music genre (Rentf8o Gosling, 2003), and emotional
reaction to music genres. This approach providedottportunity to reinforce the idea
on how psychology and social networks studies atertwined. The analysis of the
main results obtained from the three empirical istsits shown below.

a) The results provided information on user inteoas that can be used in
personalized recommendation. This information isedaon structural dimensions
related to the users' location in the network, aittl their personal attributes. This can
be applied to create a representation of the wswtgheir social links in the network in
relation to other users, with whom the user (theeireer of recommendation) would
have a weak and non-redundant tie while formingtavark bridge. Thus, the receiver
could be surprised by the recommendation delivefé@refore, given the theoretical
approach discussed in the fourth chapter, | belia¢ this kind of social data can
counteract the Social Echo Chamber Effect. Furtbeerit allows us to speculate about
the added value for receivers; first, when thegriortet information based on novelty —
notably by supporting a richer construction of megrdue to subconscious activity;
second, by the gain in affect through the eliciedotion, i.e., surprise. This is
important in the scope of recommendation, but dan be applied in other fields of

analysis, like searching;
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b) The empirical results offer promising evidendmat the relevance of the
study of emotions in the context of SNAs. Threetlsgsizing principles guide this

overview.

First, surprise is an adequate proxy of the novelty pgezkiby a receiver in a
network bridge The main contribution of Chapter 6 is the progpbseethod — surprise
as proxy of perceived novelty — which identifie® thelationship between bridging
assumptions and the perception of novelty. Howewss, the proposed method
demonstrates, not all bridges assuming the delisEénpvelty can match the receivers’
perception of novelty. Burt (1992) proposes a measn calculate bridges, and so, to
find the bridging assumptions related to the dejivef novelty. Nevertheless, this
theory does not explain whether there is a peraeptif novelty or not. A similar
constraint can be found in the bridging theory aga@®vetter (1973). This method
extends the results on theories of bridging byouhticing the receiver’'s viewpoint —
their perception of novelty. A valuable contributido the SNA field was obtained
testing the methods. A difference was found betwbhemumber of bridges that can be
assumed by following the traditional approach and one found by means of the

perceived novelty.

The findings have shown that socially distant aesl a low emotional support
between sender and receiver are two important diroes to describe weak ties as
bridges. On the other hand, a bridge spanning wctstial hole is considered non-
redundant only if this link does not contain mdrart one strong tie in the triads formed
with common third-party connections. Furthermomeredundancy is more prevalent in
bridges connecting weakly tied individuals. Lasthgtwork bridges are an important

structural condition to explain the emotional réatof surprise.

A second synthesizing principle is thgttuctural holes spanned by weak ties
reveal a strong relationship with receivers’ chacef contentsContent selection is
more dependent on the receiver's emotional reagtien surprise), than on factors
associated with the node's social relevance. Soamvance means here the number of
adjacent connections (degree centrality) and cporeding tie strength of a given node
relative to other nodes in the network. This arguoivie the main contribution of the
seventh chapter. Chapter 7 also shows that cegpt(@iegree and betweenness) and
strength of ties (i.e., friendship) are less retgvi@r content selection than has been

discussed in literature, notably, given the valitiebauted to popularity and friendship.
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Literature usually debates the benefit of individuia the central position. In
this context, when the central position is defilgdcentrality measures, the degree is
the base of assessment. It means that such cposiions will be correlated with the
benefits associated to the centrality degree, wbitdn includes the grade of popularity,
prestige, or influence (Knoke & Burt, 1983). Regagdto betweenness centrality, the
corresponding benefit of such a network positioadsounted by the ability to broke the

flow of information.

On the other hand, when this central position enidied by a bridge, the
benefit is centered on the access to novelty,herotvords on the ability of the receiver
to be surprised — as the sixth chapter shows. Heweontrary to the proposal of this
dissertation, the receiver's perspective (e.g.texdrchoices) is not usually discussed in
literature, nor the benefits (at cognitive levelhem the information is received. As
presented in the second chapter, there are cogrgtins related to the perception of
novelty, which stimulates a richer construction méaning. This happens because
surprise is an emotion stimulated at an unconscieusl and so is relevant in
promoting the use of implicit information in thetenpreting processes. Therefore, the
study also contributes to a clarification of th&fedtences between sender and receiver
when a content selection is made and, addition&slycharacterize the corresponding
gains. Finally, it highlights the relevance of netl bridges as central nodes that

determine the information flow in a network.

Third, the results suggest thagrsonal attributes (differences in gender) jointly
with bridging factors (weak ties) characterize thgimal cognitive distance (between
individuals in a social network) underlying the peption of novelty, i.e., surprisé.
means that such dimensioase a predictor of the perception of novelty. Tisighe
chief contribution of the eighth chapter. Althoutghnsitivity mechanisms, i.e., based
on homophily dynamics that traditionally underl@csl mechanisms of triadic closure
and selective mixing (Goodreau et al., 2009), hiagen applied to provide targeted
product recommendations, this study shows thathés tieterophily in gender that
explains surprise, rather than homophily, as mightexpected. As a matter of fact,
among the range of personal attributes tested,dissimilarity in gender (heterophily)

that predicts surprise. This happens 74% of thegithat surprise is elicited.

Heterophily describes the tendency to interact witers of different type and

refers to the fact that different people can haWkergnt frequencies or intensities in
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their relations. E.g., there is homophilia among thembers of the same social class
and there is heterophily among members of diffectads or age. Because the study of
heterophily has not been approached very ofteroamokgy, this result seems to be

important, notably to communication studies.

The approach tested analyzes the association betpersonal attributes and
bridging outputs to identify the best combiningvie¢n structural conditions and the
adequate cognitive distance among users that absttexr odds of novelty perception.
In this regard, it is assumed that bridges candaem ®s enablers that approach people
with mutual interest on similar topics — but beydhd effects of echo chamber. On the
other hand, the perception of novelty is conceivead framework of communication
because surprise requires a certain level of agreebetween sender and receiver. The
findings seem to support this idea, but they aighlight that the endogenous effects,
like homophily and similarities based on music aulitical interests, do not fully

characterize such communication process.

The findings also contribute to raising the assuompthat people shape their
networks (not the other way around) depending acgmtion of others through the
access to content and its assessment at cognittd/eraotional level. Contents can be
seen here as a proxy that interfaces the emotamthhffective (virtual) contact between
sender and receiver. Therefore, the results seesupgport the claim that the cognitive
stimulus related to the interpretation of inforroatiis not only dependent on the
information itself, but also on the emotions e&ditby individuals. In particular, there is
an optimal cognitive distance between sender andiver when the surprise is the
elicited emotion. As seen, this distance can beracterized by the individuals'

structural position in the network and their peadattributes.

In summary, this dissertation characterizes theblpro of the Social Echo
Chamber Effect, which affects online users wheny theceive a personalized
recommendation online. Because this problem adsego the use of social data, it was
developed a study focused on an alternative extractf social data. It consisted of
three empirical studies following a simple premiserprise as a proxy of novelty to
study the individual attributes and network dimensithat explain the perception of
novelty by receivers in a network environment. Thhg introducing the study of
emotions (i.e., surprise response), the flow dbrimfation, which is usually weighted by
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the location and number of network members (Shalet2013) and regarded as
structurally (Burt, 2002) and content dependent Iiffdo & Ghoshal, 2008) s,
additionally, emotionally weighted. This present:@v perspective on the role of
emotions’ in social networks. Therefore, given tedinition that a network is a set of
relationships (Kadushin, 2004), while a social retw‘consists of a finite set or sets of
actors and the relation of relations defined imthéWasserman & Faust, 1994, p.20),
it might be correct to add that social networks alis® users' choices in response to

elicited emotions.

Moreover, the results show that social data candeel in a way that increases
the cognitive distances among users in order tbwli#h a set of new threats that has
been imposed by some web algorithms. Some of dudats can be named as: a)
Democracy or Tolerance threatdecause people are being separated by opinion
clusteré® b) Conformity threat given the lack of “natural” liberty to access Bbv
information; c) Cognitive threat given that people’s ability to interpret surrounmgl
reality is diminished; d)‘Fluffy” Innovation threat due to the urgency to obtain
people's time and attention, which can reduce tidec value to society of some

technologies.

Despite several results that point towards intergsbutcomes for the three
fields of study covered by this work, the gene@dusion is thathe performance of
social network-based recommender systems can beovet through social data
conceived from differences in gender and centralesodefined by network bridges of
distant ties spanning non-redundant structural Bol8uch dimensions defines the
optimal cognitive distance between users (i.e.dseand receiver of recommendation)
related to novelty perceptiohlon-redundancy means having no more than one strong
tie between the triads formed by sender, receivet eommon third-partiesThis
underscores the idea that receivers of such recowteiens will benefit from the
novelty delivered, but also from a richer constiarciof meaning due to a subconscious
cognitive process that is stimulated by noveltgiptetation and so, by the emotion of

surprise.

> Ethan Zuckerman, director of the center for CMiedia at MIT. See:
https://www.bbvaopenmind.com/ethan-zuckerman-tatag-entendemos-muy-bien-como-ocurre-el-
cambio-social-en-la-era-digital/.
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In closing, it is important to acknowledge sometloé shortcomings of this
project. In this regard, it should be noted tha thmension of the sample used may
weaken a more general view about the results ddairDespite the multiple
assessments undertaken, several ties were outsdebservation range, which may
have hidden some information on third party-conioest forming triadic relationships
among participants not detected through the datzeged. Thus, it would be relevant,
first, to test the methods proposed in this dissert with a larger population; second,
to develop this experiment with a population fronRecommender System; third, to
find further and stronger evidence of regularitiesthe associations tested between
personal attributes, network bridges and surprisaldvstrengthen the findings of the
proposed method.

Furthermore, the interdisciplinary approach of ttisdy enables a contribution
to three scientific fields: 1) Social Network Analy; 2) Recommender Systems; and 3)

Social-psychology.

1) The contribution for the Social Network Analysisld is mainly focused on
the method proposed for analyzing bridging asswnptiand relationships between
network dimensions and emotional response, paatilgusurprise. This is relevant in
the sense that it contributes from a different pecsive to the study of weak ties and
structural holes. On the other hand, this studyvdrattention to the importance of
developing more interdisciplinary work between béithds of social-psychology and
SNA.

2) The contribution to Recommender Systems is tldofBirst, we framed the
problem related to personalization in the contdxfocial Echo Chamber Effect, and
explained how the potential of innovation in Webhieologies can be compromised by
cognitive factors. Second, | discussed a solutmnttiis problem based on the use of
specific data from users' social networks. Thisselitation ends with a theoretical
proposal applied to social-based recommender syssamg the empirical results of this
investigation. It draws our attention to the posisybof delivering novel and surprising
recommendations based on prediction, instead aforaty. The next steps would be to
apply the findings in the development of an aldonitand to test it on a social network -

based recommender system.

3) The last contribution of this dissertation isnad at Social-psychological
studies. In this scope, this work deliberates omv o enrich the construction of
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meaning of the target-users of novel informationntgans of network dimensions and
personal attributes. It also shows the importarfckawing further contributions from
this field of studies to develop the understandihgocial networks from the viewpoint
of their actors, rather than be seen eminently feorstructural perspective. Despite
some important contributions from Social-psychatagjistudies in the field of Social
Network Analysis, further studies applied to Digitdedia Systems are needed. It
would be particularly interesting to find new asations between personal attributes
and surprise response namely in the context ofjbmigfactors (i.e., weak ties and non-
redundant structural holes). Additionally, it woultk important to test personal

attributes that could be extracted directly, orlimy, from network social data.
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APPENDICES

APPENDIX A — ONLINE QUESTIONNAIRE

The lineout presented here differs of the one s&dine by participants, though, it
contains the same contents than the original.

1st screen

This research study is about social networks afudrimation sharing.

Thank you for what you did on the previous phaask(tl).
For this second and last phase of the study (tagiease read and answer to the questionnaire.

The questionnaire is formed by 5 groups, each bow/s in one single screen. Please, be attentiverwhe
you scroll the screen for do not miss any question.

We expect that this survey will take about 15 masutb complete.

In order to gain as much information as possibleage complete each question before moving oneto th
next.

Participation is entirely voluntary, and you maythdiraw at any time by closing your browser window.
Your results will be completely anonymous.

If you have any questions before completing thiwesy, please contact the researcher, Carlos Fieeir
(principle investigator) by e-maitarlos.figueiredo@utexas.eghone: 512-905-2414.

This research study has been reviewed by the utistitl Review Board for the Protection of Human

Subjects the Human Research Protection Programigetsity of Texas at Austin. For information about

the review process, please contact the (512) 283-28 the Office of Research Support at (512) 471-
8871 or emailorsc@uts.cc.utexas.edu

IRB APPROVED ON:04/09/2012 |RB PROTOCOL # 2012-02-0141

Click to start the survey

2nd screa

-GROUP 1 -
This project is interested in people's social netw&s.

G1-1: At previous phase of this study you forwardedie posts of other participants to the message bo
of the project's Facebook page. You had selecteskthosts, because they stimulated an emotionun yo
Given this, please write the names of the partitipahat posted the content in the project's Famebo
page.

Please write the participants' names as they @isteeed on their Facebook pages. Please list up to
names. Start to list the names of those whose pasts stimulated the emotion of "surprise" on you.
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All responses you provide will be kept strictlyyaie and be used for the purposes of this study onl

Please write the names below also in a sheet adrpdjhis might help you to answer the questions tha
follow.

Person 1 [First name and initial of the last name]

Person 2 [First name and initial of the last name]

Person 3 [First name and initial of the last name]

Person 4 [First name and initial of the last name]

G1-2.1/ 2.2/ 2.3/ 2.4: The questions that follow associated only with the names that you listex@b
Please, follow the order that you established begmby the first name listed.

Strongly Disagree Neutral Agree Strongly

H nd d th H
First/ 2"/ 3/ 4" person that | listed above ... disagree agree

Behaves like me (e.g. in public, among friends) ...
Thinks like me (e.g. about life)............ccccemrnnne
Has similar interests ..........ccccoveiiieeiiies veeeenn
Is different fromme ...

Expresses attitudes different from mine ...........

Oo0ooogdao
Oooogdano
Oooogdao
O 0Oo0odao

O0O0000da0o

Has similar cultural heritage as 1 do ..................
(e.g. similar family traditions, behavior in public
likes the same media/music content)

Click for next question

3rd screen

- GROUP 2 -
Now we would like to know more about how well you kow the participants that you listed above.

G2-1: How often you had contact with each persat ylou mentioned above? Please select one option
per person.

Every Twicea Oncea Twicea Twicea Twicea Oncea
day week week week month year year

[ | L O L O O

1st person .....cccceeeeeeeeeenneen

2nd person ..........cccvvveneen. L L L O O O O
3rd PErsoN ..c.cvveveveeeeeenn, ] ] ] ] ] ] ]
Ath PErsON ...c.cvveveeerereeen, Ol Ol O O O O O
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G2-2: What type of relationship do you have wita geople that you mentioned above? Please setect th
option following the order of your list of namede&se select only one option per row.

Partner, Direct Friend Acquaintance Other
Boyfriend/  family

Girlfriend
1St person .......ccoceeeeeeeeennn. ] n ] ] |
2nd person .........cccceeeeen. [ O] 0] ] 0
3rd person .........cccceveeeeen. 0 1 n n [
Ath person ........ccccceeeeeennn. n m O ] ]

G2-3: Indicate for how long you know each of thentiened people.

More than More than Less than
one year three months three

1st Person ......ccceeeeevveennne. ] O O
2nd Person ..........coceeueenens ] O O
3rd person ........cccccvvvenen. ] m O
Ath person ......cccccvveveeennnn. O | 0

G2-4.1/ 4.2: Please select the option if the statégmmatch with the person listed.

Relatively to the persons listed abovepuld ask to borrow a small sum of money to / | ldozontact |
feeling sick, or needing health support:

Yes Uncertain No
1St PEISON .o O ] O
2nd Person ........cceeeveveene. ] O ]
3rd person .......cccccoeeeeneen. ] | ]
Ath person ......ccccevveveeennnn. ] | ]

G2-5: On average, how close do you feel with theppe that you listed at beginning of the

questionnaire? Don't feel | don't feel | feel | fell close | feel very
close atall veryclose reasonably close
close
1St Person .......cccceeeeeeeeennn. [ O [l O [
2nd person .........cccceeeeeen. ] ] O [ L
3rd Person .......ccccoevevnee. ] U ] [l ]
4th person .........cccceeenne. ] O OJ ] ]
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G2-6.1/ 6.2/ 6.3/ 6.A4ould you help thdirst / 2@/ 3% / 4" person that you listed above...

Yes Uncertain No
Get information about a job ................. ] ] N
Get information about a restaurant ..... [l O O
Get information about courses .............. ] ] [l
Provide emotional support ..................... OJ O] O

G2-7: Who are the people that you mentioned abatlewhom you have private correspondence?

€ 1lstperson
€ 2nd person
€ 3rd person
€ 4th person

Click for next question

4th screen

- GROUP 3 -
The following questions are about your musical prefrences (genres) and emotions.

G3-1: Indicate your preferences by selecting aevalketween 1 (Very negative) to 10 (Very
positive).

1 2 3 45 6 7 8 9 10

Reflective and Complex (Blues, Folk, Classical z)az.......... Oo0opoOoooOoon
Intense and Rebellious (Alternative, Heavy metakcig ......... Oooooooogod
Upbeat and Conventional (Country, Religious, Pap).......... Oodooooodgd
Energetic and Rhythmic (Funk, Hip-Hop, Soul, Eleotca) ... 1 O O O O OO0 O O O

G3-2: Given the musical genres above, indicatertbee common emotions when you listens music.

Surprise  Enjoyment Interest Distress Anger Fear Disgust Contempt Shame Guilt

(surprised,  (joyful, (sad, (angry, (afraid, (disgusted, (disdainful,
amazed,  delighted, downhearted, Mad, scared, feeling contemptuous,
astonished)  happy) discouragedyenragel fearful) of distaste, scornful)
feeling of
revulsion)

Reflective and Complex ....... & [ ] O 0O O 0o ] O

(Blues, Folk, Classical, Jazz)

Intense and Rebellious ........ [ n ] O O O 0O ]

(Alternative, Heavy metal, Rock)

Upbeat and Conventional ....[7] O O O O O &g O 0O O

(Country, Religious, Pop)

Energetic and Rhythmic ....... & O O O OO 0O O Qg O

(Funk, Hip-Hop, Soul, Electronica)

Click for next question

5th screen
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- GROUP 4 -
Please, write below your answers.

G4-3: Before you go to the last part of the suryagase write the names of the participants that yo
know best (people that you have been meeting $gcialofessionally, e.g., in sports, parties, work,
classes). Please write their names as they arsteegil on their Facebook pages. Do not list maaa th
four names. However you can list less than four.

First name Last name

Click for next question

6th screen

- GROUP 5 -

Questions about Personal data

G5-1: You are almost done.We would briefly like to know a few things aboubwy What is your
gender?

€ Male
€ Female

G5-2: How old are you?

G5-3: In order to organize your information, plesseus your:

First name

Last name

Email address

Name shown on your Facebook page

Residence (city, name of the building or dorm)

G5-4: What is your ethnicity?

Native American

African-American or of African descent
Middle Eastern

Asian-American or of Asian descent
Hispanic

White/ Caucasian

Other, please specify...

ah dh dh dh dh db b
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G5-5: What is your political affiliation (or youmcrent strongest trend)?

€ Conservative

€ Moderate

€ Liberal

€ Independent
€ Other

G5-6: What is your current occupation?

Student
Employed
Self-employed
Unemployed
Retired

Other

ah dh dh dh dh

G5-7: What kind of part-time job have you had ia thst 2 years?

G5-8: What kind of activities (sports or hobbies)ybu like the most?

G5-9: If you are a student, what is the highestatian that you achieved / are currently attending?

Some High School coursework
High School

GED

Some College

Undergraduate Degree

Some Undergraduate Degree
Some Graduate School
Graduate Degree

ah dh dh b dh b dh b

G5-

=

0: What is your religion spiritual practice?

Atheist

Catholic

Protestant

Christian

Jewish

Muslim

Hindu

Buddhist

Other, please specify

a dh dh dh dh b dh dh dh

G5-11: What is your current marital status?

Single

In a Relationship

In an open Relationship
Engaged

Married

Divorced

ah dh dh b b b
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G5-12: What is your family income?

Under $ 20,000

$ 20,000 - $ 40,000

$ 41,000 - $ 60,000

$ 61,000 - $ 80,000

$ 81,000 +

N/A

G5-13: And last but not leagtpw many "friends" do you have in your Facebook?

ah dh dh b dh b

G5-14: In your Facebook, your friends have simdativities, common interests, or a similar general
knowledge?

Please select the best option.
Majority of them are similar between each other

About 75% are similar between each other

About 50% are similar between each other

About 25% are similar between each other

Less than 25% are similar between each other
Just a few of them are similar between each other

ah dh dh dh dh

7th screen

Thank you so much for your time and collaboration.
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APPENDIX B — INFORMED CONSENT FORM

Title: Interpreting how homophily (similarities) and wet&s (social ties) intervene in the arousal of
surprise in online social networks.

Introduction

You are being asked to participate in a researdlystThis form provides you with information abdkié
study. The person performing the research will @msamy of your questions. Read the information Wwelo
and ask any questions you might have before deridimether or not to take part. If you decide to be
involved in this study, this form will be used tcord your consent.

Purpose of the study

You have been asked to participate in a reseancly stn how similarities between people and thetiado
ties intervene in the process of information stgaiima social network.

What will you to be asked to do?
If you agree to participate in this study, you vid asked to complete two tasks:

s Task1:
= Share post, selected by you from your Facebook péthethe project's Facebook page.
= Forward the posts that stimulate in you an emotmrnhe message box of the project's
Facebook page.
= Write in the message the emotion that you percearat the name of the participant that
posted the content selected.
= If the emotion was thesurprisé, in few words, write why you were surprised.
@ Task 2: Answer an online questionnaire.
= You will receive an email with a link to access tidine questionnaire.

The activities of this study will be spread by figdays. In total you will spend about 1 hour to Adurs.
Task 1 will last four days. In total you will speadbout 50 to 70 minutes (about 15 minutes per day).
Task 2 will take 10 to 15 minutes. The study inelsichpproximately 35-45 participants. There are no
foreseeable risks in participating in this study.

You will receive a coupon for a brunch for compietithe survey (task 1 and 2). Furthermore, for each
new participant brought by you (up to a maximunfiwé), you will receive a coupon for a cookie.

In addition, you will be entered in a drawing foclaance to win either a Kindle Fire or one of th$2@
Amazon gift certificates.

Participants that you bring to the study must samd email to carlos.figueiredo@utexas.edior
confirmation.

Participants must have an active Facebook acc®articipants are invited to forward some content to
the project's Facebook page. Are expected at teasposts per participant. All participants will be
"friends" in the project's Facebook page duringstuely.
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To receive your compensation for completing the swey and for bringing additional participants
please contact Carlos Figueiredo; T: (512) 905-2éi4kil: carlos.figueiredo@utexas.edu

Carlos Figueiredo; Ph.D. student of the UniversityPorto, visiting student of the University of Teesxat
Austin, TX 78712, Department of Radio-TV-Film, Gede of Communication.

Do you have to participate?

No, your participation is voluntary. You may dectdenot participate at all or, if you start thedstuyou
may withdraw at any time. Withdrawal or refusimgparticipate will not affect your relationship tit
The University of Texas at Austin in anyway.

If you would like to participate, you will receinacopy of this form.

What are my confidentiality or privacy protections when participating in this research study?This
study is confidential. There is no way to conneatirypersonal information with the interview data.
Recordings will be kept for one year and then eta$he data resulting from your participation may b
used for future research or may be made availabtdhter researchers for research purposes noteatktai
within this consent form.

Whom to contact with questions about the study?

Prior to, during, or after your participation yoarnccontact the research@arlos Figueiredoat512-905-
24140r send an email tearlos.figueiredo@utexas.edu

Whom to contact with questions concerning your rigks as a research participant?

For questions about your rights or any dissatigfactwith any part of this study, you can contact,
anonymously if you wish, the Institutional Reviewo@d by phone at (512) 471-8871 or by email at
orsc@uts.cc.utexas.edu.

Signature

You have been informed about this study’s purppsacedures, possible benefits and risks, and yga ha
received a copy of this form. You have been givendpportunity to ask questions before you sigd, e
have been told that you can ask other questiomsattime. You voluntarily agree to participate hist
study. By signing this form, you are not waivimyyaf your legal rights.

Printed Name Date

Signature of Person obtaining consent Date
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APPENDIX C — INSTRUCTIONS TO STUDY PARTICIPANTS — PHASE 1

What will you to be asked to do(please, repeat those actions during four dg¥/s

a

=]

=]

1: Friend the project’'s Facebook page: NarB¢udy Social-net Info-sharing(Figure 2 below).

2: Share postdrom your Facebook with the project's Facebookepd@jease, share at ledstr
postsfrom your wall. Select the posts that ateaningful to yoFigure 3 below).

3. Forward the poststhat stimulate in you an emotion. Use the mesdame of the project's
Facebook page to forward the posts (Figures 4 and 5

o Forward at leadive postsregistering your perceived emotion(s). If you wamforward
more than five posts, even better. When forwardipgst, please include the following:

I. Write the emotiorfs) (see Figure 6). If the emotion wasufprisé’, in a few
words, tells why you were surprised.

II.  Write the name of thparticipantthat posted the content that you selected.

Note: It is not supposed comment the posts of oth@articipants.

Representation of the actions to be undertaken:

Project page

all participants

Participant’s Project page
individual Shari
page conte:?s Page shared by |:| ‘ Forwarding the post selected

facebook facebook facebook

Figure 1 — Sharing content and message forwarding througjeqt's Facebook page

i5 o2
= &y study Socialnet

Study Social-net Info-sharing
Austin, Texas

Con munra raciilbc fae chodue @ocial-nat o

Figure 2 — Find the page of the project and askiend the page.
Name of the project’'s Facebook paStudy Social-net Info-sharing

| — - _
m carlos Figueiredo

20 Share: On a friend's Wall

q

Study Social-net Info-sharing

Austin, Texas
B 5u Mendes
Ll Part

Matteo Sottile
Austin, Texas
Riiben Santos
Austin, Texas
r Juan Pablo Siles
vl Berklee - Boston, Massachusefts

Figure 3 — Forwarding post from your wall Study Social-net Info-sharing.
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LSREEE On your own Wall G Only Me = 1 Share: In a private Message +
On your own Wall
On a friend's Wall
Wit I Page of Project
1. Emotion(s) perceived.
1I. If the emotion was the "surprise", why I was surprised?
Metadata: Context Matters - Metalogue 111. Name of the participant that posted the content that
hitp://community.ocic.org/metalogue/arch... you selected.
1 often think about my former colleague Tom Turner,
who died four years ago, in his mid-thirties. In 1997 iz Yan
when Ijoined Cornell, he was the first true metadata
librarian I'd met. From working on various early SRR b Metadata: Context Matters - Metalogue

metadata projects lke CUGIR and the USDA
Economics and Statistics Systern, Tomn had learned-...

http://community.oclc.org/metaloguefarch...

1o6f1 Chocsea Thumbna 1lof1 Choose s Thumbna

il

[7] Mo Thumbnail [F] Mo Thumbnail

 share Link (232 | share uink |EETET]

Figure 4 — Fawardineghe st selected usinethe, Figure 5 — Actions to do when forwarding the post
message box of the project's Facebook page. selected.

To classify the emotions perceivedelect_one or more options from the columns of ions and/ or
Sub-categories. You can mix options to describe gowotion(s).

Emotions Sub-categories
Surprise surprised, amazed, astonished
Enjoyment joyful, delighted, happy
Interest ---
Distress sad, downhearted, discouraged
Anger Angry, mad, enraged
Fear Afraid, scared, fearful
Disgust disgusted, feeling of distaste, feeling of revutsio
Contempt disdainful, contemptuous, scornful
Shame -—-
Guilt -—-

Figure 6: Emotions Scale.
Note:
All participants need to be aware that the consbéared must follow ethical rules about personatgmee
in social media, e.g. not sharing any kind of offea, racist, xenophobic or pornographic content.

Participants should not abuse their presence ofdbebook page of the project. Participants arieidv
to see more information online about the ethicgesbonal presentation on online social media.

E.g.,:http://research20atimperial.wordpress.com/computsontent/legal-ethical-issues/

Thank you very much for your collaboration.

Carlos Figueiredocarlos.figueiredo@utexas.e@hone: (512) 905-2414; University of Texas at AydDepartment
of Radio-TV-Film, College of Communicatiomhis research study has been reviewed by the utistital Review Board for
the Protection of Human Subjects the Human Resé@natiection Program at University of Texas at AudiRB APPROVED ON:
04/09/2012 |JRB PROTOCOL # 2012-02-0141.
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APPENDIX D — FLYER

Hello, if you are a studefliving in the Jester residencethis is for you.

I need of some volunteers for a short study onasam@twork and information sharing. Participantsedhe
to be Jester residents, or be invited by partidgpaémat are Jester residents. Each participantgeilla
FREE brunch at Sagra RestaurantFREE Tiff's treat cookie for each additional friend ired, AND a
chance to winan Amazon Kindle Fire or one of three $20 giftdsarTasks include sharing Facebook
posts and answering a questionnaire. Any help isatty appreciated. Please, email me at
carlos.figueiredo@utexas.edaying that want to participate, and I'll emailywith more information on
how to participate. Thanks a lot!

Please, spread the word about the survey among yofriends and acquaintances.
Your participation is greatly appreciated and yan make a difference.

Carlos Figueiredocarlos.figueiredo@utexas.e@hone: (512) 905-2414; University of Texas at Aydbepartment
of Radio-TV-Film, College of Communicatiomhis research study has been reviewed by the utistill Review Board for
the Protection of Human Subjects the Human Resd2natection Program at University of Texas at AudiRB APPROVED ON:
04/09/2012 |RB PROTOCOL # 2012-02-0141
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