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Abstract

Stub Wireless Mesh Networks (WMN) are multi-hop networks composed
by wireless routers and connected to an infra-structured network through
a set of gateway nodes. Stub WMN have multiple applications such as
extending Internet coverage, providing last mile smart grid networks, or
deploying wireless infrastructure for surveillance purposes. These ap-
plications of WMN have different requirements regarding throughput,
delay and equipment costs. If the cost of the equipment is a relevant re-
quirement, the number of wireless interface cards may have to be limited
to assist the reduction of the cost, however, the capacity of the network
must be addressed. Radio interference causes a reduction of the WMN
capacity and of its performance but the usage of multiple channels may
help mitigating this problem.

This work addresses the problem of channel assignment in stubWMN
using the CSMA/CA access method and formed by multiple gateways,
and by nodes having a single radio interface available to form the WMN.
The problem consists in centrally deciding in which channel each WMN
node shall operate so that the WMN becomes connected and the net-
work performance is optimal. We argue that the problem can be solved
by using solely the network topology information, instead of using also
traffic information as done by state of the art works. In order to prove
this claim a large set of experiments were conducted involving the simu-
lation of thousands of network topologies.

The main contribution of this thesis is a centralized joint routing
and channel assignment algorithm for single-radio WMN (TILIA) used
to improve the performance of single-radio WMN using multiple chan-
nels. We improve the performance of multi-channel WMN by controlling
solely the channel in which each node operates. This performance gain
is obtained by enhancing the gateway neighborhood, in particular by
increasing its size and avoiding hidden nodes on links around the gate-
way, while keeping the load balanced between channels. TILIA uses
a breadth-first tree growing technique but, instead of growing a single
tree, TILIA grows a forest of trees each of which rooted at a different
gateway and operating on a different radio channel.
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Resumo

As stub WMN são redes de múltiplos saltos compostas por routers sem
fios ligados a uma rede infraestruturada através de um conjunto de por-
tais. As stub WMN têm várias aplicações, tais como a extensão de
cobertura da Internet sem fios, a parte de acesso de redes elétricas in-
teligentes, ou infraestrutura sem fios para sistemas de vigilância. Estas
aplicações para stub WMN têm diferentes requisitos no que toca a custos
de equipamento, tempos de resposta e débitos suportados. Se o custo do
equipamento for requisito relevante, o número de interfaces de rede sem
fios poderá ser limitado para promover a redução de custos, mesmo as-
sim, a capacidade da rede deve ser considerada. As rádio-interferências
provocam uma redução da capacidade e do desempenho das stub WMN,
mas o uso de múltiplos canais rádio pode ajudar a atenuar este problema.

Este trabalho aborda o problema da atribuição de canais em stub
WMN que utilizam CSMA/CA como método de acesso e que são for-
madas por vários portais e por nós dispondo de apenas uma interface
de rede sem fios para formar a stub WMN. O problema consiste em de-
cidir centralmente em que canal rádio deve funcionar cada nó da rede
de modo a que a stub WMN se mantenha ligada e que tenha um desem-
penho ótimo. Defendemos que o problema pode ser resolvido usando
apenas as informações de topologia de rede, em vez de usar também as
informações de tráfego como tem sido feito por trabalhos existentes no
estado da arte. Para provar esta afirmação foi realizado um grande con-
junto de experiências envolvendo a simulação de milhares de topologias
de rede.

A principal contribuição desta tese é um algoritmo centralizado de
estabelecimento de rotas e de atribuição de canais rádio para stub WMN
(TILIA) destinado a melhorar o desempenho das stub WMN que usam
múltiplos canais e uma única interface de rede sem fios em cada nó.
Melhoramos o desempenho das stub WMN controlando apenas o canal
em que cada nó opera. Este ganho no desempenho é obtido através
do melhoramento da vizinhança dos portais, em particular através do
aumento do número de nós nessa vizinhança e evitando nós escondidos
nas ligações em torno dos portais, enquanto se mantém a carga equili-
brada entre os canais. O TILIA usa a técnica de procura em largura
para formação de árvores em grafos mas em vez de formar uma única
árvore, o TILIA forma uma floresta de árvores enraizadas em cada um
dos portais e funcionando em diferentes canais rádio.
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Chapter 1

Introduction

This thesis is framed in the general field of wireless networks, in
particular those networks operating based on the IEEE 802.11 stan-
dard [1]. With the fast growth of the Internet and the increasing
demand for network connectivity anywhere and anytime, wireless
access networks based on the IEEE 802.11 standard are assuming
a prominent role. IEEE 802.11 access points are being massively
deployed around the world in organization buildings, cities, homes,
and vehicles, as a mean to provide wireless Internet access to people
using laptops, mobile phones, and to other devices such as smart
meters, vehicles, cameras, sensors, or industrial equipment. How-
ever, IEEE 802.11 has a limited radio range. The coverage of large
geographical areas with this technology can only be achieved by de-
ploying a large number of Access Points (APs). If wires are used
to connect the APs to the infrastructure, the deployment of large
IEEE 802.11 networks can be expensive and complex and, in some
cases, it can even be impossible to execute due to the construction
works required.

Wireless Mesh Networks (WMN) is one of the key technologies
that will dominate wireless networking in the next decade [2]. WMN
will help to realize the Always Best Connected [3] concept with
simplicity and low cost. Their wireless multi-hop nature and their
capability for self-organization significantly reduces the complexity
of network deployment and maintenance and helps reducing the

1



2 Introduction

operational costs. The multi-hop term refers to the fact that data
from a source needs to travel through several other intermediate
nodes, via wireless links, before it reaches the destination. There
are multiple definitions of WMNs. For R. Bruno et al. in [4], WMN
are built on a mix of fixed and mobile nodes interconnected via
wireless links to form a multi-hop ad hoc network that extends wired
infra-structured networks, coexisting with them. For Akyildiz et al.
[2], a WMN consists of mesh routers and mesh clients, where mesh
routers have minimal mobility and form the backbone of WMNs that
provides network access for both mesh and conventional clients. In
this thesis, a WMN is assumed to be a stubWMNwhich is composed
by a set of fixed wireless routers multi-hop connected to each other,
and some of these wireless routers are also wired connected to the
infra-structured network acting as gateway nodes.

Early WMNs can be traced back to the DARPA Packet Radio
Network (PRNet) project in 1972 [5] and to Mobile Ad-hoc Net-
works (MANETs) [6]. After almost a decade of research into ad
hoc networking, MANET technology had not yet affected the way
of using wireless networks because most of the ongoing research
on mobile ad hoc networks was driven by either Departments of
Defense requirements (large-scale military applications with thou-
sands of ad hoc nodes) or specialized civilian applications (disaster
recovery, planetary exploration, etc) [4]. To turn MANETs into a
commodity, some changes to the original MANET definition were
required. By relaxing one of the main constraints of MANETs, “the
network is made of user’s devices only and no infrastructure exists,”
the research community moved to a more pragmatic “opportunistic
ad hoc networking” in which multi-hop ad hoc networks are not iso-
lated self-configured networks, but rather emerge as a flexible and
low-cost extension of wired infrastructure networks, coexisting with
them [7, 8, 9]. WMNs are the new class of networks that emerged
from this view in the early years of the 21 century [10].

Current research challenges on WMNs address all the layers of
the communications stack and study the critical factors of WMN
design including the following [2] : (1) to improve the WMN ca-
pacity using novel radio techniques on the physical layer or through
cross-layer solutions that explore the existence of multiple channels;
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(2) to improve the scalability of WMNs by redesigning scalable pro-
tocols from the Medium Access Control (MAC) to the application
layers; (3) to provide security on WMNs by adapting existing secu-
rity schemes designed for single hop or for ad-hoc networks; (4) to
integrate WMNs with existing networks by supporting legacy nodes
and providing network management using new tools that easy their
deployment and maintenance.

WMN have a wide range of applications [2]: broadband home
networking, community and neighborhood networking, enterprise
networking, metropolitan area networks, transportation systems,
building automation, health and medical systems, security surveil-
lance systems, spontaneous (Emergency and Disaster) networking,
and P2P communications. These applications have different con-
straints regarding costs, capacity, reliability, security, ease of use,
and interoperability with legacy systems.

1.1 Problem characterization

1.1.1 Motivation

This work addresses three scenarios where WMN can be used: ex-
tend the Internet coverage, form the last mile of smart grid networks,
and form the last mile of surveillance systems. In these scenarios,
there are a set of gateways connected with wires to a infra-structured
network, a set of WMN nodes that connect to the gateways through
multiple wireless links, and a set of devices that are receiving or gen-
erating data flows towards the infra-structured network and that are
connected to the WMN nodes through a single hop.

Internet coverage extension to areas where infra-structured
connections to IEEE 802.11 access points are difficult to deploy or
expensive. When providing coverage to homes or to rural areas on
developing countries, the deployment cost is a relevant constraint
and a low cost solution should be envisioned. WMNs can be used
to achieve this goal as represented in Fig. 1.1 which is similar to
the scenario addressed by IEEE 802.11s [1]. In this scenario, WMN
nodes named Mesh Access Points (MAPs) are expected to have two
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wireless cards with independent radio interfaces running the stan-
dard MAC 802.11 protocol. One radio interface operates as an ac-
cess point giving Internet access to end-users which may be people
or smart objects; the other radio interface is used to interconnect
the MAP to others MAPs in order to form a multi-hop wireless
network. WMNs connect to the infra-structured wire network via
special nodes acting as gateways to the Internet.

Internet

Figure 1.1: WMN scenario deployed to extend Internet access.

Last mile smart grid networks aim to connect thousands of
smart meters installed in homes and business places to a distribution
point of gas, electrical energy or watter suppliers. In order to provide
national wide deployment, thousands of distribution points must be
equipped and, therefore, a low cost solution should be envisioned.
WMNs can be used to meet this goal as represented in Fig. 1.2. In
this scenario WMN nodes are expected to have two wireless cards
with independent radio interfaces running the standard MAC 802.11
protocol. One radio interface operates as an access point to connect
the smart meters to the smart grid. The second radio interface is
used to interconnect the WMN node to other WMN nodes in order
to form a multi-hop wireless network. Special nodes located at the
supplier distribution points act as gateways to connect the WMN
to the supplier infrastructure.

Last mile surveillance systems aim to connect hundreds of
cameras or other sensors installed in buildings or parking lots to
the security office. The usage of wires on this scenario can be costly
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Smart grid

smart

meters

Figure 1.2: WMN used as the last mile of smart grid networks.

and complex. WMNs can be used to achieve this goal as represented
in Fig. 1.3. In this scenario, WMN nodes are expected to have at-
tached a couple of cameras and one radio interface card running the
standard MAC 802.11 protocol. Each WMN node connects to other
WMN nodes on the neighborhood through the radio card, forming
a multi-hop network. It is assumed that this WMN is connected
to multiple gateways which are aggregation points located at each
corridor, hall, or floor wired connected to the security office.

Security office

Figure 1.3: WMN used as the last mile of surveillance systems.

The three scenarios highlighted above have two main constraints
in common: the demand for broadband which must be distributed
fairly to all the nodes involved, and the low cost of the WMN node.

The demand for fair broadband is obvious on the Internet cover-
age extension scenario. In this case, the number of users accessing
the Internet through each gateway is assumed to be around a few
tens as in the mesh networks defined by the IEEE 802.11s standard
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[1]. On the smart grid scenario, despite the low data rates required
by each smart meter, the broadband capacity of the WMN becomes
an issue due to the large number of smart meters connected to each
WMN node. In this scenario, small delays may also become a critical
constraint in order to allow real time actions. On the surveillance
scenario the video cameras generate large amounts of data which
need to be delivered to the gateways.

The low cost constraint comes from the low budget assumed on
the Internet coverage extension scenario, and from the huge number
of equipments assumed for the smart grids and surveillance scenar-
ios. In order to meet the MAP equipment low cost constraint, three
characteristics are assumed: (1) the number of wireless interface
cards on each WMN node available to connect to other WMN nodes
is limited to one turning the scenarios into a single-radio WMN; (2)
the wireless interface cards are standard equipment and therefore
modifications to their hardware or firmware are not welcome; (3)
the memory and processing capabilities of WMNs nodes are low,
therefore a centralized approach to meet the broadband constraint
is preferable.

1.1.2 Problem description

This work addresses the problem of channel assignment in stub
WMN formed by multiple gateways and mesh nodes using a single
radio interface to communicate with other mesh nodes. The prob-
lem consists in centrally deciding the channel each WMN
node shall operate so that the WMN becomes connected
and the network performance is optimal.

Network capacity increases with the number of channels in use
[11, 12] for the particular case of WMNs. As the number of active
nodes in a wireless network increases, the number of frames that
can be transmitted by each node falls down since these nodes are
sharing a common wireless medium of finite capacity [13].

Centralized approaches are a natural solution for stub WMNs,
where there are gateways that can be used as a central entity. More-
over, centralized approaches may be more efficient, easier to up-
grade, and contribute to the low cost of WMN nodes.
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1.1.3 Related work

The objective of most of the channel assignment strategies for WMNs
studied in the past few years [14, 15] was to minimize the over-
all network interference which is calculated based on topology and
traffic information. Most of the approaches address the scenario of
WMNs with multi-radio nodes [16, 17, 18] which are not suitable
for the single-radio scenario we aim to address. The single-radio
approaches found can be classified as dynamic or static. Dynamic
approaches are mostly MAC layer protocols that stand on channel
switching [19, 20, 21] which are difficult to implement with currently
deployed 802.11 hardware. The static approaches found are three:
(1) a distributed routing protocol [22] that uses traffic information
to balance the load between channels disregarding the reduction of
interference, (2) a centralized tree-based multi-channel scheme [23]
designed for data collection applications in dense wireless sensor
networks that assumes the existence of a single gateway, and (3)
a couple of algorithms [24] designed to realize a component based
channel assignment strategy that do not address stub networks.

1.2 Thesis

Our thesis is that by assigning channels to WMN nodes using solely
the network topology information, it is possible to improve the per-
formance of stub WMN that use the CSMA/CA access method and
are formed by single radio interface nodes.

1.2.1 Main contribuitions

The main contribution of this thesis is the Topology aware Algorithm
for Channel Assignment on Single-radio StubWMN (TILIA). TILIA
is a centralized joint routing and channel assignment algorithm used
to improve the performance of a multi-channel WMN by controlling
solely the channel in which each node operates. TILIA enhances
the gateways neighborhood by increasing their size and avoiding
hidden nodes on links around the gateways, while keeping the load
balanced between channels. TILIA uses a breadth-first tree growing
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technique but, instead of growing a single tree, TILIA grows a forest
of trees each of which rooted at a different gateway and operating on
a different radio channel; all the trees grow simultaneously and their
union spans the network. Experimental evaluations based in ns-2
simulations show that the gains of TILIA are visible on packet loss,
HTML page loss, and packet delay, respectively with gains of 45%,
33%, and 29% when compared with a state-of-the-art proposal [22],
and with gains of 88%, 69% and 72% when compared with random
channel assignment.

The second contribution of this thesis is the composed topology
metric tmet used to select the forest with best topology character-
istics. The accuracy of the proposed topology metric is over 94%.

The third contribution of this thesis is the identification and
ranking of topology metrics. In order to prove that the performance
of the WMN depends of its topology characteristics, firstly it is
essential to identify the relevant topology characteristics and the
metrics that better describe them. Secondly, it is fundamental to
rank the impact that the network topology characteristics have on
the performance of a WMN.We believe we have been able to propose
a meaningful set of metrics and rank them.

1.2.2 Publications related to the thesis

This research work resulted in a set publications which are listed
below by order of relevance.

i Tânia Calçada and Manuel Ricardo. Topology Aware Channel Assign-
ment for Single-radio Stub WMN. Submitted to IEEE Transactions
on Mobile Computing, July 2012. [25]

ii Tânia Calçada and Manuel Ricardo. Characterization of network
topology impact on the performance single-radio wireless mesh net-
works. Accepted in Telecommunication Systems, July 2012. [26]

iii Tânia Calçada, Paulo Cortez, and Manuel Ricardo. Using data min-
ing to study the impact of topology characteristics on the perfor-
mance of wireless mesh networks. In IEEE Wireless Communica-
tions and Networking Conference (WCNC’12), Paris, France, April
2012. [27]
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iv Tânia Calçada and Manuel Ricardo. The impact of network topology
on the performance of multi-channel single-radio mesh networks. In
Proceedings of the Networking and Electronic Commerce Research
Conference (NAEC’11), Riva del Garda, Italy, October 2011. [28]

v Filipe Teixeira, Tânia Calçada, and Manuel Ricardo. Protocol for
channel assignment in single-radio mesh networks. In Proceedings of
the Conference on Mobile Networks and Management (MONAMI’11),
Aveiro, Portugal, September 2011 [29, 30]

vi Filipe Teixeira, Tânia Calçada and Manuel Ricardo. Single-radio
Stub Wireless Mesh Networks - Architecture for a Channel Assign-
ment Subsystem. In Proceedings of the Networking and Electronic
Commerce Research Conference (NAEC’12), Riva del Garda, Italy,
October 2012. [31]

vii Tania Calçada and Manuel Ricardo. Extending the coverage of a 4G
telecom network using hybrid ad-hoc networks: a case study. Pro-
ceedings of the Mediterranean Ad Hoc Networking Workshop, 2005.
and also in International Federation for Information Processing Dig-
ital Library; Challenges in Ad Hoc Networking, 2006. [7, 8]

viii Susana Sargento, Tânia Calçada, João P. Barraca, Sérgio Crisóstomo,
João Girão, M Natkaniec, Norber Vicari, Francisco Galera, Manuel
Ricardo, and A. Glowacz. Mobile ad-hoc networks integration in the
daidalos architecture. In Proceedings of the IST Mobile & Wireless
Communications Summit, Dresden, Germany, June 2005. [9]

The research work conducted in this PhD had two main parts.
In the first part we addressed the problem of integrating the ad-
hoc networks with infra-structured networks. This subject was of
great relevance when the beyond 3G networks were discussed. In
[7] (publication vii) we proposed a solution to integrate a gateway
discovery protocol with an ad-hoc network based on the AODV
[32] protocol. Our work, described in [9] (publication viii), is the
integration of ad-hoc networks into the general network architecture
developed in the IST Daidalos project. Our contribution to this
architecture was an efficient unicast routing and mobility mechanism
capable of enabling the mobility of users inside and between ad-hoc
networks.
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In the second part of the PhD research work we addressed the
problem of improving the capacity of stub WMNs consisting of
nodes equipped with a single radio standard 802.11 interface, by
statically assigning channels to nodes. This problem was firstly
raised by the early drafts of IEEE802.11s [33] which did not in-
clude multi channel specification. We posed the hypothesis of using
solely the topology information about the WMN to solve the prob-
lem, instead of using also traffic information as done by state of the
art works. To prove this hypothesis we conducted an extended set
of experiments in which we simulated thousands of different net-
work topologies. The first experiments, on a set of 18 arbitrary
network topologies, were reported in [28] (publication iv) and then
detailed in [26] (publication ii). This first study was essential to
identify which topology characteristics have impact on the WMNs
performance. The quantification of the impact that a given topology
metric has on the WMNs performance was published in [27] (publi-
cation iii); these results were obtained using data mining techniques
applied to the simulation results of 7000 random network topologies.
The results of this work gave us confidence to move forward and to
formalize the channel assignment problem using solely the WMN
topology information. As this problem was shown to be NP-hard,
an algorithm was designed, implemented and evaluated, being the
results are reported in [25] (publication i). In [29] (publication v) we
presented results of research conducted on a real testbed; with the
proposed protocol, we proved that (1) it was possible to efficiently
gather the topology information of a WMN in which nodes may be
operating in different radio channels, and (2) it is possible to recon-
figure the radio channel of WMN nodes according to decisions taken
centrally by a network manager. The work in [31] (publication vi)
proposes an architecture to integrate the protocol proposed in [29]
(publication v) and the TILIA algorithm [27].

1.3 Outline of the dissertation

This dissertation is organized in 6 chapters. Chapter 2 presents the
state-of-the art on the IEEE 802.11 MAC, the capacity of WMNs,
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the interference models, the solutions for multi-channel WMNs, and
the approaches that relate topology characteristics and network per-
formance. Chapter 3 identifies the set of topology characteristics
that have impact on the WMNs performance. Chapter 4 evaluates
the impact of these characteristics on the network performance using
data mining techniques. Chapter 5 formulates formally the chan-
nel assignment problem and presents and evaluates an algorithm to
solve the problem. Finally, Chapter 6 draws the main conclusions
and discusses future work.





Chapter 2

Wireless networks based on
CSMA/CA

This chapter introduces existing work related to CSMA/CA based
wireless networks. In the first part of the chapter ( Section 2.1, Sec-
tion 2.2, and Section 2.3) we describe the operation of the medium
access control protocols of the IEEE 802.11 standard focusing on the
CSMA/CA; we also identify the studies that establish the bound-
aries of capacity of WMNs and the interference models that are used
in these studies. In the second part of the chapter (Section 2.4), we
present a survey of existing channel assignment methods, particu-
larly those addressing single-radio WMNs; we classify these methods
according to their requirements and mode of operation. In the third
part of the chapter (Section 2.5), we present a survey that char-
acterizes the relevant topology characteristics of WMNs that can
be related to the network performance. Section 2.6 summarizes the
chapter.

2.1 IEEE 802.11 medium access control
protocols

A wireless channel is a broadcast medium. When a node transmits a
packet onto the radio channel, the packet reaches all the nodes in the

13



14 Wireless networks based on CSMA/CA

transmission range of the sender. If a node receives multiple packets
on the same channel at the same time, it cannot properly decode the
packets because of interference. In this case, we say that packets
have “collided” at the receiver. The major goal of wireless MAC
is to ensure that when a node is transmitting, all other interfering
nodes are silent.

IEEE 802.11 specifies two MAC protocols: the Point Coordi-
nation Function (PCF) and the Distributed Coordination Function
(DCF) [1]. PCF can only work in infra-structured networks. DCF
is the MAC protocol of interest for this work, and it is based on the
Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
access method.

The basic idea of CSMA/CA to check whether the channel is
busy or idle before transmitting a packet. A node implementing
CSMA/CA listens to the channel and measures the signal level on
the channel. The node transmits a packet only when the signal
level on the channel is sufficiently low for a given time duration,
implicitly assuming that no other transmission is taking place in
the region. CSMA/CA blocks a node from initiating a transmission
if another nearby node is transmitting and in its basic form it does
not address the well-known hidden terminal problem. Consider the
scenario in Figure 2.1(a). When node A is transmitting a packet to
node B, node C may not sense the channel as busy. Thus, node C
can start transmitting a packet, which results in a collision at node
B as shown in Figure 2.1(b)

The hidden terminal problem can be particially avoided by let
a node reserving the channel before transmitting a packet. This
4-way handshake mechanism is illustrated in Figure 2.2 where a sta-
tion can reserve the medium for a period of time using the control
frames RTS (Request-To-Send), CTS (Clear-To-Send). In topology
of Figure 2.1(a), suppose node A has a packet to send to B. Before
transmitting the data packet, node A sends RTS to B, which con-
tains the duration of time node A needs to reserve. When node B
receives RTS, it replies back by sending a CTS packet, which also
includes the duration of time the channel needs to be reserved. All
other nodes that receive RTS or CTS defer transmission for the du-
ration specified in the packets. Each node maintains the Network
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Figure 2.1: The hidden terminal problem. (a) Topology consisting
of tree nodes. (b) The time sequence leading to a collision.

Allocation Vector (NAV) variable, which records the duration of
time the node must defer its transmission. When node C receives
CTS from B, it sets up its NAV according to the duration specified
in the CTS packet. After exchanging RTS and CTS, node A sends
the data frame to node B, and B replies with ACK (Acknowledge-
ment) packet so that node A knows the packet has been successfully
received at node B.

The effectiveness of the 4-way handshake mechanism is based
on the assumption that hidden nodes are within transmission range
of receivers. Xu et al. in [34] prove using analytic models that
in multi-hop networks, such an assumption cannot hold due to the
fact that power needed for interrupting a packet reception is much
lower than that of delivering a packet successfully. Thus, the “vir-
tual carrier sensing” implemented by 4-way handshake mechanism
cannot prevent all interference as we expect in theory. Physical car-
rier sensing can complement this in some degree. However, since
interference happens at receivers, while physical carrier sensing is
detecting transmitters, physical carrier sensing cannot help much,
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Figure 2.2: Time sequence diagram of the 4-way handshaking mech-
anism of DCF.

unless a very large carrier sensing range is adopted. Similar conclu-
sions were found in [35] using simulation experiments.

2.2 Capacity of wireless networks

2.2.1 General multi-hop wireless networks

Gupta and Kumar studied the asymptotic transport capacity in ge-
neral wireless multi-hop networks [13]. This analysis is based on the
assumptions that communications are one-to-one within the wireless
network, and sources and destinations are randomly or arbitrarily
(optimally) chosen. They show that, if the nodes are randomly
placed and the destinations are randomly chosen, then the achieva-
ble throughput per node is bounded by Θ

(
W/

√
nlog(n)

)
, where W

is the transmission capacity, n is the number of nodes in the net-
work and Θ represents the asymptotic notation1. They also provide
results for arbitrary (optimal) node placement and communication
patterns. In this case, the achievable per node throughput become
Θ(W/

√
n).

Grossglauser et al. [36] extend the work of Gupta and Kumar
[13] and show that the capacity can be improved by the mobility
of the nodes which can reduce the number of hops between the

1f(n) ∈Θ(g(n)) : f is bounded both above and below by g asymptotically
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source and the destination and in turn reduce the contention in the
network.

Further improvements on the obtained capacity bounds can be
obtained by introducing relay nodes which do not generate traffic
but act as routers to deliver data to the destination as shown by
Gastpar et al. [37]. In these configurations, when the number of
nodes goes to infinity, a network throughput of O(logn) can be
obtained, where O represents the asymptotic notation2.

2.2.2 Stub wireless mesh networks

Different from traditional ad-hoc network, nodes in stub WMN for-
ward their traffic to gateways, creating hot-spots at gateways. Jun
and Sichitiu [38] show that available throughput increases with in-
crease in number of network gateways while available capacity at
each node is as low as O(1/n). Per-node throughput of O(1/n) is
also achievable in WLANs but it is empirically observed that WMNs
achieve a throughput which is often lesser than WLANs. The anal-
ysis in [38] is not limited to a specific MAC, but the result can be
applied to IEEE 802.11. The concept of bottleneck collision domain
is introduced there by defining it as the geographical area of the
network that enables an upper bound on the amount of data that
can be transmitted in the network.

Pathak and Dutta [39] show that WMNs achieve per-node through-
put of O(1/δn) where δ is a factor dependent on hop-radius of the
network and it converges to 3 for large WMNs. It is shown that in
case of multiple gateways, increasing power levels of nodes is more
cost-effective because it results into increased throughput with fewer
number of gateways.

For arbitrary networks where node locations and traffic patterns
can be controlled, each interface capable of selecting appropriate
transmission power, Kyasanur and Vaidya [11] prove that there is a
loss of network capacity when the number of interfaces per node is
smaller than the number of channels. In random networks where,
node locations and traffic patterns are random, it is shown that

2f(n) ∈O(g(n)) : f is bounded above by g (up to constant factor) asymptot-
ically



18 Wireless networks based on CSMA/CA

one single interface is sufficient for utilizing multiple channels as
long as the number of channels is scaled to O(logn) and each chan-
nel has bandwidth of W/c. Bhandari and Vaidya of [40] extend
the work in [11] to multi-channel networks with channel switch-
ing constraints. They study connectivity and capacity of a wireless
network comprising n randomly deployed nodes, equipped with a
single interface each, when there are c= O(logn) channels of equal
bandwidth W/c are available; it considers adjacent channel assign-
ment and the random channel assignment. In adjacent assignment,
a node may switch between f adjacent channels, but the adjacent
channel block is randomly assigned; in such case, per-flow capac-
ity of Θ

(
W
√

f
cn logn

)
can be achieved. In random assignment, a

node can switch between fixed random subset of f channels; in such
case, per-flow capacity is O

(
W
√

Prnd
n logn

)
and Ω

(
W
√

f
cn logn

)
, where

Prnd = 1−∏f−1
i=0

(
1− f

c−i

)
, and Ω represents the asymptotic nota-

tion3.

Scenarios where traffic is mostly generated towards gateway nodes
result in many-to-one communications. The capacity of wireless net-
works in many-to-one scenarios for the Wireless Sensor Networks
(WSN) applications was studied by Duarte-Melo et al [41]. The
trivial upper bound per node is presented as W/n which can be
achieved when the gateway is 100% busy in receiving, equipped
with a single radio and shared by n source nodes each of which
generating the same amount of data. They further show the cir-
cumstances under which this bound is achievable. For instance it is
achieved when all the sources can transmit directly to the gateway
node. On the other hand, if each source cannot directly communi-
cate with the gateway, such that the communication takes place on
a multi-hop network, the upper ground may or may not be achieved
depending on the transmission and interference ranges of the nodes.
These ranges affect the reuse possibilities of the medium and the
transmitting schedules.

3f(n) ∈Ω(g(n)) : f is bounded below by g (up to constant factor) asymptot-
ically
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2.3 Interference models

One of the major challenges of improving the capacity of wire-
less networks is tractable yet realistic consideration of interference.
Wireless medium is a shared, broadcast medium. When simultane-
ous transmissions are performed on the same channel in the same
spatial domain, all the unwanted transmissions can be seen as in-
terference. If the transmissions do not interfere with each other,
simultaneous transmissions can take place. A collision occurs if the
received signal is too weak compared to the interfering signals. The
nature and impact of interference is unpredictable and challenges
the design of wireless networks. Researchers have proposed several
interference models. We discuss the most important ones.

Protocol interference model [13] defines that communication be-
tween nodes a and b results in collision-free data reception at
node b if no other node within a certain interference range from
b is transmitting simultaneously. This model has been further
extended to consider link layer reliability using acknowledg-
ments in which interference range of node a is also considered
for interference. This is often referred as disk model (or dou-
ble disk model) where interference is assumed to be a binary
phenomena developed in certain fixed distance from the source
and the destination of any active link. The Interference range
of a node is often assumed to be a constant times larger than
its communication range.

The advantage of the protocol interference model is that it en-
ables the use of simple graph-coloring based scheduling algo-
rithms. The performance of the protocol interference model is
analyzed in [42]. This study indicates that the model does not
always provide a comprehensive view of reality due to the ag-
gregate effect of interference in wireless networks. The model
can also be pessimistic in the sense that two nearby commu-
nications that could take place together with a tolerable level
of interference are considered to be not possible. The real be-
havior of complete 802.11 DCF is captured in [43] where the
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4-way handshake mechanism is considered but, its application
results in NP hard problems.

Physical interference model [13] defines that communication be-
tween nodes a and b results in collision-free data reception at
node b if SINR (Signal to Interference plus Noise Ratio) at
node b is above a certain threshold β. If Pba is the signal
power received at node b from a, a packet from node a is
successfully received at node b if and only if Pba

N+
∑
i∈I Pbi

≥ β,
where I is a set of nodes simultaneously transmitting and N
is the background noise.

Physical interference model is richer than the protocol model
because it can capture the interference from multiple simulta-
neous senders, yet it introduces more complexity on the pro-
tocol design. The impact of the physical interference model
on the achievable capacity in CSMA/CA based wireless multi-
hop networks is studied in [44]. This study shows that wire-
less networks designed with the physical interference model
can surpass theoretically achievable performance of solutions
using the protocol interference model.

k-hop interference model [45] defines that no two links within k
hops can successfully transmit at the same time. IEEE 802.11
DCF corresponds to a 2-hop interference model. For a given
k, a throughput-optimal scheduler needs to solve a maximum
weighted matching problem subject to the k-hop interference
constraints. The authors [45] show that for k > 1, the resulting
problems are NP-Hard and cannot be approximated within a
factor that grows polynomially with the number of nodes

The above mentioned interference models can be further general-
ized by representing the interference relationship of links using a
conflict graph. In a conflict graph, every link in the network is rep-
resented as a vertex and two vertex share an edge if and only if
the corresponding edges interfere with each other. Depending on
interference model, the resultant conflict graph can be undirected
(protocol model or k-hop interference model) or directed (physical
interference model).
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2.4 Multi-channel WMNs

We consider to use multiple channels to reduce the effects of inter-
ference on the capacity of WMNs. The use of multi-channel commu-
nication in multi-hop networks is a research topic for over 30 years,
particularly in PRNet [46, 47], in WMN [15, 48, 49, 50, 51] and in
WSN [14, 52]. Kyasanur et al. [11] and Kodialam et al. [12], study
the capacity of multi-channel WMNs by extending the analysis of
Gupta and Kumar [13], that we discussed in Section 2.2. They in-
vestigate the impact of the number of channels and the number of
radio interfaces on the network capacity by studying the relationship
between them. They show that, even if the number of interfaces is
smaller than the number of available channels, multi-channel com-
munication can enhance the network’s capacity.

The objective of most of the assignment strategies for WMNs
studied in the past few years ([14, 15]) was to minimize the over-
all network interference which is calculated based on topology and
traffic information. Most of the approaches address the scenario of
WMNs with multi-radio nodes ([53, 16, 17, 18]) which are not suit-
able for the single-radio scenario we aim to address. In the next
sub-sections, we survey the existing protocols on channel assign-
ment and multi-channel MAC protocols for WMN focusing on the
case of single-radio WMNs. We classify the protocols according to
the channel assignment methods: static assignment and dynamic
assignment. In dynamic approaches, nodes can dynamically switch
their interfaces from one channel to another between successive data
transmissions. Considering the operation principle of the coordina-
tion mechanisms, dynamic approaches for single-radio networks can
be classified into Receiver-fixed [46, 20], Dedicated Control Chan-
nel [54, 55], Frequency Hopping [56, 57, 21, 58], and Split Phase
[20, 19, 59, 60]. In static assignment approaches, channels are as-
signed to radios for permanent use on a per-flow [22, 23] or per-
component basis [24].
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2.4.1 Dynamic channel assignment

Considering the operation principle of the coordination mechanisms,
dynamic approaches for single-radio networks can be classified into
Receiver-fixed, Dedicated Control Channel, Frequency Hopping, and
Split Phase. This classification is based on the classifications pro-
posed in [14, 15, 61].

In the receiver-fixed protocols, a fixed quiescent channel is as-
signed to each node. When a node needs to send data, the sender
changes its frequency and sends data on the quiescent channel of
the destination node. If the receiver is idle, it is tuned on its qui-
escent channel and then the data is received. When all data is
sent, the sender node changes back to its quiescent channel, being
free to receive data from other nodes. [46, 20] are examples of this
class of protocols. The main advantage of this approach is that it
is very easy to implement as, before data exchange, this kind of
protocol only needs to perform a very simple decision: which chan-
nel to change to. It is also compatible with 802.11. On the other
hand, with semi-dynamic channel assignment approaches a detailed
coordination of channel switching is required between the senders
and receivers in order to be on the same channel at the same time.
The problems that arise due to the channel switching are listed as
follows:

Multi-channel hidden terminal problem: This problem [19] is
associated with the CSMA/CA based protocols where RTS
and CTS messages is used. It occurs when the control packets
(RTS and CTS) sent on a given channel cannot be received
by the nodes communicating on different channels. The nodes
that miss the control packets, start transmission of control
packets on the destination’s channel which causes a collision.

Deafness problem: The deafness problem [20] is also associated
with the RTS/CTS based protocols. The problem occurs when
a transmitter sends a control packet to initiate a transmission
and the destination is tuned to another channel. After sending
multiple requests, if the transmitter does not get any response
it may conclude that the receiver is not reachable.
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Broadcast support: When the nodes are switching between chan-
nels dynamically, there might be problems to support broad-
casts.

In a dedicated control channel protocol, one channel is reserved
for transmitting control packets, isolating them from data packets
which are transmitted in other channels. This approach has the
advantage of being easy to implement. However, multi-channel hid-
den terminal problem is a problem. Besides that, a node must sense
carriers on all channels, what leads to extra processing and complex
decisions on the best channel to use. Another disadvantage is that
it does not scale well. With the increase in number of nodes, the
control channel can be saturated. Besides, the number of channels
is limited. In 802.11b/g only three orthogonal channels can be used,
which means that 33% of the total bandwidth is used in the control
channel. [54, 55] are examples of this class of protocols.

In frequency hopping protocols, nodes hop between multiple
narrow-band frequencies. The hopping patterns can be the same
for all nodes or different. In this kind of protocol, if the hopping
pattern is common, all nodes listen in the same frequency at the
same time. If a node wants to transmit, it remains on that channel,
while other nodes that want also to transmit use another available
channel. When the transmission is finished, they change back to
the initial frequency. If the hopping pattern is independent, time
is divided in slots, having a different individual hopping sequence.
This approach has the advantage of not having a dedicated chan-
nel for control frames. Besides, it does not introduce overhead to
the RTS and CTS mechanism or channel negotiations before data
transmission. The main disadvantage is that they require synchro-
nization mechanisms. Switching delay may also be a problem and
may be a reason for performance decrease. Besides, the presence
of the multi-channel hidden terminal problem and the incompati-
bility with 802.11 standard are also disadvantages of this approach.
[56, 57, 21, 58] are examples of this class of protocols.

Split phase protocols consider the division of time into cycles
composed of two phases: the control phase and data phases. In the
control phase, all nodes listen to a common channel and negotiate
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a channel to use for data exchange. When the control phase ends,
data phase begins and nodes exchange data in the channel nego-
tiated. Split protocols can be subdivided into carrier-sense-based
protocols and TDMA-based protocols. [20, 19, 59, 60] are exam-
ples of this class of protocols. The multi-channel hidden terminal
problem is less severe in split phase protocols. Another advantage
is that the channel bottleneck problem is eliminated, with all chan-
nels being used for data transfer. Despite these advantages, fine
synchronization between nodes is needed. The proper duration of
both phases, which is hard to compute, and the performance de-
crease due to channel switching are the main disadvantages of this
protocol. Moreover, carrier sense must be done on all channels si-
multaneously, which may also be a problem.

2.4.2 Static channel assignment

Although the assignment of the channels can be renewed, for in-
stance due to the change of interference or topological conditions, ra-
dios do not change the operating frequency during communication.
When compared with dynamic approaches, static assignment solu-
tions present some advantages such as (i) simplicity of implemen-
tation, (ii) no changes to the off-the-shelf radio hardware or MAC
algorithms, (iii) no synchronization requirements, (iv) no channel
scheduling overheads, (v) and no switching between channels to
serve data flows. The static approaches fit the scenarios addressed
in our work, therefore we detail them below.

2.4.2.1 Load Balancing Multi Channel Protocol (LB-MCP)

The LB-MCP presented in [22] aims to increase the network perfor-
mance by reducing the load in each sub-network which is achieved
by reducing the active path length. This protocol is able to balance
load among channels, while maintaining connectivity. The protocol
discovers multiple routes to multiple APs, possibly operating on dif-
ferent channels. Based on traffic load information, each node selects
the best route to an AP, and synchronizes its channel with the AP
.
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The authors assume that a node may have multiple routes to the
AP, only one route is used at any given time, and other routes are
maintained for backup so that they can be used when the primary
route fails. The primary routes of nodes associated with the same
AP form a route tree, rooted at the AP. They also assume that
most of the traffic is downlink traffic, sent from AP to mobile hosts.
The proposed protocol supports uplink traffic as well, but the load
estimation is based on the downlink traffic. They assume that APs
are placed dense enough that most routes are short in terms of
number of hops, such as 3 or 4 hops. Finally, they assume that as in
single-hop infra-structured networks, neighboring APs are typically
assigned different channels. So it is unlikely that a node finds short
routes to two different APs that are on the same channel.

Each AP remembers the amount of traffic it has received during
past T seconds. Only packets from the wired network to nodes on
the route tree rooted at that AP are counted as traffic. Since the
AP knows the destination, it records the amount of traffic per des-
tination. The load is estimated using AP-measured weighted load,
which considers the distance of a node to the AP, the node’s traffic
and node’s children traffic. The weighted load metric indicates that
the load for each destination should be weighted by the number of
hops from the AP to the destination node. So the weighted load of
the route tree L = ∑

i∈V (hi× li), where V is the set of nodes the
route tree rooted at the AP, hi is the number of hops, from the
AP to the node i, and li is the amount of traffic destined for the
node i. The load information is then broadcasted by the AP hop-
by-hop through all nodes in its route tree. Nodes also forward this
information to their neighbors that are operating in other channels.

Once the necessary load information is obtained, nodes can de-
cide whether to switch to other route trees. To make the decision,
a node should obtain load information on its own route tree, other
route trees, and the amount of traffic destined for the node itself and
nodes in its subtree. A node compares the current load of its route
tree and the load of the other tree after the node joins. Since a node
may have children in the route tree, it cannot just switch channels to
join other trees, because the child nodes will lose connections with
the AP. Instead, if the node decides to switch channels, it should
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tell all its children to switch channels as well. Effectively, the whole
subtree moves to the new route tree. So the load information on the
new route tree should be computed correspondingly.

A node switches channel when its current channel utilization is
higher than on another channel disregarding the reduction of inter-
ference in the new channel. We believe that the network perfor-
mance may be improved when avoiding interference.

2.4.2.2 Tree-based Multi-Channel Protocol (TMCP)

TMCP [23] is a tree-based multi-channel medium access protocol
designed specifically for data collection applications in WSNs. The
idea of TMCP protocol is to partition the whole network into multi-
ple vertex-disjoint subtrees all rooted at a common gateway, allocate
different channels to each subtree, and then forward each flow along
its corresponding subtree. The authors assume that the network
has a single gateway equipped with multiple radio transceivers, each
of which works on one different channel, because of the tree-based
channel assignment strategy. TMCP has three components, channel
detection (CD), channel assignment (CA), and data communication
(DC). The CD module finds available orthogonal channels which can
be used in the current environment. To do this, two nodes are used
to sample the link quality of each channel by transmitting packets
to each other, and then among all channels with good link quali-
ties, non-adjacent channels are selected. Assume that k represents
the number of non-adjacent channels selected. Given k orthogonal
channels, the CA module partitions the whole network into k sub-
trees and assigns one unique channel to each subtree. This is the
key part of TMCP. The goal of partitioning is to decrease poten-
tial interference as much as possible. After assigning channels, the
DC component manages the data collection through each subtree.
When a node wants to send information to the base station, it just
uploads packets along the subtree it belongs to. The authors assume
that the network has a single gateway equipped with multiple radio
transceivers therefore this solution does not apply to our scenario.
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2.4.2.3 Component based channel assignment

The approach used in [24] increases throughput by reducing num-
ber of contending flows on a channel, which is achieved by reducing
the node density; first it determines the sets of nodes belonging to
intersecting flows, and then different channels are assigned to sets
of contending nodes. However, reducing contention as in [24] makes
the network less connected and more susceptible to the occurrence
of collisions caused by hidden nodes; this strategy is not satisfactory
in Internet access scenarios because collisions occur more frequently
when nodes in the neighborhood of intersecting nodes (e.g. gate-
ways) are hidden from each other, despite facing less contention.

2.5 Topology characteristics

2.5.1 Hop count

The MAC carrier sensing mechanism prevents simultaneous trans-
missions of neighbor nodes that can sense each other. In order to
avoid collisions, the neighbors of both the receiver and the trans-
mitter of a frame should be silent when the communication takes
place. Consider the chain network on Figure 2.3(a). A single flow
is transmitted along a 6 node chain network. The small solid lines
around nodes B and C represent the receiving range and the carrier
sensing range when the latter equals the former. The large dotted
circles represent the carrier sensing range when it is the double of
the receiving range. Data frames are being transmitted from left to
right; when NodeB is transmitting a data frame to NodeC, NodeA
and NodeD should be silent, while NodeE and NodeF are allowed
to transmit.

Nodes with network interfaces working in half duplex are either
receiving or transmitting traffic. When data transverses 2 hops to
reach the destination, the network throughput is reduced to 1/2
of the capacity because each frame has to be transmitted twice
though the same medium. Refer to Figure 2.3(a), considering that
the NodeA is the source and NodeC is the flow destination. In this
case, NodeB can be either receiving from A or transmitting to C.
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Figure 2.3: Scenario and message sequence charts used to derive the
maximum achievable data rate for a single flow on a chain topology.

If 3 hops are involved, the final data rate of the network is not ex-
pected to be more than 1/3 of the channel capacity. This capacity
upper bound can be derived from the message sequence chart shown
in Figure 2.3, considering an ideal scheduling.

Figure 2.3(b) shows a message sequence chart of a multi-hop
communication when the carrier sense range is equal to the receiv-
ing range. On the first time slot the first frame is transmitted from
Node A to NodeB. On the second time slot, while NodeB forwards
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the frame to NodeC, NodeA senses the medium as being busy and
defers the transmission of the second frame. On the third time slot,
NodeC transmits the frame to NodeD. At the same slot NodeA
senses the medium as free and sends a RTS, but NodeB senses the
medium as busy and does not respond with CTS. On the fourth
time slot two simultaneous communications are possible, NodeD
transmits the first frame to NodeE and NodeA transmits the sec-
ond frame to NodeB. This example shows that each hop can only
transmit every 3 other time slot, leading the network throughput to
1/3 of the channel capacity, independently of the chain length.

Figure 2.3(c) shows the same scenario when the carrier sense
range that is the double of the receiving range. In this case, the
second packet is transmitted on the fifth time slot as, until then,
NodeB senses the medium occupied and does not respond to the
RTS message. This leads to a network throughput that is 1/4 of
the channel capacity. For a non ideal scheduling, a throughput of
1/5 of channel data rate has been reported in [62] when the carrier
sense range doubles the receiving range. In [63], simulation results
shown that the chain network throughput is 1/7 of the single-hop
throughput for this network topology.

For chain networks such as those represented in Figure 2.3(a) it is
possible to demonstrate that the length of the chain does not affect
the maximum achievable throughput when a single flow is using the
network; however, when several sources are used, the length of the
chain influences the maximum achievable throughput.

The concept of bottleneck collision domain is introduced by [38]
(see Section 2.2) enables the derivation of the impact the mean num-
ber of hops H has in a given network, when all nodes are sources of
flows with the same packet rate of λpacket/s destined to a common
sink. The mean number of hops H traversed by a packet in the
network of Figure 2.4(a) is given by Eq. 2.1, where N indicates the
number of nodes in the network.

H = 1
N

N∑
n=1

n= (N + 1)/2 (2.1)

The bottleneck collision domain of the network of Figure 2.4(a) is
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Figure 2.4: Chain topology with N hops and the throughput upper
bound for this topology.

the collision domain of link 2-3 composed by links {GW-1, 1-2, 2-3,
3-4, 4-5} [38]. Each collision domain has to forward the sum of the
traffic of its links. In this case, the collision domain of link 2-3 has to
forward λ · [(N−4)+(N−3)+(N−2)+(N−1)+N ] = λ ·(5N−10).
The collision domain cannot forward more traffic than the channel
data rate W , what means that W ≥ λ · (5N − 10). Therefore, the
maximum throughput available for each node is λmax = W/(5N −
10) and the maximum network throughput T is given by Eq. 2.2,
where N = 2H−1 comes from Eq. 2.1.

T ≤ Nλmax

≤ N ·W
5N −10 = W (2H−1)

5(2H−1)−10 = W (2H−1)
10H−15 (2.2)

Figure 2.4(b) represents a plot of Eq. 2.2. The global throughput
T decreases with the mean number of hops on a chain but it is lower
bounded by W/5.
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Let us consider now topology of Figure 2.5(a), that combine a
chain of Nc nodes and a star of N −Nc nodes. When Nc = 0 the
network has star topology (Figure 2.5(f)); when Nc =N−1 the net-
work is a chain topology (Figure 2.5(b)). All the topologies present
the same number of nodes N = 8 but different mean hop count H.
In this case, the mean hop Count H is given by Eq. 2.3, where the
first addend refers to the Nc nodes on the chain part of the network,
and the second addend refers to the N −Nc nodes on the star part
of the network.

H =
∑Nc
n=1n+ [(N −Nc) · (Nc+ 1)]

N

= (Nc+ 1)(N −Nc/2)
N

(2.3)

When Nc ≤ 4, all links are on the same collision domain [38];
the traffic on this collision domain is the traffic on links on the
star part of the network given by λ(N −Nc) and the traffic on the
chain part of the network given by λ∑Nc−1

n=0 (N −n). The collision
domain cannot transport more traffic than the channel data rateW ,
as presented by Eq. 2.4

W ≥ λ(N −Nc) +λ
Nc−1∑
n=0

(N −n)

≥ λN
(Nc+ 1)(N −Nc/2)

N
), Nc ≤ 4 (2.4)

By using H from Eq. 2.3 in Eq. 2.4 it is possible to obtain W ≥
λNH for Nc ≤ 4. Therefore, the maximum throughput available
for each node is λmax =W/(NH) and the upper bound of network
throughput T =Nλmax is given by Eq. 2.5.

T ≤ W

H
, Nc ≤ 4 (2.5)

When Nc > 4, the bottleneck collision domain on star-chain net-
works of Figure 2.5 is the collision domain of link 2-3 composed by
links {GW-1, 1-2, 2-3, 3-4, 4-5} [38]. Each collision domain has to
forward the sum of the traffic of its links. In this case, the colli-
sion domain of link 2-3 has to forward λ · [(N −4) +(N −3) +(N −
2) + (N −1) +N ] = λ · (5N −10). The collision domain cannot for-



32 Wireless networks based on CSMA/CA

λ

N∙λ(N−2)∙λ (N−1)∙λ(N−3)∙λ(N−Nc)∙λ

λλλ

1234Nc

…
..

λ

Nc+1

λ

λ

N

N−1

λ

λ

….. GW

(a) Star chain topology with N flows

λ

λ 3λ 8λ6λ 7λ5λ4λ

λλλλλλλ

12345678 GW

2λ

(b) Nc = 7, H = 4.5

λ

8λ6λ 7λ5λ4λ

λλλ

12345

λ

6

λ

λ

8

7

λ

λ

….. GW

(c) Nc = 5, H = 4.125

5λλ

λ

λ

λ

λ

8λ7λ

λ

13

λ

λ

λ

λ 6

7

8

5

GW

λ

4

λ

6λ

2

(d) Nc = 4, H = 3.75

λ

λ

λ

λ
λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ
5

6

2

7

3

8

4

8λ

1 GW

(e) Nc = 1, H = 1.875

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ

λ
4

5

1

6

2

7

3

λ

8GW

(f) Nc = 0, H = 1

0 1 2 3 4 5
Mean Hop Count ( H )

1

1/2

1/3
1/5

N
or

m
al

iz
ed

M
ax

im
um

N
et

w
or

k
T

hr
ou

gh
pu

t(
T
/W

) Nc=0

Nc=1

Nc=2
Nc=3 Nc=4

Nc=5 Nc=7

(g) Maximum network throughput T as a function of mean hop count H for a
given channel data rate W
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ward more traffic than the channel data rate W , what means that
W ≥ λ · (5N − 10). Therefore, the maximum throughput available
for each node is λmax = W/(5N −10) and the upper bound of net-
work throughput T =N ·λmax is given by Eq. 2.6.

T ≤ WN

5N −10 , Nc > 4 (2.6)

The maximum achievable throughput given by Eq. 2.5 and Eq. 2.6
is represented in the lower part of Figure 2.5 as a function of H for
N =∞; this graph shows that, for these topologies, the maximum
achievable throughput T tends to the inverse of H. However, T does
not always vary with H; for H ≥ 5, which corresponds to Nc ≥ 4, T
is fixed toW/5. Therefore, the inference of the maximum achievable
throughput is not possible for a generic network by just knowing H.

2.5.1.1 Discussion

Two simple topologies were studied relating the mean hop count and
an upper bound of the network throughput calculated as in [38]. In
both examples, it was shown that when the mean hop count is not
too small, i.e. H > 6, the influence of the mean hop count on network
throughput is negligible.

In [13] the authors proved that the amount of traffic λ gener-
ated by each node that can be transmitted through the network is
inversely proportional to the mean number of hops H of the net-
work. The number of MAC transmissions generated by each flow
is given by Hλ. With a total number of N nodes, the total offered
traffic becomes Tn = HλN . In ideal conditions, the offered traf-
fic has to be served by N nodes each capable of transmitting W ,
thus HλN ≤ NW . An upper bound of the throughput per node
is λmax = W/H. However, a closer upper bound can be found if
constraints such as spacial concurrency were introduced.

2.5.2 Neighbor node density

Neighbor node density is defined as the mean number of nodes in
the carrier sensing range of each node in the network. Assum-
ing a CSMA/CA MAC, the higher the number of active nodes is
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in a region the less will be the throughput per node due to con-
tention. Consider the network topology on Figure 2.6 containing
N = 6 nodes. The lines represent links between nodes; if a line
is not represented between two nodes, these nodes cannot sense
each other’s transmissions. Each node generates a data flow des-
tined to NodeF which is the gateway of this network. Data is
transmitted through the paths defined by the links represented by
lines with arrows. The neighbor node density d is calculated as
the mean number of neighbors a node has. In this case we have
nodes A, B, E and F with 2 neighbors, and nodes C and D with
3 neighbors, thus the neighbor node density for Figure 2.6 is d =
[(4×2) + (2×3)]/6nodes= 2.33.

A C E

B D F

Figure 2.6: Sample topology used to discuss the topology metrics
of a network.

Assuming the protocol interference model, the throughput λ ob-
tainable by a node is shown [13] to decrease with the increase of
the neighbor node density and given by λ = Θ

(
W/(
√
n logn)

)
[13]

where W is the channel capacity and n is the number of nodes in
the network.

Consider now the topologies of Figure 2.7, all of them containing
N = 12 nodes. The lines represent wireless links between nodes;
if a line is not represented between two nodes, these nodes cannot
sense each other’s transmissions. Each node generates a data flow of
λ packet/s destined to the gateway. Data is transmitted through the
paths defined by the links represented by lines with arrows. Paths
are the same on all topologies, therefore the mean hop count is H =
2.5 for the 9 topologies presented. The label of a link indicates the
amount of traffic transported by that link. Stronger lines indicates
the bottleneck collision domains calculated as in [38].

The neighbor node density d is calculated as the mean number
of neighbors a node has in the network. Each topology presents a
different neighbor set for each node by adding new links to the base
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Figure 2.7: Throughput upper bound of a set of scenarios plotted
as a function of the neighbour node density of those scenarios.

network topology of Figure 2.7(a), thus originating different node
densities.

The maximum achievable throughput for these scenarios is cal-
culated according to the model presented in [38] described earlier.
The link found as the bottleneck collision domain of each topol-
ogy is represented by a red strong line and the links not belonging
to that collision domain are represented in gray. For instance, the
bottleneck collision domain of the network on Figure 2.7(f) is the col-
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lision domain of the link G-H composed by links {D-GW, H-GW,
L-GW, C-D, G-H, K-L, B-C, F-G, J-K, E-F} [38]. This collision
domain has to forward the sum of the traffic of its links which is
(4 + 4 + 4 + 3 + 3 + 3 + 2 + 2 + 2 + 1)λ = 28λ. The collision domain
cannot forward more traffic than the channel data rate W what im-
plies that 28λ≤W . Therefore, the maximum throughput available
to each node is λmax =W/28 and the maximum network throughput
is T =Nλmax = 12W/28, considering that N = 12.

The maximum achievable throughputs of topologies represented
in Figure 2.7(a) to Figure 2.7(i) are plotted in Figure 2.7(j) as a func-
tion of the calculated neighbor node density d. This graph shows
that, for these topologies, the maximum achievable throughput T
tends to be the inverse of d. However, T does not always vary with
d. As shown by these topologies, in general it is difficult to infer
maximum achievable throughput by just knowing the neighbor node
density d.

In [64], Kuo et al. prove that the throughput of a node λ is
asymptotically defined as a function f(d) of node density d given by
Eq. 2.7, where c is a constant, and represented in Figure 2.8.

λ= Θ(f(d)) , f(d) = 1− (d−1e−d/c)
d

(2.7)
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Figure 2.8: Asymptotic boundary function of per node throughput
vs neighbor node density as presented by Kuo et al.

Kuo et al. in [64] argue that f(d) is a trade-off between hop
progress on the numerator and contention on the denominator. The
numerator 1− (d−1e−d/c) shows that the throughput increases with
the neighbor node density; when a node has a large number of neigh-
bors, the probability that the next node on the multi-hop path is
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closer to the destination increases, and so does the hop progress. As
a result, a large neighbor node density d leads to a smaller path hop
count for each flow, which in turn reduces the traffic to be relayed
by the network. The denominator shows that a large neighbor node
density also introduces more contentions in the access to the wire-
less channel by the nodes in the receiving range. When d is small,
the hop progress is more important than the contention effect; when
d grows, the contention dominates. The study in [64] does not con-
sider collisions caused by hidden nodes nor simultaneous transmis-
sions both highly related with neighbor node density. The works
reported in [65, 66, 67] address these problems. Packet collisions
due to simultaneous transmissions are expected to increase with the
increase of neighbor node density since it is more likely that two or
more nodes of a neighborhood transmit at the same time slot. How-
ever, collisions due to hidden nodes can decrease when the neighbor
node density increases since the number of hidden nodes can also
decrease, what implies that for some topologies the throughput can
increase when neighbor node density is high.

2.5.3 Hidden nodes

The hidden node problem is partially solved by the RTS/CTS mech-
anism of IEEE 802.11 on wireless local area networks. However in
multi-hop networks it is proved [68] that hidden mesh nodes cause
severe problems on network performance even when the RTS/CTS
mechanism is used, since it does not solve the mesh hidden node
problem and it increases the network overhead, leading to perfor-
mance degradation.

For a given topology, the mean number of hidden nodes can be
measured by averaging the number of hidden nodes of each active
link in the network. The number of hidden nodes of a link is the
number of neighbors of the link’s receiver that are not neighbors
of the link’s transmitter. For instance, on Figure 2.6 there are 5
active links, which are the links used to transmit data, represented
by arrows. NodeD is hidden from link A-B, C and F are hidden
from B-D, F is hidden from C-E, E is hidden from D-F, and D is
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hidden from E-F. The mean number of hidden nodes of the topology
of Figure 2.6 is (1 + 2 + 1 + 1 + 1)/5 = 1.2 nodes.

Attempts to analytically characterize the impact of hidden nodes
on multi-hop networks are described in [69, 70, 65, 66]. In [69],
authors derive the number of hidden nodes of a link considering
the length of the link, but the relationship between the number of
hidden nodes and throughput is not analyzed. The work in [70]
studies the effect of hidden nodes on the network performance; the
performance metrics studied there include throughput and delay but
fairness is not addressed.

In [65], the authors introduce the miss ratio metric which is a
global measure of the severity of the hidden nodes in a network.
To describe the miss ratio metric, the authors first define a set of
graphs that capture the physical interferences and the carrier sens-
ing constraints between links in a network: if-graph, tc-graph, and
rc-graph. In these graphs a vertex represents a wireless link. The
if-graph can be used to capture the physical interference constraints
graphically; an if-graph edge between vertex 1 and vertex 2 indicates
that, in order to prevent future collisions, link 1 (node T1 to node R1)
must be capable of forewarning link 2 (node T2 to node R2) not to
transmit after link 1 initiates a transmission. The tc-graph models
the transmitter-side carrier sensing; an tc-graph edge between ver-
tex 1 and vertex 2 means that link 1 can and will forewarn link 2 not
to transmit when link 1 is transmitting. The rc-graph models the
receiver-side carrier-sensing constraints; an rc-graph edge between
vertex 1 and vertex 2 indicates that R2 will ignore T2 transmission
when the R2 already senses a transmission on link 1. For the net-
work of Figure 2.6, if-graph, tc-graph and rc-graph are presented in
Figure 2.9(a), Figure 2.9(b), and Figure 2.9(c)

Using the graphs described above it is possible to obtain the hid-
den links on the network by TC∩(IF ∪RC) where IF , TC, and RC
are respectively the set of edges on if-graph, tc-graph, and rc-graph,
and TC represents the set of edges that are not on the tc-graph.
The number of hidden links is given by NHN =

∣∣∣TC ∩ (IF ∪RC)
∣∣∣.

If a tc-edge does not exist from link 1 to link 2, the transmission of
link 1 will not be sensed by T2. But if a rc-edge or a if-edge exists
between link 1 and link 2, it indicates that either R2 will ignore T2
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Figure 2.9: In the topology of Figure 2.6, (a) is the if-graph, (b)
is the tc-graph, (c) is the rc-graph, and (d) represents the hidden
links.

when R2 senses a transmission on link 1 (rc-edge), or that there is
physical interference from link 1 to link 2 (if-edge). In both cases,
T2 will interpret it as a collision and we can say that link 1 is hid-
den from link 2. The hidden links of Figure 2.6 are represented in
Figure 2.9(d). The miss ratio metric is then the ratio between the
number of hidden links NHN and the number of edges belonging to
rc-graph or if-graph, as given by Eq. 2.8.

missratio= NHN
|IF ∪RC|

(2.8)

When TC = {IF ∪RC} there are no hidden links NHN and miss
ratio=0, which is the ideal value to avoid collisions on a network.
For the network on Figure 2.6, {IF ∪RC} = {IF} and |IF | = 18,
thus miss ratio= 4/18 = 0.22. In [65], the authors do not relate miss
ratio with the network throughput.

In [66], the authors model the per-hop throughput Th as a func-
tion of network parameters such as the communication sense range
R, the number of nodes D per m2, the expected duration of frames
transmission, the propagation delay, the duration of an idle slot, the
minimumMAC backoff window size, and the MAC retry limit. They
also show that the number of collisions caused by hidden nodes is
higher than the number of collisions caused by simultaneous trans-
missions; this analysis is shown by graphs that plot the probability
of collision caused by simultaneous transmission pcx, the probability
of collisions caused by hidden nodes pch and the probability of total
collisions p as a function of R for a fixed number of D nodes per
m2.



40 Wireless networks based on CSMA/CA

R andD enable to derive the neighbor node density as d= πR2D

and it is possible do plot the probability of collisions as a function
of d, as shown in the left hand graph of Figure 2.10. These plots
show that the probability of collisions increase with the increase of
the neighbor node density d. However the probability of collisions
caused by hidden nodes pch does not increase continuously with d;
when there are more neighbors around a node, the neighbors of
the node’s neighbors are all inside the communication range of each
other reducing the occurrence of hidden nodes. On the other hand,
the probability of collision caused by simultaneous transmission al-
ways increase with the increase of node density; when the number
of nodes in the neighborhood of a node increases it is more likely
that two or more nodes start transmitting simultaneously. In [66] is
also provided a graph representing the per-hop throughput Th as a
function of the communication range R. Using this graph and that
relating the probabilities of collision and R, it is possible to plot the
per-hop throughput Th as a function of the probabilities of collision
p, pch and pcx shown in the right hand side of Figure 2.10. This
graph shows that the per-hop throughput is very influenced by the
probability of collisions, as expected. In particular, the probability
of collisions caused by hidden nodes pch has a high correlation with
the throughput Th.
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Figure 2.10: Relation between neighbor node density and per-hop-
throughput based on the results presented by Abdullah et al.
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2.6 Summary

In this chapter we presented the state-of-the art relevant for the
work addressed in this thesis.

We described the operation of the CSMA/CA MAC protocol
used in IEEE 802.11 standard and presented the hidden terminal
problem that is highly responsible for decreasing the capacity of
WMNs.

Studies that establish boundaries on the wireless networks in
general and the WMNs in particular were surveyed. Gupta and
Kumar [13] present a boundary for wireless networks in general and
Jangeun and Sichitiu [38] introduce the concept of bottleneck colli-
sion domain by defining it as the geographical area of the network
that enables an upper bound on the amount of data that can be
transmitted in the network. This concept is used in the last part
of the chapter. The state of the art interference models were also
surveyed. The protocol interference model enables the use of simple
graph-coloring solutions to avoid interference on WMNs which even-
tually turns out into NP-hard problems. The physical interference
model is more complex but more realistic. The k-hop interference
model defines that only one link can be active at one time within a
k-hop distance which results NP-Hard problems when k > 1.

We presented a survey and a classification of channel assign-
ment methods in single-radio WMNs. The objective of most of
the assignment strategies for WMNs studied in the past few years
([14, 15]) was to minimize the overall network interference which is
calculated based on topology and traffic information. Most of the
approaches address the scenario of WMNs with multi-radio nodes
([16, 17, 18]) which are not suitable for the single-radio scenario we
aim to address. The single-radio approaches found can be classified
as dynamic or static. Dynamic approaches are mostly MAC layer
protocols that stand on channel switching ([19], [20], [21]) which
are difficult to implement with currently deployed 802.11 hardware
and present problems such as the multi-channel hidden node prob-
lem. The static approaches found are three: (1) a distributed rout-
ing protocol [22] that uses traffic information to balance the load
between channels disregarding the reduction of interference, (2) a
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centralized tree-based multi-channel scheme [23] designed for data
collection applications in dense WSN that assumes the existence of
a single gateway, and (3) a couple of algorithms [24] designed to
realize a component based channel assignment strategy that do not
address stub networks.

A survey of studies that relate topology characteristics of WMNs
with the network performance was also made and metrics for these
characteristics were provided. In what concerns mean hop count and
neighbor node density, we conclude that it is not possible to pre-
dict the maximum network throughput by just using these metrics;
nevertheless, there exists an inverse relationship between network
throughput and mean hop count, as well as between throughput
and neighbor node density. We presented two metrics to measure
the hidden nodes on a network: the mean number of hidden nodes,
and the miss ratio.



Chapter 3

Identification of relevant
topology metrics

In a single-radio WMNs the goal of a quasi-static channel assignment
algorithm is to determine in which channel each node should be
working on. We recall that we assume that a single radio WMN node
is a node that can use a single network interface and a single channel
at time for communicating with the other mesh nodes. Everytime a
mesh node is assigned to a new channel, the topology of the network
changes.

We argue that the network performance can be improved by con-
trolling the network topology characteristics. As seen in Section 2.5,
state-of-the art works related the network performance with topol-
ogy metrics such as the mean hop count, the neighbor node density,
the mean number of hidden nodes and the miss ratio. In this chapter
we introduce a set of metrics related with the gateway neighborhood
(1st ring): the size of the 1st ring, the mean number of hidden nodes
on the 1st ring, and the miss ratio on the 1st ring. These metrics
change when a node is assigned to another channel. In this chapter,
we aim to investigate if these metrics have a relevant impact on the
network throughput.

The rest of the chapter is organized as follows. Section 3.1 de-
scribes the methodology used in our study. Section 3.2 presents
a detailed study of the two scenarios that were used. Section 3.3

43
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discusses the impact of the mean hop count metric on the network
throughput. Section 3.4 describes the impact that the neighbor node
density and the gateways position have on the network throughput
using a single channel scenario. Section 3.5 investigates the impact
that topology metrics related to the gateway neighborhood have on
throughput. Section 3.6 presents a summary of this study.

3.1 Methodology

We investigate the impact of the topology of a network on its per-
formance, by means of extensive simulation analysis. We defined
a lattice topology and simulated 18 dual-channel arbitrary deploy-
ments.

The 18 arbitrary channel assignment scenarios were applied to
a 36 node network displaced in a 6x6 lattice topology disposed in
an area of 1000m×1000m, as represented on Figure 3.1. The num-
ber inside a circle identifies the node. The lines represent wireless
link layer connectivity; horizontal and vertical links (e.g. 1-2 or
1-7) measure 176m and diagonal links (e.g. 1-8) measure 249m.
On figures of next sections (Figure 3.2 to Figure 3.13), the squares
represent the gateways that have a wired connection to the Inter-
net. Dark circles in these figures represent nodes configured on a
channel, and light circles represent nodes on an orthogonal channel;
these two networks are interconnected through their gateways.
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Figure 3.1: 6x6 lattice used to study the impact of topology char-
acteristics on the network throughput.



3.1 Methodology 45

The two channel assignment schemes A1 and A2 represented in
Figure 3.2, along with a single channel scenario (A-SCh), were used
as the base scenarios to study the impact of the topology charac-
teristics on network throughput. Scenarios B1 and B2 of Figure 3.8,
based on A1 and A2 but with fewer nodes, were simulated to study
the effect of hop count. Scenarios C1, C2 and C-SCh of Figure 3.9,
based on A1 and A2 with larger carrier sensing range, were used
to study the neighbor node density. Scenarios D1, D2 and D-SCh
of Figure 3.10, based on A1, A2 and A-SCh with gateways posi-
tioned on the center of the network, were used to understand the
impact of the gateways position. Scenarios E1, E2, E3 and E4 of
Figure 3.12 and scenarios A3, A4 and A5 of Figure 3.13 were used to
study the impact of the gateway neighborhood in terms of neighbor
node density and hidden nodes.

3.1.1 Simulator parameters

The parameters used in simulation are presented on the Table 5.3.
The simulation tool ns-2 was used with two-ray propagation model
in the physical layer, and MAC DCF 802.11 in the link layer. The
Hybrid Wireless Mesh Protocol (HWMP) [1, 71] was used to estab-
lish routes since it is defined in the IEEE standard to WMNs [72].
RTS/CTS handshake was also used and the Carrier Sense Thresh-
old (CSThresh) was configured to guarantee a carrier sensing range
of 350m.

3.1.2 Traffic flows

Each node generates a User Datagram Protocol (UDP) flow towards
the gateway, so 17 flows were simulated on each channel on all sce-
narios except the single channel scenario with 34 flows on a single
channel, and scenarios B1 and B2 which have 13 flows on each chan-
nel. A set of simulations was carried out. In each simulation all
flows generated the same bit rate. Flow’s bit rates from 10kbit/s
to 7.5Mbit/s were used. Flow packets are generated by a Poisson
process without bursts, characterized by exponentially distributed
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Parameter Value

Propagation Model Two ray ground
Channel data rate 11Mbit/s

Receiving Threshold -70.2 dBm, 350m
Node distance 176m

Main flow packet size 1500 bytes
RTS/CTS ON

Max. retransmission retries 7
Routing protocol HWMP
Flow source type Poisson (UDP)

WarmUp flow packet size 256 byte
WarmUp flow data rate 10 packet/s

Simulation runs 10
Table 3.1: Parameter values used in ns-2.29 simulations of networks
with lattice topology.

inter-arrival times. Poisson process was selected to avoid simultane-
ity problems caused by other simpler approaches such as Constant
Bit Rate (CBR). All flows are configured with similar parameters,
which are fixed for each simulation; each simulation was run with
10 different seeds.

Simulations run for 60 seconds, what may imply the generation
of 37500 packets. During the first 3 seconds there are no data flows;
this period is used to allow the HWMP routing protocol to execute
the proactive tree building functionality; in this phase a route to one
of the gateways is added to each node as described in the proactive
Path Request (PREQ) mechanism [1]. The expiration period of
routes and routing messages are set to be larger than the simulation
run. This option avoids the exchange of routing messages during
the main flows simulation which cause avoidable overhead and also
avoids the hop count shift problem described in [73].

Between second 3 and second 4 the warm up flow takes place
between each node and the gateway; this flow enables the Address
Resolution Protocol (ARP) tables of each node to be filled. On
second 5, the main flows start and go on until second 50. The
last 10 seconds of each simulation are used to enable packets to be
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dequeued.

3.1.3 Queuing model

Preliminary experiences with the topologies of Figure 3.2 showed
that the simulated scenarios exhibited serious fairness problems; for
medium to high loads, only the nodes directly connected to the
gateway could transmit their packets to the destination. This prob-
lem occurred because the queue of each node started to be filled by
packets originated by the node’s flow, and the packets received by
downstream neighbors were dropped because there were no avail-
able buffers on the queue. This is an well identified and solved
problem in the literature, as described in [74] and then in [75]. In
our study a solution based on [75] was used where each node shares
evenly the available queue among all the flows that are being for-
warded by a node, including the node’s flow. In practice, a different
queue was created for each flow and these queues were served by
a single server using a round robin strategy. Using this approach
we could guarantee that all flows have the same chance to transmit
their packets at each hop of the path and we could focus on the
main objective of the study which consists in analyzing the impact
of topology characteristics on the network throughput.

The queue size used in this study was 50 packets. So a node
forwarding N − 1 flows plus its own generated flow, is able to ac-
commodate N × 50 packets. The N queues are, as said, served in
round robin. In order to guarantee that these values do not affect
the simulation results, we carried out simulations with smaller queue
size (3 packets) and with infinite queues (200000 packets); results
obtained showed that the queue size does not affect the network
throughput.

3.1.4 Measuring network metrics

To calculate the network topology and performance metrics, the two
sub-networks resultant from the channel assignment are treated as
a single network. The metrics aggregate the performance and the
topology characteristics of all nodes in the network, independently
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of the channel each node is configured in. Metrics are calculated by
analyzing the trace files generated by ns-2 using python scripts and
the graphs presented were created using matplotlib python library.

The performance metrics considered are the per-hop through-
put and the end-to-end throughput. The per-hop throughput is
defined as the mean bit rate of each data link in the network and
is calculated as the total number of MAC frames successfully trans-
mitted on the links of the network divided by the number of active
links on the network which is 34 in these scenarios; non acknowl-
edged frames are not considered. The end-to-end throughput of the
network is defined as the sum of the bit rate received by the two
gateways, divided by the number of sources of the network which is
34, except for scenarios B1 and B2.

3.2 Basic scenarios

 Scenario A-SCh  Scenario A1  Scenario A2

Figure 3.2: The channel assignment scheme used in A1 minimizes
the number of hops to the gateway. The scheme used in A2 aims to
reduce the number of contending neighbors. In the single channel
scheme, A-SCh, the two gateways and the rest of the nodes are on
the same channel.

Figure 3.3 shows the throughput and topology characteristics of
the two scenarios represented in Figure 3.2, and compares it with
a third scenario (ScenarioA-SCh) where all nodes and gateways
of Figure 3.1 work in a common channel. Figure 3.3(a) presents
the per-hop throughput. For each source node debit, Figure 3.3(b)
presents the mean of end-to-end throughput and the 90% confi-
dence interval calculated using the results of the 10 simulations
runs. Topology characteristics of these scenarios are presented on
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Figure 3.3(c), and they were calculated as explained on Chapter 2;
the 90% confidence intervals of the topology metrics are also shown
and indicate that the values shown are very accurate. The results on
Figure 3.3 are compared with results from simulations with variants
of scenarios A1 and A2 and discussed in the following subsections.
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Figure 3.3: (a) per-hop throughput (b) end-to-end throughput and
(c) topology metrics of two dual-channel and one single channel
assignment schemes presented on Figure 3.2. The 90% confidence
intervals of the throughputs and topology metrics are also shown.
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3.2.1 Impact of traffic conditions

Estimate network capacity IEEE802.11’s theoretical data rate
for each gateway is 11Mbit/s, but more than 50% [76] of it is used
in overhead, leaving 5.5Mbit/s per gateway available to transmit
packets from 34 flows. The maximum mean data rate for each flow
is 5.5Mbit/s×2gateways/ 34nodes= 323kbit/s. Considering that
each frame is forwarded through multiple hops until it reaches the
gateway, the maximum achievable end-to-end throughput is even
lower. Therefore, it is expectable that a considerable amount of
frames are lost when the sources debit is above 0.3Mbit/s.

Low load traffic conditions Low load traffic conditions are as-
sumed when each source generates less than 120kbit/s. In these
conditions every channel assignment scheme, including the single
channel, presents the same end-to-end throughput results. In low
load traffic conditions, all the packets are delivered to the destina-
tion without noticeable losses, independently of the scenario used;
Figure 3.3(b) proves this by showing that for debits below 120kbit/s,
the end-to-end throughput is equal to the source debits. The per-
hop throughput graph of Figure 3.3(a) shows that the number of
MAC transmissions in these conditions correspond to the number
of packets received by the gateways multiplied by the number of
hops of the paths followed by packets whose values are shown in
Figure 3.3(c). The mean path length in ScenarioA1 and in single
channel scenario is 1.7, while ScenarioA2 has a mean path length
of 2.41. When the throughput is 120 kbit/s, which occurs when the
individual source debit is 120 kbit/s, the amount of data generated
by each flow along its path is 1.7×120kbit/s= 200kbit/s in the case
of ScenarioA1, and 2.41×120kbit/s= 290kbit/s for ScenarioA2.

High traffic load conditions When the traffic load is higher
than 120kbit/s, the end-to-end throughput starts growing slowly,
in opposition to the linear growing for low loads. The networks
start to lose packets and the differences of performance between the
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topologies start to be evident. When each individual source gener-
ates more than 3Mbit/s, the end-to-end throughput stops growing
indicating that the network is near its saturation point.

3.2.2 End-to-end and per-hop throughputs

Figure 3.3(b) shows that the maximum end-to-end throughput of
ScenarioA2 is 127kbit/s for the offered load of 190kbit/s, what
suggests the existence of an optimum offered load; the existence of
an optimum offered load was also reported in [62] and [63]. For Sce-
narioA1, the end-to-end throughput increases even when it starts
to lose significant amounts of data (when each node source debit
is higher than 300kbit/s), and it continues to grow with increas-
ing amounts of offered load until it reaches a saturation value of
170kbit/s. The inefficiency of ScenarioA2 for high loads is caused
by hidden nodes which cause collisions. Despite the mean number
of hidden nodes in ScenarioA2 being lower than in the other sce-
narios, as shown by Figure 3.3(c), the neighbor node density is also
lower indicating that most of the neighbors are hidden from each
other, as revealed by the miss ratio of ScenarioA2, which is higher
than in ScenarioA1.

The per-hop throughput shown in Figure 3.3(a) increases with
the offered load until reaches the saturation. The saturation val-
ues are 520 kbit/s, 800 kbit/s and 460 kbit/s respectively for scenar-
ios A1, A2 and A-SCh. ScenarioA2 presents the highest per-hop
throughput. There are two reasons for that: 1) the large value of
the mean hop count of ScenarioA2 observed on Figure 3.3(c); 2) the
low neighbor node density on the topology of ScenarioA2.

3.2.3 Node density impact on per-hop through-
put

The per-hop throughput can be easily correlated with the neighbor
node density for scenarios A1 and A2 on Figure 3.2. High node den-
sity results on low number of frames successfully delivered to the
MAC receivers as also shown in Figure 2.7. However, ScenarioA2
has high per-hop throughput but low end-to-end throughput which
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represents the amount of packets actually delivered to the final des-
tination. This apparent contradiction indicates that a substantial
part of the frames are lost before reaching the final destination.
It is expectable that frames are lost when debits are higher than
0.3Mbit/s since all flows are destined to the gateway which is the
network bottleneck.

Scenario A1 Scenario A2

0.0 0.2 0.4 0.6 0.9 1.1 1.3 1.6 1.8 2.0 2.3
MAC sucessfull transmissions (Mbit/s)

Figure 3.4: Amount of data transmissions on the networks of sce-
narios of Figure 3.2 when each node is generating a flow of 3Mbit/s
to a destination on the Internet. The white and black centers of
each node represent the gateway used to forward the packets to the
Internet. The face color of a node represents the amount of data
frames that were successfully sent by that node.

Figure 3.4 shows the number of successful MAC transmissions
when each node generates a traffic flow of 3Mbit/s. This load cor-
responds to the saturation point of Figure 3.3(a). Nodes on the
boundary of the network tend to acquire the channel and transmit
much more packets than the other nodes on the path towards the
gateway. The boundary nodes on both scenarios have few contend-
ing neighbors and the CSMA nature of IEEE 802.11 MAC protocol
allows them to get the opportunity to transmit more often than
subsequent nodes on the path to the gateways which have more
contending neighbors. Border nodes transmit more MAC frames
then interior nodes despite interior nodes have more frames to trans-
mit, because they have to transmit their own frames and forward
the frames coming from downstream neighbors. This effect makes
the network inefficient because the packets that were transmitted
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in the first hops are then dropped near the gateway. Border nodes
transmit more MAC frames on ScenarioA2 than in ScenarioA1 be-
cause ScenarioA2 has an higher difference between the number of
neighbors on border and interior nodes. This is why ScenarioA2
is more inefficient than ScenarioA1, what confirms the results on
Figure 3.3(b).

3.2.4 Analysis of generated packets

In our scenarios, the sources generate more packets than those that
can be transported by the network. There are four possible destinies
for a generated packet: 1) the packet is dropped by the source node
because its queue is full; 2) the packet is dropped in an intermediate
node because that queue is full if the medium around is congested;
3) the packet is dropped because the maximum number of retries
defined by the IEEE 802.11 MAC is exceeded; 4) the packet succeeds
if it reaches the gateway. Figure 3.5 quantifies these destinies for
ScenarioA1 and ScenarioA2 of Figure 3.2.
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Figure 3.5: Packets generated by sources (1) dropped in the queue
by source nodes, (2) dropped in the queue by intermediate nodes, (3)
dropped after exceeding the maximum retransmission retries limit,
or (4) delivered to the final destination.
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The graphs on Figure 3.5 confirm the results in Figure 3.3(b)
showing that ScenarioA1 has a higher end-to-end throughput than
ScenarioA2, represented in Figure 3.5 by the bottom layer of the
curve in dark blue. The number of drops caused by exceeding the
maximum retransmission retries, represented by the second layer
in light green of graphs of Figure 3.5, shows that the amount of
collisions in ScenarioA1 is lower than in ScenarioA2. The number
of packets dropped due to an excessive number of retries is a little
fraction of the number of retransmissions.

While the nodes are retransmitting a packet multiple times due
to collisions, the other packets are buffered in the queues waiting
for their opportunity to be transmitted. This will cause the queue
to increase and causes the drop of new packet arriving. These losses
are represented in Figure 3.5 by the third and fourth layers in light
yellow and dark red; the combined value of drops in the queues are
higher in ScenarioA2 due to the amount of time that nodes in this
scenario spend on retransmissions, due to collisions.

Despite the total number of drops in the queues of ScenarioA2
is higher than in ScenarioA1, the number of these drops that oc-
curred in the source nodes is higher on ScenarioA1. This confirms
the results in Figure 3.4, which show that nodes on border nodes
transmit more MAC frames on ScenarioA2 than in ScenarioA1.

ScenarioA2 shows more drops in the queues of intermediate
nodes than ScenarioA1, what is explained by the large number
of successful transmissions by border nodes of ScenarioA2. These
packets are delivered to intermediate nodes which have neighbor
node density higher than border nodes so the contention in the later
causes packets to be buffered for more time and leads to packet drops
in these queues. The asymmetry between the number of neighbors
of border and interior nodes is higher in ScenarioA2 than in Sce-
narioA1.

3.2.5 Analysis of collisions

The packet losses caused by exceeding the MAC retransmission re-
tries in ScenarioA2, observed in Figure 3.5, indicates that this sce-
nario has a larger amount of collisions than scenarioA1. In order to
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better understand the causes and impact of collisions on the network
performance, the number tentatives for transmitting data frames
were studied for both scenarios; result are presented in Figure 3.6.
For that purpose we characterize the number of RTS messages sent
by nodes. After an RTS message is sent, the following may happen:
(1) RTS is not received; (2) RTS is successfully received but the re-
ceiver does not answer with CTS because it senses that some other
node is using the medium; (3) RTS is followed by a CTS and then
a data frame is sent which is not received; or (4) the RTS/CTS and
the DATA/ACK pairs are successfully exchanged.
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Figure 3.6: After a RTS message is sent, the following may happen
(1) RTS is not received, (2) RTS is successfully received but the
receiver does not answer with CTS, (3) RTS is followed by a CTS
and then a data frame is sent which is not received, or (4) the
RTS/CTS and the DATA/ACK pairs are successfully exchanged.

The number of tentatives for transmitting frames, shown in Fig-
ure 3.6 by the total number of RTS messages sent, is higher for Sce-
narioA2 than for ScenarioA1; this is explained, as discussed above,
by the higher mean hop count and lower average number of neigh-
bors of ScenarioA2 when compared with ScenarioA1. The number
of RTS collisions represented by the first (top) layer in dark red of
Figure 3.6 is higher on ScenarioA2; this can be explained by the
higher miss ratio of ScenarioA2.

When a RTS message is received, the receiver may not respond
to it if it senses the medium busy. In this case the CTS is not sent
and the sender of the RTS will interpret this as a collision. From the
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efficiency point of view this is less prejudicial than a real collision,
since a single retransmission is required of the ignored RTS. Real
collisions, causes the retransmission of both the RTS and the large
data frame that was already being transmitted or received by the
receiver. The amount of RTS messages ignored by the receiver is
represented by the second layer of Figure 3.6 in light yellow, and it
is higher for ScenarioA2.

If the RTS is not ignored and the medium is free, a CTS message
is sent. In our experiences, CTS packets were always successfully
delivered. The sender, then transmits the data frame. The number
of data frame collisions, represented by the third layer of Figure 3.6
in light green, is very low in both scenarios because the RTS/CTS
mechanism avoids most of this type of collisions.

The dark blue bottom layer of Figure 3.6 represent the per-hop
throughput and it confirms the results also presented in Figure 3.3(a)
showing that ScenarioA2 has a higher per-hop throughput than
ScenarioA1.

Scenario A1 Scenario A2

0 27 55 83 111 138 166 194 222 250 277
collisions (pkts/s)

Figure 3.7: Amount of collisions on the networks of scenarios of
Figure 3.2 when each node is generating a flow of 3Mbit/s to a des-
tination on the Internet. The white and black centers of each node
represent the gateway used to forward the packets to the Internet.
The face color of a node represents the amount of collisions perceived
by that node.

Figure 3.7 shows the amount of collisions for each scenario when
each node generates a traffic flow of 3Mbit/s, that corresponds to
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the saturation point referred earlier. Data collisions and RTS col-
lisions are now considered on the receiver of each link. This graph
shows that despite the gateway nodes of ScenarioA1 have experi-
enced more collisions than gateways of ScenarioA2, the total num-
ber of collisions of ScenarioA2 is higher because all the interior
nodes of ScenarioA2 suffer collisions, while in ScenarioA1 only the
a third of all nodes suffer collisions.

3.3 Mean hop count

An experiment was performed to understand the impact of the mean
hop count on the end-to-end throughput of the networks of Sce-
narioA1 and ScenarioA2. Nodes on positions 2, 4, 6, 9, 11, 27, 29,
32, 34 and 36 (refer to Figure 3.1) were removed from networks on
both scenarios in order to get similar mean hop count; the resulting
networks are ScenarioB1 and ScenarioB2, shown in Figure 3.8(a).

The networks of ScenariosB were subjected to the same tests
and loads described before. The achieved end-to-end throughputs
with the correspondent 90% confidence intervals and the topology
metrics are also shown in Figure 3.8. The shape of these graphs are
similar to those presented in Figure 3.3 showing that the mean hop
count of these networks does not have a great impact on the network
performance. An increase of about 30% on the maximum end-to-
end throughput was observed for scenarios B1 and B2, when com-
pared with scenarios A1 and A2. This increase was expected since
fewer nodes are sharing the gateways and the channel. However, the
maximum total end-to-end throughput of the network T = Nλmax

is higher on scenarios A1 and A2 as shown in Table 3.2.

TA1 TA2 TB1 TB2

34×170 =
5.78Mbit/s

34×130 =
4.42Mbit/s

24×220 =
5.28Mbit/s

24×180 =
4.32Mbit/s

Table 3.2: Total end-to-end throughput of the network is higher on
scenarios A1 and A2 than in with B1 and B2.
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Figure 3.8: The network topology, end-to-end throughput with
90% confidence intervals and topology metrics of a reduced version
of scenarios on Figure 3.2, where nodes on positions 2, 4, 6, 9, 11,
27, 29, 32, 34 and 36 (refer to Figure 3.1) were removed.

3.4 Single channel scenario

3.4.1 Neighbor node density

Figure 3.3(b) shows that the single channel scenario presents an end-
to-end throughput higher than the scenarios using two channels.
This result is true when the two gateways are deployed beyond the
carrier sensing range of each other. The following experiment was
performed to understand the impact of increasing the carrier sensing
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distance on the network end-to-end throughput. The networks of
Figure 3.2 were configured with a carrier sensing threshold that guar-
antees a carrier sensing range of 550m, which enables gateways to
sense each other’s transmissions. The resultant networks and their
wireless connections are presented in Figure 3.9; these networks were
subjected to the same tests and loads described before. The achieved
end-to-end throughputs and the topology metrics are also shown in
Figure 3.9; the correspondent confidence intervals were omitted in
order to simplify the figure, but they are of the same order of those
represented in Figure 3.3.

In the Scenario A-Sch (Single Channel) with carrier sensing
range configured to 350m (Figure 3.3), the two gateways are on the
same channel but not on the communication range of each other,
therefore they can receive traffic from neighboring nodes simultane-
ously. When the carrier sensing range enables the gateways to sense
each other’s transmissions, as in ScenarioC-Sch of Figure 3.9, the
gateways share the channel and are on the communication range of
each other; it implies that gateways cannot receive packets simulta-
neously and there is a decrease of network end-to-end throughput
as shown by Figure 3.9, when comparing ScenarioC-Sch and Sce-
narioA-Sch.

Another interesting result is that end-to-end throughput of Sce-
narioC1 is higher than ScenarioA1 while ScenarioC2 presents lower
end-to-end throughputs than ScenarioA2, as shown by the end-to-
end throughput graph of Figure 3.9. This can be explained by the
miss ratio, the mean number of hidden nodes and the neighbor node
density. As shown in the topology metrics graph of Figure 3.9, all
channel assignment schemes with wider carrier sensing range - sce-
narios C1, C2 and C-SCh - have neighbor node densities higher than
schemes of scenarios A1, A2 and A-SCh. However, the number of
hidden nodes and the miss ratio have different behaviors for the dif-
ferent channel assignment schemes when the neighbor node density
increases. When it comes to scenarios A1 and C1, the mean number
of hidden nodes and miss ratio decreases when the neighbor node
density rises; for scenarios A2 and C2 as well as single channel sce-
narios A-SCh and C-SCh, the mean number of hidden nodes and
miss ratio increases with the neighbor node density.
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Figure 3.9: Network topology when carrier sense range is 550m
using the same channel schemes of Figure 3.2. When the carrier
sense range enables the gateways to sense each other’s transmissions,
the single channel scenario (ScenarioC-Sch) performance is lower
than the ScenarioA-Sch. The decrease and increase respectively of
hidden nodes from ScenarioA1 to ScenarioC1 and A2 to C2 justifies
the increase and decrease on the end-to-end throughput.
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3.4.2 Gateways position

In order to confirm that single channel scenarios, where gateways
are placed on the communication range of each other, present worst
results than when two channels are used, a new experiment was
carried out. The gateways were deployed in positions 15 and 21
(refer to Figure 3.1), as shown in Figure 3.10. The networks of Sce-
nariosD were subjected to the same tests and loads described be-
fore. The achieved end-to-end throughputs with the correspondent
90% confidence intervals and the topology metrics are also shown in
Figure 3.10. The end-to-end throughput for single channel scenario
with centered gateways, ScenarioD-Sch on Figure 3.10, is less than
half of the end-to-end throughput obtained when the gateways are
out of the communication range of each other (ScenarioA-Sch on
Figure 3.3(b)).

In ScenarioD-Sch it is possible to have different routing paths on
each simulation run. Different routing paths turns out in different
miss ratios as shown by the wider confidence interval of miss ratios
on ScenarioD-Sch presented in the topology metrics graph on Fig-
ure 3.10. These variations on miss ratio leads to variations on the
end-to-end throughput as shown by the wider confidence intervals
of end-to-end throughputs of ScenarioD-Sch when compared with
ScenarioD1 and ScenarioD2.

3.5 Gateway neighborhood

In a scenario where a WMN is used to extend Internet access, we
foresee that gateway position has a great impact on performance of
the wireless network. A gateway at a central position leads to short
paths; a gateway deployed at the edge of the WMN may lead to a
small number of contending nodes around it.

In order to characterize the position of the gateway we introduce
the concept of ring. The nth ring is the set of nodes located n
hops away from the gateway as defined in [77]. The 1st ring seems
to be of particular interest, since its nodes share the bottleneck
of the network, which is the wireless channel around the gateway.
The neighbor node density around the gateway can be measured by
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Figure 3.10: Network topology, end-to-end throughputs with 90%
confidence intervals and topology metrics when gateways are de-
ployed in positions 15 and 21 on the center of the network.

simply checking the size of the 1st ring, which is the number of nodes
at one hop distance to and from the gateway. The hidden nodes of
the 1st ring can either be measured by calculating the mean number
of hidden nodes of 1st ring links or by calculating the miss ratio of
the 1st ring. The 1st ring links are the links between the 1st ring
nodes and the gateway.

Recall the set of graphs that capture the physical interferences
and the carrier sensing constraints between links in a network: if-
graph, tc-graph, and rc-graph described in Section 2.5.3. The 1st

ring miss ratio is calculated using IFR1, TCR1 and RCR1 which



3.5 Gateway neighborhood 63

are respectively the set of edges on if-graph, tc-graph and rc-graph
which affect the gateway, as given by Eq. 3.1

missratioR1 = NHNR1

|IFR1∪RCR1|
(3.1)

where NHNR1 =
∣∣∣TCR1∩ (IFR1∪RCR1)

∣∣∣ is the number of links hid-
den from 1st ring links. For the network on Figure 3.11(a), the IFR1,
TCR1, RCR1, and HNR1 are the bold red edges in the graphs of
Figure 3.11, |IFR1∪RCR1|= 7 and |HNR1|= 1 thus miss ratioR1 =
1/7 = 0.14.
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Figure 3.11: In the topology of(a), (b) is the if-graph, (c) is the
tc-graph, (d) is the rc-graph, and (e) represents the hidden links.
The 1st ring edges on these graphs represented as red strong lines.

3.5.1 Size of the gateway neighborhood

In order to understand the impact of the characteristics of a gateway
neighborhood, scenarios E1, E2, E3 and E4 were simulated. These
scenarios, on Figure 3.12, show channel assignment schemes with
1, 2 and 3 nodes around the gateway. Scenarios E1 and E4 are,
respectively, based on Scenarios A2 and A1 presented in Figure 3.2,
moving the gateways to the corners of the lattice. Scenarios E2 and
E3 are variants of ScenarioE1 where the gateway neighborhood was
modified to get respectively 2 and 3 nodes around the gateway.

The networks of Figure 3.12 were offered the same traffic and
tests described earlier. The networks end-to-end throughputs with
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Figure 3.12: Channel assignment schemes with few full connected
nodes on the neighborhood of the gateway. End-to-end through-
puts with 90% confidence intervals and topology metrics are also
presented.

90% confidence intervals and the topology metrics are also presented
in Figure 3.12.

Results in Figure 3.12 show that end-to-end throughput depends
on the 1st ring size which is the neighbor node density around the
gateway. The higher is the 1st ring size, the higher is the end-to-end
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throughput obtained. Also, the mean hop count and the miss ratio
shown in the topology metrics graph of Figure 3.12 present an in-
verse relationship with the observed end-to-end throughputs shown
in the end-to-end throughputs graph; in this case the higher is the
hop count and miss ratio the lower are the end-to-end throughputs
obtained.

The end-to-end throughput obtained in Scenario E3 and Sce-
nario E4 are similar. Curiously, most of these two topologies met-
rics are different, except the size of the 1st ring. This observation
enable us to conclude that the size of the 1st ring may have a great
importance on the performance of the network.

From the 4 channel assignment schemes tested, ScenarioE3 and
ScenarioE4 present the highest end-to-end throughput. In fact,
the 290kbit/s achieved is near the maximal theoretical end-to-end
throughput for a 34 flows destined to 2 gateways when the channel
data rate is 11Mbit/s, which is 323kbit/s as explained above. All
the scenarios reaching near the maximum end-to-end throughput,
have similar 1st ring topology characteristics: three full connected
nodes around the gateway.

3.5.2 Hidden nodes on the gateway neighbor-
hood

In order to verify the impact of 1st ring hidden nodes and 1st ring
miss ratio on the network performance, the scenarios of Figure 3.13
were also tested. Scenarios A3, A4 and A5 are variants of Sce-
narioA2, previously presented in Figure 3.2, where size of 1st ring
becomes respectively 3, 2 and 1. On these scenarios, all 1st ring
nodes are hidden from each other in order to verify the importance
of 1st ring size in the presence of hidden nodes around the gateway.

The networks on Figure 3.13 were offered to the same traffic and
tests described earlier. The networks end-to-end throughputs and
the topology metrics are also presented in Figure 3.13; the corre-
spondent confidence intervals were omitted in order to simplify the
figure, but are of the same order as those represented in Figure 3.12.

In opposition to what was observed in Figure 3.12, for Scenarios
A2, A3, A4 and A5 the end-to-end throughput decreases with the
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Figure 3.13: Channel assignment schemes with few nodes on the
neighborhood of the gateway, all hidden from each other. End-to-
end throughputs with 90% confidence intervals and topology metrics
are also presented.

increase of the size of the 1st ring size, as shown in Figure 3.13. How-
ever, on scenarios of Figure 3.13, the number of hidden nodes around



3.5 Gateway neighborhood 67

the gateway increases with the increase of 1st ring size. Based on
that, we conclude that the number of hidden nodes on the 1st ring
influences more the network performance than the size of the 1st

ring.

The miss ratioR1 is the miss ratio calculated considering only
the links hidden from 1st ring links, as defined in Section 2.5. The
miss ratioR1 shown in the topology metrics graph of Figure 3.13 are
clearly related with the end-to-end throughput also shown in that
figure. The miss ratioR1 of Scenarios A2, A3 and A4 have small
differences between them, while the miss ratioR1 of Scenario A5 is
much smaller. Notably, this relationships are also present between
the end-to-end throughputs of Scenarios A2, A3, A4 and A5 on
Figure 3.13.

ScenarioA5 has the best performance presented in Figure 3.13
because it has a single node on the 1st ring and therefore does not
have nodes hidden from this single link to the gateway. However, the
end-to-end throughput of ScenarioA5 does not reach the maximum
achievable end-to-end throughput observed at Scenarios E3 and E4
on Figure 3.12 because a single link of ScenarioA2 is not able to
make hay of channel capacity as the three 1st ring links of Scenarios
E3 and E4.

Having three nodes on the 1st ring that cannot hear each other,
as on ScenarioA3, causes a great amount of collisions between them
causing inefficiency on the network bottleneck which is the gate-
way neighborhood. On the contrary, when there are three nodes on
the 1st ring that can hear each other, the medium around the gate-
way is used more efficiently, leading to better network end-to-end
throughputs as shown by Figure 3.14.

The amount of collisions on Scenarios E4, E3 and A3 are shown
on Figure 3.15. Scenarios E4 and E3 present less collisions around
the gateway than Scenario A3. The amount of collisions and conse-
quent network inefficiency is related to the number of hidden nodes
on the 1st ring. The inefficiency around the gateway has high im-
pact in the network end-to-end throughput, since it is the network
bottleneck.
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Figure 3.14: Comparison of the end-to-end throughputs of networks
of Scenarios E4, E3 of Figure 3.12 and Scenario A3 of Figure 3.13.

3.6 Summary

In this chapter we clarify which network topology characteristics are
relevant to improve network performance and which metrics can be
used quantify these characteristics.

We consider this characterization fundamental for designing a
quasi-static channel assignment algorithm for single-radio WMNs
and, to the best of our knowledge, it is new.

The impact of the topology of a network on its performance was
estimated by means of extensive simulation analysis. We defined a
set of experiments with 18 arbitrary channel assignment scenarios in
a 6x6 lattice topology network. At each experiment each node gen-
erates a UDP flow towards the gateway, all flows have the same bit
rate. Flow’s bit rates from 10kbit/s to 7.5Mbit/s were used. The
performance metrics considered are the per-hop throughput and the
end-to-end throughput. To calculate the network topology and per-
formance metrics, the two sub-networks resultant from the channel
assignment are treated as a single network. Metrics are calculated
by analyzing the trace files generated by ns-2 using python scripts.

Two channel assignment schemes were applied to the 36 node
lattice network and were used as the basis for this study together
with a single channel scenario, where the 36 nodes share the same
channel. While the channel assignment scheme used in Scenario A1
minimizes the mean hop count, the scheme used in Scenario A2 aims
to reduce the neighbor node density. Scenario A-Sch is the single
channel scenario. ScenarioA2 was found to have a higher per-hop
throughput but a lower end-to-end throughput when compared to
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Figure 3.15: Amount of collisions on the networks of scenarios
E4, E3 and A3 when each node is generating a flow of 3Mbit/s
to a destination on the Internet. The white and black centers of
each node represent the gateway used to forward the packets to the
Internet. The face color of a node represents the amount of collisions
perceived by that node.

ScenarioA1. The inefficiency of ScenarioA2 is caused by the hidden
nodes which cause collisions. The per-hop throughput can be easily
correlated with the neighbor node density of a network; higher node
density results on lower number of frames successfully delivered.

We simulated two new scenarios, ScenarioB1 and ScenarioB2,
which are variants of ScenarioA1 and ScenarioA2 where a set of
nodes were removed from both basic scenarios in order to get similar
mean hop count but maintain the rest of the topology metrics. The
simulation results on this new scenarios show that, in these cases,
the mean hop count has low impact on the end-to-end throughput.

The three new scenarios ScenarioC1, C2, and C-Sch, are vari-
ants of the basic scenarios in which we increased the carrier sense
range. The three new scenarios ScenarioD1, D2, and D-Sch, are
variants of the basic scenarios in which we repositioned the gate-
ways to central positions. The simulation results of these scenarios
show that neighbor node density does not have impact on the end-
to-end-throughput.

In order to understand the impact of the characteristics of a
gateway neighborhood we simulated a set of scenarios E1, E2 and
E3 which differ from each other by the number of nodes around the
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gateway. The results show that the size of the gateway neighbor-
hood has a great impact on the end-to-end-throughput. In order to
verify the impact of 1st ring miss ratio on the network performance
we tested a set of scenarios with different values of 1st ring miss
ratio and sizes of 1st ring. The simulation results showed that the
number of hidden nodes on the 1st ring influences more the network
performance than the size of the 1st ring.

The findings discovered by this study on the arbitrary lattice
topologies can be summarized as follows:

• the miss ratio on the gateway neighborhood and the number of
nodes around the gateway have a huge impact on the network
performance, since the gateway neighborhood is the network
bottleneck and it is important to use it efficiently;

• mean hop count, neighbor node density and the overall miss
ratio have low impact on the network performance for the
topologies studied in this chapter.



Chapter 4

Ranking of topology
metrics

The work presented in this Chapter aims to quantify and rank the
impact that the topology metrics identified in Chapter 3 have on the
WMN performance. The network performance is characterized by
three metrics: throughput, fairness and delay. Selecting the channel
each node is operating, we control the network topology. This con-
trol is achieved because the set nodes operating on different channels
form sub-networks with different topologies. The topology of each
network is summarized by a set of metrics identified in Chapter 3
that includes mean hop count, neighbor node density, number of
nodes in the gateway neighborhood, the miss ratio of the overall net-
work, and the miss ratio on the gateway neighborhood. The number
of nodes using each radio channel is also an important character-
istic when the channel assignment is applied to random networks;
this metric was not considered in Chapter 3 because the topologies
studied there were regular and the channel assignment resulted in
symmetric sub-network topologies.

The analysis made in Chapter 3 gave important hints about the
relative importance of network topology characteristics in network
performance. However, the scenarios studied were few and arbitra-
rily selected. In this chapter we study an extended set of random
network topologies, with the purpose of ranking the impact of the
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network topology on the WMN performance. Using a data mining
technique to extract information from the results of simulations of
a large number of random networks, we aim to quantify the impact
that each network topology metric has on the network performance.

The rest of the chapter is organized as follows: Section 4.1 de-
scribes the data mining techniques used in this chapter, their appli-
cations and concurrent techniques; Section 4.2 describes the research
methodology used in this work; Section 4.3 characterizes the perfor-
mance of the simulated networks; Section 4.4 characterizes their net-
work topology metrics; Section 4.5 presents and analyses the data
mining results; Section 4.6 summarizes the results of this study.

4.1 Data mining

Data mining aims to extract useful knowledge from raw data and it
includes techniques from different disciplines such as artificial intel-
ligence, statistics and databases. One important data mining goal
is to build predictive models, under a supervised learning paradigm
that learns an unknown underlying function that maps a set of in-
puts into a target variable [78]. Such learning is performed over a
training dataset and once a data-driven predictive model is built,
it is possible to issue predictions for unseen (test) data. There are
different types of learning problems and these are binary classifica-
tion, multi-class classification and regression. Binary classification
is a problem with binary outputs (e.g. classify the type of credit,
“good” or “bad”, that is assigned to a client given the status of
her/his bank account). Multi-class classification is a problem with
a finite number of outputs (e.g. person recognition based on pho-
tographs). The regression consists in estimating a real (numeric)
value (e.g. predict house prices based on their number of rooms,
age and other characteristics). This work is seen as a regression
problem since we aim to quantify the impact that each topology
metric has on the network performance.
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4.1.1 Regression techniques

There are several machine learning algorithm to perform regression
from which we highlight two: Artificial Neural Networks (ANN)
and Support Vector Machines (SVM). Despite the complexity of
these two models, it is still possible to extract knowledge in terms
of input variable importance [79] with high accuracy. SVM and
ANN have been successful used to solve a wide range of problems in
statistics [80], science [81], pattern recognition [82], structural civil
engineering [83] and in telecommunications engineering [84].

ANN models for complex systems. ANN mimics some basic as-
pects of brain functions, which processes information by means of
interaction between neurons. They can be used both for classifica-
tion and regression problems. ANN consist of three layers, namely,
the input layer, the hidden layer and the output layer. The input
layer represents the model inputs and the output layer represents
the model outputs. The hidden layer consists of nodes that, during
optimization, attempt to functionally map the model inputs to the
model outputs. There are numerous ANN architectures such as the
multilayer perception and the radial basis function.

SVM is a classifier derived from statistical learning theory and
was initially proposed by Cortes and Vapnik in 1995 for classifica-
tion tasks [85]. Like ANN, SVM can be used both for classification
and regression problems [86]. In regression problems, a non-linear
function is learned by a linear learning machine in a kernel induced
feature space, while the capacity of the system is controlled by a
parameter that does not depend on the dimensionality of the space.
The basic idea when using SVM to regression problems is to map
the input space to the high dimensional feature space in a non-linear
manner.

The popularity of SVM in data mining is due to several advan-
tages that SVM present over other supervised learning techniques.
Similarly to neural networks, SVM is a flexible model (i.e. no a
priori restriction is imposed) that is robust to noise and capable
of complex nonlinear mappings. Hence, SVM often provides a good
predictive performance, in particular if compared with simpler mod-
els, such as multiple regression. Moreover, during the training phase,
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the SVM learning model always converges to the optimal solution,
which is not the case of other random initialization learning tech-
niques, such as ANN.

4.1.2 Applications in telecommunications

Given the increasing interest in data mining and the development
of data-driven models, several supervised learning algorithms have
been applied to the computer networks field. For instance, in [84]
neural networks were successfully used to predict TCP/IP traffic
from two large Internet service providers (regression task), outper-
forming classical forecasting methods (i.e ARIMA and Holt-Winters).
In [87], several data mining models were explored to perform intru-
sion detection in wireless mesh networks (classification approach).
The best results were achieved using a SVM (e.g. 99.9% detection
rate for probe flooding attack), outperforming both a decision tree
and a bayesian method. More recently, a SVM regression modeling
was performed in [88], with the intention of modeling the relation
between probe packets inter-arrival times and the user’s through-
put, achieving a predictive error of 0.37 (mean squared error) and
0.89 (R2).

4.1.3 Concurrent techniques

Several studies exist on the effect of network topology characteris-
tics on the network performance [89, 90, 64, 66, 70, 91]. Most of
these studies address a single network topology characteristic an a
single network performance metric but [91] present boarder studies
including topology metrics.

The study in [89] compares the triangular, square and hexagonal
topologies with different number of nodes per network; they study
the effect of the topology on the capacity using the maximum hop
count to the gateway as a topology metric. The work in [90] studies
the effects of different distributions used to create random network
topologies on the network throughput. The studies in [64, 66, 70]
are surveyed in Chapter 2.
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Robinson and Knightly [91] explore topology and deployment
factors in mesh network design and study their impact on the perfor-
mance of a general wireless mesh network. The performance metrics
considered are access-tier coverage area, backhaul tier connectivity,
and fair mesh capacity. They compare random, triangular, square
and hexagonal topologies with different values of node density. The
objective of the methodology of the study in [91] is to design and
analyze a set of fractional factorial Monte Carlo experiments in or-
der to isolate and study each factor’s influence. In our work we use
a data mining approach, where the network performance is modeled
as a regression function, as given by the SVM algorithm, that is de-
pendent of several topology metrics. Given that the obtained data-
driven models present high predictive capabilities, we then measure
the influence of each topology metric in the SVM model, under
a sensitivity analysis, thus showing the relationships between the
topology metrics and the network performance metrics. To the best
of our knowledge, there are no studies on the effect of topology on
the WMN performance using such data mining approach.

4.2 Methodology

In this chapter we study an extended set of network topologies,
with the purpose of better understanding the impact of the network
topology on the wireless network performance. The methodology
adopted in this work, shown in Figure 4.1, has five stages. In the
first stage, 7000 dual-channel random WMN topologies are gener-
ated. In the second stage these networks are simulated in ns-2 with
UDP traffic. In the third stage the simulation results are measured
to obtain the corresponding network topology metrics and the per-
formance metrics. In the fourth stage a set of SVM models are
generated; the topology metrics are the inputs and the performance
metrics are the output of each model. In the last stage, these data
mining models are used to quantify the importance of each topol-
ogy metric on each performance metric through a 1-D sensitivity
analysis [92].



76 Ranking of topology metrics

Random 

topology 

generator

ns-2

Network 

simulation

ns-2

Measure 

network 

topology and 

performance

python script

Data mining 

model generator 

R/rminer

Sensitivity 

analysis

R/rminer

Figure 4.1: Methodology adopted in this study. The five stages are
the random network topology generation, the network simulation,
the measurement of simulation results, the generation of the data
mining model and the sensitivity analysis.

4.2.1 Random network generation

A tcl script was included in ns-2 [93] to generate 3500 network
topologies. Each network has 36 nodes, including the gateways,
spread in a area of 1000m×1000m. The position of each node, de-
fined by its (x,y) coordinates, was generated using two independent
uniform distributions. Random positions locating two nodes at a
distance smaller than 50m are rejected and another position is gen-
erated. After generating the 36 positions, the connectivity of the
network is verified. If a node does not have at least one neighbor
located at a distance less than RXThreshold= 350m, meaning that
the node is isolated, the network is rejected and a new network is
generated. The first two generated positions are selected to be the
gateways.

Different radio channels are assigned to each gateway. Two chan-
nel assignment strategies were applied to nodes on each topology.
In the first assignment strategy, the channel assigned to each node
is generated using a random variable using a uniform distribution.
If in the generated scheme there are at least one isolated node, the
network is rejected and a new network is generated. In the second
assignment strategy, the channel whose gateway is closer was as-
signed to each node. For doing that, first all nodes are configured in
the same channel, and the gateways broadcast advertisement mes-
sages through the network using the Proactive PREQ mechanism
defined by IEEE 802.11s [1]. Using the advertisement messages re-
ceived, nodes select the closer gateway or the gateway that sent the
first advertisement received by the node if both are at the same dis-
tance. Then, different channels are assigned to each gateway and
the channel assigned to each node is the same as the chosen gateway.
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Fig. 4.2 represents two instances of the generated networks; the lines
between nodes represent wireless connectivity between them.

Figure 4.2: Examples of generated random network topologies.The
lines between nodes represent wireless connectivity between them.
Nodes in different colors are in a different channel.

4.2.2 Network simulation

Each WMN node, except the gateways, generates a traffic flow
whose packets are generated by a Poisson process; these packets
are UDP and are destined to a node in the Internet through the
serving gateway. Simultaneously, a node outside the mesh network
generates a similar flow destined to each node in the network, ex-
cept the gateways. All flows are configured with similar parameters,
which are fixed for each simulation.

The IEEE 802.11 data rate used in this study is 54Mbit/s,
but the overhead of lower layers of the communication stack is
about 50% [94], leaving 27Mbit/s per gateway available to trans-
mit packets from 34 nodes. The maximum data rate per flow is
794kbit/s = (27Mbit/s× 2gateways)/34nodes/2flows. Consid-
ering that each frame is forwarded through multiple hops until it
reaches the gateway, the maximum achievable end-to-end through-
put is even lower. Therefore, it is expectable that a considerable
amount of frames are lost when the sources debit is above 700kbit/s.
We used flows with a data rate of 480 kbit/s to test the networks
with low loads and flows with a data rate of 4.8Mbit/s to test the
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networks with high loads which is a saturation situation. Each gen-
erated network was simulated four times using ns-2.29; with the two
data rates and with 2 different seeds.

The parameters used in simulation are presented on Table 5.3.
The simulation tool ns-2 was used with two-ray propagation model
in the physical layer, MAC DCF 802.11 in the link layer, and the
HWMP [1] was used to establish routes.

Parameter Value

Propagation Model two ray ground
Channel data rate 54Mbit/s

RX Threshold -70.2 dBm, 350m
Node distance 176m

Packet size 1500 bytes
sources debit 4.8Mbit/s or 480 kbit/s

RTS/CTS ON
Routing HWMP

Source type Poisson (UDP)
WarmUp 10 packet/s × 256 byte

Simulation runs 2
Table 4.1: Parameters used in ns-2.29 simulations of the random
network topologies.

The duration of each simulation was configured to give time to
generate 104 packets on each flow; the exact duration depends on
the flow data rate. During the first 3 seconds there are no data
flows; this period is used to allow the HWMP routing protocol to
execute the proactive tree building functionality; in this phase a
route to one of the gateways is added to each node as described
in the the Proactive PREQ mechanism [1]; the reverse path is also
created. Between second 3 and second 10 the warm up flow takes
place between each node and the gateway; this flow enables the ARP
tables of each node to be filled. Warm up flows are not considered
to calculate the network performance metrics.



4.2 Methodology 79

4.2.3 Measurement of network topology and net-
work performance

In order to calculate the metrics of network topology and network
performance, the two sub-networks resultant from the channel assign-
ment are are either treated separately or as a single network. The
metrics are calculated per sub-network when resume the perfor-
mance of topology of nodes sharing a channel; in this case the two
sub-networks are treated separately. The metrics are calculated on
the global network when they aggregate the performance and the
topology information of all nodes in the network. The metrics are
calculated using python scripts that process the simulation trace
files provided by ns-2. The performance and topology metrics con-
sidered to this study are detailed in Section 4.3 and Section 4.4.

4.2.4 Data mining model

In our work we use a data mining approach, where each network
performance metric is modeled as a regression function, as given
by the SVM algorithm, that is dependent of the several topology
metrics.

The main idea of the SVM is to transform the input data into
a high-dimensional feature space by using a nonlinear mapping φ.
For regression, the ε-insensitive cost function is commonly used [86],
which sets a tube around the residuals, being the tiny errors within
this tube discarded (Figure 4.3). Then, the SVM finds the best
hyperplane within the feature space:

ŷ = w0 +
m∑
i=1

wiφi(x) (4.1)

where ŷ is the predicted value, wi are the weights (set by the SVM
training algorithm), m is the number of support vectors (set by the
ε-insensitive tube) and x is a vector with the input variables.

The φ transformation (which is not explicitly known), depends
on the adopted kernel function. The Gaussian kernel is the most
popular one, presenting less parameters than other kernels, and thus
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Figure 4.3: Example of a SVM and regression using the ε-insensitive
tube.

it is adopted in this work:

k(x,x′) = e−γ×‖x−x
′‖2
,γ > 0 (4.2)

Under this setup, performance of the regression is affected by three
parameters: γ is the parameter of the kernel, C is a complexity
penalty parameter, and ε is the width of a ε-insensitive zone. To
reduce the search space, the last two values will be set using the
heuristics proposed in [95]: C = 3 (for a standardized output) and
ε = σ̂/

√
N , where σ̂ = 1.5/N ×∑N

i=1(yi− ŷl)2 and ŷl is the value
predicted by a 3-nearest neighbor algorithm. To optimize the most
relevant SVM hyper-parameter (γ), we adopted a grid search under
the range {2−15,2−13, ...,23}, and an internal (i.e. over the training
data) 3-fold cross validation was used to select the best γ value (i.e.
that produces the lowest absolute deviation error on the validation
data produced by the 3-fold scheme) [78]. After setting γ, the SVM
was retrained with all training data.

In order to evaluate the performance of the SVM predictions,
we considered two popular regression metrics: Mean Absolute Er-
ror (MAD), and Coefficient of determination (R2). Let y denote
the target value, ŷ the predicted value, y and ŷ the mean of these
variables. Then:

MAD = ∑N

i=1 |yi− ŷi|/N

R2 = 1−
(∑N

i=1 (yi− ŷi)2 /
∑N

i=1 (yi−y)2
) (4.3)
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Lower values of MAD and R2 values close to the unit value corre-
spond to a higher predictive capacity. To get robust estimates of the
predictive performances of the SVM model, we applied 5 runs of an
external (i.e. over all data) 5-fold cross validation, in a total of 25
SVM trainings for each tested configuration. The predictive errors
(i.e. MAD and R2) shown in this work are reported in terms for the
mean values of these runs and computed over the test (i.e. unseen)
data defined by the 5-fold procedure. All experiments reported were
implemented using the rminer library of the R tool [96].

4.2.5 Sensitivity analysis

Another important data mining goal is related with descriptive
knowledge, i.e. if it is possible to extract useful understandable
knowledge from the data-driven models. In this application do-
main, this issue is handled by using the fitted SVM data mining
models to estimate the impact of topology metrics on the wireless
network performance. Despite the high complexity the SVM models
(due to the nonlinear kernel transformation), it is still possible to
extract knowledge in terms of input variable importance and Vari-
able Effect Characteristic (VEC) curves by using a 1-D sensitivity
analysis [92]. This sensitivity analysis works by successively holding
all inputs to their average values except one input, which is varied
through its range of values in order to observe its effect on the tar-
get responses. The higher the variance observed in the responses,
the higher is the importance of the input variable. Thus, the set
of input variables can be ranked according to the variance measure
of the sensitivity responses. In addition, during this 1-D sensitivity
analysis, the average effect of an all probed individual input levels
on the model predictions can be stored. By using such data, it is
possible to plot the respective VEC curve, which gives a visual and
easy to read information about the average impact of a given input
variable in the fitted model.
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4.3 Network performance metrics

Network performance can be characterized using measures such as
throughput, delay and packet loss. In our study we focus on node
throughput and delay. First we want to maximize the average node
throughput. Second, we want to maximize fairness among node’s
throughput, to be sure that each mesh node offers an effective con-
nection of its stations to the infra-structured network. Third, we
want to minimize the end-to-end delay experienced by packets trans-
mitted to and from the mesh nodes and the infra-structured net-
work. These metrics are defined below.

The present section defines the performance metrics considered
to this study and characterizes the metrics obtained on the simu-
lations carried out. The set of 28000 experiments (7000 topologies
× 2 seeds × 2 data rates) was studied statistically considering that
each of the metrics is a random variable and the measures taken
from the simulation are samples of those variables. The probabil-
ity density function (PDF) of each network performance metric is
shown in Fig. 4.4 for simulations with low and high loads calculated
per sub-network or over the global network. The mean value and
standard deviation of the performance metrics of the samples are
represented in graphics as µ and σ respectively.

4.3.1 Throughput

The throughput is defined as the sum of the bit rate received by
destinations. Formally, the throughput TA measured on channel A
is given in bits per second by Eq. 4.4 where TRXi is the number of
packets received by node i, T TXi is the number of packets received
by the gateway sent by node i, and L is the packet length given in
bits.

TA =
∑(TRXi +T TXi )L

duration of simulation
(4.4)

The histogram of the throughput is presented in Figure 4.4(a),
4.4(d), 4.4(g), and 4.4(j) for simulations with low and high loads
calculated per sub-network or over the global network. When the
network is low loaded, the achieved network throughput is also low;
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Figure 4.4: Histograms of performance metrics.

this is shown by comparing Figure 4.4(a) with Figure 4.4(d), and
Figure 4.4(g) with Figure 4.4(j).

Experiments with high source load data rates show a wider
histogram and larger standard deviation (4.1 Mbit/s for per sub-
network and 4.9 Mbit/s for global network) when compared with
low source load data rates (2.0 Mbit/s for per sub-network and
2.9 Mbit/s for global network) meaning more uncertainty in the
throughput results when the network is saturated.

Throughput results for the global network are about the double
of those calculated per sub-networks since the number of flows con-
sidered is also the double. This is the reason why the mean values
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of throughput global network measures (20.0 Mbit/s for low source
load data rates and 23.5 Mbit/s for high source load data rates) are
the double of the mean values of throughput sub-network measures
(10.0 Mbit/s for low source load data rates and 11.7 Mbit/s for
high source load data rates). Despite the standard deviation of the
throughput in global network measures (2.9 Mbit/s for low source
load data rates and 4.9 Mbit/s for high source load data rates)
is higher than the standard deviation of throughput sub-network
(2.0 Mbit/s for low source load data rates and 4.1 Mbit/s for high
source load data rates), it is not the double. This is why global
network throughput present a narrowest histogram when compared
with per sub-network.

4.3.2 Fairness

The measure of the fairness of the achieved throughput among flows
in the network or in the sub-network is estimated using the Jain
Index [97]. Eq. 4.5 shows how fairness is calculated, where Ti is
the sum of TRXi and T TXi . The fairness J is independent of scale,
applies to any number of nodes and is bounded between 0 and 1,
where J = 1 indicate a totally fair network.

J = (∑Ti)2

n
∑
T 2
i

(4.5)

The histogram of the fairness is presented in Figure 4.4(b), 4.4(e),
4.4(h), and 4.4(k) for simulations with low and high loads calculated
per sub-network or over the both sub-networks. Figure 4.4(e) and
4.4(k) show that when 34×2 flows (download plus upload flow per
node) of 4.8Mbit/s are inserted in the network, it gets saturated
because fairness is low. Nodes that are not in the neighborhood of
the gateways have more difficulty to transmit their packets through
long multi-hop routes and low values of fairness are achieved by
most of the experiments.

Figure 4.4(b) shows that when the flow data rate is low, the
fairness is high (around 100%) in most experiences, showing that all
nodes in each sub-network have similar chances of transmitting their
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packets because the network is not saturated. With these load con-
ditions, the fairness measured using the throughput achieved by all
nodes in the network is lower when compared with per sub-network
fairness, as shown by Figure 4.4(h); the two sub-networks of each
scenario typically have different topological characteristics, mostly
the number of nodes per sub-network, and even if the bandwidth is
evenly distributed among the nodes in a sub-network, the achieved
per node throughput on each sub-network is different, resulting in
lower fairness.

4.3.3 Delay

The delay is calculated as the mean time elapsed between the cre-
ation of a packet and its reception by the final destination. Lost
packets are not considered. The histogram of the delay is pre-
sented in Figure 4.4(c), 4.4(f), 4.4(i), and 4.4(l) for simulations with
low and high loads calculated per sub-network or over the both
sub-networks. When the flow data rate is high (Figure 4.4(f) and
4.4(l)), most packets to and from nodes that are not in the gateway
neighborhood are lost. Therefore most of the packets considered to
calculate the delay, which are those successfully delivered to their
destinations, have to be forwarded through less hops when com-
pared with the low data rate scenarios leading to lower delays when
compared with low traffic load conditions.

Overall network delay is the weighted mean of delays of packets
delivered in both sub-networks, therefore the overall network and
per sub-network delays have a similar mean; the standard deviation
is lower.

4.4 Network topology metrics

The topology of each network is summarized by a set of metrics iden-
tified in Chapter 3 that includes mean hop count, neighbor node
density, number of nodes in the gateway neighborhood, the miss
ratio of the overall network, and the miss ratio on the gateway
neighborhood. The number of nodes using each radio channel is
an important characteristic when the channel assignment is applied
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to random networks. This metric is being considered in this study
because the topologies that were studied were regular and the chan-
nel assignment resulted in symmetric sub-network topologies. The
topology metrics are detailed in the next sub-sections.

The present section defines the performance metrics considered
to this study and characterizes the metrics obtained on the simu-
lations carried out. The set of 28000 experiments (7000 topologies
× 2 seeds × 2 data rates) was studied statistically considering that
each of the metrics is a random variable and the measures taken
from the simulation are samples of those variables. The probability
density function (PDF) of each network topology metric is shown
in Fig. 4.4 for the simulated networks calculated per sub-network or
over the global network. The mean value and standard deviation of
the performance metrics of the samples are represented in graphics
as µ and σ respectively.

4.4.1 Number of nodes

The number of nodes using each radio channel is an important char-
acteristic when the channel assignment is applied to random net-
works. In Chapter 3 this metric was not considered because the
topologies that were studied were regular and the channel assign-
ment resulted in symmetric sub-network topologies.

The total number of nodes in all simulated random network sce-
narios is 36. When the channel assignment scheme is applied to
these networks, the resultant sub-networks may have different num-
ber of channels. When each sub-network is analyzed alone, i.e. the
metrics are calculated per sub-network, the number of nodes metric
counts the nodes using a common channel. The histogram of the
number of nodes found over all the simulations carried out is pre-
sented in Figure 4.5(a). Since the channel was randomly assigned to
nodes on the topology, the mean number of nodes on each channel
is 18 which is half the total number of nodes on the networks (36).

When the global network is considered the metric is the num-
ber of nodes difference which is the difference between the num-
ber of nodes n in sub-networks of a same network. Nodes in a
sub-network share a common radio channel and their packets are



4.4 Network topology metrics 87

8 16 24 32
(a) No. of nodes on per sub-network;

0

3

6

9

Fr
eq

ue
nc

y

×103

µ=18.0
σ=3.1

0 4 8 12
(b) No. of nodes diff. on global network;

0.0

1.5

3.0

4.5

Fr
eq

ue
nc

y

×103

µ=2.1
σ=2.3

2 3 4 5
(c) Mean hop count on per sub-network;

0

2

4

6

Fr
eq

ue
nc

y

×103

µ=3.1
σ=0.6

2.4 3.2 4.0 4.8
(d) Mean hop count on global network;

0.0

0.8

1.6

2.4

Fr
eq

ue
nc

y

×103

µ=3.2
σ=0.4

2.5 5.0 7.5 10.0
(e) Neigh. node density on per sub-network;

0

2

4

6

Fr
eq

ue
nc

y

×103

µ=4.9
σ=1.1

3.0 4.5 6.0 7.5
(f) Neigh. node density on global network;

0

1

2

3

Fr
eq

ue
nc

y

×103

µ=5.0
σ=0.8

3 6 9 12
(g) 1st ring size on per sub-network;

0

2

4

6

Fr
eq

ue
nc

y

×103

µ=4.0
σ=1.9

2 4 6 8
(h) 1st ring size on global network;

0.0

0.8

1.6

2.4

Fr
eq

ue
nc

y

×103

µ=4.0
σ=1.2

0.00 0.08 0.16 0.24
(i) Miss ratio on per sub-network;

0

3

6

Fr
eq

ue
nc

y

×103

µ=0.18
σ=0.03

0.12 0.16 0.20 0.24
(j) Miss ratio on global network;

0

1

2

3

Fr
eq

ue
nc

y

×103

µ=0.19
σ=0.02

0.0 0.1 0.2 0.3 0.4
(k) 1st Ring missratio on per sub-network;

0

2

4

6

Fr
eq

ue
nc

y

×103

µ=0.17
σ=0.06

0.08 0.16 0.24 0.32
(l) 1st Ring missratio on global network;

0.0

1.5

3.0

4.5

Fr
eq

ue
nc

y

×103

µ=0.15
σ=0.04

Figure 4.5: Histograms of topology metrics.

forwarded through a common gateway. For instance, if the sub-
network using channel A has 20 nodes and the sub-network using
channel B has 16 nodes, then the number of nodes difference is 4.
The histogram of the number of nodes difference found over all the
simulations carried out is presented in Figure 4.5(b).
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4.4.2 Mean hop count

The mean hop count is the mean number of hops that a packet has
to be forwarded to reach the gateway when it is sent by a node in
the wireless mesh network. For packets sent to wireless mesh nodes
from the infra-structured network, the hop count is number of times
a packet has to be forward inside the mesh network until it reaches
its wireless mesh node. The gateways and nodes on the 1st ring are
not considered in this calculation since the size of 1st ring metric
already includes this topological characteristic. For reasons related
with minimizing the data mining model errors, it is preferable to
use independent metrics when possible. For instance, considering
the sample network in Figure 4.6 the hop count of each node that
is not on the 1st ring is HA = 3, HB = 2, HC = 2 and the mean hop
count of the network is H = (3 + 2 + 2)/3 = 2.33.

A C E

B D F

Figure 4.6: Sample topology used to show the calculation of topol-
ogy metrics of a network; the square node F is the network sink.

The histogram of the mean hop count found over all the simula-
tions carried out is presented in Figure 4.5(c), and 4.5(db) respec-
tively for per sub-network and the global network. The minimum
mean hop count measured in the simulated sub-networks is 2, which
means that all networks have at least 1 node on the 2nd ring.

4.4.3 Neighbor node density

Neighbor node density is defined as the mean number of nodes
in the carrier sensing range of each node in the network. Re-
garding the graph theory, the neighbor node density is the mean
degree of the network graph. For the network on Figure 4.6 we
have nodes A, B, E and F with 2 neighbors, and nodes C and D
with 3 neighbors, thus the neighbor node density for Figure 4.6 is
d= [(4×2)+(2×3)]/6nodes= 2.33. The histogram of the neighbor
node density found over all the simulations carried out is presented
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in Figure 4.5(e), and 4.5(f) respectively for per sub-network and the
global network.

4.4.4 1st ring size

The 1st ring size is the number of nodes at one hop distance of the
gateway, which is also the neighbor node density of the gateway.
In graph theory, this metric is the degree of the gateway vertex.
The histogram of the size of 1st ring found over all the simulations
carried out is presented in Figure 4.5(g), and 4.5(h) respectively for
per sub-network and the global network. Most of simulated sub-
networks have 3, 4 or 5 nodes around the gateway (Figure 4.5(g)),
but there are sub-networks with just 1 or up to 12 nodes directly
connected to the gateway resulting a mean value of 4 nodes. The
metric calculated for the global network, is the mean of number
of nodes on the neighborhood of gateways on each sub-network.
This measure presents the same mean as the one measured per sub-
network, however the variance is smaller.

4.4.5 Miss ratio

The miss ratio, defined in Chapter 2 (Eq. 2.8 on page 39), is a mea-
sure of the severity of the hidden nodes in the network. The his-
togram of the miss ratio found over all the simulations carried out
is presented in Figure 4.5(i), and 4.5(j) respectively for per sub-
network and the global network. These graphs show that the sever-
ity of the hidden nodes in the network is low since this metric varies
between 0 and 1 and the higher value observed is 0.26 in the case of
the metric calculated per sub-network.

4.4.6 1st ring miss ratio

The 1st ring miss ratio, defined in Chapter 3 (Eq. 3.1 on page 63), is
a measure of the severity of the hidden nodes in the neighborhood
of the gateway. The histogram of the 1st ring missratio found
over all the simulations carried out is presented in Figure 4.5(k),
and 4.5(l) respectively for per sub-network and the global network.
These graphs show that the severity of the hidden nodes in the
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neighborhood of the gateway is not high since this metric varies
between 0 and 1 and the higher value observed is 0.4 in the case of
the metric calculated per sub-network.

4.4.7 Correlation with performance metrics

The linear correlation ρ between the performance metrics and each
of the topology metrics, presented in Table 4.2, is given by Eq. 4.6,
where x and σx are respectively the mean value and standard devi-
ation of each of the topology metrics samples, y and σy are respec-
tively the mean value and standard deviation of the performance
metrics of the samples, and ne is the number of considered experi-
ments; ρ can take values in the interval [−1,1], where ρ = 0 means
that the throughput and the topology metric are uncorrelated and
|ρ| = 1 means that the throughput and the topology metric have a
linear relation positive (ρ= 1) or negative (ρ=−1).

ρ=
∑ns
i=1(xi−x)(yi−y)

(ne−1)σxσy
(4.6)

4.5 Data mining models results

The results obtained after the data mining process are presented
in Figure 4.7, Figure 4.8 and Figure 4.9. The models obtained for
low loaded scenarios have less errors (lower MAD values and higher
R2) than the models obtained with high loads, showing that non
saturated networks have a more predictable behavior, as expected.
On the top of each figure are represented the importance graphs
which show the relative importance for each topology metric on
each model. For each model the sum of importances of all topology
metrics is 1. The rest of the graphs on the figures show the joint
probability function graphs of each pair (topology metric, perfor-
mance metric) under the VEC curves of each topology metric for
each model. The simple histograms shown in Figure 4.4 and Fig-
ure 4.5 are represented on the top and on the right of each figure
for ease the reading of the joint probability function graphs. On
the joint probability function graphs, a dark spot represents more



4.5 Data mining models results 91

Number
of

nodes

Mean
hop
count

Neigh.
node

density

Size of
1st ring

Miss
ratio

1st ring
miss
ratio

T
hr
ou

gh
pu

t per sub
network

480k -0.01 -0.68 0.17 0.82 -0.11 -0.45

4800k -0.27 -0.37 -0.03 0.80 -0.36 -0.76

overall
network

480k -0.32 -0.77 0.13 0.84 -0.20 -0.37

4800k -0.03 -0.39 0.16 0.75 -0.19 -0.59

Fa
irn

es
s per sub

network
480k -0.37 -0.69 0.04 0.36 -0.18 -0.15

4800k -0.25 -0.37 0.10 0.06 -0.25 0.10

overall
network

480k -0.69 -0.45 -0.3 0.34 0.00 0.02

4800k -0.09 -0.40 0.18 0.39 -0.09 -0.05

D
el
ay

per sub
network

480k 0.63 0.66 0.23 -0.59 0.35 0.54

4800k 0.46 0.28 0.25 -0.59 0.27 0.72

overall
network

480k 0.31 0.76 -0.13 -0.76 0.23 0.36

4800k 0.02 0.39 -0.16 -0.69 0.20 0.64
Table 4.2: Values of correlation between network topology metric
and network performance metrics obtained on simulation results.

occurrences of networks showing that topological and performance
metric simultaneously.

4.5.1 Model for throughput

Figures 4.7(a), 4.7(b), 4.7(c) and 4.7(d) show the importance of
graphs for the throughput models obtained for data rates of 480 kbit/s
and 4.8Mbit/s calculated per sub-network and over the global net-
work. These graphs show that the size of 1st ring is the most impor-
tant parameter for throughput models, with a relative importance
of respectively 0.41 and 0.39 for low and high traffic loads when
measures are taken per sub-network, and respectively 0.52 and 0.73
for low and high traffic loads when measures are taken on the global
network.

Figure 4.7(a) shows that for the measures taken per sub-network,
when the network has low traffic loads, the mean hop count and
the number of nodes difference metrics are also important to the
throughput model with importances of 0.24 and 0.22 respectively.
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Figure 4.7: Throughput models.
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The miss ratio on the overall network, 1st ring miss ratio metric and
neighbor node density have importances below 0.1 and are consid-
ered to have no impact on this model output.

Figure 4.7(b) shows that for the measures taken per sub-network,
when the network has high traffic loads, the mean hop count and
number of nodes difference metrics are also important to the through-
put model with importances of 0.31 and 0.20. The miss ratio on the
overall network, 1st ring miss ratio metric and neighbor node density
have importances below 0.1 and are considered to have no impact
on this model output.

Figure 4.7(c) shows that for the measures taken over the global
network, when the network has low traffic loads, the mean hop count
and the number of nodes difference metrics are also important to the
throughput model with importances of 0.31 and 0.15 respectively.
The miss ratio on the overall network, 1st ring miss ratio and neigh-
bor node density have importances below 0.1 and are considered to
have no impact on this model output.

Figure 4.7(d) shows that for the measures taken over the global
network, when the network has high traffic loads, the 1st ring miss
ratio metrics are also important to the throughput model with im-
portance of 0.17. The mean hop count, neighbor node density, miss
ratio on the overall network, and number of nodes difference metrics
have importances below 0.1 and are considered to have no impact
on this model output.

4.5.1.1 Number of nodes

Figures 4.7(a1), 4.7(b1), 4.7(c1) and 4.7(d1) represent the joint
probability density function graphs and the VEC curves of the num-
ber of nodes in the network and the throughput obtained for data
rates of 480 kbit/s and 4.8Mbit/s calculated per sub-network and
over the global network. The joint probability density function
graph on these figures show that highest throughputs were obtained
by scenarios with equal number of nodes in each channel.

The VEC curve in Figure 4.7(a1) shows that, when the network
is low loaded and the metrics are taken per sub-network, a low
number of nodes results in low throughput. If the network is not
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saturated, all traffic generated is delivered; if the sub-network has
a low number of nodes, less traffic is generated and the throughput
is low. However, the VEC curve in Figure 4.7(c1) shows that, when
the network is low loaded and the metrics are taken over the global
network, the highest throughputs were obtained by scenarios with
equal number of nodes in each channel. When the two sub-networks
on a same network have an unbalanced number of nodes, one of the
sub-networks may obtain a high throughput, but the throughput of
the global network is low.

The VEC curve in Figure 4.7(b1) shows that, when the network
is high loaded and the metrics are taken per sub-network, a low
number of nodes results in high throughput. The network is more
saturated if there is more traffic in the network; if the sub-network
has a low number of nodes, less traffic is generated, the sub-network
is less saturated (less collisions) and the throughput is high.

The VEC curve in Figure 4.7(d1) shows that, when the network
is high loaded and the metrics are taken over the global network,
the number of nodes has a low impact on the obtainable network
throughput because the slight gain in having a sub-network with
less nodes and therefore with high throughput, is canceled by the
high saturated sub-network that has more nodes.

4.5.1.2 Mean hop count

Figures 4.7(a2), 4.7(b2), 4.7(c2) and 4.7(d2) represent the joint
probability density function graphs and the VEC curves of the mean
hop count in the network and the throughput obtained for data rates
of 480 kbit/s and 4.8Mbit/s calculated per sub-network and over the
global network.

The joint probability density function graph on figures 4.7(a2)
and 4.7(c2) show that, when the network is low loaded, the through-
put and the mean hop count of the network have an almost linear
inverse relationship meaning that networks with higher mean hop
count obtain lower throughputs. VEC curves on these figures show
the same result. Higher throughputs are obtained when nodes in
the network are closer to the gateway (low mean hop count). That
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result was expectable because data packets have to be forwarded less
times in the mesh network until they reach the final destination.

The joint probability density function graph on figures 4.7(b2)
and 4.7(d2) show that, when the network is high loaded, the through-
put and the mean hop count of the network continue to be inversely
related despite having a less clear relation. With this traffic con-
ditions, only nodes on the gateway neighborhood can transmit and
receive packets as shown in [28] and by the low values of fairness
shown in Figure 4.4(h), therefore the hop count of nodes that are
not directly connected to the gateway is less important.

For high loaded networks the impact of the mean hop count on
the throughput when metrics are taken per sub-network is much
higher than when metrics are taken over the global network as
shown by figures 4.7(b) and 4.7(d) and by the VEC curves on figures
4.7(b2) and 4.7(d2).

4.5.1.3 Neighbor node density

Figures 4.7(a3), 4.7(b3), 4.7(c3) and 4.7(d3) represent the joint
probability density function graphs and the VEC curves of the
neighbor node density in the network and the performance metrics
obtained for data rates of 480 kbit/s and 4.8Mbit/s calculated per
sub-network and over the global network. The flat VEC curves, the
joint probability density function graphs, and the low correlation
between throughput and neighbor node density shown in Table 4.2
show that neighbor node density has a low impact on the network
throughput.

4.5.1.4 Size of 1st ring

Figure 4.7(a4), 4.7(b4), 4.7(c4) and 4.7(d4) represent the joint prob-
ability density function graphs and the VEC curves of the size of 1st

ring in the network and the throughput obtained for data rates of
480 kbit/s and 4.8Mbit/s calculated per sub-network and over the
global network. The joint probability density function graphs and
the high values of correlation between the size of first ring and the
throughput in Table 4.2 shows that the throughput and the size of
1st ring of networks have an almost linear relationship.
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The VEC curves for throughput models are presented as a white
line in Figure 4.7(a4), 4.7(b4), 4.7(c4) and 4.7(d4). VEC curves
show that high values of throughput are obtained when more nodes
are in the neighborhood of the gateways (size of 1st ring), but the
relationship between the two metrics is not linear when the network
is high loaded.

When a large number of nodes are directly connected to the gate-
way, there are two effects that contribute to increase the throughput:
(1) data packets have to be forwarded only once in the mesh net-
work until they reach the final destination, what means that less
radio resources are used, leaving more opportunities to other pack-
ets to be transmitted; (2) the gateway can manage well the radio
resources using the carrier sense and RTS/CTS, thus reducing the
number of collisions.

4.5.1.5 Miss ratio

Figures 4.7(a5), 4.7(b5), 4.7(c5) and 4.7(d5) represent the joint
probability density function graphs and the VEC curves of the miss
ratio of the network and the throughput obtained for data rates of
480 kbit/s and 4.8Mbit/s calculated per sub-network and over the
global network. The flat VEC curves, the joint probability density
function graphs, and the low correlation between throughput and
miss ratio shown in Table 4.2 show that miss ratio has a low impact
on the network throughput.

4.5.1.6 1st ring miss ratio

Figures 4.7(a6), 4.7(b6), 4.7(c6) and 4.7(d6) represent the joint
probability density function graphs and the VEC curves of the 1st

ring miss ratio of the network and the throughput obtained for
data rates of 480 kbit/s and 4.8Mbit/s calculated per sub-network
and over the global network. The joint probability density function
graphs in these figures show that low 1st ring miss ratio topologies
results in high network throughputs.

The flat VEC curves on figures 4.7(a6), 4.7(b6) and 4.7(c6) show
that for low loaded situations, the 1st ring miss ratio has a low
impact on the network throughput. The joint probability density
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function graphs on the same figures show that an inverse relation
exists between the 1st ring miss ratio and the throughput; however,
the other topology metrics were considered to have more impact on
the throughput model resulting in flat VEC curves.

The VEC curve in Figure 4.7(d6) shows that, when the network
is high loaded and global network metrics are considered, low 1st ring
miss ratio have a high impact on the network throughput. When
the network is high loaded, there are more collisions [28], in those
situations the existence of more hidden nodes around the gateway,
which are given by the 1st ring miss ratio, increase the occurrence of
collisions on the bottleneck of the network reducing the throughput.

4.5.2 Model for fairness

Figures 4.8(a), 4.8(b), 4.8(c) and 4.8(d) show the importance graphs
for the fairness models obtained for data rates of 480 kbit/s and
4.8Mbit/s calculated per sub-network and over the global network.

Figure 4.8(a) shows that for measures taken per sub-network,
when the network has low traffic loads, the number of nodes and
the mean hop count are the most important metrics in the fairness
model with importances of 0.45 and 0.36 respectively. The miss
ratio on the overall network, 1st ring miss ratio, the neighbor node
density, and the 1st ring size have importances below 0.1 and are
considered to have no impact on this model output.

Figure 4.8(b) shows that for the measures taken per sub-network,
when the network has high traffic loads, the number of nodes is
the most important metric with an importance of 0.37. The 1st

ring size and the mean hop count metrics are also important to the
fairness model both with importance of 0.20. The miss ratio on
the overall network has an importance of 0.12. The 1st ring miss
ratio and neighbor node density have importances below 0.1 and are
considered to have no impact on this model output.

Figure 4.8(c) shows that for measures taken over the global net-
work, when the network has low traffic loads, the mean hop count
and the number of nodes difference are the most important metrics
to fairness model with importances of 0.43 and 0.42 respectively.
The miss ratio on the overall network, 1st ring miss ratio metric,
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Figure 4.8: Fairness models.
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the 1st ring size, and the neighbor node density have importances
below 0.1 and are considered to have no impact on this model out-
put.

Figure 4.8(d) shows that for the measures taken over the global
network, when the network has high traffic loads, the 1st ring size
is the most important metric for the fairness model with an impor-
tance of 0.67. All the other metrics have importances below 0.1
and are considered to have no impact on this model output. Under
these traffic load conditions, the network becomes saturated and
only nodes on the neighborhood of the gateway are able to transmit
and receive their packets. When more nodes are around the gateway,
the network becomes more fair, as shown in Figure 4.8(d1).

On unsaturated mesh networks, all nodes are able to transmit
and receive their packets, therefore fairness is close to 100% in most
of the cases. However, if an unbalanced number of nodes exist in
sub-networks using different channels, the overall network becomes
unfair as shown in figures 4.8(a1) and 4.8(c1). The same applies
when several nodes are more than 4 hops away from the gateway as
shown in figures 4.8(a2) and 4.8(c2).

Fairness models have high errors when compared with the through-
put and delay models. This is because the considered topology met-
rics do not have a great impact on the network fairness as can be
seen by the flat shape of VEC curves. These curves show that even
the topology metrics with more importance imply a small variabil-
ity on the output of the model. This shows that fairness is a very
unpredictable performance metric in wireless mesh networks mostly
when high traffic loads are involved.

4.5.3 Model for delay

Figure 4.9(a), Figure 4.9(b), Figure 4.9(c) and Figure 4.9(d) show the
importance graphs for the delay models obtained for data rates of
480 kbit/s and 4.8Mbit/s calculated per sub-network and over the
global network.

Figure 4.9(a) shows that for the measures taken per sub-network,
when the network has low traffic loads, the number of nodes is most
important metric in the delay model with an importance of 0.59.
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Figure 4.9: Delay models.
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The mean hop count and the 1st ring size are also important met-
rics to the delay model with importances of 0.27 and 0.11 respec-
tively. The miss ratio on the overall network, 1st ring miss ratio,
and the neighbor node density have importances below 0.1 and are
considered to have no impact on this model output.

Figure 4.9(b) shows that for the measures taken per sub-network,
when the network has high traffic loads, the number of nodes and the
1st ring size are the most important metrics both with importances
of 0.24. The mean hop count is also important to the delay model
both with an importance of 0.19. The 1st ring miss ratio and neigh-
bor node density have importances below 0.1 and are considered to
have no impact on this model output.

Figure 4.9(c) shows that for measures taken over the global net-
work, when the network has low traffic loads, the mean hop count
and the 1st ring size are the most important metrics to delay model
with importances of 0.45 and 0.37 respectively. The number of nodes
is also important to the delay model with an importance of 0.15. The
miss ratio on the overall network, 1st ring miss ratio, and the neigh-
bor node density have importances below 0.1 and are considered to
have no impact on this model output.

Figure 4.9(d) shows that for the measures taken over the global
network, when the network has high traffic loads, the 1st ring size is
the most important metric for the delay model with an importance
of 0.59. The 1st ring miss ratio is also important to the delay model
with an importance of 0.33. The other topology metrics have im-
portances below 0.1 and are considered to have no impact on this
model output. Under these traffic load conditions, the network be-
comes saturated and only nodes on the neighborhood of the gateway
are able to transmit and receive their packets. When more nodes
are around the gateway, most of the packets are transmitted over
a single hop resulting in low delay, as shown in Figure 4.9(d4). If
the miss ratio on the 1st ring is low then there are less collisions
on the gateway neighborhood which causes less retransmissions and
the delay is low, as shown in Figure 4.9(d6).

Delay and throughput are related performance metrics as shown
by the join probability function plot on Fig. 4.10. Low throughputs
occur when the delay is high; when packets take more time to reach
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the final destination, radio resources are less time available to trans-
mit other packets, resulting in lower throughputs. The importance
values are slightly different on the two models, but they share all
the important input parameters as can be observed by comparing
Figures 4.7(a), 4.7(b), 4.7(c) and 4.7(d) with Figures 4.9(a), 4.9(b),
4.9(c) and 4.9(d). The VEC curves on Figure 4.9 reflect the inverse
relation between delay and throughput metrics since they have the
oposite behaviour of VEC curves on Figure 4.7.
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Figure 4.10: Join probability function plot of delay and throughput.

4.6 Summary

In this chapter we rank the relative importance of network topology
characteristics on the performance of a single-radio multi-channel
IEEE802.11 WMN. A set of 3500 topologies with 36 randomly po-
sitioned nodes was created using the network simulator ns-2 [93].
Two channel assignment strategies were then applied to each of the
3500 topologies, assigning one of two possible channels to each node.
Each of the 7000 networks was simulated four times using ns-2 with
two possible traffic loads and two different simulation seeds; low
load and high load were simulated. The topological and perfor-
mance metrics from the 28000 network simulations were used to
train a data mining model. The considered topological metrics were
(1) the number of nodes per sub-network, (2) the mean hop count,
(3) the neighbor node density, (4) the number of nodes in the 1st

ring, (5) the miss ratio, and (6) the 1st ring miss ratio. The input
parameters of the models are six topology metrics enumerated above
and the output of each model was the three performance metrics:
network aggregate throughput, fairness, and delay. Using fitted data
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mining models, the effect of topology metrics on performance was
quantified using a sensitivity analysis procedure which revealed the
relative importance of each topology metric for each model; the sum
of the importance of all topology metrics is 1 for each model and
are the following:

Throughput Model: When the network has low traffic loads, the
size of 1st ring, the mean hop count and the number of nodes differ-
ence metrics are important to the throughput model with relative
importance of 0.52, 0.31 and 0.15 respectively. When the network
has high traffic load, the size of 1st ring and the miss ratio on the
1st ring are important to the throughput model with relative impor-
tance of 0.72 and 0.17 respectively.

Fairness Model: When the network has low traffic load, the
mean hop count and the number of nodes difference are important
to the fairness model with relative importance values of 0.43 and
0.32 respectively. When the network has high traffic load, the size
of 1st ring is the most influential parameter of the fairness model
with a relative importance of 0.67.

Delay Model: When the network has low traffic load, the mean
hop count, the size of 1st ring, and the number of nodes difference
are important to the delay model with relative importance values of
0.45, 0.37 and 0.14 respectively. When the network has high traffic
load, the size of 1st ring and the 1st ring miss ratio are important
to the delay model with relative importance values of 0.59 and 0.33
respectively.

These results suggest that the topology metric that has the great-
est impact on the performance of a WMN is the number of nodes
that are directly connected to the gateway: a larger 1st ring results
in increased data throughput, increased throughput fairness, and
lower delay. Hop distance of nodes to the gateway and the differ-
ence of number of nodes between sub-networks also impact network
performance, but mostly in provisioning of fairness. That study also
suggests that throughput and delay could be improved by avoiding



104 Ranking of topology metrics

hidden nodes, in particular on links to the gateway. Other topology
metrics are considered to have little influence on the models output.

SVM have been successful used to solve a wide range of problems
in statistics, science and engineering. To the best of our knowledge,
these techniques have not yet been applied to the study of wireless
networks topologies or used to rank the impact of topology metrics
on the wireless network performance, which is a complex problem.



Chapter 5

Topology Aware Channel
Assignment

This chapter addresses the problem of assigning channels to nodes.
Channel assignment is made based solely with topological informa-
tion that can be obtainable by a network manager. The use of
multiple channels when a single-radio interface per node is avail-
able leads to the problem of deciding which channel to assign to
each node; in order to provide a good quality of experience to users,
such channel assignment should consider three important aspects:
(a) balance the load among the available channels, (b) improve the
connectivity of the gateways neighborhood, and (c) minimize the
number of hidden nodes.

Balance the load among the available channels. For small or
medium (up to 32) nodes stub WMN, the network radius is
roughly below 3 hops. Therefore, most of the links operating in
the same channel will interfere with each other [62, 63]. Since
in CSMA/CA the interference depends on the traffic on the
network links [18], the minimization of the overall interference
demands that the traffic on links of each channel are kept at
minimum values. This can be achieved by minimizing the load
in each of the sub-networks operating in each channel which
requires the balancing of the traffic among the channels.

105
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Improve the connectivity of the gateways neighborhood. In
stub WMN the gateways are the network bottlenecks. When
the network connectivity degree decreases due to channel assign-
ment, the vulnerabilities of the gateway neighborhood become
even more exposed unless a special attention given to the de-
sign of this part of the network.

Minimize the number of hidden nodes. When multiple chan-
nels are assigned to single-radio nodes, the degree of network
connectivity will be sacrificed for the benefit of improving the
network capacity; we may assert that channel spatial reuse [98]
improves the network capacity. However, by decreasing the
connectivity degree of the network, the hidden node problem
becomes more notorious. This problem is even more serious
on the gateway neighborhood.

These three aspects were brought by the studies presented in
Chapter 3 and Chapter 4, however, it adopts a different set of topol-
ogy metrics. In this chapter we introduce a new metric, the load
on a channel, that is a topology metric that combines the hop dis-
tance of nodes to the gateway and the number of nodes using the
channel. This combined metric was found to be more simple, and
to have more impact on fairness than the two simple metrics (hop
distance of nodes to the gateway and the number of nodes using
the channel) used separately. We also introduced the load balance
metric that is basically the difference between the load on different
channels. The neighbor node density is not considered in this chap-
ter as it was found irrelevant to estimate the performance metrics
on the scenarios we have studied in Chapter 3 and Chapter 4.

Our channel assignment problem is defined as a multi-objective
optimization problem, which we prove to be NP-hard. Thus, we
propose TILIA which is an efficient algorithm that runs reasonably
fast and enables the WMN to have good performance. TILIA uses
a breadth-first tree growing technique, but instead of growing a
single tree, TILIA grows a forest. A forest is a set of trees rooted
at each gateway and operating on different channels. All the trees
grow simultaneously and their union spans the network. TILIA
solves more than the channel assignment problem since it enables
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the selection of paths between each node and the gateway that has
minimum number of hops and hidden nodes. Nodes in the network
are assigned to the least used channel and, within that channel, to
the least used parent who forwards the traffic towards the gateway.
When different channels and parents are equally loaded, the tie-
break is made in two stages: first by the distance to the gateway,
and then by the number of hidden nodes. The novelty of TILIA
when compared to the state-of-the-art proposals [22], [23],[24] is
that TILIA reduces interference caused by the hidden node problem
[22], it considers the existence of multiple gateways [23], and it was
designed for stub WMN [24]. TILIA presents gains of respectively
29% and 45% on packet delay and packet loss, when compared to
state-of-the-art proposal [22].

This chapter introduces the joint topology metric tmet that con-
siders relevant topology characteristics such as hidden nodes, the
number of nodes directly connected to the gateways, and the num-
ber of hops between each node and the gateway. This metric can
predict the network performance with an accuracy of 94% and can
be used to rank different channel assignment schemes generated by
TILIA for a given network topology. To the best of our knowledge
this is the first composed metric for WMNs based on network wide
topological information.

The rest of the chapter is organized as follows: Section 5.1 in-
troduces the network model and assumptions of this work, Sec-
tion 5.2 formulates the problem, Section 5.3 describes the algorithm
proposed to solve the problem, Section 5.4 evaluates TILIA, and
Section 5.5 summarizes the chapter.

5.1 Notation and models

In this section we present the network and interference models and
the assumptions considered in our work. Our aim is to define models
which can help us understanding how network topology character-
istics can be used to predict the performance of single-radio stub
WMN. Table 5.1 presents the notations adopted in this work, which
are based on the notations used in [99].
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Notation Description

N(V,E) network graph
V set {u,v,a,b, ...} of nodes in the network
E set of links in the network

dist(u,v) is the Euclidean distance between u and v
% radio receiving and interfering range
κ number of gateways in G
G set of gateways {g1,g2, ...,gκ} on the WMN
V family of disjoint node subsets of V
Vgi subset of V in which nodes use gateway gi

d(u,v) length of the shortest path between v and u
Ĝ(v) set of the closest gateways of node v
d̂v hop distance to the closest gateways of node v

P (v) candidate parents of v
S(V,ES) shortest path spanning forest of N

ES set of links in the forest S
Tgi(Vgi ,Egi) tree in S rooted in gateway gi

Tg,u(Vgi,u,Egi,u) subtree of Tg rooted at node u
ch(v) channel assigned to node v
λ= 1 traffic generated by each node
t(euv) traffic carried the link euv in both directions
lS(gi) load of the tree rooted at gateway gi
l̂(gi) minimum load of the tree rooted at gateway gi

l̂ minimum load on the network
lS(v) load of the subtree Tg,u rooted at node v
R1N set of nodes on gateways neighborhood (1st ring)
R1Ngi

set of unassigned nodes on the neighborhood of gi
R1Sgi

set of assigned nodes on the neighborhood of gi
VH set of links in the network (same as E)

H(VH ,EH) hidden links graph of the network N
HR1(VH ,ER1

H ) 1st ring hidden graph
M(eab) set of links that are hidden from link eab ∈ EH,S
m(eab) miss ratio of link eab ∈ EH,S

m miss ratio of the network
mR1 miss ratio of the gateways neighborhood

Table 5.1: Notations used on the problem formalization.
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5.1.1 Network, interference and traffic model

We consider a WMN with fixed located wireless nodes, which are
equipped with a single-radio interface. We model the network as
a simple graph N(V,E) where V is the set of nodes in the net-
work, E is the set of wireless links where E = {euv : u,v ∈ V ∧
dist(u,v) ≤ %}, dist(u,v) is the Euclidean distance between u and
v, and % is the radio receiving range. euv represents a link from
node u to node v. Nodes u and v are neighbors if euv ∈ E. There
are κ = |G| gateway nodes which are simultaneously connected to
the infra-structured network through a wired network interface and
to the WMN through a single-radio wireless interface, where G =
{g1,g2, ...,gκ} ⊂ V . Each node v ∈ V \G communicates with the
infra-structured network through a single gateway gi ∈G. In a net-
work N there is at least a family of sets V = {Vgi : gi ∈ G}, where
Vgi ⊂ V is a set of nodes using a gateway gi including the gateway
gi, where

⋂
gi∈G

Vgi = ∅ and
⋃
gi∈G

Vgi = V

The distance d(u,v) is defined as the number of edges in the
shortest path between u and v. For each node v ∈ V , it is possible
to characterize the set of closest gateways Ĝ(v) defined in Eq. 5.1,
where d̂v=min({d(v,gj) : gj ∈G}) is the hop distance between node
v and the closest gateways.

Ĝ(v) = {gi : d(v,gi) = d̂v ∧ gi ∈G} (5.1)

If v immediately precedes node u on the shortest path between
u and a gateway gi ∈ Ĝ(u), then the node v is the parent of u on
this path. The children of v are all nodes whose path to the gateway
include node v. For each node u ∈ V it is possible to define the set
of candidate parents P (u) given by Eq. 5.2, which is the set of nodes
that are parents of node u on all possible shortest paths between u
and each of the gateways gi ∈ Ĝ(u)

P (u) = {v : euv∈E ∧ d̂v = d̂u−1 ∧ gi∈Ĝ(u)} (5.2)

We assume that communication flows in the stub WMN exist be-
tween each node v ∈ V \G and one of its closest gateways gi ∈ Ĝ(v) or
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vice-versa. We also assume that the path used by an upstream flow
includes exactly the same nodes as the path used by downstream
flows; therefore, each node uses its parent as next hop to forward
data to the gateway and expects to receive data from the gateway
through the same parent. Consider the network in Figure 5.1(a).
The path of the upstream flow between node n4 and the gateway
g1 is the ordered list (n4,n3,n2,g1) and the path of the downstream
flow is the ordered list (g1,n2,n3,n4), which includes the same set of
nodes; in this example, node n3 is the parent of node n4. The paths
used by these flows form a shortest path spanning forest S of N ,
where S(V,ES) =⋃

i∈GTi, and Ti is a shortest path spanning tree of
the subgraph of N that contains all the vertexes v ∈ Vgi communi-
cating through gi. The forest of the flows on the network shown in
Figure 5.1(a) is represented in Figure 5.1(b). Each tree Ti(Vgi ,Egi) is
rooted at a gateway gi ∈G. The edge set ES is the disjoint union of
the edges set Egi ⊂ E of each tree Ti. We define Tgi,v(VTgi,v ,ETgi,v)
as the subtree of tree Tgi with root at node v, where VTgi,v contains
the node v and its children. Figure 5.1(b) highlights the tree Tg2,n6 ,
in this case, VTg2,n6

= {n6,n7,n8}

n3

n2
n4

n6

g1

n5g2

n8

n7

n1

(a) Network N

g2

n2

n6n3

n7n4

g1

n8

n5

Tg2,n6n1

(b) Forest S of N

Figure 5.1: Sample network and shortest path spanning forest that
illustrate the models used in this work. In the network presented
in (a), solid lines represent links in the network, and dashed lines
represent flows. (b) is a shortest path spanning forest S of the
network in (a).

When at least one node has multiple gateways at minimum dis-
tance, there are multiple vertex set families V , each capable of creat-
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ing a different shortest path spanning forest. SVi is a shortest path
spanning forest of N that uses the vertex set family Vi. When a
node v is assigned to a tree Tgi that do not correspond to a gateway
in its set of closest gateways, gi /∈ Ĝ(v), the spanning forest resultant
from this assignment is not shortest path.

Multiple channels will be used to improve the network capac-
ity. There are κ channels available in the network, as many as the
number of gateways and trees in the spanning forest. We assume
orthogonal radio channels that do not interfere with each other.
A static and unique channel is assigned to each gateway gi ∈ G.
Due to this (gateway,channel) unique static assignment, the terms
gateway and channel will be used interchangeably throughout this
chapter; for clarity we assume that G is also the set of available
channels. Each node v ∈ V in the network has its unique radio in-
terface configured on a single channel gi. This assignment is static
or quasi-static since it is expected to be changed only when there
are significant changes to the network topology. Two nodes u and
v can successfully communicate if ch(u) = ch(v), where ch(v) is the
radio channel assigned to node v. When a node v is assigned to
channel ch(v) = gi the flows of node v traverse gateway gi ∈G.

Communications between two wireless nodes through a wireless
link will interfere with other communication links in the network
due to the broadcast nature of wireless links. Interference is caused
by active nodes on the vicinity of both the sender or the receiver of
a link. The interference model [13] [43] defines the set of pairs of
links in a network that interfere with each other. We assume the
interference model as a binary interference model where two links
either interfere or not.

5.1.2 Load model

As mentioned earlier, we assume that a traffic flow in the network
is generated by a gateway gi ∈G and consumed by a node v ∈ V \G,
or vice-versa. We also assume that each node generates and receives
a mean bit rate of λ= λd+λubit/s, where λd is the bit rate of the
downstream flow generated by the gateway towards a node v, and
λu is the bit rate of upstream flow generated by node v towards the
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gateway. We assume that all nodes v generate and receive the same
amount of traffic λ. This uniform traffic assumption is reasonable
on stub WMN of mesh access points (MAPs) since the amount of
clients is expected to be statistically the same among the MAPs
over the time.

Only the links e ∈ ES carry traffic. We define t(euv) = t(evu) as
the traffic carried by the upstream link between u and v plus the
traffic carried by the downstream link between v and u, where v is
the parent of u. The traffic t(euv) is the traffic generated by u and by
all the children of u. In fact, t(euv) = |Vgi,u|λ, where Vgi,u is the set
of vertexes of the subtree Tgi,u containing u and its children. In the
sample topology presented in Figure 5.1(b), t(en6n5) = |Vg2,n6|λ =
3λ.

We assume that nodes are placed dense enough so that most of
the paths to the closest gateway are short in terms of number of
hops, such as 3 or 4 hops; similar assumptions are made by other
works [22]. Thus, there is little chance of spatial reuse within a
route tree. When the depth of a route tree becomes large, spatial
reuse must be considered to the load estimation, but we consider it
as topic for future work.

The traffic generated by or to node v ∈ V will be transmitted
through d(v,gi) hops inside the WMN until it reaches the destina-
tion (gi for upstream, and v for downstream). Therefore the load
imposed to the tree rooted at gi by a node v is λd(v,gi) and the
total load on the tree rooted at gateway gi is λ

∑
v∈Vgi d(v,gi). Since

we assume λ, the mean bit rate, is a constant value and equal for all
nodes, we can ignore this factor and let the load on a channel lS(gi)
be completely defined by the relationships between links, nodes and
gateways on the network N as given in Eq. 5.3. Note that lS(gi)
depends on the family Vi used to form S, thus

lS(gi) =
∑
v∈Vgi

d(v,gi) (5.3)

The minimum load on the tree rooted at gi can be defined as
l̂(gi) = ∑{d̂v : gi∈ Ĝ(v),∀v∈Vgi}. The minimum total load in the
network is the sum of the minimum load on all trees in the network
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given by Eq. 5.4.

l̂ =
∑
gi∈G

 ∑
v∈Vgi

d̂v

=
∑
v∈V

d̂v (5.4)

Generalizing, we can obtain the load of the subtree rooted at any
node v ∈ V by considering that each node has to forward its traffic
and also its children traffic; therefore the total load on the subtree
Tg,v ⊂ S rooted at v is lS(v) given by Eq. 5.5.

lS(v) =
∑

a∈VTk,v

d(a,v) (5.5)

5.1.3 1st ring - gateway neighborhood

We define the 1st ring of a network R1N in Eq. 5.6 as the set of
nodes directly connected to at least one of the gateways, including
the gateways; R1N is also called gateways neighborhood of a WMN.

R1N = {v : v ∈ V ∧d(v,gi)≤ 1,∀gi ∈G} (5.6)

The 1st ring of a gateway R1Ngi = {v : v ∈ V ∧d(v,gi)≤ 1} is the set
of nodes directly connected to gi including gi, where

⋃
gi∈GR1Ngi =

R1N . Note that
∣∣∣⋃gi,gj∈G (R1Ngi ∩R1Ngj

)∣∣∣ ≥ 0, since one or more
nodes v ∈ V may belong to the 1st ring of multiple gateways. On
the sample network of Figure 5.1(a), R1Ng1 = {g1,n2,n5}, R1Ng2 =
{g2,n5}, and R1N = {g1,g2,n2,n5}.

When channels are assigned to nodes and a shortest path span-
ning forest S of N is formed, we can define the assigned 1st ring
of a gateway R1Sgi in Eq. 5.7 as the set of nodes directly connected
to gateway gi which are assigned to the channel correspondent to
gi. In this case,

∣∣∣⋃gi,gj∈G (R1Sgi ∩R1Sgj
)∣∣∣ = 0 since after assignment

a node v does not belong to multiple trees. On the sample network
of Figure 5.1(b), R1Sg1 = {g1,n2} and R1Sg2 = {g2,n5}.

R1Sgi = {v : v ∈ Vgi ∧d(v,gi)≤ 1} (5.7)

The connectivity degree of a gateway is the number of nodes
directly connected to gateway gi and consequently assigned to the
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channel correspondent to gi (|R1Sgi|).

5.1.4 Hidden nodes

The hidden node problem is defined in [65] using a set of graphs that
capture the interferences and the carrier sensing constraints between
links in a network: if-graph, tc-graph, and rc-graph. These graphs
are defined over the vertex set VH , where VH = {euv : euv ∈ E}.
Please note that an edge in E becomes a vertex in the hidden node
model described in this section. On this discussion about the hidden
node problem we consider directional links, therefore euv 6= evu and
the set VH can be used to reason about bi-directional flows. The
if-graph captures the physical interference constraints; an s-graph
edge between vertex 1 and vertex 2 indicates that, in order to prevent
future collisions, link 1 must be capable of forewarning link 2 not to
transmit after link 1 initiates a transmission. The tc-graph models
the transmitter-side carrier-sensing; an edge in tc-graph between
vertex euv and vertex eab means that euv can and will forewarn eab
not to transmit when euv is transmitting. The rc-graph models the
receiver-side carrier-sensing; an edge in rc-graph between vertex euv
and vertex eab indicates that node b will ignore node a transmission
when node b already senses a transmission on link euv. All links
euv ∈ E are considered to create the edges in s-graph, tc-graph,
and rc-graph, however links operating on different channels or not
carrying traffic are unable to interfere with others.

It is possible to obtain the hidden graphH(VH ,EH), where EH =
TC ∩ (IF ∪RC) and IF and RC are respectively the set of edges
on s-graph and rc-graph, and TC represents the set of edges that
are not on the tc-graph. If a tc-edge does not exist from euv to eab,
a transmission on euv will not be sensed by node a. But if a rc-edge
or a if-edge exists between euv and eab, it indicates that node b will
ignore node a transmission when node b senses a transmission on euv
(rc-edge), or that there is physical interference from link 1 to link 2
(if-edge). In both cases, node a will interpret it as a collision and
we can say that euv is hidden from eab. The 1st ring hidden graph
HR1(VH ,ER1

H ) is the graph formed by all vertices VH on the hidden
graph H and the edges ER1

H , defined in Eq. 5.8, which are edges
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between the links hidden from links on the gateway neighborhood,

ER1
H = {(euv, eab) : (euv, eab) ∈ EH ∧ euv ∈ V R1

H } (5.8)

where V R1
H in Eq. 5.9 is the set of links on the gateway neighborhood.

V R1
H,S = {euv : euv ∈ VH ∧ (u ∈G∨v ∈G)} (5.9)

After the channel assignment, we assume that only links euv ∈ES
are carrying data flows. In that case, the vertex set of if-graph,
tc-graph, rc-graph and hidden links graphs is VH,S , where VH,S =
{euv : euv ∈ ES}. The interference of other links eab ∈ E\ES is in-
significant because they are either unfeasible if ch(a) 6= ch(b) or do
not carry traffic if ch(a) = ch(b). After the channel assignment,
the set of edges in the if-graph, tc-graph, rc-graph, and hidden
links graphs are respectively IFS , TCS , RCS , and EH,S ; in this
case, edges (euv, eab) between links operating on different channels
ch(u) = ch(v) 6= ch(a) = ch(b) do not interfere with each other and
are not included in IFS , TCS , RCS , and EH,S .

We define M(eab) in Eq. 5.10 as the set of vertexes in VH,S that
are hidden from link eab.

M(eab)={euv : (euv, eab)∈EH,S ∧ eab, euv∈VH,S} (5.10)

The miss ratio m(eab) given by Eq. 5.11 is a measure of the hidden
node problem on a link eab, where I(eab) = {euv : (euv, eab)∈(IFS ∪
RCS) ∧ eab, euv∈VH,S} is the set of links that interfere with link
eab.

m(eab) = |M(eab)|
|I(eab)|

(5.11)

The network wide miss ratio m= |EH,S | / |IFS∪RCS | is a measure
of the hidden node problem on the overall network.

The miss ratio on the gateways neighborhood mR1 given by
Eq. 5.12, is a measure of the hidden node problem on links to and
from the gateways, where ER1

H,S is the set of edges that correspond to
links hidden from links on the gateway neighborhood after the chan-
nel assignment, IFR1

S and RCR1
S are respectively the sets of edges on

if-graph and rc-graph that affect links on the gateway neighborhood,
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ER1
H is given by Eq. 5.8, and V R1

H is given by Eq. 5.9.

mR1 =

∣∣∣ER1
H,S

∣∣∣
|IFR1

S ∪RCR1
S |

(5.12)

ER1
H,S = {(euv, eab) : (euv, eab) ∈ ER1

H ∧ euv, eab ∈ EH,S}

IFR1
S = {(euv, eab) : (euv, eab) ∈ IFS ∧ euv ∈ V R1

H }

RCR1
S = {(euv, eab) : (euv, eab) ∈RCS ∧ euv ∈ V R1

H }

For the network of Figure 5.1(a), the tc-graph, rc-graph, if-graph,
and hidden links graph are presented respectively in Figure 5.2(a),
Figure 5.2(b), Figure 5.2(c), and Figure 5.2(d). On the hidden graph
(Figure 5.2(d)) an arrow from link euv towards link eab means that
euv is hidden from eab. Edges on ER1

H , TCR1 and RCR1 which
correspond to 1st ring are highlighted in red. In the graphs of Fig-
ure 5.2 we assume the protocol interference model of IEEE 802.11
[43], where the transmission range and interference range are equal
and RTS and CTS control messages are used. After the channel
assignment represented in Figure 5.1(b), the links en5g1 , eg1n5 , en6n2 ,
en2n6 , en6n4 , and en4n6 are unfeasible because their endpoints are as-
signed to different channels, therefore they are not considered to cal-
culate the miss ratio and are represented in light gray in the graphs
of Figure 5.2. Despite ch(n1) = ch(n3) in the forest S represented in
Figure 5.1(b), the links en1n3 and en3n1 do not belong to ES because
they do not carry data flows; the interference of these links on links
belonging to the forest S is inexistent and they are not considered
to calculate the miss ratio and are also represented in light gray in
the graphs of Figure 5.2. However, if links en1n3 and en3n1 do not
exist in the network represented in Figure 5.1(a), the hidden graph
would include more edges, and for instance, links en4n3 and en3n4

would become hidden from en1n2 . Edges between links operating on
different channels are also represented in light gray because they do
not interfere with each other after the channel assignment and are
not considered to calculate the miss ratio.
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Figure 5.2: For the network represented in Figure 5.1, (a) is the
tc-graph, (b) is the rc-graph, (c) is the if-graph, and (d) represents
the hidden graph.
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5.2 Problem formulation

The overall goal of using multiple channels on WMN is to reduce
interference, which results in improving the overall network capac-
ity and consequent network performance. However, when multiple
channels are assigned to single-radio nodes, the network connectiv-
ity will be sacrificed what bring additional difficulties such as (1)
higher loads caused by long paths, (2) gateway neighborhood vul-
nerability caused by a reduced number of links to the gateways,
and (3) hidden nodes problems that become more serious on low
connected networks.

In this section, we first discuss the impact that topology charac-
teristics have on the performance of a network, then we formulate
the channel assignment problem as a multi-objective optimization
model describing each of its components, and finally discuss the
problem complexity.

5.2.1 Background

The performance of a WMN can be characterized using parame-
ters such as throughput, delay, and packet loss. Here we focus on
node throughput and delay. Firstly, we want to maximize the total
throughput, given by the sum of flow’s bit rates received by all the
destinations. Secondly, we aim to maximize fairness among node’s
throughput, so that each node can offer an effective connection of its
stations towards the infra-structured network. Thirdly, we want to
minimize the end-to-end delay experienced by packets transmitted
between WMN nodes and the gateways.

The natural formulation for this problem would be to directly op-
timize the throughput, fairness and delay of the network by means
of, for instance, some utility function. There have been some at-
tempts [19, 21, 43] to formulate and solve the problem in this way
but they inevitably lead to scheduling solutions that assume a time
slotted MAC, and the solutions are not easily implemented over the
standard and widely disseminated IEEE 802.11 wireless cards. In
this work we followed a different approach that, we believe, has value
namely for telecommunication operators. We defined as objective of
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this work to efficiently assign channels to nodes solely considering
the topology characteristics of the WMN.

In order to achieve our goal we characterized in Chapter 3 the
impact that the network topology characteristics (e.g. path hop
count, node density and hidden nodes) have on the performance of
a WMN. We defined a set of experiments with 18 arbitrary chan-
nel assignment scenarios in a 6x6 lattice topology network and with
8000 random scenarios. Simulations using ns-2 were preformed and,
based on the results obtained, the relevant topology characteristics
that have impact on the throughput of the WMN were identified as
being: (1) the mean hop count, (2) the neighbor node density, (3)
the number of nodes in the 1st ring, (4) the overall miss ratio, and
(5) the 1st ring miss ratio. We concluded in that work that the
performance of the WMN can be correlated to its topology charac-
teristics.

In the work presented in Chapter 4, we rank the relative im-
portance of network topology characteristics on the performance
of a single-radio multi-channel IEEE802.11 WMN. A set of 3500
topologies with 36 randomly positioned nodes were created using
the network simulator ns-2 [93]. Two channel assignment strategies
were then applied to each of the 3500 topologies, assigning one of
two possible channels to each node. Each of the 7000 networks was
simulated four times using ns-2 with two possible traffic loads (low
load and high load) and two different simulation seeds. The topo-
logical and performance metrics from the 28000 network simulations
were used to train a data mining model. The considered topologi-
cal metrics were (1) the number of nodes per sub-network, (2) the
mean hop count, (3) the neighbor node density, (4) the number of
nodes in the 1st ring, (5) the overall miss ratio, and (6) the 1st ring
miss ratio. The input parameters of the models are six topology
metrics enumerated above and the output of each model was the
three performance metrics: network aggregate throughput, fairness,
and delay. Using fitted data mining models, the effect of topology
metrics on performance was quantified using a sensitivity analysis
procedure which revealed the relative importance of each topology
metric for each model.The results suggest that the topology metric
that has the greatest impact on the performance of a WMN is the
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number of nodes that are directly connected to the gateway: a larger
1st ring results in increased data throughput, increased throughput
fairness, and lower delay. Hop distance of nodes to the gateway and
the difference of number of nodes between sub-networks also impact
network performance, but mostly in provisioning of fairness. That
study also suggests that throughput and delay could be improved
by avoiding hidden nodes, in particular on links to the gateway.
Other topology metrics are considered to have little influence on
the models output.

The load on a channel presented in Eq. 5.3 is a topology metric
that combines the hop distance of nodes to the gateway and the
number of nodes using the channel. This combined metric was found
to be more simple and to have more impact on fairness than the
two simple metrics (hop distance of nodes to the gateway and the
number of nodes using the channel) used separately.

The formulation of our channel assignment problem stands on
the results obtained in Chapter 4. We aim to optimize four criteria:
(1) maximize the connectivity degree of each gateway, (2) minimize
the number of hidden nodes on the gateways neighborhood, (3)
minimize the load on the network and (4) distribute fairly the load
among the channels. It is difficult to find a solution that is optimal in
all criteria, because optimizing one criterion will affect the other cri-
teria. Thus, we define this problem using a multi-objective approach
as in [100], exploiting the trade-offs between topology characteristics
that have impact on the WMN performance.

5.2.2 Channel assignment problem

The channel assignment problem can be informally described as fol-
lows: given a WMN consisting of single-radio nodes, how to assign
a unique channel to each node in the network so that the load on
the assigned network is minimum (load is made independent of λ),
the load on channels are as similar as possible, the connectivity de-
gree on gateways neighborhood are as balanced as possible, and the
number of hidden links on the gateway neighborhood is minimum.

Formally, the channel assignment problem is formulated by defin-
ing the mapping function f : V → G, that minimizes the total load
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(Eq. 5.13), maximizes the load balancing (Eq. 5.14), maximizes the
1st ring balance (Eq. 5.15), and minimizes the 1st ring hidden links
(Eq. 5.16).

min l(f)
l(f) =

∑
v∈V

d(v,f(v)) (5.13)

max lb(f)

lb(f) =min


 ∑
v∈Vgi

d(v,f(v))

: gi ∈G

 (5.14)

Vgi = {v : v ∈ V ∧f(v) = gi}

max rb(f)
rb(f) =min{|R1Sgi| : gi ∈G} (5.15)
R1Sgi = {v : f(v)=gi ∧ d(v,gi)≤1}

min h(f)
h(f) = |{(euv, eab) : (euv, eab) ∈ ER1

H ∧ (5.16)
f(u) = f(v) = f(a) = f(b)}|

5.2.2.1 Total load

The total load (Eq. 5.13) is the sum of the load carried by each
channel. In order to minimize the interference, the load in the links
should be minimum, since interference depends on the traffic on the
network links [18]. Each node v in the network N should be assigned
to the channel corresponding to one of the gateways in the set of
its closest gateways Ĝ(v), what will make the total load close to the
minimum load for that network given by l̂ (Eq. 5.4).

The total load problem is a shortest path problem that could be
solved using a classical algorithm such as the Dijkstra’s algorithm
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if a single channel was involved. In the presence of multiple chan-
nels, it is expected that the complexity for of this problem does not
increase.

5.2.2.2 Load balancing (Eq. 5.14)

Load should be equally balanced among channels [22]. Unbalanced
load causes unfairness among nodes assigned to different channels.
The function lb(f) is actually the load carried by the least loaded
channel. By maximizing lb(f), the load balancing among channels
is also maximized. This is a standard max min formulation.

Our load balancing problem is basically the Max Balanced Con-
nected κ-Partition problem [101], which aims to find a partition of
the vertex set V, of a graph N(V,E), into κ classes such that the
weight of the lightest class is as large as possible and each class
Vi : i ∈ [1 : κ] has to induce a connected subgraph of N; in the load
balancing problem we view the load imposed by each node d(v,gi)
as the weight of the vertices. Since Max Balanced Connected κ-
Partition problem is known to be a NP-hard problem [101], the
load balancing problem can also be classified as NP-hard.

5.2.2.3 1st ring balancing (Eq. 5.15)

Interference problems on links to the gateways affect the network
performance more seriously than links farther from gateways be-
cause gateways neighborhoods are the network bottleneck in stub
WMN. The study on Chapter 4 showed that networks with higher
connectivity degree at gateways have better performance in terms of
throughput, fairness and delay. If the total load function (Eq. 5.13)
is minimized, the connectivity degree of gateways is automatically
set to its maximum value. However, when the 1st ring of each of the
gateways have nodes in common, i.e. ⋃gi,gj∈GR1Ngi ∩R1Ngj 6= ∅, the
connectivity degree of the gateways may be unbalanced. The rb(f)
is actually the connectivity degree of the gateway with smallest 1st

ring. By maximizing rb(f), the 1st ring balancing among channels
is also maximized.

The 1st ring balancing problem is basically the Max Balanced
Connected κ-Partition problem where vertices weights are unitary
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and the network to be partitioned includes solely the nodes on the
network 1st ring R1N (Eq. 5.6). Since Max Balanced Connected κ-
Partition problem is known to be a NP-hard problem [101], the 1st

ring balancing problem can also be classified as NP-hard.

5.2.2.4 1st ring hidden links (Eq. 5.16)

The decrease of the network connectivity, caused by the channel
assignment, augments the hidden node problem as shown in Chap-
ter 3. The study on Chapter 4 showed that the avoidance of the
hidden node problem on the gateway neighborhood increases the
network throughput and reduces the delay. The number of hidden
links on the 1st ring (1st ring hidden links) is just the number of
edges in the 1st ring hidden graph ER1

H defined in Eq. 5.8, in which
all nodes involved are assigned to the same channel.

Given a graph H, the Max κ-cut problem [102] is defined as the
partition the vertices of H into κ partitions in order to maximize the
number of edges whose endpoints lie in different partitions. In our
channel assignment problem, if we view vertices of the hidden graph
assigned to a particular channel as belonging to one partition, then,
the 1st ring hidden links function is actually the number of edges in
the hidden graph that have endpoints in same partition. Thus, the
hidden node avoidance problem is similar to the Max κ-cut problem
with the variation that coloring is performed at the network graph
N which causes the coloring of the HR1 where the cut is measured.
Since Max κ-cut problem is known to be a NP-hard problem [102],
our hidden node avoidance problem can also be classified as NP-
hard.

5.2.3 Discussion

We define our channel assignment problem as a multi-objective op-
timization problem. For most multi-objective problems, it is not
possible to identify a single solution that simultaneously optimizes
all objectives; the set of solutions for such problems are called the
Pareto optimal set. A solution belongs to the Pareto optimal set
if there is no feasible solution which would improve some criterion
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without causing a simultaneous worsening in at least one other cri-
terion. Three out of the four objective functions are NP-hard prob-
lems. Therefore, finding each of the Pareto set solutions is not
possible in polynomial time.

5.3 TILIA algorithm

In this section we present TILIA, a centralized algorithm for solving
the channel assignment problem. Centralized algorithms are very
useful in managed WMNs, and a natural solution for stub WMNs,
where there is a set of gateways owned by a central entity such as
a telecom operator. Centralized approaches have been proposed in
recent works [15].

TILIA aims at assigning channels to nodes and defines paths for
WMN nodes optimizing topology metrics by the order of importance
found on our previous studies [26, 27] discussed in Section 5.2.1.
TILIA uses a breadth-first tree growing technique, but instead of
growing a single tree, TILIA grows a forest S = ⋃

i∈GTi of κ trees
rooted at each gateway gi ∈ G. All the trees grow simultaneously
and their union spans the network. TILIA solves more than the
channel assignment problem; the tree growing technique also (1)
enables the selection of paths between each node and the gateway
that has minimum number of hops and hidden nodes, and (2) it helps
finding balanced 1st ring sizes. Nodes in the network are assigned
to the least used channel and, within that channel, to the least used
parent who forwards the traffic towards the gateway. When different
channels and parents are equally loaded, the tie-break is made in
two stages: first by the distance to the gateway, and then by the
number of hidden nodes.

5.3.1 Algorithm description

TILIA is introduced in Algorithm1. The TILIA input is the net-
work graph N of a WMN and the set of gateways G. The outcome
of the algorithm is a spanning forest S of N . The trees Tgi of a
forest S are initialized with the gateways gi ∈ G, and X is initial-
ized as an empty set of forests. The function TiliaMainCycle() is
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the core of TILIA algorithm. The output of TiliaMainCycle() may
provide one or more forests which are stored in X . When the rac-
ing rules established for assigning channels to nodes on the gateway
neighborhood result on a tie, this function is called recursively to
exploit alternative forests. The BestForest() function selects the
forest in X that has the topology characteristics that fits better the
channel assignment problem defined in Eq. 5.13, Eq. 5.14, Eq. 5.15,
and Eq. 5.16.

Algorithm 1 TILIA algorithm
Require: N(V,E), G
Ensure: spanning forest S =

⋃
i∈GTi with roots in G

Initialize trees Tgi ⊂ S as vertex gi ∈G
Initialize X as an empty set of forests
TiliaMainCycle(N,S,X )
return S :=BestForest(X )

In the TiliaMainCycle() function, described in Algorithm2 each
node is visited once. The next node v to be visited is selected by
the NextV ertex() function. For the selected node v, the function
BestChannels() returns a set C ⊂ G (Eq. 5.1) of closest gateways
to node v that currently have the minimum load. The function
BestParents() selects the set P of best parents of node v. Finally,
the forest S and the set of selected forests X are updated in the
UpdateForest() function.

Algorithm 2 TiliaMainCycle(N,S,X )
1: while VS 6= V do
2: v :=NextV ertex(N,S)
3: C :=BestChannels(N,S,v)
4: P :=BestParents(N,S,v,C)
5: UpdateForest(N,S,X ,v,P )
6: end while

5.3.2 Select the next node to be visited

The NextV ertex() function, in Algorithm3, selects the next node
to be visited. Nodes are visited in increasing order of (1) hop count,
(2) available nearby channels, (3) available nearby parents, and (4)
hidden nodes on links to those parents.
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NextV ertex() starts by visiting the nodes that are closer to the
gateways. This strategy avoids loops and allows a better control on
the gateway neighborhood which is the network bottleneck.

Algorithm 3 NextV ertex(N,S)
1: F := {v : (euv ∈ E)∧ (u ∈ VS)∧ (v /∈ VS)}
2: minhc :=min({d̂v : v ∈ F})
3: X = {v : (v ∈ F )∧ (d̂v =minhc)}
4: mingw :=min({|Ĝ(v)|,∀v ∈X})
5: Y := {v : (v ∈X)∧ (|Ĝ(v)|=mingw)}
6: minP :=min({|P (v)| : v ∈ Y })
7: Z := {v : (v ∈ Y )∧ (|P (v)|=minP )}
8: M ′(v) =

⋃
p∈P (v)M(epv),∀v ∈ Z

9: minhidden :=min({|M ′(v)|,∀v ∈ Z})
10: A := {v : (v ∈ Z)∧ (|M ′(v)|=minhidden)}
11: Let r be one node from A selected randomly
12: return r

The next node to be assigned is selected from F ⊂ V of the
frontier nodes of the forest S being grown from the network N . A
frontier node v ∈ F is a node in the network v ∈ V that has not
yet been added to the set of nodes VS in the forest, but has at
least a neighbor u : euv, evu∈E that was previously included in VS .
The minimum distance minhc of a closest frontier node v ∈ F to a
gateway is calculated in line 2. Then, the set nodes F is cropped to
the subset X (line 3), containing the nodes with smallest hop count
to the closest gateway.

The cardinal of the set of the closest gateways of each node Ĝ(v)
(Eq. 5.1) is calculated in line 4 as the minimum number of channels
mingw available on each frontier node v ∈ X. The set Y , found
in line 5, is a subset of X having the smallest number of nearby
channels mingw. The minimum number of candidate parents minP
of each frontier node v ∈ Y is calculated in line 6. The set Z (line 7) is
a subset of Y in which nodes have the smallest number of candidate
parents given by P (v) defined in Eq. 5.2.

At line 8, we obtain for each node v ∈ Z the set M ′(v) of hidden
links as the union of the sets of linksM(epv) (Eq. 5.10) that are hid-
den from the link between nodes v ∈ Z and each of their candidate
parents p ∈ P (v). The minimum cardinality minhidden among the
sets of links hidden from a node is calculated in line 9. Finally, the
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set A, found in line 10, is a subset of Z in which nodes have the
smallest number minhidden of links hidden from links to the candi-
date parents . It is common to have |A|≈1 because each node v ∈A
has to satisfy the four conditions described above. If more than a
node is eligible, then it is selected randomly.

5.3.3 Select channels and parents

The function BestChannels() shown in Algorithm4 selects the can-
didate less loaded channels to be assigned to the node v returned
by NextV ertex() function. The set of nearby channels Cnear is
found at line 1. The set Cnear contains the channels that were pre-
viously assigned to all neighbors of v, instead of considering only
the channels correspondent to the set of closer gateways of v given
by Ĝ(v). At line 2, we calculate the minimum load minl which is
the load lS(gi) (Eq. 5.3) of the less loaded tree Tgi ⊂ S. At line 3,
BestChannels() returns a set containing all nearby channels that
carry exactly minl load.

Algorithm 4 BestChannels(N,S,v)
1: Let Cnear := {ch(u) : evu∈ES ∨ euv∈ES}
2: Let minl :=min({lS(gi) : gi ∈ Cnear})
3: return {gi ∈ Cnear : lS(gi) =minl}

By considering the channels of all the neighbors of v, including
those nodes u /∈ P (v), the paths between v and the gateway are
enabled to have more hops than the optimum distance d̂v, what
means that the total load on the forest may be higher than the
minimum load l̂ of the network. In some scenarios this relaxation
may be useful to guarantee load balancing between channels.

Consider for instance the topology represented in the Figure 5.3(a),
with 25 nodes including 2 gateways. The distance of each node to
the closest gateways is presented in the first line of Table 5.2 and the
minimum load for this network l̂=43. By assigning nodes to chan-
nels in order to get the minimum load and the best possible load
balance, we obtain the forest in Figure 5.3(b); this channel assign-
ment has obvious low load balance since the load on gateway g1

(l(g1) = 15) is much smaller than the load on gateway g2 (l(g2) = 28),
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as shown in the second line of Table 5.2. Another channel assignment
scheme could be the forest represented in Figure 5.3(c); this channel
assignment has non optimal total load l(g1)+ l(g2) = 45> l̂= 43, but
the load balance between channels is near optimal since l(g1)≈ l(g2)
(3rd line of Table 5.2).
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(a) Network topology be-
fore channel assignment.

k

lc

gg1

g2

d mh

jb f

a e i

u

v

w

t

s

p

q

r

o

n

(b) Forest that minimizes
the total load.
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(c) Forest that maximizes
the load balancing.

Figure 5.3: Illustration of the trade-off between minimizing the
total load and have load balancing.

Figure
Load from each node

l(g1) l(g2) Total
loadb c d f g h

k l m
a e i j
p q r

n t u
v w o s

5.3(a) 1 2 3 2 3 - - l̂=43
5.3(b) 1 2 3 2 3 15 28 43
5.3(c) 1 2 3 3 4 22 23 45

Table 5.2: Loads for the network and forests presented in Figures
5.3(a), 5.3(b), and 5.3(c).

The function BestParents() shown in Algorithm5 selects the
best parent u of node v by considering three conditions: minimum
distance to the gateway, minimum load, and minimum number of
hidden nodes. The BestParents() function returns a set P of par-
ents, if multiple parents are equally good on the gateway neighbor-
hood, considering the hop count, the load, and the hidden nodes.

In line 1 we obtain the set of candidate parents Pall of node v
which are the parents that are operating on the channels on set C
returned by BestChannels(). In line 2 we calculate the ring of the
candidate parent that is closer to its gateway. In line 3 we obtain
the set of candidate parents Pring that are at ring hops from their
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gateways. At line 4, we calculate the minimum load minload among
candidate parents. In line 5 the set of candidate parents is cropped
to Pload keeping only the candidate parents that have the minimum
load minload. In line 6 the minimum miss ratio minm is calculated;
for all links between v and each candidate parent u ∈ Pload, we
calculate the link miss ratio as given by Eq. 5.11, minm being the
minimum value found. In line 7 we obtain the final set of candidate
parents Pcandidates that present less problems with hidden nodes,
that is, those whose miss ratio of links between v and each parent
u ∈ Pcandidates is minm.

Algorithm 5 BestParents(N,S,v,C)
1: Pall := {u : (ch(u) ∈ C)∧ (euv ∈ V )}
2: ring :=min({d(u,ch(u)) : u ∈ Pall})
3: Pring := {u ∈X : d(u,ch(u)) = ring}
4: minload :=min({lS(u) : u ∈ Pring})
5: Pload := {u ∈ Pring : lS(u) =minload}
6: minm :=min({m(euv) : u ∈ Pload})
7: Pcandidates := {u ∈ Pload :m(u) = z}
8: if |Pcandidates|= 1 then
9: return P := Pcandidates
10: end if
11: if ring > 1 then
12: p := node on Pcandidates selected randomly
13: return P := {p}
14: else
15: return P := Pcandidates
16: end if

It is common to have |Pcandidates|≈1 because each node v ∈
Pcandidates has to satisfy the tree conditions described above. When
|Pcandidates| = 1, the BestParents() function returns Pcandidates as
shown in lines 8 and 9. If multiple candidate parents are found,
the returned candidate parent set depends of the distance to the
gateway of the nodes being assigned. The channel assignment on
the gateway neighborhood should be done carefully since (1) the
topology of this part of the network has a great impact on the per-
formance of the network [26, 27], and (2) it affects the output forest
dramatically. If the parents on the Pcandidates set are located be-
yond the 1st ring (line 11), the BestParents() function returns one
random element of Pcandidates as shown in lines 12 and 13. If the
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parents on the Pcandidates set are gateways or are located on the 1st

ring (line 14), the BestParents() function returns the Pcandidates set
with all its elements as shown in line 15.

5.3.4 UpdateForest() and recursiveness

After the selection of the best parent of our node v, the function
UpdateForest(), shown in Algorithm6, is called in order to update
the forest S that is being built on the TiliaMainCycle(). Node v
is added to VS and the edge euv is added to ES on line 2, where
u is the first element of P (line 1) and P is the set returned by
the BestParents() function. When appending v causes VS to be
complete (line 3), i.e. containing all nodes in the network N , then
the spanning forest S is appended to the set of forests X in line 4.

Algorithm 6 UpdateForest(N,S,X ,v,P )
1: Let u := first element of set P
2: Append v to VS and edge euv to the tree Tch(u) ⊂ S
3: if VS = V then
4: Append S to the set of forests X
5: end if
6: for all other p ∈ P do
7: Initialize S′ := S
8: Delete euv from the tree T ′

ch(p) ⊂ S
′

9: Append epv to the tree T ′
ch(p) ⊂ S

′

10: if VS′ = V then
11: Append S′ to the forests set X
12: else
13: TiliaMainCycle(N,S′,X )
14: end if
15: end for

If the BestParents() function returns a set P with multiple
parents, we start to grow a new forest S′ for each candidate parent
p ∈ P (line 6). Each new forest S′ is a clone of the forest S grown
so far (line 7). The forests S and each of the new forests S′, are
distinguishable only by the edge that links node v to the forest
(lines 8 and 9).

Here again, if VS′ is complete (line 10) then the spanning forest S′

is also appended to the set of forests X (line 11). It is not expectable
that VS′ is complete in this situation, because the BestParents()



5.3 TILIA algorithm 131

function returns a set P with multiple parents only on the gate-
way neighborhood and it is expectable that there are nodes on the
network farther from the gateways; this line was added to the algo-
rithm to keep it robust. If S′ is not yet complete when appending v
(line 12), then the TiliaMainCycle() is called (line 13) to continue
growing the forest S′ recently cloned from S.

Calling the TiliaMainCycle() inside the UpdateForest(), which
in turn is called inside TiliaMainCycle(), transforms the later in
a recursive function. However, the recursiveness is used only to
overcome ties on the assignment of nodes on the gateway neighbor-
hood. Assigning first the nodes with less channel and parent options
(NextV ertex function) avoids most of the ties because nodes that
have connectivity through a single channel are assigned first and
their contribution on the channel load is taken into account when
assigning nodes that are equally distant to several gateways. By
avoiding ties, the recursiveness is also avoided and the complexity
of TILIA reduced.

5.3.5 Select the best forest

The BestForest() function shown on Algorithm7 returns the forest
that better fits as a solution to our channel assignment problem.
Each forest S ∈ X is evaluated using the composed topology metric
tmet defined as θ in Eq. 5.17 (lines 1 and 2). The forest with highest
tmet is returned by BestForest() as the solution for the network N
(line 4).

Algorithm 7 BestForest(X )
1: for all S ∈ X do
2: Calculate tmet for forest S
3: end for
4: return forest S with highest tmet

tmet has five components corresponding to measures of (1) the
total load θl given by Eq. 5.18, (2) the load balancing between trees
in different channels θlb given by Eq. 5.19, (3) the total number of
nodes on the 1st ring θr1 given by Eq. 5.20, (4) the balance between
the size of 1st ring around each gateway θr1b given by Eq. 5.21, and
(5) the 1st ring miss ratio θm given by Eq. 5.22. The highest values
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of each of the components tmet are found on the forest S that
better fits our channel assignment problem formulated earlier. All
components of tmet (Eq. 5.18 to Eq. 5.22) are in the interval ]0,1].

θ = klθl+klbθLb+kr1θr1 +kr1bθr1b+kmθm (5.17)

θl = l̂∑
gi∈G lS(gi)

(5.18)

θlb =

(∑
gi∈G l(gi)

)2

|G|∑gi∈G l(gi)2 (5.19)

θr1 =
∑
gi∈G |R1Sgi|
|R1N | (5.20)

θr1b =

(∑
gi∈G |R1Sgi|

)2

|G|∑gi∈G |R1Sgi|2
(5.21)

θm = (1−mR1) (5.22)

The total load component θl, on Eq. 5.18, is the ratio between
the minimum load l̂ of the network N given by Eq. 5.4 and the
sum of loads lS(gi) (Eq. 5.3) of trees in the forest S. In the best
case θl = 1, which occurs when the load on the forest S equals the
minimum load l̂; if the load on the forest S is much higher than l̂,
then θl approaches 0.

The load balancing component θlb, in Eq. 5.19, is calculated us-
ing the by Jain fairness index [97], and represents how fair load is
distributed among channels. In the best case θlb =1, which occurs
when the load on trees of the forest S is equally distributed; if the
loads on trees of the forest S have significant differences, then θlb

approaches 0.
The total number of nodes on the 1st ring component θr1, in

Eq. 5.20, is the ratio between the sum of the connectivity degree
of the trees in the forest S, and the cardinal of the set R1N of
nodes neighbors to gateways in the original network N . In the best
case θr1 = 1, which occurs when all nodes in the neighborhood of
gateways of the original network are assigned to one of their closest
gateways; if several nodes are assigned to channels correspondent to
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gateways that originally were not on their neighborhood, then θr1

approaches 0.

The 1st ring balance component θr1b, in Eq. 5.21, is calculated
using the Jain fairness index and measures how fair are distributed
the 1st ring nodes among the gateways. In the best case θr1b = 1,
which occurs when the sizes of the 1st ring of each of the trees in
the forest S are equally distributed; if the 1st ring sizes of trees in
forest S have significant differences, then θr1b approaches 0.

The 1st ring miss ratio component θm, in Eq. 5.22, measures the
hidden node problem on the gateways neighborhood using the miss
ratio defined in Eq. 5.12. In the best case, θm = 1 which occurs when
the number of hidden nodes in the gateways neighborhood is 0 and
the 1st ring miss ratio is 0; if there is a substantial number of hidden
nodes in the gateways neighborhood, when compared to links that
interfere with each other on the 1st ring, then the 1st ring miss ratio
becomes higher and θm approaches 0.

We introduced weights on the calculation of topology metric θ,
because it may be difficult to find a forest S that maximizes all com-
ponents. Each of the components contribute with different weights
(kl, klb, kr1, kr1b, km) to the topology metric θ according to the im-
pact these topology characteristic have on the network performance
studied in previously published work [27]. We propose for our algo-
rithm kl = 0.5, klb = 0.15, kr1 = 0.1, kr1b = 0.1 and km = 0.15. These
values were found to be optimal to the set of 200 scenarios in which
we tested TILIA.

5.4 Evaluation

In this section, we evaluate TILIA. Our experiments try to answer
two questions: (1) What are the performance gains of the TILIA
channel assignment algorithm when compared with state-of-the-art
approaches under TCP and UDP traffic? (2) How accurate is the
topology metric tmet to predict the performance of a WMN?
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5.4.1 Methodology

In order to answer the questions we benchmarked TILIA against two
alternative solutions: LB-MCP [22] and a random channel assign-
ment. The other static channel assignment solutions identified in
Chapter 2 were not considered for this study because the protocol
presented in [23] does not consider the existence of multiple gate-
ways and the approach in [24] was not designed for stub WMN,
which we aim to address.

We tested the performance of the three channel assignment strate-
gies using the network simulator ns-2.29 with HTTP and UDP traffic
independently. Four performance metrics were evaluated and com-
pared: throughput, throughput fairness, packet loss, and delay. In
order to compare TILIA with the other strategies we defined gainηλ,s
as the gain of TILIA over the assignment strategy s with respect
to the performance metric η for a data rate λbit/s, as shown in
Eq. 5.23,

gainηλ,s = k
aηλ,TILIA−a

η
λ,s

aηλ,s
(5.23)

where η ∈ {throughput, fairness, packet loss, delay}, s ∈ {LB-MCP,
random}, aηλ,TILIA and aηλ,s are the average values of metric η for the
forests created respectively by TILIA and strategy s when each node
in the network generates a data rate of λbit/s. k= 1 for throughput
and fairness, and k =−1 for delay and packet loss.

5.4.1.1 Network generation and channel assignment

A set of 200 random network topologies was analyzed. Each net-
work has 36 nodes, including the gateways, spread in an area of
1000m×1000m. The position of each node, defined by its (x,y)
coordinates, was generated using two independent uniform distri-
butions. Random positions locating two nodes at a distance smaller
than 50m were rejected and another position generated. After gen-
erating the 36 positions, the connectivity of the network is tested. If
a node does not have at least one neighbor located at a distance less
than RXThreshold= 350m, meaning that the node is isolated, the
network is rejected and a new network is generated. The first two
generated positions are selected to be the gateways. A TCL script
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developed inside ns-2 was used to generate and store the network
topologies using the dot (http://www.graphviz.org/) graph descrip-
tion language.

The channel assignment is performed by a python script that
reads the network graph N description and returns three graphs
corresponding to three possible forests S: a forest build using TILIA,
other using the LB-MCP [22], and the third by assigning channels
to nodes randomly. The information about the parent of each node
is included in the forest graph descriptions.

5.4.1.2 Simulator parameters

Each generated network was simulated using the network simulator
ns-2.29. The parameters used in simulation are presented on the
Table 5.3. The simulation tool ns-2 was used with two-ray ground
reflection propagation model, IEEE 802.11 DCF MAC protocol in
the link layer, and a modified version of HWMP)[1] was used to
establish routes. Each simulation ran with 3 different seeds.

Parameter Value

Propagation Model two ray ground reflection
Channel data rate 54Mbit/s

Receiving threshold -70.2 dBm, 350m
Carrier Sense threshold -70.2 dBm, 350m

RTS/CTS ON
Packet size 1500 bytes

Web page size 300 kbytes (3 files with 100 kbytes each)
Table 5.3: Parameters used in ns-2.29 simulations of network topolo-
gies resultant from channel assignment with TILIA and other strate-
gies.

The duration of each simulation was configured to give time to
generate 104 packets on each flow; the exact duration depends on
the flow data rate. During the first 10 seconds a warm up flow
takes place between each node and the gateway; this flow enables
the ARP tables of each node to be filled. Warm up flows are not
considered to calculate the network performance metrics.
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5.4.1.3 TCP traffic

Experiments with TCP traffic simulate web traffic. Each mesh
node behaves like an access point with one client (web browser)
attached. Each client generates page requests at five different rates.
The “reading” time between two page requests is an exponentially
distributed random variable with average values of 5 s, 5.5 s, 6 s, 7 s,
and 8 s. These values of “reading” time were selected in order to
load the network below the saturation. Each web page has 3 files
with 100 kByte each.

The performance metrics are page throughput, page throughput
fairness, web page latency, and page loss. The page throughput is
the total number of pages received by all clients on the WMN over
the simulation time. Page throughput fairness is measured using
the Jain’s Fairness index [97] calculated with page throughputs per
node. The web page latency is the delay between the transmission
of a page request by the client and the reception of the last TCP
acknowledgment segment after file reception. Page loss is the ratio
between the number of complete pages received and acknowledged,
and the number of pages requested; pages are considered lost if they
were not received by the end of the simulation.

5.4.1.4 UDP traffic

Each node, except the gateways, generates an UDP traffic flow
whose packets are generated by a Poisson process; in the uplink flow,
packets are destined to a node in the Internet through the serving
gateway. Simultaneously, a node outside the WMN generates one
downlink flow destined to each node in the network, except the gate-
ways. Flows for each node are configured with similar parameters,
which are fixed for each simulation. We tested the networks with
several node data rates.

For UDP, the performance metrics are throughput, throughput
fairness, packet delay, and packet loss. The throughput is the total
number of packets received by flows destinations over the simulation
time. Throughput fairness is measured using the Jain’s Fairness in-
dex [97] calculated with throughputs per node. The packet delay
is the time difference between the transmission of a packet and its
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reception by the flow’s destination. Packet loss is the ratio between
the number of packets generated but not received by flow destina-
tions, and the number of packets generated by flow sources.

The experiments with UDP traffic simulate a video surveillance
scenario, where most of the traffic is uplink. For each simulated data
rate the downlink represents 10% of the total data rate of each node.
Different ratios of downlink and uplink traffic were also studied.

5.4.2 TILIA performance evaluation

Figure 5.4 represent the performance metrics averaged over the 200
tested topologies simulated with 3 different seeds. Plots show the
performance metrics average values and their 90% confidence inter-
val on the left axis and the gain of TILIA over the other assignment
strategies on the right axis. The performance comparison between
TILIA and the state-of-the-art channel assignment strategies under
TCP traffic is shown in Figure 5.4(a), 5.4(b), 5.4(c) and 5.4(d), and
the comparison under UDP traffic is shown in Figure 5.4(e), 5.4(f),
5.4(g) and 5.4(h).

Figure 5.4(a) represents the page throughput results for TCP
traffic and shows that TILIA has the highest page throughput with
4.35 page/s for a rate of 400 kbit/s/node. LB-MCP’s highest page
throughput is 4.1 page/s for a rate of 340 kbit/s/node. When chan-
nels are assigned randomly, the highest page throughput is 3.7 page/s
achieved with a data rate (343 kbit/s/node). The gain of TILIA over
LB-MCP is up to 8.2% but over random assignment can be up to
24.5%.

Figure 5.4(e) represents the throughput results under UDP traf-
fic and shows that the highest throughput obtained by TILIA is
23.8Mbit/s. LB-MCP highest throughput is 21.9 kbit/s, and when
channels are assigned randomly the highest throughput is 20.5 kbit/s.
The gain of TILIA over LB-MCP is up to 8.5% but over ran-
dom assignment can be up to 15.4%. For data rates higher than
900 kbit/s, the throughput and the gain are higher than represented
in Figure 5.4(e), however in those situations the packet loss is too
high to support applications such as video surveillance.
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Figure 5.4: Performance comparison between TILIA and the state-
of-the-art channel assignment strategies under TCP and UDP traf-
fic.

Fairness results are shown in Figure 5.4(b) and Figure 5.4(f) for
TCP and UDP experiments. Fairness is high on all channel assign-
ment strategies evaluated, since all values are above 80%, therefore
the gains of TILIA over the other channel assignment strategies is
less than 10%.



5.4 Evaluation 139

Figure 5.4(c) represents the page loss results under TCP traffic.
Figure 5.4(g) represents the packet loss results under UDP traffic.
The page loss and packet loss increases with the data rates imposed
to the network with all strategies; however the increase is influenced
by the topology of the forest generated by the channel assignment
strategy. TILIA page loss varies between 4.6% and 40.6% when
data rates caused by page requests are respectively 300 kbit/s and
480 kbit/s; for these data rates, the page loss observed in forests
generated by LB-MCP varies between 6.9% and 44.8%, while for
random assignment varies between 14.8% and 52.2%. TILIA packet
loss varies between 0.5% and 25.7% when the data rates of the UDP
flows are respectively 500 kbit/s and 900 kbit/s; for these data rates,
the packet loss observed in forests generated by LB-MCP varies be-
tween 0.9% and 31.5% while for random assignment varies between
4.3% and 35.6%. For the page loss, the gain of TILIA is higher
on low data rates. TILIA performs better than the other strategies
with a maximum gain of 32% over LB-MCP and 68% over the ran-
dom assignment regarding page loss, and an a maximum observed
gain of 45% over LB-MCP and 88% over the random assignment
regarding the packet loss.

Figure 5.4(d) represents the page latency results under TCP traf-
fic and Figure 5.4(h) represents the packet delay results under UDP
traffic. The page latency and packet delay increases with the data
rates imposed to the network in all strategies. However the increase
is influenced by the topology of the forest generated by the chan-
nel assignment strategy. TILIA page latency varies between 5.7 s
and 16.8 s when data rates caused by page requests are respectively
300 kbit/s and 480 kbit/s; for these data rates, the page latency ob-
served in forests generated by LB-MCP varies between 7.3 s and
17.7 s while by the random assignment varies between 10.5 s and
17.6 s. TILIA packet delay varies between 14.0ms and 119.4ms
when the data rates of the UDP flows are respectively 500 kbit/s and
900 kbit/s; for these data rates, the packet delay observed in forests
generated by LB-MCP varies between 19.9ms and 150.2ms while by
the random assignment varies between 49.4ms and 169.9ms. The
gain of TILIA is higher on low data rates. For page latency TILIA
performs better than other strategies with a maximum observed
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gain of 22% over LB-MCP and 45% over the random assignment.
For the packet delay, the maximum gain observed over LB-MCP is
29% and over the random assignment is 72%.

Page loss, packet loss, page latency and packet delay gains de-
crease when the network becomes more loaded; however, for high
data rates the losses and delay are too high for web browsing pur-
poses or video surveillance. In the graph of Figure 5.5 we present
the mean data rate supported by each type of experiment for a given
percentage of losses. For the same loss ratio UDP experiments sup-
port higher data rates than TCP experiments. The lower perfor-
mance of TCP experiments can be partially explained by the higher
overhead caused by the TCP handshake, acknowledgment and the
larger packet headers. In both cases (TCP and UDP), TILIA im-
proves significantly the performance of the network when compared
with other strategies for channel assignment.
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Figure 5.5: The mean data rate supported by each type of experi-
ment for a given percentage of losses for experiments with TCP and
UDP traffic.

The ratio between downlink and uplink traffic is also a cause of
this result. Using UDP traffic, two other downlink versus uplink ra-
tios were simulated with total data rate per node of 500 kbit/s: 50%
for both uplink and downlink, and 10% uplink and 90% downlink.
Figure 5.6 shows the results of these experiments regarding packet
loss and delay. In all channel assignment strategies, less downlink
and more uplink traffic lead to higher delays but lower packet loss
ratio. However, even when most of the UDP traffic is downlink,
TILIA has gains over the other strategies.
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Figure 5.6: Delay and packet loss results with different ratios of
downlink and uplink UDP traffic.

5.4.3 Accuracy of composed topology metric tmet

In order to evaluate the accuracy of the composed network topology
metric tmet, we used the UDP simulations described above. We de-
fined the accuracy of tmet, introduced in Eq. 5.17, as the percentage
of cases in which a better tmet corresponds to better network per-
formance. We compared the behavior of tmet with the behavior of
the four studied performance metrics (throughput, fairness, packet
loss and delay). The accuracy of tmet regarding the performance
metric η ∈ {throughput, fairness, packet loss, packet delay} when
each node is generating a data rate of λbit/s is given by Eq. 5.24,

Accuracyηλ = 1
|T |× |S|

∑
t∈T

∑
(i,j)∈S

1Θtij↔A
ηtλ
ij

(5.24)

Θt
ij =

1, θti− θtj > 0

0, otherwise
(5.25)

Aηtλij =

1, k ·aη,tλ,i−k ·a
η,t
λ,j > 0

0, otherwise
(5.26)

1x =

1, x is true

0, x is false
(5.27)

where T is the set of the 200 simulated random topologies, and

S =
(
S

2

)
is the set of all 2-combinations out of the set S={TILIA,
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MCP-LB, random} of the considered channel assignment strategies.

The boolean function Θt
ij in Eq. 5.25 compares the tmet θti and

θtj of the two forests derived by the channel assignment strategies i
and j for the topology t. The Θt

ij is 1 if the forest resultant from
strategy i has a tmet higher than the tmet associated to the strategy
j; otherwise, it is zero.

The boolean function Aηtλij in Eq. 5.26 compares the mean val-
ues of performance metric η, aη,tλ,i and a

η,t
λ,j when simulating the two

forests derived by the channel assignment strategies i and j for the
topology t with a data rate of λbit/s per node. Aηtλij is 1 if the for-
est resultant from strategy i leads to a performance metric η better
than the one associated to the strategy j; otherwise, it is zero. k= 1
for throughput and fairness, and k =−1 for delay and packet loss.

The indicator function 1x in Eq. 5.27 is 1 if the event x is true;
otherwise, it is zero. In Eq. 5.24 the indicator function returns 1
if the functions Θt

ij and Aηtλij are both true or both false which
occurs when the forest of topology t resultant from strategy i has
simultaneously a higher tmet and a better performance η, or a lower
tmet and a worse performance η.

The results of the tmet accuracy are shown in Figure 5.7 for
throughput, fairness, packet loss, and delay. Figure 5.7 shows that
the tmet accuracy is above 94% for all the performance metrics.
The accuracy of tmet is higher for lower data rates because, near
saturations, the network performance turns to be more chaotic and,
therefore, less predictable.

Figure 5.7: Accuracy of the network topology metric tmet.
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5.5 Summary

We presented TILIA, a centralized channel assignment algorithm
used to improve the performance of single-radio WMN using mul-
tiple channels. Our goal is to improve the performance of a multi-
channel WMN by controlling solely the channel in which each node
operates. We ended at enhancing the gateway neighborhood by
increasing its size and avoiding hidden nodes on links around the
gateway, while keeping the load balanced between channels. TILIA
uses a breadth-first tree growing technique, but instead of growing a
single tree, TILIA grows a forest of κ trees each of which rooted at a
different gateway; all the trees grow simultaneously and their union
spans the network. TILIA solves more than the channel assignment
problem since it also defines the paths between each node and the
gateway. Our experimental evaluation based in ns-2 simulations
shows that the gains of TILIA are visible on packet loss, page loss,
and packet delay, respectively with gains of 45% 33% and 29% when
compared with the state-of-the-art proposal [22], and 88%, 69% and
72% when compared with random channel assignment. We also in-
troduced the composed topology metric tmet used by TILIA to
select the forest with best topology characteristics. The accuracy of
the proposed composed topology metric is over 94%.





Chapter 6

Conclusions

6.1 Work review

In this thesis we addressed the problem of improving the capacity
of stub WMNs consisting of nodes equipped with a single radio off-
the-shelf 802.11 interface, by statically assigning channels to nodes.
We posed the hypothesis of using solely the topology information
about the WMN to solve the problem, instead of using also traffic
information as done by state of the art works. To test this hypothesis
we conducted an large set of experiments in which we simulated
thousands of different network topologies.

In Chapter 2 we studied the DCF which is the CSMA/CA MAC
protocol used in IEEE802.11 standard. We surveyed the most
important works addressing the capacity of wireless networks and
WMN in particular. We described three interference models which
are valuable tools for determining interference between pairs of links
in a wireless network. We presented a survey of existing chan-
nel assignment methods, particularly those available for single-radio
WMNs. Multi-channel MAC and routing protocols were presented
as well as algorithms for channel assignment. State-of-the art works
that relate the network performance with network topology metrics
such as the mean hop count, the neighbor node density, the mean
number of hidden nodes, and the missratio were also reviewed.

Chapter 3 characterized the impact that the network topology
characteristics have on the performance of a WMN. A set of metrics
that characterize the gateways neighborhood were introduced: the

145
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size of the 1st ring, the mean number of hidden nodes on the 1st

ring, and the missratio on the 1st ring. We defined a set of ex-
periments with 18 arbitrary channel assignment scenarios in a 6x6
lattice topology network. Simulations using ns-2 were carried out
and, based on the results obtained, the topology characteristics that
have impact on the throughput of the WMN were identified as be-
ing the following: the mean hop count calculated between nodes and
the respective gateway; the number of nodes in the 1st ring that is
the number of nodes directly connected to gateways; the neighbor
node density that is the mean number of neighbors of a mesh node;
the miss ratio that synthesizes the number of hidden nodes on the
network; the 1st ring miss ratio that synthesizes the number of hid-
den nodes on the gateway neighborhood. The main conclusion of
Chapter 3 is that the performance of the WMN is highly related to
these topology metrics.

In Chapter 4 we ranked the network topology characteristics by
their order of influence on the performance of a single-radio multi-
channel IEEE802.11 WMN. A set of 3500 topologies with 36 ran-
domly positioned nodes was created using the network simulator ns-
2 [93]. Two channel assignment strategies were then applied to each
of the 3500 topologies, by assigning one of two possible channels to
each node. Each of the 7000 networks was simulated four times us-
ing ns-2 with two possible traffic loads and two different simulation
seeds; low load and high load scenarios were simulated. The topo-
logical and performance metrics from the 28000 network simulations
were used to train a data mining model based on support vector ma-
chines. The considered topological metrics were those identified on
Chapter 3 plus the number of nodes sharing a radio channel. This
metric has brought by the use of random network topologies. The
new set of metrics is composed by (1) the number of nodes per sub-
network, (2) the mean hop count, (3) the number of nodes in the 1st

ring, (4) the neighbor node density, (5) the miss ratio, and (6) the
1st ring miss ratio. The input parameters of the models are the six
topology metrics enumerated above and the output of each model
are the three performance metrics: network aggregate throughput,
fairness, and delay. Using fitted data mining models, the effect of
topology metrics on performance was quantified using a sensitivity
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analysis procedure which revealed the relative importance of each
topology metric for each model. The results obtained suggest that
the topology metric that has the greatest impact on the performance
of a WMN is the number of nodes that are directly connected to the
gateway: a larger 1st ring results in increased data throughput, in-
creased throughput fairness, and lower delay. Hop distance of nodes
to the gateway and the difference between the number of nodes
in sub-networks also have impact on the network performance, but
mostly in the provisioning of fairness. That study also suggests that
throughput and delay could be improved by avoiding hidden nodes,
in particular on links to the gateway. Other topology metrics are
considered to have little influence on the models output.

In Chapter 5 we presented TILIA, a centralized channel assign-
ment algorithm used to improve the performance of single-radio
WMN using multiple channels. Our goal is to improve the per-
formance of a multi-channel WMN by controlling solely the channel
in which each node operates. We ended at enhancing the gateway
neighborhood by increasing its size and avoiding hidden nodes on
links around the gateway, while keeping the load balanced between
channels. TILIA uses a breadth-first tree growing technique but,
instead of growing a single tree, TILIA grows a forest of κ trees
each of which rooted at a different gateway; all the trees grow si-
multaneously and their union spans the network. Each gateway
operates at a different channel. All nodes associated with a tree
share the same radio channel of the gateway that is the root of that
tree. TILIA solves more than the channel assignment problem since
it also defines the paths between each node and the gateway. Our
experimental evaluation based in ns-2 simulations shows that the
gains of TILIA are visible on packet loss, page loss, and packet de-
lay, respectively with gains of 45% 33% and 29% when compared
with the state-of-the-art proposal [22], and 88%, 69% and 72% when
compared with random channel assignment. We also introduced the
composed topology metric tmet used by TILIA to select the forest
with best topology characteristics. The metrics considered to tmet
are more sophisticated than those identified in Chapter 3 and ranked
in Chapter 4; they are the following: expected load on the WMN,
which is synthesized by the sum of the hop count between all nodes
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and the gateway; load balancing between channels, which measures
discrepancies between sums of the hop count of nodes sharing each
channel using the fairness Jain index [97]; number of nodes in the 1st

ring, which are the nodes directly connected to gateways; balancing
on the 1st ring, which measures discrepancies between the number
of nodes directly connected to each gateway using the fairness Jain
index [97]; 1st ring miss ratio, which synthesizes the number of hid-
den nodes on the gateway neighborhood. The accuracy of tmet is
over 94%.

6.2 Contributions

This thesis provides the following original contributions:

1. Identification and ranking of network topology met-
rics by their order of influence on the performance of
a single-radio multi-channel IEEE802.11 WMN, which
are by order of importance: expected load on the WMN, which
is synthesized by the sum of the hop count between all nodes
and the gateway; load balancing between channels, which mea-
sures discrepancies between sums of the hop count of nodes
sharing each channel; 1st ring miss ratio, which synthesizes the
number of hidden nodes on the gateway neighborhood; num-
ber of nodes in the 1st ring, which are the nodes directly con-
nected to gateways; balancing on the 1st ring, which measures
discrepancies between the number of nodes directly connected
to each gateway; miss ratio, which synthesizes the number of
hidden nodes on the network; neighbor node density, which is
the mean number of neighbors of a mesh node;

2. A centralized joint routing and channel assignment
algorithm for single-radio WMN. We propose TILIA, an
algorithm that reduces frame collisions while providing very
good load balancing. The novelty of TILIA when compared
with the state-of-the-art proposals [19], [23],[24] is that TILIA
reduces interference caused by hidden nodes [19], it considers
the existence of multiple gateways [23], and it was designed for
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stub WMN [24]. Experimental evaluations based in ns-2 simu-
lations show that the gains of TILIA are visible on packet loss,
HTML page loss, and packet delay, respectively with gains of
45%, 33%, and 29% when compared with a state-of-the-art
proposal [22], and with gains of 88%, 69% and 72% when
compared with random channel assignment.

3. A joint topology metric that considers relevant topo-
logy characteristics. The characteristics considered to the
tmet metric are the expected load on the WMN, the load bal-
ancing between channels, the 1st ring missratio, the number
of nodes in the 1st ring, and the balancing on the 1st ring.
The metric tmet, defined in Eq. 5.17, can predict the network
performance with an accuracy of 94% and can be used to rank
different channel assignment schemes generated by TILIA for
a given network topology. To the best of our knowledge this is
the first composed metric for CSMA/CA based WMNs using
network wide topological information.

6.3 Future work

The topics for future work presented in this section are both new
research ideas building upon the work presented in this thesis, ap-
plications of this work, and working issues to help improving our
work.

Design a dynamic WMN radio planning tool. A man-
agement system that dynamically selects the number of chan-
nels in the network considering traffic load and the density of
nodes in the network could be used to plan WMN. The idea is
that a higher number of channels could be used on denser and
loaded networks, while sparse or less loaded networks could
use a lower number of channels. The TILIA algorithm could
also be used to assign channels to nodes when the number of
available radio channels changes.
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Design a distributed channel assignment algorithm. Us-
ing the knowledge about the topology metrics that have im-
pact on the WMN performance, a distributed channel assign-
ment algorithm for single-radio stub WMN nodes could be
designed. Distributed algorithms could be applied to scenar-
ios such as disaster recovery.

Adapt TILIA to WSN. WSNs have constraints that were
not considered on the design of TILIA such as nodes oper-
ating on low power, radios with short ranges, and variants
of CSMA/CA MAC protocols. Evaluating TILIA for WSN
would rise new research issues.

Evaluate tmet and TILIA in broader scenarios. The si-
mulation scenarios that are used to evaluate tmet and TILIA
could be generalized: (1) use topologies with a variable num-
ber of nodes; (2) use a variable number of channels; (3) use
different traffic patterns and traffic loads.

Test TILIA in a WMN testbed. During the PhD re-
search work a proof-of-concept experiment of gathering topo-
logy information in a multi-channel single-radio WMN was
carried out and an architecture was designed to integrate
TILIA into a testbed. The usage of TILIA with real traf-
fic and interference conditions would clarify the value of our
work.

Generalize our WMN model and design an improved
algorithm. The simplifications considered in our WMN
model could be removed in order to define a more generic
model. These generalizations could be applied to design a
new channel assignment algorithm, considering the following:

• The nodes in the network communication graph may
generate different amounts of traffic. Thus, the load
could be weighted considering these differences.

• When nodes inside the WMN are required to commu-
nicate peer-to-peer, the traffic patterns assumed on our
model become inappropriate and must be reconsidered.
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• Path loss effects can influence the degree of interference
between links, thus the model could consider fractional
interference between links.

• When the depth of a route tree becomes large, spatial
reuse must be considered in the load estimation.

• Even when radio channels are orthogonal in theory,
they do interfere due to device imperfections (e.g., ra-
dio leakage and improper shielding). Thus, modeling of
nonorthogonal (i.e., interfering) channels seems to be a
good idea. In addition, this also allows us to explicitly
utilize nonorthogonal channels.
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