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Abstract

The sequential Monte Carlo simulation (MCS) metidne of the most powerful tools
for power systems adequacy assessment. By sedlyestanpling the duration of the
states, this method can inherently incorporate dtozhastic behavior of the system
components, time-dependent issues like the renewgblwer production, reservoir
operating rules, scheduled maintenance, complexleted load models, etc. Moreover, it
can provide unique results, such as the probahiigyribution of the reliability indices.
Despite these advantages, the simulation timeeotéguential MCS method is seen as its
major weakness. Hence, the main objectives of digsertation are to investigate and
propose algorithmic advances that can effectiveprove the time-efficiency of the
sequential MCS method applied to the adequacy stesed of the generating capacity and
composite (generation and transmission) system.

This dissertation is structurally divided into tarparts. Taking advantage of the flexibility
of the sequential MCS method developed in the sobpleis dissertation, the first part has
analyzed the impacts that a growing integrationviofd power can have on the adequacy
of the composite system. More specifically, theusgegial MCS method was used to detect
the loss of load and wind curtailment events. Theegorization of the different wind
power curtailment events was made according tonaplsi algorithm. Moreover, the
dispatch rules of the generating units when a latygre of the generating capacity is
intermittent were considered in the analysis thtoagimple model. The dual variables of
the DC Optimal Power Flow were also exploited hidgntify which transmission circuits
are restricting the use of the total wind powerilabde. Case studies based on the IEEE-
RTS 79 system were made to shed light on the imsp#uat different generation
technologies, namely wind and thermal units, carel@n the adequacy of the composite
system. The results of these case studies shove¢dhin comparison between these two
generation technologies depends on the performenitegion and on the reliability index
selected. Wind power curtailment events underategy of maximum use of wind power
were also investigated. In this case, the expetisndrave demonstrated that the
transmission network may not limit the use of wpaver as severely as the dispatch rules
of the system operator.

The second part of this dissertation has expldredapplication of the Cross-Entropy (CE)
method and the Importance Sampling (IS) variandeigigon technique in the sequential
MCS method. A new algorithm was proposed to cateulae CE-optimal IS distribution
for the generating capacity adequacy assessmerid.nBw CE-based algorithm steams
from the mathematical analysis of the CE equatithas has demonstrated that the CE-
optimal IS distribution can be obtained by simplividing the annualized reliability
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indices for different configurations of the genergtsystem. The results of the application
of the new CE-based algorithm to the generatintesys of the IEEE-RTS 79, IEEE-RTS
96, and two configurations of the Brazilian SouthuBeastern system have shown that
this algorithm, whose core is the fast Fourier $farm, is equivalent to the standard CE
optimization algorithm in accuracy and computatlogi@ort. The relevant feature of the
new CE-based algorithm when compared to the stdn@dB&roptimization algorithm is its
simplicity of implementation. Several strategies foodeling the generating units with
time-dependent capacity in the CE-based algorittver® also suggested and their impact
on the simulation time duly analyzed. The second pé& this dissertation has also
proposed and examined a CE optimization algoritbmttie composite system adequacy
assessment.

The third part of this dissertation has introdutiezlinnovative application of a Population-

Based method (PBM) to improve the efficiency of thequential MCS method. The

proposed methodology consists of two phases. Fistlist of high probability states that

cannot supply the peak load is created by a PBM. HBM used takes advantage of the
space-covering characteristics of the Evolution@ayticle Swarm Optimization (EPSO)

metaheuristic. Secondly, the states sampled bgdhjgential MCS method are compared
to those on the list to decide whether full evatrashould be performed or not. If a state
proceeds to evaluation, the yearly load model tithe-dependency of the capacity of the
generating units, and other chronological feataressequentially followed to form system

states. These system states may or may not havefidead. If the state sampled is not in
the list, then it is assumed that no loss of loaclics throughout its duration. The proposed
methodology was applied to the adequacy assessshéhé generating capacity and the
composite system of configurations of the IEEE-R/BSand IEEE-RTS 96 systems that
include hydro and wind intermittency.

The results obtained from using the CE method &dnlthe sequential MCS method
reported remarkable speed ups in the estimatidheofeliability indices for the generating
capacity and composite system (in some experimehts,time gain over the crude
sequential MCS method is more than 60 times). M@edt was observed that the speed
up increases as the system becomes more reliabfertuhately, the sequential MCS
method cannot provide accurate probability distidns for the reliability indices if the
CE method and IS are used. On the other handxfiexienents carried out in the third part
of this dissertation demonstrated that the speeadagpieved are only comparable to the
ones obtained by the CE method and IS if the sysienunreliable. Despite this
disadvantage, this methodology can obtain accupatdability distributions for the
reliability indices if the classification processea$ not fail to detect the states that need
evaluation.
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Resumo

O método sequencial de simulacdo de Monte CarloQS& uma das ferramentas mais
poderosas para a avaliacdo da adequacdo dos sistdétiacos de energia. Através da
amostragem sequencial da duracdo dos estadosnésido pode incluir naturalmente o
comportamento estocastico dos componentes do sisgenmtermiténcia dos recursos de
energia renovavel, as regras de operacdo dos agseog das centrais hidricas, a
manutencado programada das unidades de geracaddagawahoraria da carga, etc. Além
disso, este método pode fornecer resultados Uni@s, como a distribuicdo de
probabilidade dos indices de fiabilidade. Apesatatevantagens, o tempo de execuc¢éo do
método sequencial de SMC € visto como a sua mamvrathitagem. Perante este facto, os
principais objetivos desta tese consistem na igeggio e desenvolvimento de avancos
algoritmicos para melhorar a eficiéncia da execud@onétodo sequencial de SMC na
avaliacdo da adequacdo do sistema de geracdo ast@ma composto (geracdo e
transmissao).

Estruturalmente, esta dissertacao foi dividida s partes. Aproveitando a flexibilidade
do método sequencial de SMC desenvolvido no amdhétsta tese, a primeira parte
analisou os impactos que a integracdo gradual elgianedlica pode ter na adequacgéo do
sistema composto. Por conseguinte, 0 método seiqudecSMC foi utilizado para detetar
os eventos de corte de carga e os eventos de diespede poténcia edlica. Para
categorizar os diferentes eventos de desperdicpotimcia edlica, um algoritmo simples
foi proposto. Aléem disso, as preferéncias dos amees do sistema no despacho das
unidades de geracdo quando uma grande parte deidag® de geracdo € intermitente
também foram consideradas na analise. As variégis do Transito de Poténcias Otimo
DC foram exploradas para identificar quais os dosuda rede de transporte que
restringem o uso da toda a energia edlica dispbritgéudos de caso baseados no sistema
IEEE-RTS 79 foram realizados para determinar o atgpgue as diferentes tecnologias de
geracdo tém, nomeadamente térmica e edlica, nauachm do sistema composto. Os
resultados obtidos destes casos de estudo denranstqaie o resultado da comparagéo
entre estas duas tecnologias depende do critériieskempenho e do indice de fiabilidade
selecionado. Os eventos de desperdicio de potédlita numa estratégia de maximizacao
do uso de energia eodlica foram também investigadeste caso, as experiéncias
demonstraram que a rede de transporte pode ndmmgesb uso de energia eodlica tao
severamente como as preferéncias de despachadgitizpelo operador do sistema.

A segunda parte desta tese explorou a aplicac@ieetimdo de Entropia Cruzada (EC) e da
técnica de reducdo de varidncia de Amostragem pygortancia (Al) no método
sequencial de SMC. Desta forma, um novo algoritar@ galcular a distribuicdo 6tima da



técnica de Al para o problema da avaliacdo da adgguda capacidade de geracao foi
proposto. Este algoritmo é baseado na andlise gizac@es do método de EC. Desta
andlise demostrou-se que a distribuicdo 6tima clade de Al pode ser calculada de uma
forma simples através da divisdo dos indices dalilade anualizados de diferentes
configuracdes do sistema de geracdo. A aplicacaonéimdo proposto na analise da
adequacdao dos sistemas de geracao do IEEE-RTEHB;RTS 96, e duas configuracdes
do sistema Su-sudeste brasileiro demonstrou quevo algoritmo, cujo nucleo é a
transformada rapida de Fourier, é equivalente goritino de otimizacdo padrdo do
método de EC tanto na precisdo dos resultados aomdesempenho computacional.
Claramente, a caracteristica inovadora do novoriglgm € a sua simplicidade de
implementacdo. A segunda parte desta tese prop@iéta um algoritmo de otimizacao
baseado no método de EC para a avaliacdo da adeqdacsistema composto. Além
disso, varias estratégias para modelizar as ursddelgeracao cuja capacidade depende do
tempo foram sugeridas e o respetivo impacto sobtenpo de simulacdo do método
sequencial de SMC foi devidamente analisado.

A terceira parte da tese introduziu a utilizacdashemétodo de base populacional (MBP)
para a diminuicdo do tempo de simulacdo do métedaencial de SMC. A metodologia
proposta consiste em duas fases. Em primeiro lugag lista de estados com alta
probabilidade de ocorréncia e que sao incapazespi@ a ponta da carga é criada por um
MBP. O MBP utilizado aproveita as excelentes caréticas do método evolucionario de
Enxame de Particulas (EPSO) para se efetuar umerteob abrangente do espaco de
pesquisa. Em segundo lugar, os estados amostrattomptodo sequencial de SMCS séao
comparados com os da lista para se decidir se valegio completa deve ser realizada
ou nao. Caso o estado amostrado necessite de ahecae completa, 0 modelo de carga
anual, a variacdo temporal da capacidade das wsd#s geracdo e outras caracteristicas
cronolégicas sdo sequencialmente seguidas parafastados de sistema. Estes estados
de sistema podem ou nao ter corte de carga. Sedoemmostrado ndo esta na lista, entdo
assume-se que nao ocorre corte de carga ao longmaa sua duracdo. A metodologia
proposta foi aplicada na avaliacdo da adequacamapacidade de geracdo e do sistema
composto de configuracdes dos sistemas IEEE-RT$ IEEE-RTS 96 que incluem a
intermiténcia dos recursos hidrologicos e edlicos.

Finalmente, os resultados obtidos da utilizacdanétodo de EC e da técnica de Al no
meétodo sequencial de SMC revelaram ganhos notéveiempo necessario para obter
estimativas dos indices de fiabilidade para ormiatde geracdo e para o sistema composto
(nalgumas experiéncias, o ganho sobre o métodeseiglide SMC tradicional é superior
a 60 vezes). Estes resultados mostraram tambénoggganhos em tempo de simulagéo
aumentam consideravelmente a medida que o sistetoans mais fiavel. Infelizmente, as
distribuicbes de probabilidade dos indices de lidddde ndo sdo obtidas se técnicas de
reducdo de variancia, como a Al, forem utilizad®@. outro lado, as experiéncias levadas
a cabo na terceira parte desta dissertacdo dem@mstigue a aceleracdo do tempo de
execucdo do método sequencial de SMC obtida parabsirdagem é somente comparavel
com aquela obtida pela utilizacdo do método de ECtécnica de Al se o sistema néo é
fiavel. Por outro lado, uma vez que esta abordadmmeia-se num processo de



classificagdo e ndo em técnicas de reducdo dencajé possivel obter distribuicdes de
probabilidade para os indices de fiabilidade cagwooesso de classificacdo ndo cometa
erros significativos na dete¢éo dos estados quesagam de uma avaliagdo completa.
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Résumeé

La méthode de simulation de Monte Carlo (SMC) sétielke est un des outils les plus
puissants pour I'évaluation de l'adéquation degsyes électriques d'énergie. A travers
I'échantillonnage séquentiel de la durée des éeate méthode peut inclure naturellement
le comportement aléatoire des composantes du sgstintermittence des ressources
d'énergie renouvelable, les regles d'opération dEservoirs des centrales hydro-
électriques, la manutention programmeée des unéd@gdération, la variation horaire de la
charge, etc. En outre, cette méthode peut foures cEsultats uniques comme la
distribution de probabilité des indices de fiakilitMalgré ces avantages, le temps
d'exécution de la méthode de SMC séquentielle essidéré comme son plus grand
désavantage. Ceci étant, les principaux objecéfsatte thése consistent a la recherche et
au développement d'améliorations algorithmiques péduire le temps d'exécution de la
méthode de SMC séquentielle dans I'évaluationadi@duation du systéme de génération
et du systéme composeé (génération et transmission).

Structurellement, cette dissertation a été divie@etrois parties. En profitant de la
flexibilité de la méthode de SMC séquentielle déppEe dans le contexte de cette these,
la premiére partie a analysé les impacts que diatéon graduelle d'énergie éolienne peut
avoir sur l'adéquation du systéeme composé. Paréqoest, la méthode de SMC
séquentielle a été utilisée pour détecter les éménes de perte de charge et les
événements de réduction de la puissance eéolienoar Patégoriser les différents
événements de réduction de la puissance éoliennglgarithme simple a été proposé. En
outre, les préférences des opérateurs du syst@ms,la décision des unités de génération
quand une grande partie de la capacité de géngrasb intermittente, ont aussi été
considérées dans l'analyse. Les variables duellgsrableme d’écoulement des charges
optimisé selon le modéle CC ont été exploitées jemtifier les branches du réseau de
transport qui restreignent l'utilisation de la ®llénergie éolienne disponible. Des études
de cas basées sur le systeme IEEE-RTS 79 ontaigéas pour déterminer 'impact que
les différentes technologies de génération, notamntigermique et éolienne, ont sur
l'adéquation du systéme composé. Les résultataubide ces études de cas ont démontré
que la comparaison entre ces deux technologiesndége critére de performance et de
I'indice de fiabilité choisi. Les événements deuctbn de la puissance éolienne dans une
stratégie de maximisation de I'utilisation de Iige €olienne ont aussi été explorés. Dans
ce cas, les expériences ont démontré que le rékedransport peut ne pas restreindre
l'utilisation de I'énergie éolienne aussi séverdmee les préférences de décision utilisées
par l'opérateur du systeme.
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La deuxieme partie de cette dissertation a exglapplication de la méthode d’Entropie
Croisée (EC) et la technique de réduction de lzamee d’Echantillonnage d’Importance
(El) dans la méthode de SMC séquentielle. Un nowalgbrithme pour calculer la
distribution optimale de la technique de I'EIl pdéeiprobleme d’évaluation de I'adéquation
de la capacité de génération a été propose. Ceshalgorithme est basé sur I'analyse des
équations de la méthode d’EC. Cette analyse a déénque la distribution optimale de la
technique de I'El peut étre obtenue simplement msaht les indices annualisés de
fiabilité pour les différentes configurations dus®me de génération. Les résultats de
I'application du nouvel algorithme basé sur I'ECx asystemes de génération des
configurations de IEEE-RTS 79, IEEE-RTS 96, et daxdconfigurations du systéeme du
Sud-sud-est brésilien ont prouvé que cet algorithdomt le noyau est la transformée
rapide de Fourier, est équivalent a l'algorithnamdard d'optimisation de 'EC en termes
de précision et d'effort de calcul. En effet, congpa I'algorithme d’optimisation standard
basé sur I'EC, le principal atout du nouvel algone est sa simplicité d’implémentation.
Plusieurs stratégies de représentation des uretgemeration dont la capacité varie dans le
temps dans les algorithmes basés sur 'EC ontgatément suggérées et leur impact sur le
temps de simulation a été diment analysé. La deexipartie de cette dissertation a
également proposé et a examiné un algorithme digation de 'EC pour I'évaluation de
I"adéquation de systeme composé.

La troisieme partie de cette dissertation a préskagpplication innovatrice d'une méthode
basée sur les populations (MBP) pour améliorefidafité de la méthode de SMC
séquentielle. La méthodologie proposée est compisé&keux phases. Premiérement, une
liste d’états, avec probabilité élevée, qui ne ped\pas alimenter la charge de pointe est
créeée par une MBP. La MBP utilisée exploite leseigates capacités de la méthode
évolutionnaire d’Essaim de Particules (EPSO) pdfectier une couverture de I'espace de
recherche. En second lieu, les états échantillopaé$a méthode SMC séquentielle sont
comparés a ceux de la liste pour décider si unkigian compléte devrait étre effectuée
ou pas. Si un état a besoin de subir une évaluatimpléete, le modele annuel de la charge,
la variation dans le temps de la capacité dessidiégénération et d'autres caractéristiques
chronologiques sont séquentiellement suivis pounéo les états de systeme. Ces états
peuvent ou ne pas avoir la perte de charge. &i Bgthantillonné n'est pas dans la liste,
alors on suppose qu'aucune perte de charge neodainar durant toute sa durée. La
méthodologie proposée a été appliquée a I'évaluate 'adéquation de la capacité de
génération et au systeme composé des configuratessystémes IEEE-RTS 79 et IEEE-
RTS 96 qui incluent l'intermittence des centralgdrb-électriques et éoliennes.

Les résultats obtenus a partir de l'utilisation dethodes de I'EC et d’El dans la méthode
SMC séquentielle ont reporté une remarquable aeti&é dans I'évaluation des indices de
fiabilité pour la capacité de génération et danssystéme composé (dans certaines
expériences, le gain de temps par rapport a laogdétsMC séquentielle originale est de
plus de 60 fois). Et en plus, il a été observé lgeoeélération augmente quand le systéeme
devient plus fiable. Malheureusement, la méthod8ME séquentielle ne peut pas fournir
de distribution de probabilité précise pour ledded de fiabilité si les méthodes de I'EC et
d’El sont employées. D'une part, les expériencésciées dans la troisieme partie de
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cette dissertation ont démontré que les accélésatiéalisées sont comparables a celle
obtenue par la méthode de 'EC et de I'El si letéayge a une faible fiabilité. En dépit de

cet inconvénient, cette méthodologie peut obtees distributions de probabilité précises
pour les indices de fiabilité si le processus desification n’échoue pas la détection des
états qui ont besoin d’une évaluation complete.
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Chapter 1

Introduction

1.1. Context and Motivation

The smooth transition from longstanding centralifedsil-fuelled power systems to
modern decentralized systems demands for actiotBeosupply and on the demand side.
The efficient use of electric energy is one of sbendest measures to ensure a reasonable
demand growth. All the same, energy efficiency @es must be accompanied by an
increasing use of renewable energy resourcescpity solar and wind energy, since
they can be converted into electricity without #revironmental footprint associated with
burning of fossil fuels.

To cope with the gradual replacement of centralifeskil-fuelled power plants by
dispersed renewable power sources, system plarar@tsoperators are devising new
strategies. Some of these strategies aim to addmessitermittent nature of renewable
energy resources, which is seen as a threat toahinuity and security of supply. For
example, the coordination of wind and hydro gemegatinits through pumping schemes is
nowadays a common practice to improve the flexibdf the system, reduce the electricity
cost, and maximize the use of renewable energyress. These new strategies together
with evermore demanding targets, like the dmiedined by the European Union (EU) [1],
poses new and complex problems that demand foropppte modeling and exhaustive
studying.

One of the problems that are most affected bydh@nging environment is the reliability
of power systems. As a matter of fact, power systemake available two types of
products: electricity and reliability [2]. For thegason, the economic growth of developed
countries is strongly dependent on a reliable anttituous supply of electric energy. If
modern power systems do not maintain the currdigbiity levels, the activity of the
economic agents can be impaired forcing them to beliability (e.g. emergency
generators). In the worst case scenario, the ecienagents will have to move to another
country affecting not only the economy but alsoghbeial tissue. This ruinous scenario can

! The EU targets for the year 2020 are reducing Grease Gases (GHG) emissions at least 20% (or
even 30%, if the conditions are right), improvingesgy efficiency by 20%, and raising the share of
renewable energy to 20%.



be avoided by offering the economic agents diffetgoes of benefits, like tax reductions,
financial compensations or facilitation in the aisgiton of patrimonial assets. Eventually,
strong investments in the electric power systenh lvélneeded to prompt the rational and
efficient use of the locally available energy reses. These investments must be carefully
planned so that an acceptable reliability leveblisained while keeping the electricity at
reasonable prices.

Generally, power systems reliability assessmemtissuaim to cope with uncertainties like
forced outages of equipment, load forecasting fareover, these studies can include
system operation strategies to address the infueh@ast decisions on the reliability of
the next periods of time. For instance, the watarlable at the present moment to produce
electricity depends on the amount of water previouslized and on the inflows into the
reservoirs [3]. The definition of schedules for tgenerating units to cope with the
fluctuating behavior of intermittent energy resas@nd avoid wasting power that could
be used to avoid future loss of load [4] is othygmidal example of operation strategy that
demands proper modeling. Naturally, the key obyectif the reliability assessment studies
is to numerically quantify these risks. The outcernéthese studies are reliability indices
(e.g. the Loss of Load Expectation (LOLE) [2]), ttlkan be used as an input of decision
making processes involving the planning and/or apen of the system.

Part of the problems associated with the religb#issessment of power systems is the
development of accurate models for the increasingedainties associated with the
transition from centralized fossil fuel-based ta@l@ralized renewable-based systems. The
other part of the difficulties is related to theneasing size of the set of deterministic and
stochastic variables of these models. Even withtctlreent computational power available,
the reliability assessment of complex power systensill a time-consuming task [5—8].
Consequently, the development of efficient reliépibssessment methodologies that can
cope with the new complexities of modern power ayst is imperative. These new
methodologies must provide satisfactory resultsha engineering sense, i.e., the results
must have sufficient accuracy, must be obtainableseful time and must be competitive
with existing ones.

Clearly, the Monte Carlo Simulation (MCS) method, [FL0O] is one of the most used
methodologies for assessing the reliability of pogyestems. Differently from probabilistic
calculations [2], [11], the MCS method is basedtbe frequentist theory of sampling,
which defines the probability of an event as itsgloun expected frequency of occurrence
[10]. According to this theory, the population mearhich, in this case, is a reliability
indice, can be estimated by drawing successive lesnfifom the population. The resulting
estimate is used to create a confidence intervathi® population mean, which is centered
at the sample mean [10]. Note that the MCS methisdsd for the reliability assessment of
power systems are in fact stochastic simulationhodg since the random behavior of
these systems varies with time [2].

The MCS methods can be divided into two approachies: non-sequential and the
sequential approaches [9], [12]. Differently froine thon-sequential MCS method, which is
closely related to random sampling, the sequeMi@b method can accurately reproduce



the whole cycle of interruptions. For this reastims method can easily include all
chronological characteristics of power systems itite simulation, such as time and
spatially correlated load models, the time-depeogef primary energy resources, loss of
load cost, maintenance schedules, weather efietctg9], [12]. Moreover, non-Markovian
models for the representation of forced outages lmanadopted and the probability
distributions of the reliability indices can be aioied. Clearly, the sequential MCS method
is the most complete approach to model accurabayiricreasing complexity of modern
power systems [9], [12].

Unfortunately, the advantages of the sequential M@&od are offset by the considerable
simulation time necessary to provide accurate eséamof the reliability indices [9], [12].
As a matter of fact, it is generally but not unsadly considered that the sequential MCS
method is more time-consuming than its non-seqakctiunterpart. Its efficiency depends
on the number of states that must be evaluatedder @o build accurate estimates of the
indices. In addition, since power systems are gty reliable, these sampling methods
normally require that all states sampled are evetu@n detail in order to identify the
minority that actually contributes to estimatesha indices.

Flexible and high performance programming paradigiike Parallel Computing (PAC)
[13-15], Object Oriented Programming (OOP) [16]7][1lor Agent-based Technology
(ABT) [18-21] are examples of the programming tegbes that can be used to reduce the
CPU time of the sequential MCS method. Howeverpguortant effort must still be done
to avoid the surplus time associated with the eatadn of states that make no contribution
to the indices. This is the background motivatibthe dissertation.

1.2. Research Question and Hypotheses

Following what has been previously said, the reseguestion of this dissertation is the
following:

» Research Questionls it possible to develop more efficient methseogocus on the
set of states with significant contribution to #@naluation of reliability indices, thus
reducing the need to evaluate in detail a largebminof system states that make no
contribution to the estimators of such indices?

On one hand, the efficiency of the sequential MGS8hmod can be increased by adopting
two different approaches. The first approach cassif using variance reduction
techniques (VRTs). The literature on MCS methodswshthat the number of samples
required to estimate the population mean with arel@sevel of accuracy depends on the
variance of the estimator used [10]. VRTs aim toimize the number of samples needed
to get accurate estimates of the reliability indice

There are several VRTs schemes that have beeredpplia diversity of domains. In the
specific field of power systems adequacy assessmastcan identify Control Variables
(CV) [22], [23], Stratified Sampling (SS) [24], atdportance Sampling (I1S) [7], [8], [25].
Among these, IS becomes relevant because it achgaies in efficiency by focusing the



sampling process on the significant states. Howgsempact in power systems adequacy
assessment has been limited to a point by the tfett there has not been so far a
systematic procedure for calculating an approxiomato the optimal IS distribution [9].
This drawback has been recently circumvented iriggnerms by the Cross-Entropy (CE)
method [26]. As a matter of fact, the CE metholich is a wide-ranging technique based
on theKullback-Leiblerdistance concept, is an adaptive algorithm thatpravide a near
optimal IS distribution. By using this distributiorthe occurrence of the states that
contribute to the estimators of the indices becomere frequent while the occurrence of
the ones that disperse the variance of their uyidgriprobability distribution is inhibited.
From what has been said, the first hypothesisisfdissertation is:

* Hypothesis 1:The CE method can make the sequential MCS metholied to power
systems more efficient by sampling and evaluatindy dhe states that are most
important to the estimators of the reliability ioels.

On the other hand, some authors have reportedhf] the state evaluation stage is
computationally more intensive than the sequersiate sampling. This stage, which is
common to non-sequential and the sequential MCS$hadst consists of analyzing the
operating status of the states sampled, such atodidéing of the transmission circuits.
Depending on this analysis, remedial actions, li@d curtailment or generating units
redispatch, can be applied [5]. The enforcementeaiedial actions is normally made
through mathematical optimization algorithms, llkeear programming methods. For this
reason, it is widely accepted that this is the ntiosé-consuming stage of MCS methods

[5].

Given the fact that loss of load events are ndturale, it would be helpful that the states
that do not have loss of load are automaticallpsifeed as success to avoid the time-
expensive procedures of state composition and atratu Hence, the second approach for
making the sequential MCS method more time-efficisrto create mechanisms that can
recognize automatically the states that need etratufrom those that do not. Note that,
unlike IS, the sequential state sampling proceksws the natural probability distribution
that model the stochastic behavior of the systempoments.

Normally, this second approach implies that thevesdes of the reliability indices can lose

accuracy [27-30]. However, since the estimateshefindices have an inherent level of

uncertainty, the misevaluation of a small numbestates can be tolerated. As a matter of
fact, the accuracy loss can be so irrelevant tieestimates may very well be within the

true interval of confidence.

Pattern recognition techniques [31], such as Ai#fiNeural Networks (ANN) [27], Self-
organizing Maps (SOM) [28], Group Method for Datartdling (GMDH) [29], and Least
Square Support Vector (LSSV) [30], can be appleegdrform a pre-classification of the
states and automatically select those that migi hass of load, i.e., failure states, from
those that do not, i.e., success states. Afterdhassification process, only the states that
might be failure proceed to full evaluation. Thangain efficiency depend on the time
spent training the classifier and on the time sawvgdising the classifier instead of the



traditional tasks of the state evaluation stagdaeNloat the pattern recognition techniques
can be applied to any representation adopted éopdthwver flow equations.

This dissertation explores an alternative simple stnaightforward methodology that can
perform a similar pre-classification task. The id®#0 use a list of states that contain the
ones that might be failure. This list is createfble running the sequential MCS method
by a Population-based method (PBM) [32-34].

PBMs have originally been proposed as an altereativanalytical and MCS methods. The
reason why these methods are called Populatiordbasebecause they rely on
metaheuristics that have a population of solutigng. individuals or particles) as their
core, such as Evolutionary Algorithms (EA) [35-3f]d Particle Swarm Optimization
(PSO) [38]. These metaheuristics have all beenldpgd to be optimization tools. In fact,
they are one of the best approaches that engigebas to obtain good solutions for
problems that have a non-linear structure, compgjece, disjoint domain, combinatory
nature, etc. In reliability assessment of powetesys, however, they are used to make a
guided search through the state space to discowst af states that have maximum
contribution to the indices. The problem with PBMshat there is no guarantee for the
accuracy of the estimates calculated. These metusdslly make less state evaluations
than the MCS methods.

There are parallels that may be drawn between tG& vhethods and PBMs: they both
proceed to sampling states in the state spaceeViliel sampling procedure in MCS has a
statistical basis, in PBMs there is a biased samgpprocess guided by the selection
operators. As this biased process may be forcéattes on failure states, there is a striking
affinity between PBMs and IS. In fact, the samplifugction behind an evolutionary
process, for instance, is not known, but as it argsied above the optimal IS distribution
is also unknown in the general case. Thereforadaa comes to mind on how to make
PBMs take a role similar to IS in a MCS processl. tAls explains why the second
hypothesis of this dissertation was formulatedodiews:

* Hypothesis 2 The list of states created by PBMs can be useal fast and accurate
selector and pre-classifier for the interestingestdao be sampled by the sequential
MCS method.

The hypotheses proposed will be tested in the aBgassessment of the generating
capacity and the composite system. The test systeaisated include renewable energy
resources. These evaluations are expected to gingtitie benefits and drawbacks of the
two different approaches, which, will certainly éep on the characteristics of the system
and on the type of assessment.

As final remark, note that the two approaches at mutually exclusive and can be
combined to obtain even greater savings in theieffcy of the assessment. Nevertheless,
this dissertation addresses these approaches twypara



1.3. Dissertation Outline

The research work developed within the scope of thissertation is organized in 6
chapters.

Chapter 1 contains a brief contextualization of the contaxtl scope of research problem
under study, the methodologies proposed to tatkésd the objectives of this dissertation.

Chapter 2 presents a brief overview of the methods usedptiwer systems adequacy
assessment. This overview aims to clarify the paldrities of the adequacy assessment of
the generating capacity and the composite genaradinod transmission systems.
Subsequently, the basics of the analytical anavitB& methods are explained. Following
that, a formal description of the sequential MCShud is made by presenting the models
used for the system components and its algoritlstnicture. This description ends with a
detailed clarification of the procedures necessamgvaluate system states according to the
generating capacity and composite system persgsctiThis chapter ends with an
evaluation of the accuracy and robustness of thaesgial MCS method developed under
the scope of this dissertation.

Chapter 3 consists of the application of the sequential Mi@8&thod described in the
previous chapter on a contemporary research guestio

* What is limiting the use of the total wind poweradable and how much wind energy
is not used due to these limitations?

This chapter does not offer a direct contributiowler the scope of this dissertation. It can
be seen as a proof that the sequential MCS methioecaluate adequately the impact of
the stochastic behavior of renewable, intermittand dispersed generation on the
adequacy of the composite system.

Bearing this in mind, this chapter starts by ovewing the adequacy assessment studies of
the literature that include wind power. The modisposed for wind farms (WFs) are
subsequently presented to help understand theienexand limitations. After the
presentation of these models, an enumeration afdbees of wind power curtailment, i.e.,
the events where the wind power available is naalljo used, is carried out. This
enumeration proposes a categorization for the evibrdt are more likely to impact the
long-term planning of the composite system.

Finally, this chapter proposes two set of experitsiefihe first set consists of assessing the
composite system adequacy for different generati@mhnologies. This is conducted to
clarify the usual comparisons between wind andntilaéitechnologies. The second set of
experiments considers several wind penetration asmen to determine the operational
rules or the system components responsible foratgest amount of wind energy not
used.

Chapter 4 explores how the CPU time of the sequential MCShiotcan be reduced by
using IS with parameters optimized by the Crossdfiyt (CE) method [26]. Most of the
work presented in this chapter is based on theegements reported in [7], [8], [39—41].



Even so, this chapter is not a naive replica ot thark. To be precise, this chapter
analyzes the models of renewable sources usedeb@Ehmethod and proposes different
and CE-based algorithms for the adequacy assesshém generating capacity and the
composite system.

The first part of this chapter consists of a sunynarthe convergence characteristics of
MCS methods. This overview highlights the relatlipsbetween the accuracy of the
estimates of the reliability indices and the numbgisamples required to obtain these
estimates. Next, the fundamentals of several VR&glascribed and the framework of the
CE method for the estimation of rare-event proliasl duly presented. This chapter also
makes a mathematical examination of the CE equatiordemonstrate that the results of
the standard version of the CE optimization metftwdhe adequacy assessment of power
systems can be obtained by simply dividing the afimed indices for different
configurations of the system. Under these hypothesestraightforward algorithm, which
is based on the fast Fourier transform (FFT) [42prioposed. After that, the accuracy and
computational performance of the proposed algoritimd the standard CE method are
compared using different generation systems.

The second part of this chapter shows how the Cthadecan be used with IS and the
sequential MCS method for the adequacy assessnietiteogenerating capacity and
composite system with renewable resources andtsefh@ respective improvements in the
simulation efficiency.

Chapter 5 investigates how the time-efficiency of the sedia¢rMCS method can be
improved by using the information in a list of pati@l failure states.

The first part of the chapter overviews the methogies traditionally used to reduce the
CPU time of the state evaluation stage. This oesrvends with a clarification of the
original idea that supports the methodology prodasethis chapter. Next, a review of
single and multi-objective metaheuristics and thele on PBMs is made. After that,
PBMs are formally outlined. This outline dissedts process of calculating estimates for
the reliability using PBMs. Subsequently, the PB&&di in this dissertation is detailed.

The second part of this chapter describes howntioennation collected by the PBM can be
used to automatically classify the states sampjeithd sequential MCS method.

The third and final part of this chapter shows tiesults of the application of the
methodology proposed in the adequacy assessmetfieofienerating capacity and the
composite system with renewable resources andteefh@ respective savings in time.

Chapter 6 presents general conclusions of this research stk the main contributions
to the scientific knowledge, and indicates perdpestof future work.






Chapter 2

Adequacy Assessment of Power Systems

2.1. Introduction

The reliability assessment of power systems hasorigally been assessed using two
different approaches: the deterministic and prdistioi approaches [2]. In basic terms, the
deterministic approach consists of using simpleeswf-thumb or heuristics to infer
guantitatively how reliable the system is. Theseministic rules steam from the past
experience of electric utilities, their internalganization and the characteristics of the
system they operate. Some of these rules can bed fou specialized literature or in
handbooks, being tHelanning Generating Capacif2] and the N-1" [2] the most famous
ones.

On the contrary, the probabilistic approach is Hame the mathematical modeling of the
stochastic behavior of the system components f@.cpd outages of the generating units),
and the way the system is operated. Methods thah@eo the probabilistic approach
adopt a more complete and, therefore, more conmgleresentation of the system than the
deterministic approach.

Since the computational effort required to assbgsslystem reliability depends on the
complexity of the representation used, probabdistiethods are computationally more
intensive than the deterministic ones. Despite disadvantage, the probabilistic approach
is the only one that can assess the risk of inpons on the load supply and its
underlying economic consequences in a sound angraecway [2]. Hence, it is only

natural that the majority of the research repoitethe vast literature of power systems
reliability assessment refers to the probabiliapproach.

2.2. Adequacy vs. Security

Reliability is commonly defined as the ability obgstem to perform its intended function
under normal operating conditions during a givemiqoke of time. In power systems,
reliability assessment is traditionally dividedarntvo fundamental concepts: adequacy and
security [2], [9], [43—47].



System adequacy is concerned with the existencsufficient resources to meet the
customer demand and the operating requirementseTi@gsources include the generation,
transmission and distribution equipment needed dovey the electric energy to the

consumers. Adequacy assessment is associated tafity conditions and does not take
into consideration the system dynamics and itsaesp to transient perturbations. A
system state is deemed success if, after evalyatilooperating requirements including the
load, bus voltages, generating plant and transamssrcuits loading limits are met. If any

of these constraints are violated, remedial actians taken. These actions include
generating units redispatch, adjustment of reagbewer or bus voltage set-points, etc.
Load curtailment might occur as a consequence efdhforcement of the operating

requirements: only in this case, the system ssattermed failure.

The ability of the power system to return to statyerating conditions after a transient
perturbation is the scope of security assessmeudiest Hence, security assessment is
concerned with the resilience of the system agairstable perturbations that might lead
to transient, frequency, or voltage instabilitiesesen to cascading failure of equipment.
Complete security assessment studies, which inchietailed representations for the
protection systems, control actions and restorafpwocesses, might involve using
numerical methods, like the Runge-Kutta method ,[48] solve the time-domain
differential equations of the system dynamic betvavConsidering the highly complex
nature of security assessment studies, they aadlyisnade for a predetermined number of
plausible and/or extreme scenarios of operationdistiirbances. However, the variables
considered in these evaluations have an intrinsichastic behavior which can only be
accurately modeled under a probabilistic approach.

Probabilistic security assessment has been segclzalenging problem mainly due to the
high detail required for the models of the compaseso that the random sequence of
events after a perturbation can be accurately deymed [47]. The enormous computational
burden required by simulations of such detail hasnbacting as a barrier to a thorough
probabilistic security analysis. Pattern recognitiechniques [31], which help detect in a
fast way whether system states are secure or iresémua given security problem [49-51],

have been proposed to reduce the computationat.efiois dissertation concerns only the
adequacy assessment of power systems.

2.3. Functional Zones and Hierarchical Levels

Modern power systems are considerably large an@graely complex. Depending on the
detail required for the representation of the congmbs of the system and on the
computational power available, adequacy assessstedies adopt different models and
mathematical and/or simulation techniques to sdhese models. The multiplicity of
models and techniques has demanded a categorizdittbe power system into functional
zones. Despite simplistic, this division is sedrsiince most utilities either separate their
activities according to these zones for organizapiorposes or are exclusively responsible
for one of them.
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Figure 2.1 — Functional Zones and Hierarchical le{21].

The first categorization of adequacy assessmediest(i2] proposed a separation of power
systems into three functional zones as shown inrEi@.1(a):Generation Transmission
and Distribution. More recently, a new functional zone [52], whismamedEnergy(see
Figure 2.1(b)), was added to the first categormafproposal. This new zone accounts for
the intrinsic variability or intermittency of theipary energy resources (more specifically,
the renewable ones) aiming to a more accurate geptation of the generating capacity
available in each period of time.

Functional zones are combined to form hierarcHeadls. Adequacy studies that belong to
the Hierarchical Level OngHL1) refer to the generation facilities and theapacity to
supply the system load. Tiierarchical Level TwqHL2) assessments include models for
the generation and transmission components andoadietermine the ability of the system
to supply the bulk consumption points. Finally, tHeéerarchical Level Threg(HL3)
involves all functional zones and is concerned i capability of the system as a whole
to guarantee a continuous supply to every indididaasumer. HL3 studies are usually
made assuming approximate models for BEmergy Generationand Transmissiorzones
components [52], since a detailed representatiall dhie equipment in these zones would
make the scale of the problem extremely large nemglethe adequacy assessment
computationally impracticable.

The recent reorganization of power systems hasol¢iae unbundling, decentralization and
privatization of the generation, transmission andtritbution activities. Moreover,
combination of the reorganization of power systewith the modern technological
innovations has renewed and intensified the intenethe dispersed generation. Therefore,
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a massive integration of this type of generatinglifees into the distribution network has
been promoted. According to these new developmémésiraditional hierarchical level
concept, which was developed under a centralizeddpgm, was rendered obsolete and
reformulated to include the generating capacitpelised in the distribution network (see
Figure 2.10(c)) [21].

The adequacy assessment studies and techniquasbddsin this dissertation concern
only the HL1 and HL2. HL2 studies are computatibnatore intensive than the ones of
HL1. The evaluation of a HL2 system state, whictiudes one of the 8760 hourly load
peaks as well as the availability of the primarergy resources, generating units and
transmission circuits, requires power flow calagias rather than simple comparisons as,
for example, the subtraction of the hourly systeadlfrom the total capacity available to
detect loss of load in HL1 studies. Furthermoreneadial actions [5], like generation
redispatch, are sometimes necessary in HL2 studiediminate potential violations of
operating requirements, which makes the evaluaifdiL2 states even more complex. A
linear representation for the power flow equaticnsommonly adopted in HL2 studies to
keep the computational effort at appropriate ley&ls

2.4. Generating Capacity Adequacy Assessment

The generating capacity adequacy assessment i€ atype of study [2]. Hence, only the
EnergyandGenerationfunctional zones are considered. Hypotheticatlis assumed that

all generating units and system loads are conneftied single bus. The generating
capacity adequacy assessment studies can be digmmdding to the time span under
analysis: the planning and operating phases.

Whenever the termgenerating capacity adequacy assessngensed in this dissertation, it
refers to one specific planning study: the adequddke static reserve.

2.4.1. Planning Phase

The long-term adequacy assessment of the genecatpagity can be viewed according to
two different perspectives: static [2] and opemtiaserve [53], [54]. Static reserve studies
aim to define the capacity necessary to meet tpea&d demand for a given level of risk.
The uncertainty associated with the static resemnch is a stochastic variable, is caused
by the intermittency of the primary energy resoar¢he planned and forced outages of the
generating units and the randomness of the systad |

The events of insufficient static reserfReratic 0ccur when the generating capacity is less
than the load, according to

Rstaric=G-L <0 (2.1)

whereG represents the generating capacity latide system load.
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On the other hand, the operating reserve studeesarcerned with the long-term analysis
of the flexibility of the generating system to copih the short-term variations which can
occur during the system operation [53], [54]. Tlenerating capacity available in each
operating period is affected by planned and forocedages and by the short-term
fluctuations of the primary energy resources. Meegpthis capacity must be capable of
not only supplying the load but also accommodatitegdifference between the short-term
forecasts and the actual realizations of the sih&ariables while complying with the
operational rules established by the utilities,hsas, minimum primary and secondary
reserve levels and unit commitment priorities. Hé toperational rules are available for
different scenarios of operation, being a posssibkEnario the probabilistic combination of
a wind and a hydrologic condition, it is possibdeassess the adequacy of the operating
reserve under a planning perspective.

Bearing these assumptions in mind, the identificatf the events of insufficient operating
reserveRoperaTinG IS Made according to

Roperating = Rs + Ry <AL +ARy +AG (2.2)

whereRs is the secondary resen; is the tertiary reservellL and4Py, are, respectively,
the deviation of the realizations of the systendlaad wind power production from the
respective short-term forecasts, aftéis the shortage of generating capacity due tcefibrc
outages during the operating period [53], [54]. Aitucommitment of the available
generating units must be made in order to calclRaterating The commitment of the
units follows an iterative process according tadefened priorities. The priorities can vary
depending on the availability of the primary energgources, i.e., on the yearly scenarios
of operation. This process stops when (2.3) istadi.

Pcommmren 2 L+ Rp + Rs (2.3)

wherePcouwmittenp IS the committed generating capacity didis the primary reservé?s
andRs are deterministic variables and can take diffevahies according to the scenario of
operation. The variabl@; is the total capacity available that was not cottediand can be
mobilized until the end of the operating periodisliassumed that mobilized units do not
fail during starting-up. Finally, the value of tRgperaTINGIS

ROPERATING: I:)COMMITTED+ RT - (L + RP) . (24)

Enhancements to the long-term adequacy assessiindmd operating reserve have been
recently proposed to include the mobility patteoh<€lectric Vehicles (EVs) and several
charging strategies under different penetratiomages [55], [56].

2.4.2. Operating Phase

The adequacy of the generating capacity in theatiogr phase is mainly concerned with
the assessment of the unit commitment risk, i.bickvgenerating units should be used in
the next operating period to guarantee that thdaimtity of loss of load is below an
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acceptable threshold [2], [57]. This threshold da@ defined based on economic
requirements or on decision-aid methods [57].

Historically, the adequate amount of operating mesen the system has been set by
utilities using deterministic criteria. For inst@some utilities establish that the operating
reserve must be greater than or equal to the dgpaicithe largest committed unit [2].

Alternatively, the literature contains probabilistmethods that allow a more realistic
assessment of the adequacy of the operating reséhese methods aim to avoid

overscheduling, which can be very costly, or uncleduling, which can compromise the
continuity of supply. One of the most famous pralstic methods is the PJM [2]. This

method calculates the probability of loss of loadeg that no generating unit can be
started during the operating period under evalnafldne effect of short-term load forecast
uncertainty and derated or partial output stateéb@fgenerating units can also be included

2].

Unfortunately, the first version of the PJM methdoes not include the possibility of
modeling rapid start units during the operatingquebeing assessed. These units must be
modeled differently from those that have been catechisince they can fail not only when
they are properly synchronized but also during gteeting-up process. Moreover, these
models must account for the fact that the time irequfor the synchronization of these
units depends on their status at the beginninge@bperating period, i.e., if they are in hot
or cold status. To overcome this limitation, a sed version of the PJM method was
proposed [2].

Apart from the unit commitment risk assessment e¢hisr the operating problem of
allocating, in an optimal way, the spinning reseaneong the committed generating units
so that the response risk to sudden changes danimye-defined response time (e.g. load
pick-up, wind power fluctuations or capacity deseedue to forced outages) is kept under
a an acceptable threshold [2]. As a matter of fHut, effectiveness of the system to
respond to these changes depends on the type efageig units used as spinning reserve.
The assessment of the response risk includes $pense rate of the units held as reserve,
which is usually in MW/minute, and their failuregability during the required response
time. The response risk can be also determinediffarent response times depending on
the requirements defined for the deployment ofsihieaning reserve [2].

2.5. Composite Generation and Transmission Adequacy Assement

The adequacy assessment of composite generatiotrarginission systems, or simply
composite system, belongs to the HL2 type of saufl¢ [5]. These studies include not

only detailed models for the generating units ahd system load but also for the
transmission circuits. Therefore, the compositelisslinclude more constraints than the
generating capacity adequacy assessment studis,asuvoltage limitations, maximum

loading limits of the transmission circuits andlread reactive power considerations [2],
[5]. Like in the case of HL1 studies, the adequatthe composite system can be studied
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considering a long-term or a short-term time sp&lh.references to composite system
adequacy assessment in this dissertation refehdoldng-term analysis of the static
conditions and not to operating reserve requirement

2.5.1. Planning Phase

Clearly, the majority of composite system studieported in the literature focus on
determining the generating and transmission capauwcessary to provide a reliable
supply to the bulk consumption [2], [5]. By incladi the transmission system, these
studies are able to capture more accurately thexteff the geographic dispersion of the
loads and primary energy resources on the long-tegteguacy of the system. At present,
there is no framework to include the transmissietwork in the long-term analysis of the
adequacy of the operating reserve.

The adequacy of the composite system can be adstsséhe system as a whole, for
subsections of it, such as for the generationstrassion or the two subsystems altogether,
and for each load bus [5]. A failure involving theneration subsystem is characterized by
the inexistence of sufficient generating capaaitystipply the system load: the amount of
load curtailed corresponds exactly to the diffeecthetween the system load and the
available generating capacity. A transmission ssiesy failure occurs when there is load
curtailment despite the fact that the generatingaciy is sufficient to supply the system
load. The remaining failures are attributed to tmenposite subsystem since they are
caused by simultaneous deficit of the generatirgteansmission capacity.

Similarly to the generating capacity studies, tbecuacy of a composite state depends on
the ability of the system to supply the bulk conption. As previously stated, the
procedure used to detect loss of load is more cexriplan the simple comparison made by
(2.1). In addition, different load curtailment pitees for the loads at the buses of the
transmission network are commonly used to obtammage accurate assessment of the
continuity of supply of the bulk consumption [5].

2.5.2. Operating Phase

The literature has a limited number of compositedists [2], [58—61] that fit in the
definition of operating phase presented in sec8a@h2. These studies refer only to the
assessment of the unit commitment risk not to éispanse risk.

The first studies of unit commitment risk assesdneensidering the transmission system
addressed possible bottlenecks between contro$ @lea to shortage of tie line capacity
[2]. Normally, these studies consider that thedmaission system within each control area
is completely reliable and with infinite capacitys avell as different supporting
philosophies between control areas.
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To overcome the limitations of these first studsesyeral efforts have been made. The first
approach that included a full representation oftthesmission network was applied to the
analysis of an academic power system containingehkrating units, 8 transmission lines
and a peak load of 185 MW [58]. Apart from othesuiés, it has proved that common

mode failure of transmission circuits and statiantiated outages can contribute

significantly to the unit commitment risk.

Differently from the approaches described in thst tavo paragraphs, some authors have
tackled the HL2 unit commitment risk assessmentdnsidering that it can be divided into
two sub problems [59]. In first stage, unit comnetrhis performed to satisfy the normal
operating criteria of HL1 studies. After that, ahZterative analysis is made, committing
one extra stand-by generating unit at a time, tdméilspecified risk level is guaranteed.

2.6. Reliability Indices

The most important outcome of the probabilistic poveystem adequacy assessment
studies is the reliability indices. In broad termedjability indices can refer to predictive
and past performance indices [62]. Predictive iesliprovide information regarding the
reliability of the system and are normally assadatwith the planning horizon. On the
other hand, past performance indices reflect th@aasystem reliability and report the loss
of load events observed. In this dissertation, @nédictive indices are considered.

Traditionally, predictive reliability indices, fromow on simply referred to as reliability
indices, can have different designations dependimghe hierarchical levels involved in
the adequacy study. Despite the wide range of dasans, reliability indices can be
categorized as probability indices, energy indiaed frequency and duration indices [2].
Examples of probability indices are [2]:

» Loss of Load Probability - LOLP, which gives thebability of load curtailment;

* Loss of Load Expectation - LOLE (hour/year, dayfyea week/year), which
represents the average number of hours, days diswkeing the evaluation period
(usually a year) with load curtailment.

Examples of energy indices are [2]:
e Expected Power Not Supplied - EPNS (MW), which gittee average load curtailed,;

* Expected Energy Not Supplied - EENS (MWhl/year), ahrepresents the average
energy curtailed during the evaluation period (Ugwayear).

Examples of frequency and duration indices are [2]:

e Loss of Load Frequency - LOLF (occurrencel/year)jcirepresents the average
number of load curtailment events during the euadagoeriod (usually a year);

e Loss of Load Duration - LOLD (hour/occurrence, daglurrence or
week/occurrence), which represents the averageiolii@at a load curtailment event.
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Only the aforementioned acronyms will be used ia thssertation to refer to probability,
energy and frequency and duration indices.

Despite the valuable information the aforementiomglices convey, they cannot account
for load curtailment cost. As a matter of fact, twerall load curtailment cost depends on
the type of consumer disconnected (activities rafged, electricity demand, the degree of
dependency of its activity on electricity, etc.fdamn the characteristics of the interruptions,
such as the frequency, time of occurrence, curaitndepth and respective duration or
even if the consumer was warned in advance [63], [Bhese individual costs are obtained
from specific economic studies, like indirect amialyl evaluation, analysis of actual

blackouts or customer surveys. Surveys are prdfenabed since they are the most
accurate way to determine the monetary lossesctrstumers have due to interruption on
their supply.

The outcome of these studies is costumer damag#idus, i.e., the average cost that each
costumer class incurs after an interruption as rection of time [2]. If these damage
functions are available for all costumer classasntthe reliability worth can be accurately
measured through the following index [63], [64]:

» Loss of Load Cost - LOLC (currency/year), whichregents the average cost of load
curtailment during the evaluation period (usuallyear).

Reliability indices are estimated by using testctions [5], which convert their definition
into mathematical formulae. These test functiores @sed to check if system states are
success or failure depending, respectively, if thieeyable to supply the system load or not.
Reliability indices are the expected value of thees# functions and have an underlying
probability distribution [5].

2.7. The Well-being Analysis

As previously mentioned, the most important outcarhthe probabilistic approach is the
reliability indices. However, decision makers stilse some reluctance to the use of this
information manly due to the difficulties in integbing reliability indices. These
difficulties can be overcome by incorporating deteistic criteria, such as theN*1”
criterion, in the probabilistic evaluation throuthie well-being concept [65], [66—68].

The well-being concept, which is depicted in Fig@r8, can provide a measure of the
degree for the success or failure of the systertessthy splitting them intdHealthy
Marginal and At Risk The Healthy states contain sufficient resources (generatiafioan
transmission) to meet the load and the pre-defdetdrministic criteria. If the load can be
supplied with the available resources but, at Hreestime, these resources are unable to
comply with the pre-defined deterministic critetilag state is deemedarginal. Finally, if
there are not enough resources to meet the systamthe state is deemad Risk Well-
being indices are [67]:

*  Probability of theHealthyState - P{H};
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* Probability of theMarginal State - P{M};

« Expected Frequency of tiitealthy State - F{H} (occurrencel/year);

* Expected Frequency of tiMarginal State - F{M} (occurrence/year);
* Expected Duration of thidealthyState - D{H} (hour/year);

e Expected Duration of thelarginal State - D{M} (hour/year).
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Figure 2.2 — Well-being structure.

The well-being analysis has been applied to thej@aey assessment of generating and
composite systems [67—69]. The deterministic gatemost widely used in the well-being
assessment of the generating adequacy is the @ealud whether the static reserve is
sufficient or not to cope with the failure of tredest unit available. On the other hand, the
composite adequacy well-being studies are focusednalyzing the N-1" criterion, i.e.,
whether the system is capable to withstand their&ibf any single generating unit or
transmission circuit without loss of load [67], [6&€ontingency lists, which contain only
crucial equipment, are frequently used instead ofulh “N-1" analysis to reduce
computational effort.

In theory, any deterministic criteria can be usethe well-being studies. Hence, spinning
reserve [70], unit commitment risk [59], [60] armhg-term operating reserve have been
used to sort ouHealthy Marginal and At Risk states [54]. Moreover, the well-being

framework has been extended to include reliabiityth criteria [69].

2.8. Adequacy Assessment Methods

The adequacy of power systems can be assesseghiseuveral methods. These methods
can be analytical-based or simulation-based [2hl¥tical methods are simple and easy to
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be used. They rely on mathematical analysis toutatle the exact value of the reliability
indices or, at least, close enough approximatidt]s On the other hand, simulation
methods provide estimates of the reliability indic®unded by an interval of confidence
by simulating the stochastic behavior of the posystem [5], [9], [10], [12], [71], [72].
The majority of adequacy assessment methods astah¢he events in the system are
independent. Even so, common mode failure evemsis® be modeled depending on the
level of detalil required [2].

2.8.1. Analytical-based Methods

Analytical methods rely on the enumeration of systtates, or, more appropriately, they
calculate the reliability indices by obtaining theobability mass function of the states.
With this information available, the reliabilitydices are calculated according to

E[H(X)] =2 ,H(X)f(x) (2.5)

wherex is a realization of the random varialde or, in other words, a system stafeis
the set of all system staté€) is the probability of the system stateH(x) is the outcome
of the test functiorH for the system statg and E[H(X)] is a given reliability index
mathematically represented by Note that a system stateis a vector that contains the
states of the components of the system.

Analytical methods are divided into enumeration hods, approximate methods and
PBMs. These methods can be didactic and compuddliyoefficient. Nevertheless, they
have two main drawbacks. Firstly, the complex b&raef the system can only be
captured into simple mathematical models if assionptare made. Secondly, some sort of
space state pruning may have to be carried ou¢ sircnumber of system states increases
exponentially with the number of components (fostamce, the dimension of the state
space for a system wifkl two-state components i$)2 As a result, the truthfulness of the
reliability indices obtained with these methods sametimes be questionable.

2.8.1.1. Enumeration Methods

Enumeration methods calculate the probability nfasstion of the system states, i.e., the
probabilistic model of the states. This model imbaed with the probabilistic load model
to construct the system risk model. The reliabilitgices are calculated from the risk
model. The distinctive feature between the differemumeration methods is the type of
mathematical algorithm used to obtain the probstilimodel of the states. The first
enumeration methods proposed were based on thétiooat probability concept. These
methods recursively add the probabilistic modeeath component until all components
are accounted for. THeoss of Load Expectatioit OLE) and the=requency and Duration
(F&D) [2] are well-known examples of methods whighre developed specifically for the
generating capacity adequacy assessment. WhileQh& method focus on obtaining the
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probability of occurrence of all generating capasiton outage, the F&D method aims to
calculate their underlying frequency of occurrerBeth methods are able to incorporate
models for long-term load forecast uncertainty,esithed maintenance, or even derated
states of the generating units. Other methods,wénie based on discrete convolution [73],
are also available in the literature. These methedsch can use FFT [11], [74], are
extremely fast when compared to the ones basedwditmnal probability especially in
the case of very large generating systems. Freguand duration indices can also be
obtained using discrete convolution.

As for the case of the composite system adequasssasient, there is considerable work
on the methods based on conditional probability lf2}his case, the probabilistic model of

the system states is extended to include forceagestof transmission circuits. It is usually
assumed that the number of simultaneously fautstsimission circuits is not greater than
two (exceptions are allowed in case of common nfaderes) to keep the computational

effort within limits. To the knowledge of the authaliscrete convolution techniques have
not yet been applied to calculate the reliabilitgices for the composite system.

2.8.1.2. Approximate Methods

Some authors have proposed the use of continucnsalpitistic expansions, like the

Gram-Charlier [2], [75], [76] andEdgeworth[77], to approximate the probability mass
function of the system states. These expansions dwction of the cumulants of the

probability mass function of the system states. ddleulation of the cumulants is done by
recursively using the cumulants of the probabititgss function of the components of the
system. Usually, this calculation process is sinaplé computationally inexpensive.

The first approximate methods were proposed irl8¥#0s and 1980s. These methods were
extensively applied to the generating capacity adey assessment of small and medium
scale power systems. Despite their remarkablei@fity, it was observed that they can
provide inaccurate reliability indices for the cast small scale systems [77]. The
justification for this accuracy problem is twofolBirstly, unless the number of random
variables, in this case generating units, is sigffity large, the expansion series are only
appropriate for approximating continuous probapitiistributions. Secondly, there is no
guarantee that the cumulative continuous probgbdistribution based on th&ram-
Charlier or Edgeworthapproximations is monotone [77]. With the develepirof fast and
accurate algorithms for the discrete convolutiondddtributions, like the FFT, these
approximate methods are falling into disuse. Ewantlsey have been applied recently to
the probabilistic power flow problem [78].

2.8.1.3. Population-based Methods

Over the last decade there has been a consideraddarch effort on a new type of
methods: the PBMs [32-34]. The core of these meattsddam from optimization, more
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specifically, from metaheuristics based on a pdmmiaof solutions, like EA [35-37] or
PSO [38]. These methods use the individuals ofpibygulation, which represent system
states, to make a guided search through the gpaieesn order to find the ones that
contribute the most to the formation of the relidépindices. To keep the computational
effort into acceptable levels, a truncation of tbgion of the space containing failure states
is normally done (enumeration methods can alsdruseation of the space).

The research on PBMs has reported remarkable catnmal efficiency, especially when
the number of failure states is much smaller thennumber of success states, or, in other
words, when the cardinality of the subset contgnihe states that contribute to the
formation of the reliability indices is small. Foermore, the search efficacy, which
measures error of the approximations of the rditgbindices, and efficiency, which is
related to the ratio of different states visite@iagt the total number of states visited, can
be enhanced by using spreading techniques [34].

PBMs have three main drawbacks. Firstly, sinceegteanates of the reliability indices are
calculated using (2.5) no state should be savecet the memory. Thus a query to the
memory must be made each time a new state isdigdtar this reason, the memory must
have sufficient capacity and fast in detecting \Wwhetew states have already been saved
or not. Secondly, the stopping criterion of PBMgia&iged by the stability of the estimate
of a given reliability index. After a number of riggions without meaningful alteration in
the estimate of this index, it is assumed thataghygroximations of all indices are close to
their accurate value and the search for new stiatefopped. Due to the fact that a
probability threshold is used to define a truncatiof the state space, PBMs always
underestimate the accurate value of the reliabiitfces. Thirdly and finally, it is not yet
possible to evaluate the error of the estimatelkefeliability indices.

2.8.2. Simulation-based Methods

Simulation methods are based on MCS [5], [10]. Tleap provide estimates of the
reliability indices and an interval of confidencg simulating the stochastic behavior of
power systems. The advantage of MCS over analytitgthods is that the number of
samples needed to guarantee a given level of anctoathe estimates does not depend on
the size of the power system but rather on itsabdlty [5]. Due to the flexibility of
simulation methods, they have been extensively usefl.1 and HL2 studies.

Simulation-based methods can be classified acaptdimow system states are sampled. If
a state space representation is used, then the M&Sod is called non-sequential.
Conversely, when system states are sampled takiogaccount the chronology of events,
the method is called sequential. Pseudo-sequdftld) pseudo-chronological [79] and
quasi-sequential [80] MCS methods have also beeposed. These simulation-based
methods do not adopt nor a pure state space nooaalogical representation.

The convergence of the MCS methods is monitoretheyoefficient of variatio of the
estimates of the reliability indices [10]. ConsidgrH (H is normally a scalar function) as
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a test function representing a given reliabilitydex, the coefficient of variation is
calculated according to

_AVIEHEOI/N 26
E[H (X)]
whereN is the number of sampleSjH (X)] is the estimate of a given reliability index

represented mathematically byandV[E[H (X)]] is the variance of the distribution of the
reliability index. This variance can be estimatsthg the unbiased estimator

VE[H(X ]-—z( )-E[H(X)]) (2.7)

wherex; is one system state over tNesampled [10]. The suitable test function for each
reliability index depends on the MCS method [5].

Figure 2.3~ State space representation.

Assume now that the parameter to be estimated bynalation-based method js =
E[H(X)]. The Central Limit Theorem (CLT) [81] states thhe sum of independent and
identically distributed (iid) variables

> Hx)|-u) 28)

tends to the Gaussian distribution with zero meah\ariance 1 all — . For anyz> 0,
it is possible to find the numberg andz between whiclZ lies with probability 1 —a.
Mathematically, this is equivalent to

P(-zsZ<2)=1-a. (2.9)
The number can be obtained via the cumulative probabilityridistion as
®(2)=P(Z2<z)=1-0a/2=z=0(1-a/2). (2.10)

Given the probability 1 «, the interval of confidence foris
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(,u oi(1-a/2)-L < ,usﬁ+<1>‘1(1—a/2)iJ:1—a. (2.11)

N N

Normally, the interval of confidence can be rewerittas function of the coefficient of
variation. Finally, by knowing that = E[H(X)] and that the coefficient of variation @f

is given by (2.6), the equation for the intervacohfidence fop is

P(ux[1- Bx®(1-a/2)]| < u< ux[1- Bxd(1-a/2)])=1-a. (2.12)
For instance, for a typic#l= 0.05 and 1 & = 0.95, the interval of confidence is:

P(fix 0902< y < fix 1098) = 095. (2.13)

2.8.2.1. Non-sequential Monte Carlo Simulation Method

In non-sequential MCS, system states are sampladKiyg “snapshots” of its stochastic
behavior, i.e., the state of all components is dacthpvithout considering any time-
dependency between consecutive states. The réljabildices are estimated by
“statistically scanning” the state space, whichsysnbolically illustrated in Figure 2.3.
Mathematically, this is written as

E[H(X %i (2.14)

wherex; is a sampled system stakéis the number of sampled(x;) is the outcome of the
test functionH for the system state and E[H(X)] is the estimate of a given reliability
index represented mathematically Hy As an example, a possible test function [82] for
the LOLP index is

1 if x;0Sy

HLO“’(Xi):{o it x.0S (2.15)
i Xs

where Sy =SUSk is the set of all system states divided into thbssts of success
statesSxs, and failure state$xs,.

The test function [82] for the EPNS index is

AP if xSy

HEPNS(Xi):{ 0 if x.0S (2.16)
i Xs

where4P; is the loss of load of the state

Frequency and duration calculations following atestapace representation can be a
complex task [82]. The traditional way of makingske calculations involves enumerating
all success states which can be reached from wdaine, or, all the failure states which
can be reached from a success one by changingtdtes of only one components of the
system [82]. This enumeration process is preferaislyd in generating capacity studies
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where the computational effort of enumerating avalieating states is reduced. According
to this definition, the following test function [B2an be used for the LOLF index:

Huowr (X ) = 20 i x0Sy (2.17)
LOLF\Xi ) — k,'¢ck) if XiDSXs .

whereiix is the transition rate between the failure skatend the success statethat can
be reached from; by changing the state of only one component ofjstem.

In the case of composite studies, where the cortipntd effort required for the same

enumeration task is considerably higher, the oep-$drward state transition technique
[68] is preferable since it only requires the cosipon and evaluation of one extra state in
addition to sampled failure one. Non-sequential M&8not easily include chronological
aspects of the system operation, such load, hygimlar wind variation. Even so, efforts

have been made to circumvent this limitation [1&3]. Since non-sequential MCS is
based on the state space representation, it ispossible to model non-Markovian

processes [5].

2.8.2.2. Sequential Monte Carlo Simulation Method

The sequential MCS method samples system staté'sdbyng in motion” a virtual or
fictitious clock and, with the flow of time, sequess of events are synthetically generated
creating the “life story” power system. The sequ#n¥iICS method guarantees that two
consecutive system states differ from one anothé¢he state of only one component [5],
[9]. Since this approach can sequentially reprodbeeoperation of the system, it is easy to
include all chronological aspects such as time spatially correlated load models, the
capacity fluctuation of renewable power sources, distomer damage functions per area
or bus, programmed maintenance schedules, etc.dverenon-Markovian models for
representing failures of components can be adaddhe probability distributions of the
adequacy indices can be obtained [5], [9].
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Figure 2.4 — Simplified representation of a seqeeasfevents over a period of tiriie
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As a simple example, Figure 2.4 depicts how systtates are sampled by the sequential
MCS method for the generating capacity adequacgsassent. The shaded areas in this
figure represent the energy curtailed due to céypacitages. This figure also demonstrates
that the state transition between different loacklke is made in fixed time steps whereas
the duration of the states of the generating usitsot fixed (it depends on the underlying
probability distribution).

Like the sequential MCS method, the estimatiorhefreliability indices is according to
~ 1 NY 5
E[H () = 2 H () ) 218)
i=1

where{x,}>, ={x.,....xs}, S € N, is the synthetic sequence of system stateser the

periodi andNY is the number of periods simulated. As an exantpke test functiorH of
the index LOLP, which is evaluated at the end ahesimulated period, can be defined
as

S
H o ({X ) Zd x H LOLP ) (2.19)

n=,

wherex, is then-th state of the sequenck,is the duration of the syntheticallymulated
period (typicallyT = 8760 h),d(xn) is the duration of the statq, andH o p(Xn) is the
outcome of (2.15) taking, as argument.

The following test function can be used for casthefEPNS index
H EENS({Xn} f: ) Zd )% Heens(Xn). (2.20)

whereH o p(Xn) is the outcome of (2.16) taking as argument.

Unlike non-sequential MCS, frequency and duratialtwations are very easy to do: the
detection of load curtailment events is made oniyfbllowing” the sequential simulation
of the system as

S
HLOLF({Xn}izl):Zh (Xn,Xn1) (2.21)
n=2

where

1if Xx,0Sx andXx,_; [0Sy

h(X,,Xn1) = ) : 2.22
( ) {O if otherwise ( )

2.8.2.3. Variants of Monte Carlo Simulation

Several variants of the non-sequential and secaleMitCS methods are available in the
literature. Their purpose is to reduce the compnat effort while retaining the flexibility
and accuracy of the sequential MCS method. Amohgret the most important ones are
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the quasi-sequential [80], the pseudo-chronologji¢8] and the pseudo-sequential [71]
MCS methods.

The quasi-sequential MCS method [80] can be seem amriant of non-sequential

simulation since the availability of the system gaments, with the exception the load, is
sampled according to the state space representaiicoordingly, the quasi-sequential

MCS uses the multilevel non-aggregate Markov loamtl@h which is depicted in Figure

2.5, instead of the traditional multi-state Marlkavimodel [2] that transforms the hourly
chronological peak load levels into a state spapeasentation.

AL
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\ \ \
L (A2) L, (A2) Lt (A2)
> x —/1 P x —/ P x
\ \ \
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l l l
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Figure 2.5 — Multi-level non-aggregate Markov laaddel for a system witm areas and load
levels.

Unlike the multi-state model, the multilevel nongaggate model has the ability to keep
the chronology of the load patterns per area, busesonsumer class sector. This
advantage is the key of the quasi-sequential MCBiode As a matter of fact a sequential
link can be created by sampling the availabilitytled system components for each load
level. This enables the inclusion of other time-atggent characteristics, like the capacity
fluctuation of generating units or scheduled maiatee. Despite these advantages, quasi-
sequential MCS can only calculate approximate safoe the LOLC index and does not
provide the probability distribution of the relidity indices [80].

The pseudo-chronological MCS method [79] is alsseldaon non-sequential simulation.
Hence, system states are sampled according tadt#idnal state space representation.
Whenever a failure state is detected, a forwarddvacd failure sequence is sampled. A
forward sequence is a collection of failure statesceeding the one sampled until a
success state is found. Conversely, a backwardegegquis also a collection of failure
states experienced by the system preceding thesam@led until a success state occurs.
The pseudo-chronological MCS assumes that the idaraf the system states follow an
exponential distribution. Hence, the multilevel reggregate Markov model can be used
to address the chronology of the load curve forheapoea, bus or consumer class.
Moreover, since the duration of the failure eventanveniently reproduced, the pseudo-
chronological MCS can calculate accurately the eadfi the LOLC index. On the other
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hand, scheduled maintenance can be only approXyriatduded in pseudo-chronological
simulation and, like the quasi-sequential approable, probability distribution of the
reliability indices cannot be obtained.

Contrasting with the quasi-sequential and pseudordiogical, the pseudo-sequential
MCS method [71] is based on the sequential MCS aoakth is based on the observation
that the computational effort required to createtisgtic yearly sequences of states is
negligible when compared with the effort of compgsiand evaluating these states.
Moreover, since most of the states within a symthetquence do not contribute to the
reliability indices, additional savings in compudaal effort can be made if only failure
states undergo the process of evaluation. Takiagtbrementioned into account, the first
procedure of pseudo-sequential MCS method is topkameveral yearly synthetic
sequences of states using the same procedure asseipgential MCS method.
Subsequently, a state space sampling process is toahmple, firstly, one of the various
synthetic sequences and, secondly, one hour ofaae If the state sampled is failure, the
forward/backward sequences of failure states arapoged and evaluated until these
sequences are bounded by success states. If teeistsuccess, then the two-step state
space sampling process is repeated until a newurdasttate is found. The pseudo-sequential
MCS method retains all the modeling advantageshefsequential MCS method and is
able to provide accurate estimates of the LOLC xnddowever, like all the former
simulation-based variants, the probability disttibn of the reliability indices cannot be
obtained. The main shortcoming of the pseudo-sea@idiCS method is to know when a
suitable number of synthetic sequences have beepled to ensure that the estimates the
reliability indices are unbiased.

2.9. The Sequential MCS Method for the Adequacy Assessmie of
Power Systems

The sequential MCS method developed in this digBert includes models for the
availability of the generating units, for the hydrod wind capacity fluctuation and for the
chronology of the load. Since two different adequgmoblems are used in this
dissertation, namely the adequacy of the generatpgcity and the composite system, the
method must be able to evaluate these two diffdoeng-term problems satisfactorily. For
that reason, the sequential MCS method developethios models for forced outages of
the transmission lines and transformers and foiptiveer flow analysis. The next sections
describe in detail all the models used.

2.9.1. Models of the System Components

The capacity of the components of the system dependwo distinct models:

e The failure/repair cycle stochastic model;
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» The capacity time-dependent model.

The first model is related to the stochastic bebtrawf forced outages. It defines the
availability of the component, i.e., the transisobetween theip and down states. The
availability of a component can be seen as the maxi capacity that it has when in a
given state. The failure/repair cycle stochastiadel® considered in this dissertation are
the two-state and the multistate Markov models[[B)).

Figure 2.6 — Two-state Markov modélig the failure rate andis the repair rate).

A component, whose failure/repair cycle stochastadel is the two-state Markov model
(see Figure 2.6), has its maximum capacity avalatthen in theup state. In thedown
state, the capacity is zero. Assuming that theestdtiration are exponentially distributed,
the residence time in thg anddownstates is given by the inverse transform meth@{l [1
according to

T = —llnu1 (2.23)
A
Down — 1
TPown = —~|nU, (2.24)
7]

whereT" is the residence time in thg state, T°°*" is the residence in thdown state,U;
e U, are uniformly distributed numbers sampled fromititerval [0,1].

a ‘ - - a a
2u ku

Figure 2.7 — Multistate Markov model is the failure ratey is the repair rate is the number of
components of the aggregation,i€a state which contaifék components in thap state).

If the failure/repair cycle of an aggregation Mf components is iid, one can use the
multistate Markov model (see Figure 2.7). In thase the maximum capacity of the state
Cx is

Ce, =(N-K)xC (2.25)

whereN is the number of iid components,= 0, 1, ...,N andC is the capacity of one
component. If the duration of the states is exptialiy distributed, the residence time in
the states gand G is
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1
TC =-—InU 2.26
Tk (2.26)

1
TCN == |nU2 (227)

(k+2)u
whereT%is the residence time in the statg T is the residence time inyCand/ andu
are respectively the failure and repair rates @& component of the aggregation. As for the
remaining states, the residence time is calcubated

TCx = min{—;lnul,—ilnuz}. (2.28)
(N-k)A ku

It is common to use the parameters Mean Time ttufeaiMTTF, and Mean Time to

Repair, MTTR instead oft andu. These parameters can be obtained using [2]

MTTF=1A (2.29)
MTTR=1/ 4. (2.30)

On the other hand, the second model is concerndéd twé representation of the time
dependence of the capacity of the components. i$ho$ the utmost importance since the
capacity of some components exhibits an hourly, thdgror even yearly variation [53],
[54]. This time-dependent characteristic is captut®y hourly/monthly series with
probabilities associated. These series are obtéarestveral years of observations.

2.9.1.1. Conventional Generating Units

Conventional generating units are the ones thaverbvrthe thermal energy contained in
fossil fuels or in the atomic nucleus to electsicitia a thermodynamic cycle. The

failure/repair cycle of this type of generating tsnis represented by a two-state Markov
model and its transitions follow an exponentiallqability distribution.

When in theup state, a conventional generating unit is able radpce its maximum
capacity. Conversely, the capacity is zero whethéndown state.

2.9.1.2. Hydro Generating Units

Hydro generating units are the ones that convestpgbtential energy of the water to
electricity. Like conventional generating unitse tfailure/repair cycle is also represented
by a two-state Markov model with transitions thatldw an exponential probability
distribution.

The capacity time-dependent model of the hydrosuisittomplex since the power output
depends on the levels of water stored in the ressrand on the inflows. As a simple but
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robust approach, it is common to use several hgdrcél series, which are based on the
historical observations and have probabilities eissed, that capture a proportional
relationship between the total water stored inrdservoir and the power produced by the
corresponding hydro generating unit in each moiitthe year [53], [54]. The use of this
simple model is justified due to the high complexielated to establishing dispatch
conditions for the long-term [54]. The capacity italale in each month is calculated by
multiplying the maximum capacity, which is obtains]dm the failure/repair stochastic
model, with the corresponding monthly value of tyalrological series. These series are
constructed based on records collected over seyesaat. Despite the probabilistic nature
of the hydrological series, they are a determiaistput of the sequential MCS method.
When a new synthetically generated year begingdeological year is sampled and each
hydro unit is assigned its corresponding hydrolaggeries. All the same, more detailed
models, which are based on the volumes of wateedto the reservoirs, can also be used,
especially if pumping schemes are considered [53].

2.9.1.3. Wind Farms

WTGs are all those that convert wind energy totalgty. Taking advantage of the fact
that WTGs within WFs traditionally are equal, thailtistate Markov model is used to
represent the failure/repair cycle of the whole Withis model, the transitions between
states follow an exponential probability distritauti Similarly to the capacity time-
dependent model of hydro units, the maximum capafithe states is multiplied by the
corresponding value taken from hourly wind seri€bhese series capture the hourly
production of the WFs in percentage of their tagbacity. Despite having a probabilistic
nature, they are used as input parameters of tiigeadial MCS method, in the same way
as the hydrological series. An advantage of udiegsequential MCS method is that there
is no need to build models for spatial and timeelations for WFs at different sites since
these correlations are implicitly enclosed in thistdrical series and are naturally
accounted for as the simulation sequentially adeanicrough time.

2.9.1.4. Transmission Lines and Transformers

The failure/repair cycle for transmission lines drahsformers is modeled by a two state
Markov model, with transitions that follow an exgorial distribution. It is assumed that
the maximum capacity remains unchanged over time.

2.9.1.5. Load

The load is modeled using a chronological reprediemt that contains a load level for each
hour of the year. The sequential MCS method folleWwsnologically these loads steps as
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the simulation progresses. In addition, each loasl llas its own hourly load profile in
percentage of its peak load. Each hourly load peace is obtained by dividing the peak
load of that hour by the peak load of the year.

Short-term and long-term load forecast uncertaénten also be included in the simulation
[2]. There are methods based on the continuoussgauf81] distribution and on discrete
representations of it.

Due to the flexibility of the sequential MCS methdHere is no need of using discrete
representations of the Gaussian distribution. fictusion of the short-term uncertainty on
the sequential simulation consists of adding to lbarly load value a random number
sampled from the continuous Gaussian distributidth v@ zero mean and a standard
deviation,ost. Likewise, the long-term uncertainty is accountedby adding the annual
peak load a random number sampled from the contsm@aussian distribution with a zero
mean and a standard deviatien;. Both standard deviations, which control the atogk

of the uncertainty, are pre-specified at the begimof the simulation.

2.9.2. Simulation Algorithm

The algorithm of the sequential MCS method for tpenerating capacity and the
composite system adequacy assessment is based falldkving general steps:

Step a) Define the maximum number of years to be simulaiggx, the tolerance for
the relative uncertaintys], set the simulation timda, to 0 and set the number
of years simulated\lygar to 1

Step b) Update the simulation timé: =h + 1

Step c¢) Select a system state (select the availabilityhef components according to
their stochastic failure/repair cycle model and tapacity time-dependent
model, select the load level, etc.)

Step d) Evaluate the system state selected (compose ttee atd check if the load
level can be supplied with the available generatargl/or transmission
capacity without violating operating limits; If napply remedial actions, such
as generation redispatch and/or load curtailment)

Step e) Update the outcome of the test functions of thiabdity and other indices

Step f) If h = 8760, store the reliability indices, update thelative uncertaintyf),
and advance to Step g); If not, go back to Step b)

Step g) If Nyvearis equal ta\Nyax or if the relative uncertainties of the reliahjlindices
are less than the specified tolerance, stop thelatman; otherwiseNyear :=
Nvear+ 1,h =0, and go back to Step b)

The reliability indices normally used to gauge tomvergence of the simulation process
are the ones associated to the overall performahtiee system and not the ones of the
individual bulk consumption points. At the end bEtsimulation process, the sequential
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MCS method can provide not only estimates of theabiity indices but also their
underlying probability mass function.

The Step d) of the sequential MCS method is comckmith the state evaluation. This is
the most complex part of the method since it emdogifferent procedures depending
whether the generating capacity or the composktesy adequacy is being assessed. The
following sections outline the procedures necestaperform both evaluations.

2.9.2.1. Generating Capacity Evaluation

The procedure used to evaluate the adequacy ofgdmerating capacity is quite
straightforward: if the generating capacity is guéint to supply the load, then there is no
load curtailment and the state is deemed as sucOesthe contrary, the total load loss is
calculated and the state is deemed as failure.

2.9.2.2. Composite System Evaluation

In composite system adequacy studies, transmissiorponents are subjected to failures.
Therefore, the first procedure consists of detemmgirthe connectivity between buses.
Subsequently, a dispatch procedure is made toikdistr the load to the available
generating units. After that, the state of the graission system is assessed by running a
Power Flow (PF) [84]. If there are circuits withevgting limits violated, then an Optimal
Power Flow (OPF) [85] is executed to apply remed@lons and determine the minimum
load curtailment or minimum loss of load cost. Aere are several procedures in the
evaluation of a composite state, it is importarit tihey are executed rapidly and, most of
all, in a reliable way, since any misevaluatedesthte to, for instance, numerical failures,
might affect considerably the accuracy of the eatas of the reliability indices, especially
in the case of very reliable power systems.

2.9.2.2.1. Transmission Network Configuration

The transmission network configuration procedurbdased on a list search method. This
method assumes that the network is described lmde/branch representation, i.e., a hode
is a bus and a branch is a transmission circuitnétles are numbered and each branch
connects two different nodes. The main objectivi iglentify the electric islands and the
nodes/branches they enclose. The algorithm [8&$ i®llows:

Step a) Initialize a vectorv, which is named vector of indicators, by assigngagh
entryi an indicator, according ¢ =i

Step b) Create a temporary vectory = v and browse the list of branches until all
branches are checked
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If the branch connecting nodi¢o j is in theup state, thew; andy; are updated
according to

vi =v; =min{v;,v;}. (2.31)
If the branch connecting nodeo j is in thedown state, then go to the next
branch
Step c) If v # vy, then go to Step b); If not, continue to Step d)

Step d) Assign each node an electric island: the nodesngelg to the same electric
island have the same indicator; The number of diffeelectric islands is equal
to the number of different indicatorsyn

2.9.2.2.2. Generating Units Dispatch

This procedure consists of allocating the hourlgdido the available generating units
taking into account their restrictions. It can ol a merit order or a proportional strategy.
The merit order strategy is according to the follugvsteps:

Step a) Find the next available generating unit with thghteist merit that has not been
dispatched yet

Step b) Dispatch the generating unit with its full capaaitywith the remaining load,
whichever is lower

Step c) If all load has been allocated end the procedutikee@ise go to Step a)

In the proportional strategy, the power dispatctoedach generating unit is proportional to
its capacity and the total available generatingacéyp, according to

P :NGP_‘;E')X(L-ZEJ,}Ei (2.32)

whereP; the production of the generating unitP; is its maximum capacityR, is the its
minimum capacityNG is the number of generating units available ansithe load.

2.9.2.2.3. DC Power Flow

The DC PF task consists of checking if there aemdmission lines or transformers

operating outside their loading limits. A lineazeepresentation of the power flow

equations is adopted so that direct mathematic#thads can be used instead of numerical
methods, which reduces the computational efforswarably.

The quality of the linearization depends on theratizristics of the power system, namely
on the voltage level and on the type of transmissioes. The error made by using the
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linearized representation decrease with the inereéshe voltage level and the number of
overhead transmission lines. This representatiomataanalyze the impact of reactive
power and bus voltages on the adequacy of theraysteis simplification is tolerable if a
long-term analysis is being made.

The DC PF [84] consists of solving the followingsggm of linear equations
P —P. =B'0 (2.33)

where P and P_ are, respectively, the vectors of real power peeduand consumed at
each busB' is the susceptance matrix of the DC representatim® is the vector of bus
voltage angles.

The entries of the susceptance matrix are calaiteording to

B.ik = _i, O #k (234)
Xik
NB 1 .
Bi=-> — 0=k (2.35)
i=Lizk Xik

whereNB is the number of buses ardthe reactance of the branch connectingitiok.

The system of linear equations represented by Y2s3@ndetermined. By zeroing the bus
voltage angle of one bus, one can eliminate onatemuresulting in

Po —P. =B (2.36)
The real power flow through the branch connectingitio k is

_6 -6
Xik .

P

(2.37)

Combining (2.36) with (2.37), the DC sensitivity tm& A is obtained. This matrix relates
the loading of the branches with the real powezdtgd at the buses according to

Py = A(lse - ISL ) (2.38)

2.9.2.2.4. DC Optimal Power Flow

If, at the end of the DC PF task there are transiomslines and transformers operating
outside their loading limits, a DC OPF [85] is rurhis task consists of enforcing the

operating limits of the system components by aitgthe real power injected at the buses.
The objective is to minimize the total load cuedil if there is the need of such corrective
measure. In mathematical form, the DC OPF is

min. Z2=) M;Pe (2.39a)

s t. 0<Pg <P, (2.39b)
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Pe < Ps < Pg (2.39¢)
P. <TZ0 <P, (2.39d)

PG + PGF - PL + B'9 = 0 (2396‘)

wherePgr is the vector of real power produced by the fiatis generating units that model
the load curtailment, Ms a constant that reflects the load curtailmeidripy of the load
at busi, Pgis the vector of the real power produced by theegaimg unitsP, is the vector
of real power consumptiod; is a diagonal matrix whose entries are the inverlsthe
branches reactancé, is the branch-bus incidence matrikjs the vector of bus voltage
angles and th&' is the susceptance matrix of the DC PF. Otherabibg functions [5],
such the minimization of the load curtailment casiy also be used.

Two different approaches are available in theditiere to solve (2.39): the Simplex method
[87] and the Interior Point or Barrier methods [88he method selected for the DC OPF
task was the Simplex method. A free software paekadpich is named LPSol%489] and

is under the GNU lesser general public license, wmatuded in the sequential MCS
method. This software is based on the Revised &xnplethod [90].

2.9.3. Validation of the Sequential Monte Carlo SimulatMathod

The accuracy of the sequential MCS method wasddsteassessing the adequacy of the
generating capacity and the composite system adérabvest systems. The objective of
these experiments was to determine how close tiiraaes of the reliability indices are
from the results published in the literature.

Three test systems were used to validate the ancwfathe sequential MCS method for
the generating capacity: the small-sized IEEE-RBJ91] and the medium-sized IEEE-
RTS 96 [92] and IEEE-RTS 96 HW [54] systems. ThEEERTS 96 HW is a variant of

the IEEE-RTS 96 that includes the time-dependeridyydrological and wind resources.
The accuracy of the sequential MCS method for toenposite system adequacy
assessment was tested by using the IEEE-RTS 79tf4]IEEE-MRTS 79 [93] and the
IEEE-MRTS 96 [93] systems. The MRTS variants difiemm the original configurations

of the IEEE-RTS 79 and IEEE-RTS 96 systems in #acity of the generating units and
the annual peak load: these deterministic paras\etier multiplied by a factor of two in

order to stress the transmission system.

2.9.3.1. Test Systems

The IEEE-RTS 79 was developed to fulfill the needd standardized database to test and
compare results between different adequacy assassmethods. This test system is
composed of 24 buses, 32 generating units, 33rrias®on lines and 5 transformers. The
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total installed capacity is 3405 MW. The systendloaodel consists of 8736 hourly peaks
with an annual peak load of 2850 MW. The hourlyteysload is distributed among the
respective load buses according to fixed percestagmgure 2.8 depicts IEEE-RTS 79
single-line diagram.

Figure 2.8 — IEEE-RTS 79 single-line diagram.

The IEEE-RTS 96 consists of three interconnectedsarEach area is an IEEE-RTS 79
system, as depicted in Figure 2.9. The originalffiganation of the IEEE-RTS 96 system
has 96 generating units with a total installed céapeof 10 215 MW. Its transmission
system includes 104 lines and 16 transformers.

-AB1
-AB2
-AB3

Figure 2.9 — lllustration of the interconnectiorieeen the three areas of the IEEE-RTS 96.
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The annual peak load of this system is 8550 MW. [Blael model is represented by 8736
hourly peaks. Like the case of the IEEE-RTS 79,system load is distributed by the load
buses according to fixed percentages. Three trassoni lines make the interconnection
between Area 1 and Area 2: AB1 connects bus 10/ ks 203; AB2 connects bus 113
with bus 215; AB2 connects bus 123 with bus 21&aA8 is connected to Area 2 through
the line CB-1, which links bus 318 with bus 223.stlg the transmission line CA-1
interconnects buses 325 and 121. The two termi@atrBnsmission lines between bus 113
and bus 316 have not been considered.

Table 2.1 — Generating capacity reliability indi¢esthe IEEE-RTS 79.

IEEE-RTS 79 LOLE (h/yr) | EENS (MWh/yr) | LOLF (occ./yr)
Analytical [11] 9.394 1176.30 2.025
Sequential MCS 9.370 1163.00 2.024

B (%) 0.70 1.00 0.56
99% Interval of Confidence | [9.201, 9.538]| [1132.99, 1193.00] [1.994, 2.053]

The IEEE-MRTS 96 installed capacity and annual deakl are 20 430 MW and 17 100
MW, respectively. All other parameters are identioadhose of the IEEE-RTS 96 system.

The IEEE-RTS 96 HW is obtained from the IEEE-RTS96replacing the 350 MW unit
of the Area 1 by 1526 MW of wind capacity. Withghnodification, the renewable share
increases from 8.8% to 21.3%. The wind capacitxamposed by 763 wind turbine
generators (WTGs) of 2 MW (MTTF = 1914.74 h and NRT'E 80 h). These units are
distributed over the three areas. WF1 has 267 anifisis located in Area 1. WF2 has 229
and is in Area 2. WF3 is composed of 267 unitslagldngs to Area 3.

The wind capacity fluctuation in each of the threeaa is characterized by three series.
They are labeled as favorable, average and unfalor@heir probabilities of occurrence
are 25%, 50% and 25%, correspondingly. These sedasbe obtained from [54]. The
capacity fluctuation of each cluster of six hydratsirs characterized by five hydro series.
These series have the same probability of occuerand can be obtained from [54]. The
hourly load model of the IEEE-RTS 96 HW includes 28th day of February by copying
the twenty-four hourly peaks of the previous day.

2.9.3.2.  Generating Capacity Results

Table 2.1 shows the estimates of the reliabilit§ices of the generating capacity of the
IEEE-RTS 79 obtained with the sequential MCS methidte coefficient of variation of
the estimates of the LOLE, EENS and LOLF at the@ritie simulation is also reported in
this table.

The simulation was stopped when all estimates hade#ficient of variation less than or
equal to 1%. The intervals of confidence were dated for a 99% probability level.
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The results provided by an analytical method [Wdjich is based on FFT, were taken as a
basis for comparison of the estimates providedheysequential MCS method. Differently
from MCS, enumeration methods calculate the exalctevof the reliability indices.

The comparison between the exact value of the hiétia indices with the estimates
obtained by the sequential MCS method reveals #la®9% intervals of confidence
contain the exact value of the respective indiddss result proves that the sequential
MCS method can accurately assess the generatingcibapadequacy for small size

generating systems.

Table 2.2 — Generating capacity reliability indi¢esthe IEEE-RTS 96.

IEEE-RTS 96 LOLE (h/yr) | EENS (MWhlyr) | LOLF (occ./yr)
Sequential MCS [8] 0.135 23.40 0.053
B (%) 3.31 5.00 2.67
99% Interval of Confidence | [0.123, 0.147] [20.39, 26.42] [0.049, 0.056]
Sequential MCS 0.144 25.08 0.054
B (%) 3.30 5.00 2.65
99% Interval of Confidence | [0.132, 0.156] [21.85, 28.31] [0.050, 0.058]

Table 2.2 holds the estimates of the LOLE, EENS B@dF indices obtained by the
sequential MCS method for the generating capaditi@IEEE-RTS 96. Unlike the results
in Table 2.1, all indices in Table 2.2 have a doedfht of variation less than or equal to
5%. The respective 99% interval of confidence eféltimates is also available.

The results published in the literature for theagating capacity of the IEEE-RTS 96 [8],
which will be used to gauge the accuracy of theusatjal MCS method, were also
obtained by the sequential MCS method. Table 2r2aios the respective estimates of the
reliability indices of the generating capacity antervals of confidence provided by this

method.

Table 2.3 — Generating capacity reliability indi¢esthe IEEE-RTS 96 HW.

IEEE-RTS 96 HW LOLE (h/yr) | EENS (MWh/yr) | LOLF (occ./yr)
Sequential MCS [8] 0.342 63.86 0.121
B (%) 3.40 5.00 2.72
99% Interval of Confidence | [0.312, 0.372] [55.62, 72.10] [0.113, 0.130]
Sequential MCS 0.327 59.14 0.118
B (%) 3.26 5.00 2.60
99% Interval of Confidence | [0.300, 0.354] [51.51, 66.77] [0.110, 0.126]

Like in the case of the IEEE-RTS 79, the result$able 2.2 show that the sequential MCS
method developed is capable of assessing the dimerapacity adequacy for medium
scale generating systems. Indeed, all the 99%vigienf confidence obtained include the
estimates of the reliability indices published &h. [

Table 2.3 contains the estimates of the generatpgcity reliability indices for the IEEE-
RTS 96 HW provided by the sequential MCS methods Elperiment permits evaluating
not only the accuracy but also the flexibility dfet sequential MCS method since the
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IEEE-RTS 96 HW test system includes important chlogical issues like wind and hydro
capacity fluctuation.

Similarly to the cases of the IEEE-RTS 79 and IHEES 96, the estimates of the
generating capacity reliability indices publishedhe literature for the IEEE-RTS 96 HW
[8] fall into the respective intervals of confidenprovided by the sequential MCS method.
Consequently, it is possible to conclude that thethod developed implements in an
appropriate way the chronological models that eaditionally used to capture the capacity
fluctuation of renewable power sources in the lterga capacity adequacy assessment
studies.

2.9.3.3.  Composite System Results

This section analyses the ability of the sequeMi@IlS method to assess the adequacy of
the composite system. The set of tests proposemhd@gth a comparison between the
estimates of the reliability indices obtained foe tomposite system of the IEEE-RTS 79
with the ones published using the non-sequentiabMi&thod [93].

Despite relying on non-sequential MCS, the resuitd93] are suitable to gauge the

accuracy of the sequential MCS method since theposite system of the IEEE-RTS 79

does not include, apart from the chronological Joaohd or hydro intermittency or even

other chronological issues like maintenance. Moeeoit is stated in [93] that the non-

sequential simulation was stopped when all estismatel a coefficient of variation less

than or equal to 5%. Since the coefficient of M@wraof each estimate is not presented in
[93], the calculations of the intervals of confiderassumed a 5% coefficient.

Table 2.4 — Composite system reliability indicestfe IEEE-RTS 79.

IEEE-RTS 79 LOLE (h/yr) | EENS (MWh/yr) | LOLF (occ./yr)
Non-sequential MCS [93] 8.742 1095.00 1.97
B (%) 5.00 5.00 5.00
99% Interval of Confidence | [7.615, 9.870]| [953.75, 1236.26 [1.724, 2.216]
Sequential MCS 10.036 1241.99 2.084
B (%) 3.54% 5.00% 2.78%
99% Interval of Confidence | [9.118,10.954]| [1081.85, 1402.13] [1.934, 2.234]

The bottom part of Table 2.4 contains the estimatése LOLE, EENS and LOLF indices
for the composite system of the IEEE-RTS 79 pravibdg the sequential MCS method and
the respective coefficients of variation and in&édsvof confidence. Conversely, the top part
of Table 2.4 contains the estimates of the samieesublished in [93].

The comparison of the intervals of confidence otadiwith the sequential MCS method
with the estimates of the indices reported in [SBpw with 99% of confidence that the
EENS and LOLF intervals include the estimates olgtiby the non-sequential MCS
method. The same is not true for the case of theB.O'he estimate published for this
index is 8.742 h/yr. This estimate is not includedhe interval [9.118, 10.954] provided
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by the sequential MCS method. However, the supérpof this interval with the one
obtained using the non-sequential MCS method shbaisboth methods expect common
realizations for the LOLE. The intersection of tiweo intervals, which is lower-bounded
by 9.118 h/yr and upper-bounded by 9.870 h/yr foetes the statement that the sequential
MCS method has not failed to provide an acceptasiienate for the LOLE index. For that
reason, one can conclude the sequential MCS methadot only accurate for the
generating capacity adequacy assessment of snhlingdium scale generating systems
but also in the case of small-sized composite syste

Table 2.5 contains the results provided by the setgi MCS method for the composite

system of the IEEE-MRTS 79. The set of resultsudelthe estimates of the LOLE, EENS
and LOLF indices and the respective intervals officdence. Once again, the results of the
non-sequential MCS method are used to measure dhwaxy of the sequential MCS

method. The intervals of confidence of the estimateblished in [93] were calculated for

a 5% coefficient of variation.

Table 2.5 — Composite system reliability indicestfe IEEE-MRTS 79.

IEEE-MRTS 79 LOLE (h/yr) EENS (MWh/yr) LOLF (occ./yr)
Non-sequential MCS [93] 43.581 6121.00 8.730
B (%) 5.00 5.00 5.00
99% Interval of Confidence | [37.959, 49.203] [5331.39, 6910.61] [7.604, 9.856]
Sequential MCS 37.863 6318.981 7.725
B (%) 2.83 5.00 2.17
99% Interval of Confidence | [35.102, 40.625] [5504.47, 7133.49] [7.292, 8.158]

First of all, notice that the performance of thenpmsite system of the IEEE-MRTS 79 is
very poor when compared to the performance of #remting capacity of the IEEE-RTS
79. As a matter of fact, if the generating capaeityl the load of the IEEE-RTS 79 are
doubled, the LOLE and LOLF indices of the genemtiapacity of the IEEE-MRTS 79
are equal to those of the IEEE-RTS 79. The resumltdable 2.5 show that if the
transmission system of the IEEE-MRTS 79 is includedhe adequacy assessment, the
estimates of the same indices increase consider@hlg increase is justified in part by
bottlenecks in the transmission network.

Bearing the aforesaid in mind, the comparison ef éstimates of the reliability indices
presented in Table 2.1 with the ones of Table Adicates that the LOLE and LOLF
indices have increased by 304% and 282% respegtiVhe deterioration of the adequacy
of the composite system of the IEEE-MRTS 79 as e with the adequacy of its
generating capacity confirms that the inclusionthed transmission components in long-
term adequacy studies is extremely important eapgcin the case of stressed
transmission systems.

The results in Table 2.5 also show that only therege of the EENS obtained with the
sequential MCS method falls into the 99% intervél confidence published in the
literature. Nonetheless, the intervals of configen€the LOLE and LOLF indices reveal
that the two simulation methods assume a commogerar possible values for these
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indices, in a similar way to the estimate of thelEOfor the composite system of the
IEEE-RTS 79. Hence, it is possible to conclude thatsequential MCS method is capable
of accurately assessing the adequacy of small-stxadposite systems with stressed
transmission systems.

Since the adequacy assessment of stressed trammsnsgstems demands for the frequent
application of remedial actions, the linear progmanmg model described in section

2.9.2.2.4 is executed a considerable number ofstimberefore, the results in Table 2.5
demonstrate not only the accuracy of the sequelitid® method as a whole but also the
robustness of a vital element of it which is theSoiv€® software package.

The last accuracy test of the sequential MCS metlev@loped consisted on the adequacy
assessment of the composite system of the IEEE-M8& ST he estimates of the LOLE,
EENS and LOLF indices obtained are reported in @&hb. The estimates of the same
indices reported in the literature are also inctudie Table 2.6. These estimates were
obtained with the non-sequential MCS method. It veasumed that the estimates
published in [93] had a coefficient of variation &% at the end of the assessment. The
intervals of confidence for those results were waled according to that assumption.

Table 2.6 — Composite system reliability indicestfee IEEE-MRTS 96.

IEEE-MRTS 96 LOLE (h/yr) EENS (MWh/yr) LOLF (occ./lyr)
Non-sequential MCS [93] 39.731 1768.00 7.630
B (%) 5.00 5.00 5.00
99% Interval of Confidence [34.606, 44.857] [1539.93, 1996.07] [6.646, 8.614]
Sequential MCS 40.618 1769.16 8.197
B (%) 3.51 5.00 2.68
99% Interval of Confidence | [36.940, 44.296] [1541.07, 1997.24] [7.631, 8.763]

First of all, note that the estimates of the LOBENS and LOLF indices in Table 2.6 are
much greater than the ones of the generating dgpatithe IEEE-RTS 96 available in
Table 2.2. This is consistent with the fact tha ttansmission system of the IEEE-MRTS
96 has important bottlenecks due to increase lactoif of two of the generating capacity
and the system load.

Next, Table 2.6 show that the estimates of the L@bhH EENS indices obtained with the
non-sequential MCS method are included in the viallerof confidence estimated by the
sequential MCS method developed. The same obsenvegtinot valid for the case of the
LOLF index. However, the superposition of the twtervals of confidence reveals that the
two simulation methods expect, with 99% confidercepmmon set of values for the true
value of this index. Being this the case, one dateghat the sequential MCS method is
able to accurately assess the adequacy of medzed-stressed composite systems.
Moreover, by deploying time and again the necessanyedial actions even when the
system has grown considerably in size, the RevBiaaplex method of the LPSol¥e
software package has proven to be robust and keliab
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2.10. Conclusions

This chapter introduced the probabilistic adequessessment of power systems in a broad
way. This introduction aimed to clarify the diffetetypes of adequacy assessment studies
according to the time horizon under analysis amrdi¢hel of detail used for the models of
the components of the system. A particular emphags given to the adequacy
assessment of the generating capacity and the t@peystem. In addition, the
probabilistic methods traditionally used to caltelar estimate the value of the reliability
indices were outlined.

The second part of this chapter presented a fodweatription of the sequential MCS
method. To this purpose, the models of the diffesgstem components and the algorithm
that forms the core of the sequential MCS methotewsaown. Furthermore, the different
procedures necessary to evaluate system statesdagrto the different requirements of
the adequacy assessment of the generating capamtitythe composite system were
meticulously presented.

This chapter ended with a set of tests conceivaddiothe accuracy of the sequential MCS
method developed under the scope of this dissentafihe tests consisted on the adequacy
assessment of the generating capacity and of thpasite system for small and medium
size systems like the IEEE-RTS 79 and IEEE-RTS Biée simulations carried out
demonstrated that, for all test systems, the estsnabtained of the reliability indices are
comparable to those reported in the literatureaddition, the robustness of the LPS8lve
software package, which is a vital part of the sejial MCS method, was confirmed by
the successful enforcement of remedial actions évethe case of stressed transmission
systems.
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Chapter 3

Application of the Sequential Monte Carlo
Simulation Method to the Adequacy
Assessment of Composite Systems with Wind
Power

3.1. Introduction

The use of wind energy for electricity productioashexperienced a remarkable global
growth over the last two decades. The increasesdsilffuel prices, the concerns regarding
greenhouse gases effect on global warming andhtieniive-based regulatory schemes has
promoted the gradual replacement of conventionakifdueled generating units by
renewable energy sources like wind power. This ¢indvas brought new challenges to the
system planning and operation essentially becausetipal experience with large-scale
integration of wind power is limited to some extent

One of the questions raised by this new paradighois this new source of uncertainty
affects the adequacy of power systems. This quedtia@s encouraged considerable
research over the last 20 years. The earliest aggcpssessment studies that include wind
power refer to the HL1 and aimed to calculate tapacity credit of WFs [94-103]. In
simple terms, the capacity credit of a WF expressesamount of installed conventional
power that can be replaced by wind. This perforreaneasure can be assessed using two
different methods: the equivalent firm capacity (E[P6], and the equivalent load carrying
capability, ELCC [104]. Despite conveying similanformation, these methods of
assessment should not be confused. The EFC of &Wéual to the capacity of a 100%
reliable conventional generating unit capable aving the same adequacy as the WF.
Conversely, the ELCC is equal to the increaseendhad necessary to bring the generating
capacity reliability indices to the value they hzefore including the WF into the system.

The capacity credit of WFs can be increased bygustorage facilities, like pumped-
storage, batteries, compressed-air, etc [L05—Hifthermore, the accumulation of excess
wind power for future use can be a way to reduce dicertainty associated with
production of WFs, allowing larger penetrations amgroving the economic operation of
the system. The literature contains adequacy assessstudies that propose models for

43



these storage strategies [105]. Their aim is terd@he by how much the capacity credit of
WFs can be increased by coordinating wind poweh wtbrage facilities, namely, with
hydro units with pumping capability. In additiorhese studies are able to provide
important sensitivity results for the long-term noléng of power systems like the benefits
and/or drawbacks from using different storage ciigacand strategies on the volume of
water utilized as well as the amount of water sgihnd the wind power not used.

The long-term adequacy assessment of the operasggve has also been studied when
wind power is massively integrated into the sysi&)], [54]. These studies aimed to
evaluate the operating reserve performance takitogaccount the scheduling priorities of
the generating units, the primary, secondary antatg reserve policies, the short-term
variation of the primary energy resources and fdmétages of the generating units.

Other operating reserve adequacy studies haveddaus the short-term consequences of
the massive integration of wind power [108], [109]s the wind power penetration grows,
the operating reserve available in the system besorery important to incorporate wind
speed and load variation. As a matter of fact, soorerentional generating units have to
be ramped down or even shut down during periodeswfdemand and high wind speed to
maximize the use of wind power or to be ramped ugtarted up during the peak load and
low wind speed periods to supply the system dembisthce, the shortage of operating
reserve due to lack of flexibility of the genergtisystem may jeopardize the adequacy of
supply. Note that, differently from the long-termdeguacy of the operating reserve [53],
[54], ramping issues and start-up times are spepifoblems associated with the short-
term operation of the system [109].

The effect of wind power intermittency on thiealthy, Marginal andAt Riskstates of the
well-being framework has also been studied [5406]1[110-113]. Most of these studies
refer to the HL1 and use the capability of theistegserve to withstand the loss of the
largest unit available as deterministic criteridhe challenges associated to the large-scale
integration of wind have brought up the necessity dsing other deterministic criteria.
Bearing this in mind, the well-being of a small asdlated power system [106], in which
wind power is coordinated with storage facilitie®s evaluated using the number of hours
that the batteries are able to supply the load witewind power is available to make the
distinction between the different well-being states

In a different way from the HL1 evaluations, thecde of HL2 adequacy assessment
studies including wind power is to determine hove tlocation of WFs affects the
reliability indices of the composite system [16]14-116]. In particular, many of these
studies have put a special emphasis on how mucse tiredices are altered due to
correlations of wind speed between different WF=lIMWeing analysis including wind
power has also been made for the HL2 [115]. In ttase, the deterministic criterion
preferably used was théN*1". To speed up the adequacy assessm&i]’€ontingency
selection was embedded the evaluation.

It is worth mentioning that some transmission esi@m planning studies have tried
maximize the use of the wind power as the drivinlgjective to devise optimal
reinforcement plans [117], [118-120]. A new methody [118], which is based on the
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Chronological Power Fow (CPF) algorithm, was relgeptoposed to identify the set of
network reinforcements that simultaneously minirsizée investment costs and the
amount of wind energy curtailed. The CPF algorileraomposed of three stages. The first
stage focuses on obtaining the amount of wind gneugailed due to dispatch priorities of
the generating units. This power allocation prodelews a pre-specified merit order and
assures that a quantity of firm power is producgdilgiven set of generating units. The
second stage aims to recalculate the wind poweused due to transmission limitations
by using a remedial actions scheme based on lipegramming. The objective of this
optimization process is to minimize the differeméehe power produced by the generating
units from the dispatch obtained in the first staggle complying with the operational
limits of the transmission circuits. Finally, thard stage consists of dispatching the WFs
at its full capacity and running a linearized powlew to identify the overloaded circuits.
These circuits are considered responsible for thnel vpower not used, which has been
previously calculated in the second stage.

Other transmission expansion planning studies hased as planning criteria the
maximization of the use of wind capacity at specifications of the network without the
violation of the transmission operational constimif119], [120]. More specifically, the
study proposed in [119] presents an interestingudision on which entity, namely the WF
owner or the system planner, must be responsiblpaging the reinforcements costs. This
discussion is further extended by comparing twoweanation schemes with the traditional
minimization of the total utility cost, which is ogosed by the investment, operation and
maintenance costs plus the customer interruptish co

Despite considerable investigation on how much wiagdacity can be integrated without
violating planning or operating constraints, thare no studies that examine the causes
and nature of wind power curtailment events, the,events where the wind capacity is not
totally used. A common cause for wind power cumaiht can be attributed to the fact that
utilities acting in thermal-dominated systems aatious to supply a large fraction of load
with wind power [121]. As a matter of fact, thishawior is justified by the enhanced
dispatchability and better transient charactesst€ large conventional thermal units as
opposed to the wind intermittency and the relayivetipient technology that allow WFs
to provide ancillary services, such as frequencytrob or voltage regulation. In more
simple terms, utilities often curtail wind power ascommodate a set of generating units
that guarantee a more secure operation of thersyste

Other studies have shown that transmission bottlenenay also cause wind power
curtailment [122]. The determination of the examttcibution of these two limiting factors
is extremely valuable for the long-term planningpofver systems since it makes possible
to decide whether more flexible generating units @eeded or even which transmission
circuits require reinforcement.

Note that other constraints, such as minimum updowin times, start-up and shut-down
requirements, ramping capabilities, voltage liniitas, etc., may also lead to wind power
curtailment. However, these operating issues atenabverlooked in planning horizons
due to their small impact as compared to other-lemngn uncertainties such as the load
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forecast, wind regimes and hydrologic conditionse Effect of these constrains on wind
power curtailment is normally investigated in thel-term adequacy assessment of the
operating reserve [109].

3.2. Modeling Wind Farms

The accurate modeling of WFs is vital for the adgeyuassessment of power systems with
a large integration of wind power. As a matter attf these generating facilities are
different from aggregations of equal and indepehdmmerating units since the power
produced by a WF depends on a common sourcethieewind.

As a result, the output of equal WTGs cannot beirassl independent. As a simple
example, assume that a WF, which is composed ofidewntical WTGs (WT and WT,)
experiences three different wind speeds . andvs). Suppose also that the WTGs are
placed in a way that they produce an equal amolippbwer for each wind speed level.
According to these assumptions, Table 3.1 sum$eifferent power output states of the
WEF.

Table 3.1 — Power output of a WF considering thatgroduction of the WTGs is dependent.

Wind speed (m/s)| WT; (MW) | WT, (MW) | WF (MW)
\ Pa Pag 2xPg
Vo Pg Po 2 x Pg
V3 Pgs Pgs 2 x Pg

If the power produced by WTandWT, is assumed independent, like in the case of
conventional generating units, the output statethefWF are obtained by combining all
possible outputs of the two WTGs.

Table 3.2 shows that, under this assumption, the HAle 9 output capacities whereas
Table 3.1 clearly demonstrates that only 3 of tHbstates are actually realistic. Hence, the
probabilistic model for the output of the WF canbetobtained by the direct convolution
of the probability distribution of capacity of M§TGs [123].

Table 3.2 — Power output of a WF considering thatgroduction of the WTGs is independent.

WTG1 (MW) | WTG2 (MW) WE (MW)
Pgl Pgl 2xPgl | Pgl+Pg2 Pgl+Pg3
Pg2 Pg2 Pg2 + Pgl] 2xPg2| Pg2+Pg3
Pg3 Pg3 Pg3 +Pgl] Pg3+PgR2 2xPg3

The straightforward way to compute the output 8B under a given wind regime is to
accumulate the contribution of each WTG. For te&son, WFs are usually modeled using
a bottom-up approach whose vital element is theahoidthe WTG.
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3.2.1. Wind Turbine Power Output

The relationship between the wind speed at thehight of a WTG and its power output
is given by the wind power curve [124]. WTG mantfaers provide measured power
curves for specified temperature and density offat comply with the industry standard
IEC 61400-12-1. The energy conversion efficiencye dio electromechanical

characteristics of the WTG is naturally taken iat@ount in these measurements.
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Figure 3.1 — Typical wind power curve.

As an illustrative example, Figure 3.1 depicts pidgtl wind power curve. This figure
highlights the cut-in speed, which is the speedtdath the WTG starts to generate power.
The cut-in speed is around 3 to 5 m/s. The cutspaed corresponds to the speed at which
the braking system is employed to prevent struttmenages. This speed can take values
from 20 to 25 m/s.

The effective wind speed that passes through tba swept by the blades of the WTGs,
i.e., the wind speed at the hub height, dependf®nvind direction, air density, pressure
and humidity. Normally, there are only a few anersters installed at certain specific
locations of the WF due to economic reasons. Farrémson, the measured wind speed
and direction must be corrected for each WTG actogifior the frictional drag caused by
the irregularities on the ground surface and ewwrgnergy losses associated to the wake
effect [125], [126].

Bearing this in mind, the mathematical equation cmnly used to model the wind power
curve in adequacy studies is [97]

0 O<sv<yy
(A+Bv+Cv?)P Vg SV<V,
P(v) = - (3.1)
P V, SV <V
0 V 2 Vg

whereP (MW) is the power produced by the WTG(m/s) is the wind velocityd, B (s/m)
and C (s/m?) are constants, which can be determined via cfittieg or by using the
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equations deduced in [97k; (m/s) is the cut-in wind speed, (m/s) is rated speed ang,
(m/s) is the cut-out speed. As an illustrative eglan Figure 3.2 depicts the power
produced by a typical WTG for a wind regime of 23ubs. This figure shows that small
changes in wind speed can result in high variatiorike power output of a WTG.

Wind Power ——Wind Speed
30 1.2
25 1
20 - —t|-—1 : 0.8
2151 w1 o632
10 - — M\ 04
5 - e : -~ 02
0 0

0:00 2:24 4:48 7:12 9:36 12:00 14:24 16:48 19:12 21:36 0:00
hr

Figure 3.2 — Wind power output of a WTG as functidithe wind speed.

WTGs can experience forced outages. For that reéisempower output of a WF is a result
of two stochastic processes:

e The wind speed intermittency, which is non-statigna continuous physical
phenomenon that evolves randomly in time and s{3;

» Forced outages due to electrical or structuraufaijl which is a stationary process
usually modeled by the two-state Markov model.

When a WTG is available, i.e., in thgp state, the power output for every wind speed
realization is given by the wind power curve. Casedy, the power output is zero when in
the downstate. Despite this, studies have shown that thedé&epair cycle of WTGs can
be neglected in many practical applications withowgating unreasonable errors in the
reliability indices [127]. Generally, these two dastic processes are assumed
independent, i.e., the availability of the WTG dasst depend on the wind regime.
However, forced outages tend to occur more oftemindy periods [123]. These faults are
more catastrophic in nature, such as crackingetdiver and blades, which imply lengthy
repair times. Therefore, different stochastic patars should be used for different wind
speeds.

3.2.2. Wind Power Series vs. Wind Speed Series

Most of the fluctuating behavior of wind power sused by wind intermittency, which can
have hourly, daily, seasonally or even yearly pateThe adequacy models traditionally
used to capture this stochastic behavior can bieletivaccording to the type of data on
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which they are based [128]. Hence, there are mdussed on wind power [53], [54] or on
wind speed data [129], [130]. The power curve & WiTGs can be used to convert wind
speed data into power realizations. However, thisiversion process is strongly
discouraged since the nonlinearity of the wind powerve can greatly increase
measurement errors.

Models based on wind power measurements are the st@sghtforward. They use
historical data collected from the Supervisory Coinnd Data Acquisition (SCADA)
systems over several years. Conversely, the mdedsd on wind speed can either use
historical or synthetically generated data [1304133he ability of several numerical
and/or statistical approaches, like autoregressiveels [130], [134] and Markov chains
[131-133] to provide representative synthetic wapeted series has been the subject of
considerable investigation. Since syntheticallyegated data can fail to accurately capture
the time-dependency of wind, the use of synthgigeds is only justified when there are
few measurements available. The first wind modslsduin the adequacy assessment of
power systems were based on wind speed data [3].[

The wind intermittency can be modeled for each WorGor the whole WF. For the sake

of accuracy, it is preferable to use data for ed€hG. When WFs encompass a large
number of WTGs or when data for each WTG is imgaedo be obtained, the use of data
for the whole WF is justifiable. This approximatiatiows saving considerable memory
space especially in the case of large WFs. In #ese of farms with few WTGs, this

approximation must be used parsimoniously.

It is worth mentioning that the correct modelingtleé wind intermittency depends on the
quality of the data collected. The minimum amouhtiata necessary to obtain accurate
estimates of the reliability indices is only possilto be estimated by a trial and error
process. Nonetheless, an adequacy assessmenfatuldy Irish system [135] has shown
that at least four to five years of data in an hotesolution are mandatory.

3.2.3. Wind Farm Models

The models of WFs used in power system adequa@sssent can be divided into state
space-based models and sequential-based models $igmaficant historical information
is available, the direct use of wind speed or wpwiver series in the sequential MCS
method, i.e., the use of sequential models, isnthbst straightforward approach since this
method can synthetically create the chronologiparation of the system.

Every year simulated can use a series, which reptesa yearly regime, by making a
random sampling from all series available accordingheir respective probability of
occurrence. Since these series encompass sevaralgfeobservations, they can naturally
model the hourly, diurnal, seasonal and yearlyegpast of wind. Moreover, temporal and
spatial correlations between different WFs are liehty accounted for. These series can
be available for the whole WF or for every WTG.
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Unfortunately, the sequential models cannot bectireused in analytical and non-
sequential MCS methods, which are computationalbremattractive alternatives to the
sequential MCS method. For that reason, severbbaithave proposed state space-based
models [123], [127], [136], [137]. Their main disahtage is that they cannot easily
incorporate the time-dependent nature of wind.

A possible way to address this issue is to usearsi®f load and wind speed realizations
[138], [139]. The load and speed over a given pkoibtime, for instance over an hour, can
be understood a single data point. Similar datatpaian be clustered by using the nearest
centroid sorting algorithm based on the Euclideistadce. The probability and frequency
of occurrence of each cluster, which is represehted mean load and a mean speed, can
then be used in the analytic and in the non-seqeMCS methods. Besides this
clustering method, the correlation of wind and lazh be captured by evaluating the
different periods of time within a year separatg@yg. every month) [137]. The reliability
indices obtained for each period are then addeabtain their annual value. Despite the
soundness of these two approaches, they cannatprthe correct value of the frequency
and duration indices. Clearly, sequential modeésthe most accurate way to incorporate
the wind intermittency into the adequacy studies.

3.2.3.1. State Space-based Models

The first state space models were proposed to kd by analytical-based adequacy
assessment methods [123]. These models were Ipoilt wind speed series. The first ones
relied on first-order time-homogenous Markov chamsnodel the transitions of the wind
speed between a finite set of states. Figure 3p&ctdea Markov chain composed of five
wind speed states. In this figure, the stateorresponds to the lowest speed and statie
the highest.

Figure 3.3 — Markov chain for modeling the wind ege

The first-order time-homogenous Markov chains htawee important assumptions [123].
The first assumption is related to the fact that dlccurrence of the next wind state only
depends on the actual state. This assumption lestbsted and experiments have proven
that high-order processes are more suitable taimmphe time-dependency of wind speed
[131]. Second, one is assuming that, by using &-tiwmogenous process, the stochastic
behavior of the wind speed is not affected by seaspatterns, i.e., the mean speed and
respective standard deviation is the same regardiéshe timespan of the data. This
assumption is clearly against the non-stationatyreaof wind. Third, , one is considering
that, according to the Markov property, the stasidence time follows a geometric
distribution, in the case of discrete-time Markdwaims, or an exponential distribution, in
case of continuous chains. The literature has detrated that semi-Markov [133]
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processes, which allow transitions between statesrding to any probability distribution,
can reproduce the statistical properties of wineesp better than Markov processes.
However, the exponential assumption is valid wHendbjective is to obtain the limiting
probabilities and frequencies of the states andmotproduce the time-dependency of the
underlying stochastic process [123].

To create a first-order time-homogenous Markov rchiar the wind speed, a finite number
of states from the continuous range of observedlgipeeds must be extrapolated. The
wind speed of these states does not need to bdlyegpaced. The precision of the
discretization process defines the number of st&@se the complexity of the state space
model increases as the number of states of thedvarkain grows, the discretization step
must be carefully chosen, i.e., the number of véipded states obeys to a tradeoff between
computational performance and accuracy. Clustetegpniques [127] for aggregating
similar wind speeds into groups can be used tambtaappropriate number of states.

After the discretization process, the transitiote faetween two wind speed states can be
calculated [123] using

A :ﬁ (3.2)
ij Di .
wherej; is the transition rate between statend statg, N; is the number of transitions

from statei to statej and D; is the duration of statg which is given by the sum of
durations of alN time intervals in which staie has occurred [123] as

N
D =>t. (3.3)
k=1
The probability of occurrence of state [123] iseqivby
D
Pi =__' 3.4
D (3.4)

where Ds is the length of the wind speed series. The aceuestimation of these
parameters is only possible when the number ofstate transitions is sufficiently large
[123].

The model depicted in Figure 3.3 does not allowditions between nonadjacent states.
According to the authors of this model [123], allarmediate states must be encountered
when moving from different wind speed levels evkethese transitions are not detected.
Given the fact that the wind speed is measuretked finstants of time, other authors have
argued that transitions between nonadjacent statemild be modeled [127]. The
transitions between nonadjacent states accounkafge speed variations in small time
intervals.

Figure 3.4 illustrates a Markov chain that allovirect transitions between calm and windy
states. Like Figure 3.3, the statecorresponds to the lowest wind speed whereas \state
represents the highest.
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Figure 3.4 — Markov chain for modeling the wind sp@llowing transitions between nonadjacent
states.

WTI Down
WT2 Down

Figure 3.5 — Multistate non-sequential model féfedent WTGs.

The state space model of WFs is obtained by metg@diarkov chain model of the wind
speeds with the two-state Markov model for the ddroutages of WTGs [123]. The
aggregation of these models is according to thisstal dependence between the power
output of the WTGs and the wind speed.

Figure 3.5 depicts a state space model for a WHposed of two WTGs. For the sake of
simplicity, it was assumed that the wind speed aaly reside in one of two stateg,and
Vo. The transitions between thegp and down states of the WTGs are represented
respectively by the failuréwr, and repairpyr, rates. The power produced by the WF in
each state is computed by accumulating the powgrubwf the WTGs in theip state.
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Hence, forN WTGs andn different wind states the size of the state spscex 2. Note
that this model can include different failure arpair rates for different wind regimes
[123].

The literature also offers state space models ubatwind power series instead of wind
speed series [137]. The wind power series normelgd are obtained from the wind speed
series via the wind power curve. Like the wind sbeeries the range of possible power
outputs of the WTG is divided into finite statedteXk this discretization process, equations
(3.2) (3.3) and (3.4) are used to build a firstesrdme-homogeneous Markov chain. The
output power of each state is normally expressepgeasentage of the rated power of the
WTGs.

The combination of the first-order time-homogene®askov chain for the power output
with the failure/repair cycle of the WTGs can bedmaising two different approaches. The
first approach consists of creatingCapacity Outage Probability TablgCOPT) for the
WTGs with equal deterministic and stochastic patanse[123], [136]. The Binomial
distribution [81] can be used for this purpose. &ter, this approach assumes that the
whole WF has the same wind regime. Hence, the powgaut of equal WTGs is modeled
by the same Markov chain. The multistate model lid aggregation is obtained by
convolving the limiting probabilities of the statethe Markov chain with the COPT. The
apportioning method is suggested in [136] as a twayduce the number of states of the
Markov chain and of the resulting state space motléhe WF. This approach does not
provide the frequency of occurrence of the wind postates of the model of the WF.

Figure 3.6 — Multistate non-sequential model fanaddNTGs.

The second approach [137] uses a representatiolaistmthe one illustrated in Figure 3.5.
Since the wind model in this second approach wal bsing power realizations rather
than wind speeds, the velocities in Figure 3.5 nbesthanged to represent power outputs.
Taking into account that equal WTGs subjected eéoslime wind speed produce the same
output power, the multistate model of Figure 3.5 ba further simplified resulting in the
state space model represented by Figure 3.6.
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Now, if the discretization of the wind power serigas made assuming that the equally
wind power states are equally spaced, the datén Figure 3.6 is a multiple oP;.
Therefore, some states in Figure 3.6 corresporiigsame wind power produced by the
WEF. For instance, iP, is equal to 2 *y, there are two states in this figure that resuthie
power outpuf..

Taking this into account, the authors of [137] mreed a second discretization process for
the whole range power outputs of the WF, whichthim case of Figure 3.6, is the discrete
interval between 0 and 2 R,. This new multistate Markov model, which has umiqu
power output states for the WF, is obtained usirgpability analysis techniques, which
calculate the probability and frequency of the wiodtput states of the WF and the
respective transition rates between them.

The state space models previously described carsdx by analytical methods and by the
non-sequential MCS method. In the case this lashode it is possible to use simpler WF
models [83]. As such, the straightforward way todelothe power output of a WTG in
non-sequential MCS method is to sample, first, adwspeed from its probability
distribution (for instance, from the two paramet#feibull distribution or from the
frequency distribution defined by the wind speedaswgements) and, second, the
availability of the WTGs. If a WTG is in thep state, the wind power curve is used to
determine its power output. Conversely, if a WT@ishedownstate, the power output is
zero. The total power generated by the WF is obthihy adding the individual
contribution of each WTG. Special test functionsravdeveloped to estimate frequency
and duration reliability indices including WFs [16]

3.2.3.2.  Sequential-based Models

The first wind speed-based sequential model prapasdies on the Autoregressive
Moving Average (ARMA) model [129]. The parameterfstbe ARMA model used are
estimated using wind speed observations over seyeass. The samples from the ARMA
model are based on hourly observed means and stddaiations. The power produced
by the WF is obtained by adding the individual cimition of each WTG according to
their availability and respective wind power curve.

An alternative sequential model, which also use ARMA model for sampling hourly
wind speeds, has been proposed recently [113hiénctse, a power curve for the entire
WEF is used instead of a curve for each WTG. Thizregated power curve is created by
sampling hourly wind speeds from the ARMA model @attulating the respective power
output realizations of the WF using the power cunfehe WTGs. The resulting hourly
power outputs are plotted against the underlyingdwspeeds to create a power curve for
the WF. The parameters of this aggregated curvestimated using curve fitting analysis.
This sequential model does not explicitly state Homwed outages of WTGs are accounted
for.
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The literature in HL1 studies with wind power offeat simple sequential model based on
wind power measurements [53], [54]. This model as=ssithat each WTG in the state
contributes equally the hourly output of the WF.eTlind intermittency is captured by
wind power series that represent the hourly ougfuhe farm as percentage of its rated
capacity. Since most WTGs of WFs are equal, thisraach enables the use of the
multistate Markov model for the representationtd stochastic failure/repair cycle of the
whole WF. Hence, by identifying the number of WTiBghe up state, the hourly power
output of the WF can be easily obtained by a simpldiplication operation.

3.3. Inertial Constraint

Wind power curtailment evens can occur at low patiein levels due to transmission
bottlenecks. On the other hand, these events tenddur more often at high penetration
levels when a windy condition coincides with a pdriof low demand. One justification
for this is the higher dispatching priority givery the system operators to more stable
generating units over WFs. To account for this apenal procedure, a simple model is
proposed in this dissertation. This model conss$tguaranteeing that a given amount of
load, designated as inertial load, is always segply a fixed set of generating units
regardless of the hourly load variation. It findspiration in the concept of must-run units
[140], [141], which are generating facilities thged to be online during certain operating
conditions in order to maintain the stability, setyy and continuity of supply. Note that
the security and stability are broad concepts liermodel proposed and do not refer to a
specific dynamic problem. For that reason, it isuased that the set of generating units,
which have certain dynamic characteristics, is bepaf ensuring rotor, frequency and
voltage stability as long as the inertial load up@ied by them. Note that the security of
the system depends on the dynamic characteristitiseogenerating units scheduled for
operation, as well as some procedures adopted dysystem operator. Only through
dynamic assessment studies it is possible to deterthe actual security of the system.

The inertial load and the units capable of supgytrdepend on the characteristics of the
system. The value of the inertial load must beasebrding to the dynamic characteristics
of the generating units available and the operatigmocedures adopted by the system
operator. New WFs in the system will certainly urgfhce its dynamic behavior and,
consequently, the value of inertial load. Cleathg inertial constraint model is a simple
approximation for the long-term adequacy assessmoénihe composite system that
accounts for security issues when making the ditpeit the generating units.

Some system operators use similar procedures thah dine with the assumptions of the
proposed model. In the glossaof terms and acronyms of the California Independen
System Operator (ISO), California ISO, the follogigefinitions can be found:

* Reliability Must-Run Contract : a must-run service agreement between the owner of
a Reliability Must-Run Unit and the California 1ISO;

2 http://www.caiso.com/Pages/glossary.aspx [acceisseal/11/2012].
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Reliability Must-Run Unit : a generating unit of a participating generatorciwhs the
subject of a Reliability Must-Run Contract;

Reliability Must-Run Generation: generation that the California ISO determines is
required to be on line to meet Applicable ReliapilCriteria requirements. This
includes:

= Generation constrained on line to meet North AnzeReliability Council
(NERC) and Western Electricity Coordinating CoufdECC) reliability
criteria for interconnected systems operation;

= Generation needed to meet load demand in constraieas;

= Generation needed to be operated to provide volagecurity support of
the California ISO or a local area;

Applicable Reliability Criteria : the Reliability Standards and Reliability Crigeri
established by NERC and WECC and local reliabtityeria, as amended from time
to time, including any requirements of the NuclBagulatory Commission;

Reliability Standard: A requirement approved by Federal Energy Regojato
Commission (FERC) under Section 215 of the FedBmker Act to provide for
reliable operation of the bulk power system. Téentincludes requirements for the
operation of existing bulk power system facilities;luding cyber security protection,
and the design of planned additions or modificatiém such facilities to the extent
necessary for reliable operation of the bulk pogystem. This term does not include
any requirement to enlarge such facilities or tostauct new transmission capacity or
generating capacity;

Reliability Criteria : pre-established criteria that are to be followadorder to
maintain desired performance of the California I&@Dtrolled grid under contingency
or steady state conditions.

This model, henceforth called inertial constraimienforced even when there is not enough
generating capacity to supply the inertial load {festance, due to forced outages). When
such an event occurs, the inertial load is seh&rmaximum capacity available and the
event is marked as an insecure state. This comdapsecure state is used to monitor the
events when the total capacity of the fixed segerierating units is insufficient to attend

the inertial load. Similarly to the loss of loadeews, the concept of reliability indices can

be extended to characterize insecure state eanfs|lows:

Insecure State Probability - ISP, probability ofiasecure state event;

Insecure State Expectation - ISE, average numbdoofs in which insecure states
occur (hour/year);

Expected Inertial Load Not Supplied - EILNS, exgecpower by which the set of
generating units fail to supply the inertial loAdW);

Insecure State Frequency - ISF, average frequerfcyingecure state events
(occurrencelyear);
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* Insecure State Duration - ISD, average duration iméecure state events
(hour/occurrence).

3.4. Wind Power Curtailment Events

The following types of events that can limit theeus the total wind power available are
analyzed in this dissertation:

 Event A: wind power curtailment due to the enforcementhd inertial constraint
and/or load deficit;

* Event B: wind power curtailment due to transmission cirdailures and/or capacity
limits;

* Event C: wind power curtailment due to the simultaneousuoence of events A and
B.

These events are captured when there no load tailedr since, when such a corrective
measure is adopted, system operators are internestethimizing the total loss of load or
the loss of load cost even if it leads to wind podisconnection.

The maximum wind capacity that can be used is uppanded by the difference between
the hourly load and the load supplied by the uwiithe inertial constraint. This difference
is named as Maximum Usable Wind Capacity (MUWC).

If, after evaluating the system state, there is M@apacity Curtailed (WCC) and no loss
of load, then the Total Wind Capacity Available (CA) is compared with the MUWC. If
the TWCA is less than or equal to the MUWC, them whnd power curtailment is due to
transmission circuit failures and/or capacity lignite., an Event B has occurred).

On the contrary, if the TWCA is greater than the WO, then the WCC is checked. If the
WCC is equal to the difference between the TWCA gnredMUWC, then the wind power
curtailment is due to the enforcement of the iaértbnstraint and/or load deficit (i.e., an
Event A has occurred). Otherwise, if the WCC isatge than the difference between the
TWCA and the MUWC, then the wind power curtailmestdue to the simultaneous
occurrence of events A and B (i.e., an Event Cdeasirred).

Similarly to the insecure state events, it is palssio define a set of indices to characterize
wind power curtailment events, such as:

* Loss of Wind Power Probability - LOWP, probabiliof wind power curtailment
event;

* Loss of Wind Power Expectation - LOWE, average nemif hours in which wind
power curtailment events occur (hour/year);

* Expected Wind Power Curtailed - EWPC, average wioer curtailed (MW);
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 Expected Wind Energy Curtailed - EWEC, average wiadergy -curtailed
(MWhlyear);

e Wind Power Curtailment Frequency - WPCF, averaggudency of wind power
curtailment events (occurrence/year);

e Wind Power Curtailment Duration - WPCD, average ation of wind power
curtailment events (hour/occurrence).

These indices can also be determined for the tiypes of wind power curtailment events.

As a last remark, note that the LOWP index referthé probability of the events when the
wind power available is not totally used due tgdish and/or load deficit, to transmission
bottlenecks or to the simultaneous occurrence tf.bthe events with no wind power due
to wind speed characteristics of each WTG (e.g-jircand cut-off speeds) or simply no
wind speed are not considered by this index.

3.5. Detection of Wind Power Curtailment Events

The evaluation of a composite state comprises deewtion of three tasks (see section
2.9.2.2). As mentioned earlier, the first task ¢stssof dispatching the hourly load to the
available generating units taking into accountrtiogierating limits. After that, a DC PF

analysis is performed to check whether loading tBnof the transmission lines and
transformers are violated. Finally, if there areits violated, a DC OPF is run.

To take into account the inertial constraint in thispatch of the generating units, it is
necessary to check if there is enough generatipgoiy within the set to meet this
requirement. If there is, the generating unitshaf inertial constraint are dispatched with
the inertial load. If there is not, these units digpatched at their full capacity and this
event is marked as insecure. The difference betweehourly load and the inertial load is
dispatched to other available generating units @icg to a merit order strategy. WFs
always have the highest merit.

A DC OPF is run whenever transmission circuits witblated loading limits are detected
by the DC PF. This task consists of enforcing therating limits of system components
by altering the real power injected at buses, byiisg

max. Z= ZPGWi _ZM i Por; (3.5a)
i j

s. t. 0<Pgs <P, (3.5b)

Ps <Pg <Pg (3.5¢)

Pi <TZO <Py (3.5d)

Ps +Pgr —P. +B'0=0 (3.5€)
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ZPGICk 2 Pc (3.5f)
K

wherePgk is the vector of real power produced by the fimtis generating units that model
the load curtailment, Ms a constant that reflects the load curtailmerdrpy of the load
at busj, Psw is the vector of the real power produced by thesW is the vector of the
real power produced by the generating uriitss the vector of real power consumptidh,
is a diagonal matrix whose entries are the invefsthe branches’ reactancg, is the
branch-bus incidence matrif,is the vector of bus voltage angld® is the susceptance
matrix of the DC PFPgc is a vector that contains the power produced ey gbt of
generating units capable of supplying the inettiatl andP\c is the inertial load.

3.6. Impact of Transmission Circuits on Wind Power Curtalment

When a transmission circuit violates its operatingts, remedial actions are taken. If the
power system is represented by a linearized poleer, br simply, by a DC PF model, the
remedial actions (e.g., generation redispatch anid@d curtailment) are enforced by
solving a linear optimization problem. The objeetiof this optimization problem is to
minimize the total loss of load subjected to theraping limits of generating units and
transmission circuits, and to the DC PF equations.

Nonetheless, the objective of this optimizationlgeon can be changed to give preference
of some generating units over others without madgythe estimates of the composite

system reliability indices. Bearing this in mindetmaximization of the use of wind power

and the minimization of the loss of load can beragated in the same objective function

by using appropriate weights [5], [9]. These weggiiust be established according to the
importance of each objective [5], [9].

After solving the linear optimization problem, tlieial variables associated with each
constraint become available. Using the objectivection proposed in the last paragraph
and assuming that a wind power curtailment evestdtaurred, the dual variables express
the increase in the use of wind power if the reseumodeled by the constraint is
augmented in its capacity by one unit. As transimssircuits are subject to failures, this
incremental result can be obtained by calculatirgdifference between the dual variables
of the buses at their extremes, in the same wdlgeasensitivity analysis regarding circuit
reinforcement [5]. These dual variables are takemfwith the equality constraints of the
DC PF equations (3.5e). In mathematical terms

Tl =71 — T (3.6)

where,ri is the dual variable associated to the transmmssii@uit connecting busego k
andr; = 0z/ 0P, wherez is the objective function and B the injected power of bus

Whenzy is different from zero, the circuits involved imet wind curtailment events B and
C can be detected, making it possible to obtaimyesatistics for each circuit, such as the
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cumulative probability distribution of the wind pewcurtailed when the circuit is limiting
the use of the total wind capacity available.

3.7. Composite System Adequacy Assessment including the
Maximization of the Use of Wind Power

The discussion of the results of the experimentgezhout in this chapter is divided into
two parts. The first part consists of analyzing ebhcriteria should be used to compare
different technologies based on their contributiorthe composite system adequacy. The
inertial constraint is not considered in this asayThe experiments carried out in this part
are based on two configurations of the IEEE-RTY919 test system, namely the IEEE-
RTS 79 HW and IEEE-RTS 79 HT. The main differeneeneen these two configurations
is that the IEEE-RTS 79 HW includes three WFs wagn&EEE-RTS 79 HT system has a
thermal unit of 400 MW. The second part of the dssion of the results aims to
investigate the events that limit the use of thaltwind capacity available. In this case,
three sets of experiments are proposed. The festwas conceived to investigate the
influence of the inertial constraint on the systadequacy. Therefore, four configurations
of the IEEE-RTS 79 HW system with 400 MW of windpeaity were evaluated
considering four different values of the inertigad:

» Configuration IL4: 95% of the valley load;
» Configuration I: 75% of the valley load;
» Configuration ILs: 50% of the valley load;
» Configuration IL: 25% of the valley load.

The second set was planned to determine how windibnent events are influenced by
the levels of wind penetration, which type of wituttailment event occurs more often and
which transmission circuits are limiting the use tofal wind power available. These
experiments are conducted on the IEEE-RTS 79 HWigamations IL; and IL for two
extreme scenarios of wind power capacity instalf&b MW and 1200 MW. Finally, the
third set of experiments was devised to demonsthateffect of that stressed transmission
systems have on wind power curtailment events.tiierpurpose, the generation capacity
and the system load of the IEEE-RTS 79 HW 400 MW 200 MW of wind capacity
configurations was increased by a factor of 1.5.aAsesult, the wind capacity in the
configurations of the IEEE-RTS 79 HW increased frad60 MW to 600 MW and from
1200 MW to 1800 MW respectively. The inertial loaskd was 75% of the valley load.

3.7.1. Test Systems

The IEEE-RTS 79 HW results from modifications oe tREE-RTS 79 system to account
for the variability of hydro capacity and to inckidvind power. The first modification
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consisted on allowing the 300 MW of hydro capatityary in a monthly basis according
to five historical series. These series are aviglab[54] and correspond to those of Area
1. All series have the same probability of occuceen

The second and final modification consisted on agldihree WFs. The WFs are composed
of WTGs of 2 MW, which have an MTTF = 1914.74 h aadMTTR = 80 h, and are
connected to buses 8, 11 and 19. The WFs at bod &acontribute each one with 30% to
the share of wind capacity in the system. Convegrsleé WF at bus 19 is 40% of the total.
Each WF has three output power series with an fia@dolution. The probabilities of
occurrence are 33.34%, 33.33% and 33.33%, respéctiVhese series can be obtained
from [54]. The series of the WF at bus 8 corresptinthose of Area 1. The series of the
WEF at bus 11 are those of Area 2. Finally, bus 19 d&fries are those of Area 3. The set of
units that can supply the inertial constraint dre four 155 MW units, the 350 MW unit,
and the two 400 MW units of the original configuoatof the IEEE-RTS 79.

The IEEE-RTS 79 HT configuration relies on the samadifications proposed for the
hydro units of the IEEE-RTS 79 HW. In addition, @4VIW thermal generator, which has
a MTTF =1100 h and a MTTR = 150 h, is connectebus 19.

The hourly load model of the configurations HW &t of the IEEE-RTS 79 test system
include the 28tlday of February, by copying the twenty-four hoysaks of the previous
day.

3.7.2. Analysis of the Wind and Thermal Technologies

To investigate the wind and thermal contributioriite adequacy of the composite system,
the reliability indices of the IEEE-RTS 79 HT wenbtained. After that, several
configurations of the IEEE-RTS 79 HW were evaluagsth one containing an increasing
amount of wind installed capacity, to determine itn&alled capacity at which the three
WFs are able to provide the same composite adecagmtlye 400 MW thermal unit. The
evaluations were stopped when the estimates ofefiability indices had a coefficient of
variation less than or equal to 5%. The resulthefproposed experiments are presented in
Table 3.3 and Table 3.4.

Apart from the composite adequacy reliability irefic the Annual Maximum Energy
(AME) of the generating units was monitored. Thésfprmance measure can be calculated
using

t=8760

AME = [PRs(t)dt (3.7)

t=0
where P, (t) is the maximum generating capacity of a given ahthe instant of time

The different AME realizations obtained for eaclalysimulated can be averaged to obtain
the Expected Annual Maximum Energy (EAME) as

61



NY
EAME=— ) AME, 3.8
NYZ (38)

i=1
whereNY is the number of simulated years.

Table 3.3 presents the estimates of the reliabilidyces of composite system of the IEEE-
RTS 79 HT. This table also contains the EAME far tlew 400 MW thermal unit. On the
other hand, Table 3.4 shows equivalent result$fdifferent wind installed capacities in
the IEEE-RTS 79 HW system.

Table 3.3 — IEEE-RTS 79 HT composite system perémee indices.

Thermal EAME |LOLE | EENS | LOLF
Capacity (MW) | (GWh/yr) | (hlyr) | (MWh/yr) | (occ./yr)
400 3080.85 3.73 505.81 0.79

Table 3.4 — IEEE-RTS 79 HW composite system peréorre indices.

Wind EAME LOLE EENS LOLF
Capacity (MW) | (GWh/yr) | (h/yr) | (MWh/yr) | (occ./yr)
400 809.75 11.68 1531.96 2.42
800 1639.21 6.54 787.92 1.45
1200 2405.85 4.71 608.59 1.01
1400 2775.5 4.04 509.21 0.88
1500 3017.53 3.63 439.63 0.81
1600 3225.69 3.3 399.26 0.72

There are two important observations available fribm results presented in these two
tables. Firstly, it is only possible to obtain astimate of the LOLE lower than the one of
the IEEE-RTS 79 HT system if 1400 MW of wind capwds installed. If the EENS or
LOLF indices are considered instead of the LOLEQ@®IW and 1600 MW of wind
capacity, respectively, would now be necessary.réfbee, to fairly compare both
technologies, it is important to state which adegyzerformance measure is being used.

Note that the observations made in the previouagsaph are valid for the wind regime
represented by the yearly wind power series in.[®&ider other wind regime, the wind
capacity required would surely be different.

Secondly, Table 3.3 and Table 3.4 show that 400 MWind capacity cannot produce the
same EAME as 400 MW of a thermal unit. The expeateatimum energy that 400 MW
of wind capacity can deliver is 809.75 GWh/yr, easting with the 3080.85 GWh/yr of
the thermal unit. Hence, a fair comparison betwese technologies can only be made
when both have similar values for this performammsasure. Figure 3.7 was created from
the results in Table 3.3 and Table 3.4 to facditéhe comparison between wind and
thermal units. The primary axis of this figure exgges the variation of the EENS with the
wind capacity. Conversely, the secondary axis digpthe variation of the EAME versus
the wind capacity. The dashed lines correspondh@oBENS and the EAME of the 400
MW thermal unit of the IEEE-RTS 79 HT system.
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Figure 3.7 — EENS and EAME: IEEE-RTS HW and IEEESRHT configurations.

It is possible to see from this figure that whea three WFs of the IEEE-RTS 79 HW are
able to provide the same EAME as 400 MW of therttarunit, the estimate of the EENS
is smaller. Consequently, wind power is able tovigt®e a better composite system
adequacy than thermal capacity if the EAME is coased as basis of comparison. This
interesting result has a twofold justification. 8ilently from a large thermal unit, a WF is
an aggregation of several small WTGs. When a 2 MVWGMails, the impact on the
composite adequacy is not as significant as thieréiof 400 MW of a thermal unit.
Moreover, wind capacity is dispersed throughout slgstem and not concentrated at a
single bus. Since there is more generating capaaigilable locally, the possible
bottlenecks due to forced outages of circuits matylead to loss of load or, if such an
event exits, to a lower amount of load curtailed.

Note that the former analysis is valid only for tt@LE and EENS indices but not for the
case of the LOLF index. This dissimilarity can hustjfied by the wind intermittency.
When the static reserve is close zero but stillitp@s the hourly variations of wind
capacity make the occurrence of loss of load everae frequent. However, the amount
of load disconnected in these events is not releaamproved by the smaller EENS of the
IEEE-RTS HW with 1500 MW of wind capacity againketone of the IEEE-RTS HT.
This type of behavior is not observed for the aafsermal units, where the capacity does
not vary with time.

Table 3.5 — Contributions from generation, transiois and composite failures to the EENS of the
IEEE-RTS 79 HT and IEEE-RTS 79 HW systems.

Generation | Transmission | Composite
(MWhyr) (MWhlyr) (MWhlyr)
IEEE-RTS 79 HT 110.76 4.30 390.74

IEEE-RTS 79 HW
(1500 MW of wind capacity)

Test System

93.73 4.72 341.18
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Table 3.5 presents the contributions of the germratransmission and composite failures
to the EENS of the IEEE-RTS 79 HT and of the IEEESR79 HW with 1500 MW of
wind capacity. These two configurations were sel@¢or comparison since the EAME of
the wind and thermal capacities are similar (seleler8.4). The results presented in this
table show that the better EENS of the 1500 MW ofdAEEE-RTS 79 HW over the one
of the IEEE-RTS 79 HT results from a decrease inegation and composite failures.
Conversely, the contribution of transmission fakito the EENS is similar. From these
observations one can conclude that the granulafitthe wind capacity has a greater
importance than its dispersed nature in the beidequacy of 1500 MW of wind power
over 400 MW of thermal capacity.

3.7.3. Analysis of the Wind Power Curtailment Events

As stated previously, the first set of experimgitgposed for this section aims to analyze
the influence of the inertial constraint on the pasite system adequacy. Therefore, four
runs of the IEEE-RTS 79 HW configuration with 400AMof wind capacity were carried
out considering four different values for the imartoad. Table 3.6 presents the insecure
state indices obtained for these four configuration

Table 3.6 — Insecure state indices vs. inertialloa

IEEE-RTS 79 HW ISE EILNS ISF
(400 MW of wind capacity)| (h/yr) | (MW) |(occ./yr)
IL, 48.19 0.71 1.72
IL, 11.94 0.15 0.38
IL 5 1.24 | 4.81x106.30x10°
IL 4 6.86x10° | 6.76x10° | 8.34x10"

First, the results in Table 3.6 show that the bglity indices of the composite system of
the configurations of the IEEE-RTS 79 HW simulatedhain the same (LOLE = 11.68
h/ly, EENS = 1531.96 MWhl/y, and LOLF = 2.42 occ.fgpardless of the value of the
inertial load. Therefore, solving the optimizatiproblem formulated in (3.5) leads to the
same estimates of the reliability indices as thditional formulation proposed in (2.40).

Moreover, the results in Table 3.6 demonstrate, thatthe inertial load increases, the
occurrence of insecure states becomes more fregDespite this increase, the expected
power by which the fixed set of generation unitésféeo supply the inertial load (i.e., the

EILNS index) is not significant when compared te ttapacity of the generating units in

the set or even the inertial load. This shows thetumber of generating units in the set is
appropriate to guarantee a continuous supply ointaial load.

One of the objectives of the second set of experimes to identify which type of wind

curtailment event occurs more often. For this peepdhe wind curtailment indices of the
IEEE-RTS 79 HW configurations {Land IL, considering two extreme scenarios of wind
power capacity installed (400 MW and 1200 MW) web¢ained. Then, the EWEC indice
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was disaggregated according to the type of wintbdarent event, i.e., the events that are
caused by the inertial constraint and/or the lddoad (Event A), the lack of transmission
capacity (Event B) or both (Event C). These resaits presented in Table 3.7 and Table
3.8.

Table 3.7 — IEEE-RTS 79 HW: wind curtailment indice

LOWE | EWEC | WPCF

IS Ak (hiyr) | (MWhiyr) | (oce.lyr)
400 MW - IL, 63.87 3030.70 19.26
400 MW - IL, 1.03x10° | 2.22x10° | 8.34x1(’
1200 MW - IL4 904.80 142 028.45 165.76
1200 MW - IL, 287.78 35 149.30 59.30

Table 3.8 — IEEE-RTS 79 HW EWEC: events A, B, ancb@tributions.

Event A Event B Event C
IEEE-RTS 79 HW I Mwhiyr) | (MWhiyr) | (Mwhiyr)
400 MW - IL, 3027.43 0.59 2.68
400 MW - 1L, 0.00 2.22x10 0.00
1200 MW - IL, 141 968.29 2.79 57.30
1200 MW - IL, 35 134.36 1.09 13.85

The analysis of the wind power curtailment indiegsilable in Table 3.7 shows that most
of the wind power not used is due to the inert@istraint. Indeed, as the value of inertial
load increases, the estimate of the EWEC growsiderably. Moreover, the estimate of
the EWEC also increases with the growing wind cdapabespite the contribution of the
inertial constraint, the increase of the wind dltant indices observed from the 400 MW
- IL; to the 1200 MW L, configuration indicate that if the growth of windpacity is not
accompanied by a rise in the system load, a sufstamount of wind power will not be
used. In this case, wind power curtailment events agcur not only during the valley
hours but also on average loading hours.

Table 3.8 shows the EWEC index disaggregated argprid the three types of wind
curtailment events. These estimates indicate thatgreatest amount of wind energy
curtailed in almost all configurations is due te thertial constraint and/or lack of load. In
contrast, the transmission system has little coation to the total wind energy curtailed
both in low and high wind penetration scenariosste this, note that when the inertial
load and the penetration of wind power are smide in the case of the 400 MW - 4L
configuration, the limiting factor for the use difet total wind power available is the
transmission network.

This second set of experiments also enables thdifidation of the transmission circuit
which is contributing the most to wind power curtent. Accordingly, the results in
Table 3.9 shows that the circuit involved in thgh@st amount of wind power curtailed in
all configurations studied is the one connectingdsu7 to 8. This circuit connects a 125

65



MW load, located at bus 7, to the interconnected @iathe system (see Figure 2.8). If it
fails, the only possible way of supplying the lagtdous 7 is by using the generating units
connected at that bus. Given the size of the Idduls 7, the use of the total wind power
capacity available in the interconnected part & fystem becomes limited when this
circuit fails.

Table 3.9 — IEEE-RTS 79 HW: limiting transmissiarcait.

Average Annual Wind

IEEE-RTS 79 HW | From - To | 5 er Curtailed (MWhiyr)

400 MW - 1L, 7-8 3.27
400 MW - IL, 7-8 2.22
1200 MW - IL, 7-8 60.02
1200 MW - IL, 7-8 14.94

Figure 3.8 depicts the cumulative distribution fiime (cdf) of the wind energy curtailed
when the circuit 7-8 is limiting the use of theaiovind power available. This figure shows
that, in the worst case scenario, there is a 94%atnility that 500 MWh/yr of wind energy
will be curtailed due to this circuit. This resuft consistent with the fact that the
transmission system of the IEEE-RTS 79 HW is velgxible causing almost no
bottlenecks to the power flow.
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Figure 3.8 — Cdf of the annual wind power curtaileiccuit 7-8 limits the maximum use of wind
power.

Now, considering the fact that the transmissiortesyisof the IEEE-RTS 79 HW does not

contribute significantly to the reliability indicea third set of experiments was carried out
to investigate how the different types of wind powartailment events are affected when
the transmission system is stressed. The resuttneld for the two configurations are

available in Table 3.10.
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Table 3.10 — IEEE-RTS 79 HW 1.5: composite systdegaacy indices.

LOLE EENS | LOLF
IEEE-RTS 79 HW | pvny | (Mwhiyr) | (oce.iyn)
600 MW - IL, 17.23 3358.52 3.52
1800 MW - 1L, 7.56 1353.25 1.61

The comparison of the estimates of the reliabilijices in Table 3.4 with the equivalent
ones for the 400 MW and 1200 MW configurations &ble 3.10, one observes that the
increase of the generating capacity and the sy&tach by factor of 1.5 has deteriorated
considerably the adequacy of the composite syskm.instance, note that for the 400
MW and 600 MW configurations, the EENS has incrdafem 1353.25 MWh/yr to
3358.52 MWh/yr. This performance decline indicatest the transmission system of the
600 MW - IL, and 1800 MW - Ik configurations imposes severe constrains to thveepo
flow.

The results of the third set of experiments regaydvind power curtailment events are
summarized in Table 3.11, Table 3.12, and Tabl8.3lable 3.11 shows the wind power
curtailment indices for the two simulated configioas of the IEEE-RTS 79 HW. Like in
the case of the reliability indices, these resoéie be compared with those in Table 3.7
since the 600 MW - I and the 1800 MW - IL configurations result from the
multiplication of the generating capacity and tlgstem load of the 400 MW - jLand the
1200 MW - IL, configurations by a factor of 1.5.

Table 3.11 — IEEE-RTS 79 HW 1.5: wind curtailmardices.

LOWE | EWEC | WPCF

IEEE-RTS 79 HW 1 “pvn | omwhiyn) | (oce.fyn)
600 MW - IL, 3.53x10° 0.12 3.89x108
1800 MW -IL, | 28979 | 53089.22| 59.73

Table 3.12 — IEEE-RTS 79 HW 1.5 EWEC: events Aaid C contributions.

Event A Event B Event C

IEEE-RTS 79 HW I \iwhiyry | (vwihiyn) | (Mwhiyr)
600 MW - IL, 0.00 0.12 0.00

1800 MW - IL, | 5302943 |  15.93 43.87

Table 3.13 — IEEE-RTS 79 HW 1.5 EWEC: limiting tsamission circuit.

Average Annual Wind
IEEE-RTS 79 HW From - T0 | 5, er Curtailed (MWh/yr)
600 MW - IL , 16 - 19 0.29
1800 MW - IL, 16 - 19 36.09
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The analysis of the results in Table 3.11 withahes reported in Table 3.7 shows that the
probability and frequency of wind curtailment ewverare not much affected when the
transmission system is stressed. As a matter of fiae comparison of the results of the
1200 MW - IL, with those of the 1800 MW - H,_reveals that the EWEC has increased by
a factor of 1.51, almost the same factor by whiehdenerating capacity and the load were
increased. Hence, even in a congested transmisg&iem, loading limits and/or forced
outages of transmission circuits may not signifibaraffect the average wind power
curtailed as compared to the inertial constraint.

The conclusion of the last paragraph is corrobdragethe comparison of the results of the
1200 MW - IL, available in Table 3.8 with the equivalent onetwaoted for the 1800 MW -
IL, configuration reported in Table 3.12. This comgamni shows that the expected wind
power curtailed associated with Event A has groya factor of 1.5, whereas the increase
in the case of Event B is 14.6, and 3.17 in thee aafsEvent C. Despite the dissimilar
growth, which is more pronounced in the events Iwvimg transmission circuits, the
greatest share of wind power curtailed is stilloagsted with Event A. Once again, the
conclusion that can be drawn is that the transomssystem may not be the main obstacle
to the maximum integration of wind power even witdaa stressed.

Finally, consider the results in Table 3.13. Whéme transmission system becomes
stressed, the circuit responsible for the highastunt of wind power curtailed is the one
connecting bus 16 to 19, which is different frone tircuit when the transmission system
was not stressed (see Table 3.9). As a mattercgftfee bottleneck inside the 230 kV area
has become more relevant to wind curtailment evédras the failure of the radial circuit

connecting bus 7 to the interconnected part of BiE-RTS 79 HW. Form this result one
can conclude that a different circuit may arisettes one that limits the use of the total
wind power available the most depending on theitgatkvel of the transmission system.

3.8. Conclusions

This chapter proposed the use of the sequential ME®od developed within the scope
of this dissertation to investigate the causes linait the use of the total wind power
available and how much wind energy is not usedtdukese restrictions. This analysis not
only confirmed the full potential and the flexilyli of the sequential MCS method
developed but also provided new insights on a ginpelwer system adequacy assessment
problem.

The chapter started with an overview of the adegsaadies in the literature that include
wind power. This literature review showed that Htkequacy problems addressed in this
chapter are original. Moreover, the review of thedels of the WFs used in the long-term
adequacy assessment of power systems uncoveredetsective benefits and drawbacks.

Wind power curtailment events in a planning perigecwere also investigated in this
chapter. Accordingly, the following categorizatitor the events that can limit the use of
the total wind power available was proposed:
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 Event A: wind power curtailment due to the enforcementtd inertial constraint
and/or load deficit;

* Event B: wind power curtailment due to transmission cirdailures and/or capacity
limits;

* Event C: wind power curtailment due to the simultaneousuoence of events A and
B.

The inertial constraint, which is mentioned in EivAnis a simple model that accounts for
the generating units dispatch preferences of systeenators when a great share of the
generating capacity is intermittent. Basicallystimodel assumes that a fixed amount of
load, named inertial load, has always to be sugpbg a given set of generating units
regardless of the hourly load variation.

Similarly to the traditional reliability indiceshis chapter demonstrated how to detect and
estimate indices for the wind power curtailment régge For this purpose, a simple
algorithm was proposed to detect whether wind dorémt events are due to the
enforcement of the inertial constraint and/or lakdicit, the failure and/or capacity limits
of transmission circuits or the simultaneous ocwe of both of these events.
Furthermore, it was shown how the circuits involvedhe wind curtailment events can be
identified using the sensitivity coefficients ofetfequality constraints of the DC OPF
procedure. This identification enables the assessofaiseful statistics, like the cdf of the
wind power curtailed due to transmission capaaitytations.

The impact of the wind and thermal technologiesh@nadequacy of the composite system
was also investigated in this chapter. The experimearried out showed that, if the
EAME performance measure is used instead of thimlied capacity of the units, wind
power is able to provide a better LOLE and EENSthahermal unit. To this observation
contributes the fact that, contrarily to a largerthal unit, WFs are aggregations of several
small generating units. Moreover, since the wingacity is dispersed throughout the
transmission network and not concentrated at desimgde, the average load curtailed due
to the lack of transmission capacity is decreassuvever, the same conclusion is not
valid for the case of the LOLF. In the case of ihdex, wind intermittency can make the
occurrence of loss of load events more frequemmRrvhat has been said, the outcome of
the traditional comparison between wind and therteaehnologies is strongly dependent
on the performance criterion adopted.

The wind power curtailment events under a stratéfigypaximum use of wind power were
also analyzed. It was shown for the cases stutiiadtihe loading level of the transmission
network does not limit the use of wind power asesely as the inertial constraint.
Moreover, it was observed that the circuit thatiténthe use of wind power the most
depends on the loading of the transmission network.

The analysis of the wind power curtailment evers® groved that the growth of the
inertial load implies considerable amounts of warkrgy not used. Even if the inertial
load remains constant, a huge quantity of wind pomik be curtailed if the system load is
insufficient to accommodate the additional wind aaty
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As a concluding remark, there may be other systghese the transmission circuits play a
more important role on wind curtailment events. éByrthe approach proposed in this

chapter will capture these events and will provisiestem planners with valuable
information to adequately cope with them.
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Chapter 4

Sequential Monte Carlo Simulation using the
Cross-Entropy Method and Importance
Sampling

4.1. Introduction

This dissertation has shown that the sequential M@3hod can synthetically create
sequences of events and their respective durdtimnthis reason, this method can easily
include all chronological aspects of power systanme the simulation, like correlated
chronological load models, time-dependent load tasd, programmed maintenance, and
non-Markovian representations for the unavailapildf the system components. In
addition, this is the only method capable of prawjdthe probability distribution of the
reliability indices.

Despite these advantages, this method is timeianeft [5], [9], [71]. The reason for this
shortcoming lies in the sequential process for degsystem states. According to this
process, a new system state is obtained from #megding one by sampling a new state for
only one system component [5], [9], [71]. Therefdiee difference between two system
states sampled consecutively is the state of odeoaty one component. On top of that,
the number of samples needed to assure accurateatest of the reliability indices
depends on the level of accuracy desired for thienages [5]. In other words, the time-
efficiency of the sequential MCS method is strorgfiected by how reliable the system is.

A way to make the sequential MCS method more tiffiekent is to use VRTSs. In simple
terms, these techniques aim to decrease the variaihthe estimators of the reliability
indices without affecting their expected value [3}-10], [12], [22-25], [39], [142], [143].
For this reason, VRTs can reduce the number of Esmgeded for obtaining estimates of
the indices with the desired level of accuracy,misimple terms, increase the accuracy of
the estimates for the required number of samplesxeSsimulation is normally stopped
when a given level of accuracy is obtained, a ssnalinount of samples results in a speed
up over the crude sequential MCS method.

A considerable number of VRT such as Antithetic igfales (AV) [12], [24], [143], CV
[22], [23], [143], SS [24], Latin Hypercube Sampgi(LHS) [142], IS [7], [8], [39], and
combinations of these VRT [72] have been used éedpp the process of estimating the
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reliability indices through MCS methods. Recent kvtvas showed that the sampling
efficiency of MCS methods can be greatly improvegdubing IS [7], [8], [141]. This VRT
uses a sampling distribution different from thegoral one to favor the appearance of the
“most important” system states. In other words, paepose of IS is to sample the states
that contribute to the estimators of the reliapilihdices the most while keeping their
underlying variance at minimum levels. Until redgntthe selection of a “good” IS
distribution was deemed as a difficult task [10hisTproblem has been overcome by the
CE method [26]. This method is able to provide adyapproximation to the optimal IS
distribution through a relatively simple and adeptalgorithm [26]. Thus, the combination
of the CE method with the IS technique forms a $tngmd straightforward methodology
to improve the sampling efficiency of the sequdl&S method and, as a result, its time-
efficiency. Taking this into account, this chaptarestigates the CE method and proposes
several experiments to demonstrate the actual gawvin time when this method is
combined with IS and the sequential MCS method.

4.2. Convergence Characteristics of Monte Carlo Simulagn Methods

Consider a vector af-dimensional independent random variables: (X, ..., X%, that
follows a given probability mass functid(X). A realizationx of X can be seen as a
system state. The expected value of a scalar fumkettiof X is

G=E[HX)] =D HXf(x). (4.1)
xOX
If N samples oK are drawn froni(X), & can be estimated using the unbiased estimator of
the sample mean

0 = iH(xi ). (4.2)

i=1

Z|-

The variance of the estimator represented by (4.2)
~ 2
Var; [9] = % (4.3)

whered? = Vari(f) is the variance dfi(X). Since neitheé nor¢*is known at the beginning
of the simulation, the variance éfcan be estimated as

- 1 S _a)
s -N—_lizzl:(H(xi) o). (4.4)

It has been shown thEfs?] = ¢* [10]. Normally, the coefficient of variation ]

varlg] | (4.5)

ﬂ:
6
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is used to gauge the convergence of MCS methodsI[b$ coefficient is a normalized
measure of the dispersion of probability distribn8. Hence, the lower its value, the better
is the accuracy of the estimatetof

Consider now that the functiad(X), which is a scalar function af random variables,
follows a Bernoulli distribution [81]. According tihis, EfH(X)] = p andVar{H(X)] = p x
(1 - p). Bearing this in mind, the number of sampiggequired to obtain an estimate for
with a given level of accuragssis

1-p
px B34

If p << 1, which is the case of the loss of load prolitghof typical power systems, one
has

Ns =

(4.6)

1
px B2

This last equation expresses some convergencectiiastics of the MCS methods. First
of all, the number of samples required to assuat the estimate has a given level of
accuracy depend on the reciprocal of the magnitfdthe parameter being estimated.
Hence, the lower the value pf the greater is the number of samples needediditian,
this equation shows that the number of samples doedepend on the size or complexity
of the model of the system under simulation. Thisracteristic explains why MCS
methods are preferably used to assess the adegfidayge-scale and complex power
systems. Finally, the number of samples needednsiderably affected by the value of the
coefficient of variatiorgs. For instance, ifisis reduced by a factor of two, the number of
samples required rises fourfold.

Ns =

4.7)

The only way to circumvent this problem is to useTs. These techniques propose new
estimators so that the number of samesequired to obtain an estimate fomwith the
level of accuracys is lower than if the crude estimator, which is eegsed by (4.2), is
used.

Note that the previous equations can be directplieg for the case of the non-sequential
MCS method. Nonetheless, the same reasoning cappled for the sequential MCS
method by assuming that a sample is sequence dbmawectors, like the sequence;{
..., Xs S€ N, and not an individual vector. Naturally, the scalar functioid, which can
also follow a Bernoulli distribution, has to be nifgell to evaluate these sequencgs {..,

Xs} instead ofx.

4.3. Variance Reduction Techniques

The number of samples required by the non-sequeart sequential MCS methods can
be reduced using VRT. These techniques rely onrnmdtion about the model of the
system under simulation gather@griori. Generally, the more is known about the model,

73



the more effective is the variance reduction. Ors/ wf acquiring this information is

through a simulation of a simplified version of thedel. The outcome of this first
preliminary simulation can be used subsequentha BRT to reduce the variance of the
estimators used in the simulation of the completelehof the system.

Some VRTSs, such as AV, CV, Conditional Monte C4a@dC), and SS take advantage of
possible correlations between random variables. [C8hversely, IS uses a new sampling
distribution so that the events more important he parameter under estimation are
sampled more often [10]. This last VRT can greatiguce the variance of the estimators,
which is particularly important when rare-event lpabilities are being estimated. The
following sections briefly present IS and other \&available in the literature.

4.3.1. Antithetic Variables

Consider the random variab¥ Assume also thdt = E[X]. The AV technique consists of
using a pair of real-valued random variabl&s X'), which have the same probability
distribution but are not independent [10]. Accoglio this VRT, the following estimator
can be used to obtain an estimatetfor

Z(X‘ +x7) (4.8)

whereN is the number of samples. The variance of thisnesor is
Var[é] = N—/2(Var[X] +Var[ X "]+ 2xCo\ X, X")) (4.9)
N7 , : :

This last equation shows that the variance of titéheetic estimator can be reduced if the
antithetic pair of random variables has negativeretation. Therefore, the variance
reduction is greatly dependent on a good choideefntithetic pairX, X).

4.3.2. Control Variables

The CV [10] is a well-known VRT and have many apaglion in power systems adequacy
assessment. Once again, consider the expectatioB[X]. This VRT consist on using a

control variableC for X, whose expectation= E[C] is known, in the following estimator
~ 1N

§=32x —ax(c 1) (4.10)
i=1

whereN is the number of samplesd a is a scalar parameter called the linear control
variable. The variance of the estimator represebye@.20) is

Var[§]=Var[X]—2><a'><Cov[X,C]+a2 xVar[C]. (4.11)
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The optimal value o# that minimizes the variance of this estimatorbsamed by solving
the quadratic equation represented by (4.11). pitusess [10] yields

CoyX,C
a” :M. (4.12)
Vair[C]
By substituting (4.12) in (4.11), one obtains
Var[éam] = (1—Corr[X,C]2 )XVar[X]. (4.13)

This last equation shows that the higher the redncin variance increases with the
correlation betweeiX andC. In practical applications, neither the correlatimetweenX
and C nor the variance oK is known before the simulation of the model. Themre, the
linear control variable must be selected rathen ttedculated.

4.3.3. Conditional Monte Carlo

Consider, once again, the expectation E[X]. Suppose also that there is a random vector
Z such that the conditional expectatiBfX|Z = z] can be computed analytically and in a
fast way. Moreover, assume that drawing samplas #ais relatively easy to do. Taking
this into account, the CMC [10] estimator for E[X] = E[E[X|Z]] [10] is written as

N

%ZE[X 1Z:]. (4.14)

g =
whereN is the number of samples.
According to the assumptions stated previouslyyvtrence oX can be expressed as

Var[X] = E[Var[X | Z]] +Var[E[X | Z]]. (4.15)

Since E[Var[X|Z]] is a non-negative value, this last equation shdhatVar[E[X|Z]] <
Var[X]. For that reason, the estimator of CMC will hawe,the worst case, a variance
equal to the equivalent estimator of crude MCS.ikénthe case of AV and CV, this
technique assures that there will always be vaeaaduction.

4.3.4. Stratified Sampling

SS [10] is closely related to the CMC. Suppose that random variableX, whose
expectation ig9 = E[X], can be generated using an auxiliary random kbid via the
composition method [10], as follows:

Step a) Generate the random variable Z accordinB =i}) = pi,i =1, ...,m;
Step b) Given {Z =i}, generate X.

Taking this into account, the following expressaam be used to calculate the expectation
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6=E[E[X|Z]] =) pE[X|Z =] (4.16)
i=1
where the random variabketakes values in {1, .. m} with known probabilities fi, i = 1,
o, Mh,

The events Z = i} can be viewed as partitions of the sample spaeg, disjoint strata,
hence the name SS. Usually, the number of stngtenust be selected and depends on the
model being simulated.

Under these assumptions, the SS estimat@riofvritten as
g = Z ( Zx,, J (4.17)
i= | j=1

where X is jth of N; observations from the conditional distribution Xfgiven {Z = i}.
Accordingly, the variance of this estimator is eegsed as
m p2xVarn X |Z =i

Var[é’] > P r[ | ] (4.18)

i=1 |

whereVar[X|Z =i] is the variance oK within thei™ stratum.

If the sample siz&\; of each stratum is chosen proportionally tp, i.e.,N; = pi x N, this
VRT is called Proportional Stratified Sampling. @ersely, ifp; = 1 /mandN; =N/ m,
the technique is named Systematic Stratified SargplThis last technique is very useful
when dealing with uniform random variables.

As a final remark, the SS technique assumes thsiteisy to sample from the conditional
distribution ofX givenZ, which may not be the case for high-dimensionaia spaces.

4.3.5. Latin Hypercube Sampling

LHS [10] is an efficient VRT that circumvents thdfidulties of SS for high-dimensional
sample spaces. If SS is used for a space compdsdedimensional uniform random
variables, whos®l / mis the number samples per stratum, one would tedeaw (N / m)
samples to expect that at least one sample is ditmmmevery stratum. To circumvent this
problem, LHS proposes the stratification of thebadality distributions of the random
variables rather than the entire sample space.

The process of drawing a sample according to LH®1idrivial. To begin with, consider a
vector of d-dimensional independent uniform random variabtes (X, ..., X% and a
scalar functiorH(X). Fixing m as the number of strata per random variable, winakt be
equal for all variables, antll as the total number of samples, genemte N / m
independent samplesU{, ..., U%, Ui = (U, ..., Um), U ~ U, 1),i = 1, ..., n.
Additionally, generate independent permutationsi}, ..., m%, m = (1, ..., m), i = 1,

n. Accordingly, m samples oiX are generated in each iteratioof the LHS technlque
Hence, the sampl€;,j =1,..., m, is
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i +l-uy ¢+l
X, =[”' I Ui ] (4.19)
Finally, the LHS estimator af = E[H(X)] is

6 2%2(%2H(Xij )j (4.20)

j
4.3.6. Importance Sampling

Consider a vector af-dimensional independent random variabtes (X%, ..., X) and a
scalar functionH of X. As previously mentioned, the IS [10] techniquesust new
sampling distributiorg(X), which has different parameters frd(X), to sample the events
that contribute to the parameter under estimatisrie;{H(X)] more often.

The samples drawn from the distributigfX) are biased. Hence, the IS estimatop) of
E:[H(X)] must be corrected using a weighting factor, as

6 :%iH(xi W(x; ) (4.21)

whereW(x;) = f(x;) / g(xi) is called the likelihood ratio. This ratio repeass the correction
that must be made since samples are drawn @oMinstead fronf(X).

According to (4.21), the minimum variance of theelSimator is obtained by solving

_ f(X)j
Varg| H(X)—— 4.22
min ar( ( )g(x) (4.22)
Assuming thaH(X) > 0, the optimal sampling distributian(X) is [10]
g ()= HTEY (4.29
and
Var,. [6]=Var, [6]=0 (4.24)

Hence, the optimal sampling distribution is onlya#able if the value of thé = E[H(X)] is
knowna priori, which is precisely what is being estimated [10].

4.4. The Cross-Entropy Method for Rare-event Simulation

The previous section showed that the efficienctheflS technique depends on the quality
of the IS distributiorg(X). Hence, this distribution must be at least “clasethe optimal
IS distributiong (X) to achieve a substantial reduction in variance.
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To obtain g(X), the variance of the IS estimator can be minichizElowever, the
development of efficient computer routines basedtloa concept is extremely difficult
since complex stochastic optimization may be ingdl\J10]. As an alternative, the CE
method [26] can be used to systematically obtiX). Moreover, this method can be
applied to combinatorial optimization problems [2@6{lowever, the focus on this
dissertation is to use it to estimate expectatsunsh as) = E[H(X)]. In this last type of
application, the CE method has proved to be anctffe way to estimate rare-event
probabilities, which are typically characterizedpygbabilities less than or equal to 110

To begin with the demonstration of the CE methaskuane thag(X) is a probability
distribution belonging to the family of densiti§X; v) wherev is a vector of reference
parameters. Likewisé(X) can be rewritten &$X; u), whereu is also a vector of reference
parameters. The core of the CE method is the maatiwin of theKullback-Leibler
distance betweeg(X) andg (X) [26]. This distance is defined as

D(g" (X),g(X)) = Eg{ln g;(%)} = J'g* (x)Ing” (x)dx —J'g* (x)Ing(x)dx. (4.25)

The minimization of (4.25) is equivalent to
max.[g* (x)Ing(x)dx . (4.26)
By replacingg (X) by (4.23),g(X) by f(X;v) andf(X) by f(X;u) in (4.26) one has

max, jwln f(x;v)dx = max, E,[H(X)]In f(X;v). (4.27)

Naturally, the optimal vector of parameterds the outcome of this optimization problem.

Assume now that IS can be used iteratively to osgotve (4.27). In the first iteration of
this procedure, IS will use a new sampling funcfig@t w) with different parameters from
f(X; u) andf(X; v). Accordingly, (4.27) is rewritten as

f (X;u)
f(X;w)
The respective optimal vector of reference pararsgtes

v' =argmax, E,[H(X)W(X;w,u)inf(X;v) (4.29)
whereW(X; w, u) =f(X; u) / f(X; w).

max, E,[H(X)] Inf(X;v). (4.28)

One way to solve (4.29) is to use the followingchtastic program
N
vY = argmax, %ZH(xi W(x;;w,u)in f(x;;v) (4.30)
i=1
whereN is the number samples drawn fré¢X; w).

Taking advantage that (4.30) is often convex affiéréintiable with respect te, one can
obtain an analytical solution to rather than an estimate [10]. Moreovef(X; v) belongs
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to the Natural Exponential Family{144], the entryj, j = 1, ..., d, of vectorv can be
calculated via

ZN:H(xi)W(xi;w,u)xij
v, =3 (4.31)
D H(x )W(xi;w,u)

i=1

This last equation [10] shows that it is possildeteate a 1S-based multi-level algorithm
to improve iteratively the reference parametgr$ = 1, ...,d, until the optimal vectov
for the target defined by = E[H(X)] is obtained.

For clarification purposes, assume that the expieat&@ = E[H(X)] can be expressed as
P(S(X) > y), i.e., the probability that the outcome of a acdilinctionS of X is greater than
or equal toy. In this case, the functioH(X) = l;sixy=,; can be used to detect when this
event occurs. Thusi(X) = 1 if X) >y andH(X) = 0 if YX) < y. Bearing this in mind,
the CE method for rare-event simulation createsatiteely a sequence of reference
parameters ¥, t > 0} and a sequence of levelg,{t > O} until y; > y. The levely; is
selected at every iteratidrusing a pre-specified quantile (1p-x N of the distribution of
SX) over theN samples ok;, i = 1, ... N, i.e.,yt := §a - )N, S < §..1 < Gnj- Conversely,
the vectorvi-1, which was obtained at the iteration- 1, is used as the new vector of
reference parameters of the IS distributiof; w), i.e.,w; = vi-1. According to this, (4.32)
can be rewritten to show how the parametecsan be recursively calculated using IS as

N

z sz W (X1 Vir, U)X

Vg =2 . (4.32)

N

D spozW(Xi; Vi, U)

i=1

4.5. Generating Capacity Adequacy Assessment using the r@ss-
Entropy Method and Importance Sampling

The CE method can be applied to the generatingcttgpadequacy assessment since the
probability distribution of the unavailability ofhé generating units - the Bernoulli
distribution - belongs to thBatural Exponential Family144]. Taking advantage of this,
the authors of [7], [8] proposed a CE optimizatialgorithm for generating capacity
adequacy assessment, which follows the same biagis ®r all MCS variants regardless
of the type of representation of the system states.

The parameters optimized by the CE optimizatiomstlym are the unavailability of the
generating units. Thus, the vector which contains the unavailability of the genergti
units, is altered in an iterative way until the eergence criterion is verified [7], [8]. The
outcome of this optimization process is a distontedtor of unavailabilityv. The term
distortion in this case refers to a change in thkeie ofu, for example, from 0.05 to 0.70.
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In doing so, the unavailability of the generatingtsi still follows a Bernoulli distribution,
however, with a distorted unavailabily[7], [8].

Once the CE optimal parameters are obtained, thm$8d MCS variants, which have the
flexibility necessary to represent time-varying dea renewable power fluctuation,
scheduled maintenance schemes, etc., can be astiteate the usual reliability indices. It
was shown that the CPU time required by these EdMCS variants is minimum when
the peak load.yax or a load value very close to it is used to gatlge CE optimization
algorithm, i.e., when~ Luax [40].

In the non-sequential MCS method, the samplingribdigion f(X; u) is completely
characterized by the unavailability the generatings. As a result, the optimal sampling
distribution f(X; v) obtained with the CE optimization algorithm cam directly used by
the 1S-based non-sequential MCS method. In the esg@d MCS method, however,
system states are sampled using the failure arairnegtes of the generating units, i.e., the
sampling distribution i$(X; u, A, p). In this case, the distortion must be appliedardy to

u but also to the parameterandu of the generating units [8].

Considering the two-state Markov model (see FigRré), the optimal CE distorted
unavailabilityv’ of a generating unit is

V= (A7 + 1) (4.33)

wherel” andy are the distorted failure and repair rates, rebpsy. According to this
last equation, there is an infinite set of possit@enbinations for the distorted failure and
repair rates that result in the required unavditgbV. In order to maximize the expected
number of failure events in a given period of tintee distortion is applied only to the
failure rate without changing the repair rate [Bence,u’ = Q. After the optimal CE
distorted parameters andy” are obtained for all generating units, the 1S-Hassguential
MCS method can be executed. Note that only the ailadbility of the generating units is
distorted. The other chronological characteristafs the system, like annual load,
programmed maintenance, etc., are modeled in i way.

To avoid biased estimates of the reliability indicehe outcome ofH must be
compensated. It was demonstrated in [8] that thatiun of a statx sampled by the IS-
based sequential MCS method can be individuallyected using

f(x;u)

W(X;u,h,p, VA" p) = flxw)”

(4.34)

This is the same likelihood ratio used by the I1Sdaanon-sequential MCS method. Hence,
the correction oH in the sequential simulation only dependswandv. On the other
hand, the test function of some reliability indiceach as the LOLC, requires the correct
representation of the whole cycle of interruptiomsthis case, the compensation factor
described by (4.34) cannot be applied to comperssatgjuence of states. In other words, a
sequence of states cannot be compensated by indilyiccompensating each state of the
sequence. In this case, the conditional probabélgproach must be used to compensate
the sequence of states{ ..., Xs}, S€ N [8]. Mathematically this is represented by
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f (X1;u)XP(X; | X1)%..x P(Xs | Xs1)
f (X1 V)X P (X2 [ X1)%..x P"(Xs | Xs1)

W({[x,}S0u,v)= (4.35)

where f(x;) is the probability of the first state of the segue andP(xgxs1) is the
conditional probability of the stateof the sequence given that the previous statexs-;.
The superscript * represents identical probabilgglculations using the distorted
parameters. Note that the last equation can betosesimpensate the total duration of the
whole interruption as well as the curtailed enerfyy.a result, other indices such as the
LOLE, EENS, and LOLD can be estimated by compengatihole interruption sequences
rather than compensating failure states indivigualloreover, the sequential MCS method
allows the representation of maintenance schediaglegshe generating units under an
hourly, monthly, or seasonal basis. The generatimts that are undergoing maintenance
are not accounted for in the calculation of thelitkood ratio. The contribution of these
units is only considered before and after the neaimhce period, when its behavior is
represented by a Markovian process with distorsdmpeters [8].

45.1. The CE Optimization Algorithm for the Generating pGeity
Adequacy Assessment

Some generating units have the same capaatyd unavailabilityu. If these units are iid,
they can be aggregated iMi&C groups to save computational effort. Bearing thisind,
the vectorX = (X%, ..., XN can be used to represent a generating state whemndom
variableX; represents the number of units of grgump theup state.

The Binomial distribution can be used to represegiroup ofNG generating units. The
probability mass function of theth group,j = 1, ...,NC, is

NG,

f(Xi?NGij):( .
J

j"((l—uj ) xu; M) (4.36)
The main lines of the CE optimization algorithm fgenerating capacity adequacy
assessment are presented in the Pseudocode 1 [[AC[B], [40], [41]. For illustration
purposes, the annualized LOLP index, i.e., the godiby of system failure for the peak
load, is used to gauge the distortion. However, @thgr reliability index can be used for
that purpose.

Pseudocode 1 CE Optimization Algorithm for the Generating Cappa Adequacy
Assessment

Setthe sample sizBl, the multi-level parameter, and the maximum number of iterations

tmax
Setthe peak loadlyax as target for obtaining

Vo=u;t=0
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Do
ti=t+1

Samplex;, i =1, ...,N, usingv.1, wherex; is a vector of Binomial random variables and
X is the number of generating units of the grpuptheup state

Evaluate Sx;) for all x4, ..., XN, WhereS(xj) is the total generating capacity of the state
Xi, .., 9X) =YX x¢,j=1,...,NC

Sort all §x;) in descending order, i.eSi > S > §31> 4 >... = 9N
SetL, =, if this is greater thai,,, ; then setl; = Lyax

Calculate H o p(Xi) using

0 if s(x)zL
H o (Xi ) = { . (X ) -« (4.37)
1 if S(x;) <Ly
Calculate Wi(xi; Vi1, U) using
[Ja-u) ue
W (X35 Vi, U) = (4.38)

I_J (1_\4—1,1 ) Vi1, Na

=

Calculate v using

N
1 ZHLOLP(Xi )VV| (Xi;vt—lau)xij
_ i=1

NG, <
: ZHLOLP (Xi WL (i Ve, u)

i=1

Vt,j :1

(4.39)

While L, >L,,, andt<tyax

45.1.1. Exploring the CE Optimization Algorithm

In the first iteration of the CE methodjs equal tau. As a result, the likelihood ratM/(X;

Vo, U) = 1 for allN samples. Now, assume thétis a vector of Bernoulli random variables,
whose entries represent the state of a single gengrunit, i.e.,NG = 1. According to
this, (4.39) is simplified as

N
Z H oe (Xi )X
VJ' =1- =1

N (4.40)
Z H o (Xi)

wherej = 1, ..., TNG (total number of generating units). This last duracan be rewritten
as
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1 N

NZHLOLP (Xi ) X

1-v; = 1i:1N . (4.41)
7ZHLOLP (Xi)
N =

Now, if N — oo, then (4.39) is equivalent to

H X)X
_Vj - Eu[ LOLP( ) J] (442)
Eu[Hior(X)]
whereE[HioLp(X)] is the expected value éf o p(X) for the probability distributiori(X;

u), which is the annualized LOLP index.

Hiop(X), which is defined by (4.37), is function of a aiste vector of independent
random variables and is itself a discrete randomalkbke. Moreover,X; is a Bernoulli
random variable, which is equal to one if the gatieg unitj is in the up state, and 0,
otherwise. Hencelz[H o p(X) x Xj] can be seen as the expected value of the praxfuct
two random variables.

Remembering thak; is thej-th position of the vectoK, the product of these discrete
random variables can be expressed by the followangble

B Huow(X) if X, =1
Y(X)—{ S X e (4.43)
The conditional expectation [81] ¥{X) is

=E,[0] X; =0]x P(X; =0)+ Ey[Hop (X)| X; =1]x P(X; =1)

whereEy[Hioe (X) | X = 1] is theE,[HLop(X)] conditioned to the fact that the generating
unit j is in theup state. Note thak;is a deterministic variable in the calculation bist
expectation, i.e., the value ¥fis constant and equal to 1.

By replacing (4.44) in (4.42) and taking into acebthatP(X; = 1) = 1 —u;, the following
eqguation is obtained

_ EU[HLOLP(X)lxj :1](

1-u. i
B [Hon00] ) (449

VJ' =1

This last equation shows that the parameiafrthe generating unjtcan be calculated in a
single iteration of the CE optimization algorithihhe only requirement is to obtain
Eu[Hioe(X) | X = 1], which is the probability of system failurevgn that the generating
unitj is alwaysin theup state. Accordingly, (4.45) becomes

- _LOLR’
. LOLP

where LOLP is the probability of system failure sieringLuax and that LOLP is the
same index assuming that the generatingjur@n only reside in thap state.

L-u) (4.46)
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According to (4.44), if LOLP and LOLP are known, then the optimal for the j-th
generating unit can be easily calculated. Otheabity indexes can be used in (4.46) to
obtain similar distortions. For example, the EPN8 &PN$ or the LOLF and LOLF
can be used to obtain specific distortions.

Now, sinceHop(X) and X; are discrete random variables, it is natural téndethe
conditional expectation df_o.p(X) givenX;. Accordingly,

Eu[H o (X)] = Eu[E[Hoe (X) | X;]]
= Eu[Hoow (X)X, =1 P(X; =1) . (4.47)
+Eu[HLOLP(X)|Xj =O]XP(X1 =O)
Knowing thatP(X; = 0) =u;, one has

LOLP"
Vj = UJ'
LOLP
where LOLF is the probability of system failure consideribgax and assuming that, in

this case, the generating upitan only reside in thdown state. This last equation is
equivalent to (4.46).

(4.48)

4.5.1.2. The Simplified CE Algorithm

To evaluate LOLP and LOLHor each generating unjita very efficient analytical method
based on discrete convolution is proposed. Theoltiskéscrete convolution for calculating
generating capacity reliability indices consistsbaflding an equivalent generation model
for the system [11], [74]. More precisely, this pess relies on the recursive use of two
convolution equations for every generating unia étme until all generators are accounted
for. Details of this method can be found in [1TK].

To help explain the discrete convolution process)sier a system composed of two
generating units. Given the vectors of state caijgsa, probabilitiesp, and incremental
frequencies) of G; = {Cc1; Ps1; dei} and G, = {Cs2; Pe2; ez}, ONe wants to determine the
same parameters for the generating system{cg; pc; dc}. The vectors of parameteps
andq are sequences of impulses associated with theeseguof state capacities These
two sequences are equally spaced by a pre-defima@nding capacity increme. To
obtain the parameteps; andgg, the following convolution{) equations are used

Pe =Pe1LPe:2 (4.49)

de = (Pe1Cds2)+(de1 CPe2) (4.50)

At the end of this recursive procedure, the pararsebf the generating system G are
expressed by the s& = {cg; pc; qc}. All convolution operations are performed through
FFT techniques in order to improve the computatioparformance of convolution
operations [42].
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Now, note that PC1, which is the standard CE optimn process, is based on the non-
sequential MCS method. In this algorithm, many dasypre drawn and analyzed in order
to obtain the optimal CE distortion for the unaahility of the generating units. Hence, the
quality of the distortion obtained depends on thectfied size oN (number of samples).
In contrast, the simplified CE algorithm proposedn csubstitute the MCS-based
optimization process by a simple analytical procedurhe main advantage of this
approach is that the optimal distortion is no langstimated, and thus, subjected to a
convergence process, but ratlvatculated Furthermore, the precision of the distortions
obtained by this method can be easily controlleth Wie specified rounding incremeht

The main lines of the simplified CE algorithm amegented in the Pseudocode 2 (PC2).
Note that the annualized LOLP index, i.e., the LOh&ex considering the peak load as
the load level, is once again used to gauge therdan. In order to save computational
effort, the concept of groups of equal generatianitsuis also adopted. Finally, all
convolution operations are conducted using FFT.

Pseudocode 2Simplified CE Algorithm for Generating Capacityléquacy Assessment

Selectthe capacity rounding incremefit
Setthe peak loadlyax as target for obtaining

NC = number of groups of independent and identicaibfridbuted generating units, i.e.,
with equalG andG

Sizea vectorGC which contains the generating capacity modelfiefgeneration groups,
a vectorG which contains the modé of the different units.

Gs={0; 0; 0} ; tmpGs = {0; 0; O}
Fori=1toNC
NG = number of generating units of théh group
Gi = {Cai; Pai; gai} ; GG ={0; 0; 0}
Forj=1toNG -1
GG =GG +G
End For
Gs:=Gs+ (GG +G)
tmpGs:=tmpGs + GG
End For
Calculate LOLP considerindgss andLyax
Forj=1toNC
Gs.=tmpGs
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Fori=1toNC
If i#]
Gs.:=Gs.+ (GG +G))
End If
End For
Calculate LOLP; consideringGs-andLvax
Calculate v; according to (4.46)

End For

4.5.1.2.1. Numerical Example

To illustrate the simplicity of the proposed apmioaconsider a small generating system
with 1 unit of 2100 MW, 2 units of 250 MW, and 1 uoni 400 MW. Consider also that the
failure and repair rates are the same for all uanits$ equal to 9.22 failures/year and 175.20
repairs/year, respectively. Therefore, the unakdityg of all generating units is equal to
0.05, i.e.,u =[0.05, 0.05, 0.05]. The original IEEE-RTS 79 [944d model is used with a
peak load of 600 MW.

According to (4.46), only the values of LOLP andl) are needed to obtain the optimal
vector of distorted parametersThese can be easily calculated by performingiteerete
convolution operations described in PC2. Thus, LGLB.50x10°, which is the system
failure probability considering only the peak loddDLP; = 5.24x10, is the system
failure probability considering both the peak loadd that the 100 MW unit is always
unavailable. Now, the optimal distorted unavailiépilfor the 100 MW unit can be
calculated as

_LOLR  _ 524x10°
LOLP = 9.5(x10°3

The process is then repeated for the two remaigmogips of generating units. Thus,
LOLP, = 8.75x1(¥, which is the system failure probability considerithe peak load and
that one unit of 250 MW is always in tdewnstate. Similarly, LOLF = 1.43x10" is the
system failure probability considering the peakdi@nd that the 400 MW unit is always
unavailable. The values ©f andvs are then given by

005= 0276 (4.51)

1

_LOLP; _ 8.75x10?

V, = = 005= 0513 4.52

27 LOLP ° 9.5(x10°® (4.52)
1

v3:LOLP3_ 3:1'43"10 005= 0750 (4.53)
LOLP ° 9.5:x10%

and, thereforey = [0.276, 0.513, 0.750]. This results are veryseltov = [0.275, 0.518,
0.740], which was obtained using PC1 witk= 100 000 samples.
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Now, the IS-based sequential MCS method can betouassess the annual reliability
indices considering all load levels and other chlogical aspects such as capacity
fluctuation and maintenance schemes. Actually, dhaual reliability indices for this
system are: LOLP = 3.22xEPEPNS = 2.78x16 MW, and LOLF = 3.31 occ./yr. Using
u, i.e., the crude sequential MCS method, the sitimlaneeded approximately 1.9xX10
samples to converge fimax = 1% (for all indices). Conversely, by usimgnstead ofu,
only 4.2x18 samples were needed to reach the same accuraich, elarly demonstrates
the variance reduction properties of IS.

Finally, as stated in the previous section, EPN& BRNS or LOLF and LOLFE could
have been used in (4.51), (4.52), and (4.53) tainl®pecific distortions for each reliability
index.

4.5.1.3. Analysis of the Simplified CE Algorithm

To evaluate the accuracy and efficiency of the &ffred CE algorithm, different
generating systems were tested but only a feweshtare fully reported and discussed.

Firstly, the proposed simplified CE-based methodised to determine the optimal IS
distribution for the IEEE-RTS 79 [91] and the IEEHS 96 [92]. Subsequently, the same
set of tests is performed using two configuratiefisthe Brazilian South-Southeastern
(BSS) system [7], [11] planned for the 90irmal and reinforced configurations. All
computations were performed in a MATLAB platformingsan Intel Core i7-2600 with a
3.40 GHz processor.

45.1.3.1. Results for the IEEE-RTS 79

The IEEE-RTS 79 consists of 32 units totalizing 340W of installed capacity. The load

model consists of 8736 hourly levels with a peadlof 2850 MW. Table 4.1 shows the
different generation groups that can be formed alsd their respective capacities and
unavailability.

Table 4.1 — IEEE-RTS 79 and IEEE-RTS 96 generatysgems.

Group Unit Size | No. of Units
(MwW) ' | IEEE-RTS 79 | IEEE-RTS 96
1 12 0.02 5 15
2 20 0.10 4 12
3 50 0.01 6 18
4 76 0.02 4 12
5 100 0.04 3 9
6 155 0.04 4 12
7 197 0.05 3 9
8 350 0.08 1 3
9 400 0.12 2 6
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The main objective of these tests is to evaluateatituracy of the simplified CE algorithm
(PC2). Therefore, thg values obtained with this method are compared Witise of the
standard CE optimization method (PC1). Two casesansidered with the IEEE-RTS 79.
The first case uses the original IEEE-RTS 79 peakl.| In the second one, a rare event is
considered by reducing the peak load by a fact@&.@&fi.e., from 2850 MW to 1710 MW.
The following parameters were used in both cases:

* PC1l:p=0.1,N=10 000 andN = 25 000;
e PC2: capacity rounding incremeht= 1 MW.

Table 4.2 presents thg values obtained with both CE-based algorithms sicmting a
peak load of 2850 MW. The CPU time spent to obtha optimal distortions using both
methods is also presented. The absolute errorscalilated using PC2 results as
reference. Mean Absolute Errors (MAES) are alsduatad to measure the quality of the
obtained IS distributions (witN = 10 000 andN = 25 000, respectively).

Table 4.2 — Results for the IEEE-RTS 79 apdx = 2850 MW.

Group Vi v, |Absolute| v, |Absolute
(PC2)| (PC1)| Error |(PC1)| Error
N - 10 000 - 25 000 -
1 0.024| 0.025 0.001 0.024 0.000
2 0.119| 0.122 0.003 0.11f7 0.002
3 0.013| 0.014 0.001 0.013 0.000
4 0.030| 0.033 0.003 0.031n 0.001
5 0.062| 0.068 0.006 0.06[L 0.001
6 0.090| 0.088 0.002 0.09p 0.002
7 0.163| 0.166 0.003 0.160D 0.003
8 0.306| 0.306 0.000 0.301n 0.005
9 0.533| 0.529 0.004 0.538 0.005
MAE - - | 256x10°| - | 2.11x10°
CPU Time (s)| 0.426| 0.606 - 1.452 -

By observing Table 4.2, one can note that onlyldihgest generating units suffered major
distortions. In fact, only those units with capedtequal to 197 MW or above had their
parameters); increased by more than 0.1. This can be expesieck the failures of these
units are more critical to the generating capacitote that the CE method can
automatically identify these units as the most ingrat ones and then calculates the
optimal distortion accordingly.

Table 4.2 also shows that the optimal distortiobtaimed with both methodologies are
very similar, demonstrating the accuracy of thegopps®d approach. The MAE obtained for
N = 10 000 andN = 25 000 are 2.56x1{and 2.11x10, respectively. In fact, it is possible
to demonstrate that if a very large valueMfis considered in PC1, the MAE would
ultimately tend to zero.

This conclusion is corroborated by the overall dase in the MAE when the sample size
increases, which is illustrated by Figure 4.1.

88



x10°

iy
o

Mean Absolute Error
O P N W M OO O N 00 ©
e —
—

i
Yy .
/| \/'\M_A AAn/\J\.A MAA /
v VRV WA A
0 2 4 6 8 10
N

Figure 4.1 — MAE obtained for different valueshin PC1.

Finally, the CPU times presented in Table 4.2 &e 2ery similar for both methodologies.
This demonstrates that the proposed approach ismigtaccurate but also very efficient
from the computational point of view.

Table 4.3 contains the results for the IEEE-RTS@8sidering a peak load of 1710 MW.
This condition typifies a rare event and, thus, thagnitudes of the distortions are
increased significantly, especially for the largesits.

Once more, the optimal IS distributions obtainedhwhoth CE-based algorithms are
basically the same. Also, the MAE values obtaired™C1 tend to decrease when sample
size increases (4.11x%@or N = 10 000 and 1.22x10for N = 25 000). Note that the
performance of the proposed approach is not afiebtethe rare event. Conversely, the
performance of PC1 was slightly deteriorated stheeoptimization process needed more
iterations.

Table 4.3 — Results for IEEE-RTS 79 dnghx = 1710 MW.

Group Vi v, |Absolute| v; |Absolute
(PC2)|(PC1)| Error |[(PC1)| Error
N - 10 000 - 25 000 -
1 0.021| 0.025 0.004 0.021L 0.000
2 0.121| 0.128 0.007 0.12p 0.001
3 0.018| 0.018 0.000 0.018 0.000
4 0.052| 0.054 0.002 0.058 0.001
5 0.130| 0.134 0.004 0.131L 0.001
6 0.298| 0.302 0.004 0.29%4 0.004
7 0.585| 0.574 0.011 0.585 0.000
8 0.984| 0.988 0.004 0.986 0.002
9 0.997| 0.998 0.001 0.99p 0.002
MAE - - | 411x10 | - | 1.22x10°
CPU Time (s)| 0.394| 1.246 - 3.747 -
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45.1.3.2. Results for the IEEE-RTS 96

In its original configuration, the IEEE-RTS 96 H#& generating units with a total installed
capacity of 10 215 MW. The load is represented B$638levels with an annual peak of
8550 MW. The different generation groups for thistem are presented in Table 4.1.

Table 4.4 — Results for IEEE-RTS 96 dnglx = 8550 MW.

Group Vi v, |Absolute| v; |Absolute
(PC2)| (PC1)| Error |[(PC1)| Error
N - 10 000 - 25 000 -
1 0.021| 0.021 0.000 0.02p 0.001
2 0.108| 0.109 0.001 0.108 0.000
3 0.012| 0.012 0.000 0.013 0.001
4 0.028| 0.028 0.000 0.02f 0.001
5 0.061| 0.063 0.002 0.06p 0.001
6 0.077| 0.081 0.004 0.07B 0.001
7 0.111| 0.111 0.000 0.108 0.003
8 0.293| 0.287 0.006 0.294 0.001
9 0.457 | 0.455 0.002 0.45B 0.001
MAE - - | 167x10| - | 1.11x10°
CPU Time (s)| 0.482| 0.643 - 1.60¢" -

Table 4.4 shows thg values for the 9 generation groups provided by R@Gd PC2.
Again, the optimal IS distributions are practicaliye same for both approaches. The MAE
considering\ = 10 000 is 1.67xI8& WhenN = 25 000, the MAE drops to 1.11%10This
confirms once more that, in general, the MAE shodétrease when the value Nf
increases. The simulation times for both methods aso very similar, indicating an
equivalent computational performance.

In conclusion, by comparing the results in Tab® Zable 4.3, and Table 4.4, it is possible
to state that the performances of both PC1 andd€2airly stable when considering rare
events and/or system size changes. For real siaerpsystems, however, the capacity
rounding incremen®A used in PC2 may have to be larger than 1 MW taicedhe
computational cost of convolution operations.

4.5.1.3.3. Results for the Brazilian South-southeastern System

In this case, two configurationedrmal andreinforced of the BSS system planned for the
90’s are used. Thieormal configuration consists of 6generation plants: 58ydro plants
and l1l4thermal plants. There are 290 units with capacitaaying from 15 MW up to 700
MW (ITAIPU 2 units), totalizing an installed capacity of 42.8NG The reinforced

®ITAIPU is the binational 14 000 MW hydroelectrioyer plant located at the Parana River across the
border between Brazil and Paraguay.
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configuration considers four additional ITAIPU wivf 700 MW. An hourly load model
with 8736 levels and a peak load of 41.2 GW is Usethoth configurations.

Table 4.5 — Results for trmal BSS system anldyax = 41.2 GW.

Group Vi v, |Absolute| v; |Absolute
(PC2)| (PC1)| Error |[(PC1)| Error
N - 10 000 - 25 000 -
1 0.063| 0.066 0.003 0.064 0.001
2 0.067| 0.067 0.000 0.06P 0.002
3 0.067| 0.067 0.000 0.06f7 0.000
4 0.068| 0.070 0.002 0.06p 0.001
5 0.070| 0.068 0.002 0.06B 0.002
6 0.070| 0.069 0.001 0.07L 0.001
7 0.074| 0.081 0.007 0.06f7 0.007
8 0.075| 0.073 0.002 0.075 0.000
9 0.111| 0.110 0.001 0.110 0.001
MAE - - | 2.00x10°| - | 1.67x10
CPU Time (s)| 3.682] 1.612 - 4.094 -

Table 4.6 — Results for theinforcedBSS system anldyax = 41.2 GW.

Group Vi v, |Absolute| v; |Absolute
(PC2)| (PC1)| Error [(PC1)| Error
N - 10 000 - 25 000 -
1 0.084| 0.088 0.004 0.084 0.000
2 0.095| 0.088 0.007 0.094 0.001
3 0.097| 0.096 0.001 0.098 0.001
4 0.100| 0.105 0.005 0.104 0.004
5 0.104| 0.105 0.001 0.106 0.002
6 0.107| 0.107 0.000 0.11p 0.003
7 0.120| 0.109 0.011 0.11B 0.007
8 0.124| 0.125 0.001 0.12D 0.004
9 0.250| 0.251 0.001 0.25[L 0.001
MAE - - | 3.44x10°| - | 2.56x10°
CPU Time (s)| 3.469| 3.187 - 8.31( -

The optimal CE-based distributions were evaluatedbth configurations using PC1 and
PC2. Table 4.5 and Table 4.6 show the resultshienormal (annual LOLPO 3.444x10°)
and reinforced (annual LOLPO 1.909x1@) configurations, respectively. Since the BSS
has many different units, only 9 generation groaps shown (those with the largest
capacities). As expected, tlevalues obtained with PC1 and PC2 are once agaw ve
similar. Moreover, the results in Table 4.5 andI&ah6 show that the performance of PC1
is slightly deteriorated when theinforcedconfiguration is considered (from 1.6 to 3.2 s
whenN = 10 000, and from 4.1 to 8.3 s whBin= 25 000). The performance of PC2,
however, is basically the same for both configoradi of the BSS (around 3.5 s). This
proves, one more time, that the performance of BQ®t affected by the rarity of the
failure events. Also, notice that PC1 performstelibetter than PC2 whe = 10 000.
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This was expected since the computational cosbo¥@ution operations increases with
the size of the systems. As such, the value otépacity rounding increment should be
chosen carefully, considering the tradeoff betwaeturacy and simulation time.

4.5.2. Analysis of the CE/IS Sequential MCS Method for Gamerating
Capacity Adequacy Assessment

The crude version (crude SMCS) and a CE/IS-basediore of the sequential MCS
method (CE/IS SMCS) was used to assess the adeqtilty generating capacity of two
configurations of the IEEE-RTS 79. The first configtion uses the original peak load of
the 2850 MW whereas the peak load of the seconfigtwation is reduced by a factor of
0.6, i.e., from 2850 MW to 1710 MW. The parametarghe IS distribution were obtained
using the simplified CE algorithm (PC2). The rourglincrement adopted s = 1 MW.
The distortions were gauged by the annualized L@id@x. The sequential MCS methods
were stopped when the estimates of the annuabil@ljaindexes had & < 5% or when
10 000 years of simulation had been simulated. &kgeriments were performed in a
MATLAB platform using an Intel Core i7-2600 with3240 GHz processor.

Table 4.7 — Results of PC2 and CE/IS SMCS (PC2jhemgenerating capacity of configurations of
the IEEE-RTS 79 witlyax = 2850 MW and_yax =1710 MW.

IEEE-RTS 79 Lmax = 2850 MW Lyax = 1710 MW
PC2 Generation States Evaluated - - - -

CPU Time (min) - 7.10x10° - 6.57x10°

Crude CE/IS Crude CE/IS

SMCS |SMCS (PC2)] SMCS |SMCS (PC2)

Generation States Evaluated21 697 912 327 197 91 982 158 928 398

Years Simulated 2359 34 10 000 86

SMCS CPU Time (min) 47.5 0.76 193.78 2.11
LOLE (hfyr) 9.221 9.504 0.0 (100%) 5.991x1(
EENS (MWh/yr) 1119.01 1190.31 | 0.0 (100%) 2.91x10°
LOLF (occ./yr) 1.989 2.074 0.0 (100%) 2.024x10°

Table 4.7 shows the estimates of the LOLE, EENS B@dF indices for the two
configurations of the IEEE-RTS 79 analyzed. Thesrilts are separated according to the
version of the sequential MCS method used. Fositnelations that reached 10 000 years,
the coefficient of variation is displayed betweeradkets alongside the corresponding
estimate of the index. This table also includesrnmber of states evaluated, the number
of years simulated and the total time required H®y respective version of the sequential
MCS method.

The results in Table 4.7 show that, in the cas¢hef2850 MW peak load, the CE/IS
SMCS version required only 1.5% of the states eatelll by the crude SMCS version. In
other words, the crude SMCS has evaluated 66.3tmm@e states than the CE/IS SMCS.
This less number of evaluations corresponds ta @peed up (the ratio between the CPU
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time taken by the crude SMCS against the time tdke®C2 and the CE/IS SMCS) of
62.5.
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Figure 4.2 — Estimate of the annual LOLE for thaegating capacity of the IEEE-RTS 79 with
I—MAX = 2850 MW.

Figure 4.2 illustrates the reason for this remalkapeed up. This figure depicts the annual
LOLE index for the generating capacity of the IERES 79 configuration with.yax =
2850 MW estimated by the two versions of the setiaeMCS method. Note that the
estimate of the LOLE index provided by CE/IS SMQ8bgizes much faster than the
estimate of the crude SMCS. This means that then€thod can reduce considerably the
variance of the IS estimator and, as a consequéneeyumber of simulated years, or, if
one prefers, the number of state evaluations.

Moreover, the results in Table 4.7 for the confagion with a 1710 MW peak load
demonstrate that the crude SMCS method was nottaljjeovide accurate estimates for
the reliability indices in 10 000 years of simubatti In contrast, the CE/IS SMCS needed
only 2.11 minutes to evaluate the same configunatibthe IEEE-RTS 79, or, in other
words, 86 years of simulation. The true net speedetween the two versions of the
sequential MCS method cannot be calculated forabigiguration since, unlike the CE/IS
SMCS, the crude SMCS was stopped before the estsnodithe reliability indices hadfa

< 5%. To guarantee /a< 5%, the crude SMCS would need much more than D0y8@rs

of simulation. In any case, the results obtaindalatalculating a pessimistic estimate for
the net speed up. Bearing this in mind, the ne¢dpg obtained is 91.84, which is very
similar to the ratio between the number of stateduated by the crude SMCS and the IS
SMCS (this ratio is 99.08). In this case, the gaitime is inferior to the ratio between the
states evaluated.

The overall conclusion from the results in Tablé & that the number of evaluations

required, and consequently the simulation time, lmamramatically reduced by using the

IS technique with the sampling distribution optiedzby the CE method. Moreover, these
results showed that the speed up increases draihats the generating system becomes
more reliable.
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Despite the remarkable gains, the CE/IS SMCS mettazdan important weakness. By
using a distorted failure rate for the generatingsuwhile using the original repair rates
and the chronological annual load, the true dumadiosystem states is lost. In other words,
since the loss of load events happen more freqyah# information required to build the
annual probability distribution of the reliabilitndices becomes biased. Consider, for
instance, the configuration of the IEEE-RTS 79 w850 MW peak load. The crude
SMCS method has taken 2359 years to obtain estnfiatehe reliability indices witlf <
5%. During this time, there were some years thatndit have a single loss of load event.
On the contrary, the CE/IS SMCS method has requmrdgt 34 years of simulation to
obtain similar estimates. Differently from the ceu8MCS, all 34 years contained at least
one loss of load event.
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Figure 4.3 — Cdf of the annual LOLE for the geniagatapacity of the IEEE-RTS 79 withyax =
2850 MW.

Figure 4.3 highlights the different annual obseora of the LOLE index provided by the
crude and CE/IS versions of the sequential MCS atkethn other words, this figure
represents the cdf of the annual LOLE index. Thigire confirms that, despite the
remarkable convergence speed of the CE/IS SMCS$ntbthod is not able, at least as it is,
to provide the accurate annual probability disttidms for the reliability indices.

45.2.1. Modeling the Generating Units with Time-dependent
Capacity

PC1 and PC2 can provide the optimal CE distortifors the unavailability of the
generating units that minimize the variance of dséimators of the subsequent CE/IS-
based sequential MCS method. The two algorithmesnasgshat the unavailability of the
generating units follows the Bernoulli distributioAccording to this distribution, the
probability of finding the unif in theup state isP(X; = 1) = 1 —u; while thedown state
probability isu;. Supposing that the capacity of the yndoes not vary with time, the
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maximum capacity is available when the yni$ in theup state, i.e., wheiX; = 1. As a
matter of fact, the capacity of some units, like thydro and WTGs, is time-dependent.
This dependency is only accurately modeled using $equential MCS method.
Unfortunately, PC1 and PC2 are based on the stateesrepresentation, which makes
impossible to sequentially follow annual series ttegoresent the time-varying capacity of
these generating units.

Due to the flexibility of the non-sequential MCS tmad, the time-dependency of the
capacity of the generating units can be approxilyateorporated in PC1 by randomly
sampling realizations from the hydrological and adviennual series. Hence, each time a
new state is sampled, one of the hydro or wind ahseries can be selected according to
its probabilities of occurrence. After that, theuad generating capacity of the hydro or
WTGs is calculated by sampling an hourly realizafimm those series. Despite not being
able to preserve the time-dependency of the gengratnits, this random sampling
procedure can model the long-term capacity provitied the sake of future referencing,
this procedure is named Strategy A.

Since PC2 is based on convolution calculationsat&gy A cannot be used by this
algorithm. To circumvent this problem, three appmate representations are proposed.
The first one, which is named Strategy B, conswstsalculating the average capacity
provided by the generating units before running PRB2s procedure takes into account the
hourly or monthly realizations of the hydrologi@ld wind annual series as well as their
respective probability of occurrence. The outcorh#éhis procedure is used as an input of
PC1, i.e., the average capacity is taken as thactgpof that these generating units have
when they are in thep state. The second strategy, which is called Sfyat® is similar to
Strategy B. In this case, the maximum capacitybimioed instead of the average capacity.
The third and final strategy, which is the Stratdgy consists of using the minimum
capacity. Note that strategies B, C and D do nqtiire PC2 to be modified. In addition,
they can be easily used by PCL1.

Some generating units, such as WFs, have a sncalpercity factor than other units whose
capacity varies with time. Moreover, since WFs aggregations of several small WTGs,
forced outages of the WTGs may not be as impottatite power output of the WF as the
wind availability. Bearing this in mind, one carsase that WTGs are always in thp
state and they always produce a fixed amount ofgpdavthe calculation of the optimal CE
distortions. This amount of power is the averageacdy in the case of Strategy B, the
maximum capacity in the case of Strategy C andnti@mum capacity in the case of
Strategy C. This assumption, which is used fordase of WFs, can be also adopted for
other generating units that aggregate several ama#i and have low capacity factors.

45.2.1.1. Testing Strategies A, B, C and D

Strategies A, B, C and D were tested using the rgéing system of the IEEE-RTS 79
HW. This system, which has already been describexection 2.9.3.1, includes the time-
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dependency of hydro and wind units. All its chageastics remain identical to those
described in section 2.9.3.1 with the exceptiorthef inertial constraint, which was not
considered.

The tests proposed in this section aim to obtaintfe four strategies the distorted
unavailability of the generating units and the ezdwe simulation time of the CE/IS
SMCS. Due to the flexibility of MCS, all tests werarried out using PC1 with parameters
p =0.1 andN = 10 000. The annualized LOLP index was used tg@ale distortion. The
CPU time required by PC1 and the subsequent CEMIESS (PC1) simulations was also
recorded. The tests were performed in a MATLAB fplaih using an Intel Core i7-2600
with a 3.40 GHz processor.

Table 4.8 — Distorted unavailability of the gengrgtunits of the IEEE-RTS 79 HW using
strategies A, B, C and D.

Generating Unit Y Strategy A| Strategy B| Strategy C| Strategy D

Uiz 0.02| 0.023 0.023 0.021 0.025

u20 0.10 0.106 0.118 0.125 0.129

Uu76 0.02 0.030 0.029 0.029 0.032

U100 0.04 0.065 0.060 0.061 0.064

U155 0.04 0.096 0.094 0.079 0.068

U197 0.05| 0.138 0.161 0.124 0.078

U350 0.08|/ 0.298 0.307 0.413 0.203

U400 0.12 0.517 0.529 0.698 0.420

U50 0.01 0.011 0.012 0.014 0.015

WTG (WF at bus 19) | 0.04 0.040 0.040 0.040 0.040
WTG (WF atbus 11) | 0.04 0.041 0.040 0.040 0.040
WTG (WF at bus 8) | 0.04 0.041 0.040 0.040 0.040
MAE - 557x10° | 2.98x10° | 2.61x10°

Table 4.8 contains the original and the distort@@vailability of the generating units
provided by PCL1 using the four different strategMereover, Table 4.8 contains the MAE
for the distortions estimated by the strategie€Bnd D. The MAE was calculated using
the results of Strategy A as reference.

Firstly, note that the distorted unavailability tfe WTGs is equal to their original
parameter; in the case of the strategies B, C and D. Thenag8an made for the WTGs,
which considers that they are always in thgstate, is the justification for this result.
Moreover, the parameter of the hydro units, i.e., the US50, is very similar all
strategies. This shows that, for the IEEE-RTS 79,Hk¢ time-variation of the hydro
capacity is more important to the annualized LOhéek than forced outages.

Secondly, the results in Table 4.8 for the caseSwwategy A show that the distorted
unavailability of the hydro and wind turbines ist mery different from the original one.
Note that this result is only valid for the casetbé IEEE-RTS 79 HW, where the
contribution of the hydro and WTGs for the totahgeating capacity is 7.9% and 10.5%
respectively. In systems where the share of renlengdneration is greater, the parameter
v; of these units might be considerably differentrfrthe original unavailability.
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Finally, Table 4.8 reveals that Strategy B hassitmallest MAE. This result indicates that
this strategy can be an accurate approximatiortragegyy A. Furthermore, the distortions
obtained using Strategy C show that, when the rabBwcapacity in the system is
overestimated, the parametey of the units that had the greatest change in the
unavailability, i.e., the units U350 and U400, reafer than the one estimated by Strategy
A. On the other hand, the underestimation of tmeweble capacity, which is the case of
Strategy D, results in lower distortions for theaene units.

Table 4.9 contains the CPU time required by PC1 thedrespective CE/IS SMCS for
estimating the reliability indices of the IEEE-RTS HW using the four strategies. This
table also shows the number of generation statdsiated.

Table 4.9 — Results of PC1 and CE/IS SMCS (PC1jWelEEE-RTS 79 HW using strategies A,

B, C and D.
PC1 CE/IS SMCS (PC1)
Generation CPU Generation Years CPU
States Evaluated Time (s)| States Evaluated Simulated | Time (min)
Strategy A 20 000 3.07 1569 901 138 169.10
Strategy B 20 000 0.602 1757 155 154 189.20
Strategy C 20 000 0.617 1210640 106 126.26
Strategy D 10 000 0.321 1883 634 167 203.13

First of all, Table 4.9 shows that the CPU timd>@f1 if Strategy A is used is considerably
greater than the time required by the other thtestegjies. This result is justified by the
extra operations required by Strategy A such agpbagirealizations from the hydrologic

and wind series.

Next, the CPU time of PC1 is minimum when Strat€gis used. This is due to the less
number of generation states evaluated. Howevdheifminimum net CPU time is taken
into account, i.e., the aggregated CPU time of R@d the respective CE/IS SMCS,
Strategy C is the fastest alternative to estimateual reliability indices of the IEEE-RTS
79 HW. This interesting result is counterintuitisgmce one would expect that the time-
dependency of the capacity of the generating wwoisld be best represented by an average
rather than by a single realization like the maximeapacity. According to this intuition,
Strategies A and B would lead to the lowest net @Rlg, which is not the case.

Finally, note that the CPU time required by Strgtégand B is very similar. This result
proves, once again, that these strategies are aqotv Unlike Strategy A, However,
Strategy B, does not require modifications to P@d BC2, and, therefore, can be adopted
as a systematic way for modeling the generatints umih time-dependent capacity.

It is worth remarking that the time-dependency lué tapacity of the generating units

cannot be appropriately captured by any of the &ttategies. Moreover, the CPU time of

the CE/IS SMCS depends on the chronology of thedigdical and wind series and, as a

result, will surely be different for each systengarlless of the strategy used. For those
reasons, it is not possible to clearly state wiuthhe four strategies result in the fastest
simulation times for all generating systems.
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4.6. Composite System Adequacy Assessment using the Gdsntropy
Method and Importance Sampling

The CE/IS SMCS method can also be used for the ositgpsystem adequacy assessment.
In this case, the CE optimization algorithm musiviale distorted the unavailability for the
generating units and transmission circuits. Once parametersy, for all system
components are obtained, (4.33) is used to caktitat respective distorted failure rates.

Due to the greater flexibility of MCS methods, tB& optimization algorithm for the
composite system should follow a structure simtlarPC1, i.e., it must be based on
iterative multi-level optimization algorithm usinthe non-sequential MCS method.
Nonetheless, the concepts in which PC2 is basethorbe also used to build a CE-based
algorithm for the composite system. In this cake, tOLR" represents the probability of
system failure consideringuax and assuming that the compongntwhich can be a
generating unit or a transmission circuit, can aeBide in thelownstate.

Unlike PC1, the CE optimization algorithm for thentposite system must evaluate
composite states rather than generation statesn@llgr the evaluation of a composite
state consists of the minimization of the totaldoaurtailment. The procedure of the
sequential MCS method proposed in section 2.9&.2hie evaluation of composite states
can be used by the CE optimization algorithm.

This evaluation of composite states takes as irpeat state of the generating units,
transmission circuits, and system load. In contrist load level is selected in PC1 only
after the generating capacity of all states sampled is calculated, i.e., the load level
selected according to a pre-specified quantilehef\t generating capacities. Since one of
the inputs of the procedure proposed in sectior229s the system load, which is only
available only after alN composite states sampled are evaluated, slightficetbns in
this procedure are required so that it can be liye@E optimization algorithm for the
composite system.

The composite state evaluation procedure of the dpEmization algorithm for the
composite system, which, is represented by thetitm&X) (see the notation of PC1),
consists of determining the maximum generating ciépdhat can be conveyed to the
consumption buses. Note thatincludes the state of the transmission network, as a
result, the generating capacity available may reatoltally used due to bottlenecks.

Bearing this in mind, the load used as input of filmection SX) is equal to the total
generating capacity available. This load is distielol by the consumption buses according
to fixed percentages. The calculation of thesegreages is made for the system peak load
level, Lmax, by dividing the corresponding peak demand at eadsumption bus blyyax.

According to this, the functio®&X) of the CE optimization algorithm for the compesit
system can be expressed as a minimization problem mathematical formulation of this
problem is

min. z=) P (4.54a)
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s. t. 0<Per <@,y Ps (4.54b)

Ps <Ps <Pg (4.54c)
P STZO <P, (4.54d)
PG +PGF_aLZiP_Gi+BI9:O (4548)

wherePgr is the vector of real power produced by fictiti@geerating units that model the
load curtailment at each load bug; is the vector of the real power produced by the
generating unitsg,_ is the vector of fixed percentages that assoclaecbnsumption at
each load bus with the total generating capacisilable,I' is a diagonal matrix whose
entries are the inverse of the branches reactahtethe branch-bus incidence matrix, the
B' is the susceptance matrix of the DC PF @uslthe vector of bus voltage angles.

After solving (4.54), the outcome dX) of the new CE optimization algorithm is
calculated as

S(X)=>Psi . (4.55)

4.6.1. The CE Optimization Algorithm for the Compositet&ysAdequacy
Assessment

The Pseudocode 3 (PC3) shows the main lines oCtheptimization algorithm for the
composite system adequacy assessment.

Pseudocode 3CE Optimization Algorithm for Composite Systemepiacy Assessment

Set the sample sizé&\, the number of generating units and transmissimuits NC, the
multi-level parametes, and the maximum number of iteratidggx

Setthe peak loadlyax as target for obtaining and calculate the vector of percentages

Vo=u;t=0

Do
t=t+1
Samplex;, i = 1, ..., N, usingvii, wherex; is a vector of Bernoulli random variables
andx; is the state of the system compongnt= 1, ..., NC, which takes the value 0

when the componeiis in thedownstate and 1 when it is in tlp state

Evaluate xj) for all xi, ..., Xn, Where §x;) is calculated via (4.55pnce the
optimization procedure described by (4.54) is solve

Sort all x;) in descending order, i.e§y) > S > S31 >S4 >... > SN
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SetL, =g, if this is greater thaln,,, ; then setl, = L

1-p)N
Calculate H_oLp(Xj) using (4.37)

Calculate Wi(xi; Vi1, U) using
NC
” (1-u;)"u™
W (Xi 5 Vig,U) = 5 (4.56)

[ Ve ) Vet
j=1

Calculate v using

N
Z H owe (Xi )W (Xi3Ver,U)X;
v =1- (4.57)

N

Z H Lowe (Xi )W (Xi; Ve, u)

i=1

While L > Luax andt < tyax

It is worth taking into consideration that a CE ioptation algorithm for the composite
system was already proposed in [41]. Despite rglgin the non-sequential MCS method,
the function§X) of the CE optimization algorithm proposed in [44]different from the
one used by PC3.

While PC3 takes a different load level to calculiie performance of each composite state
X, the CE algorithm described in [41] assumes thatidad level used b§(X) is fixed and
equal to the peak load. If the functi&X) of [41] detects that the stake cannot supply
the peak load, the§(X) is equal to the difference between the peak kmadl the loss of
load [41]. If not,§X) is equal to the total generating capacityXof4l]. At the time of
writing of this dissertation, it was impossible tmmpare the two CE optimization
algorithms.

4.6.2. Analysis of the CE/IS Sequential MCS Method for Goenposite
System Adequacy Assessment

The crude SMCS method was used for the adequaegsasent of the composite system
of three configurations of the IEEE-RTS 79 [91].

The first configuration used is the original IEEER 79 with Lyax = 2850 MW. The

second configuration evaluated consists of deangasie original peak load of the IEEE-
RTS 79 from 2850 MW to 1710 MW to make the occuceenf load of loss events less
frequent. Finally, the third configuration analyzexulted from doubling the capacity of
the generating units and the peak load of the IBHE-79, which results in an increase of
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the total generating capacity from 3405 MW to 68AW and an increase of the peak load
from 2850 MW to 6700 MW. This last version is commtyoknown as IEEE-MRTS 79.

The adequacy of the composite system of these thagants of the IEEE-RTS 79 was
also assessed using the CE/IS SMCS method. ThepBmipation algorithm PC3 was
used to obtain the parameters of the IS distriloutiche parameters of PC3 used had the
following valuesy = 0.1 andN = 10 000.

For comparison purposes, the distorted unavaitgloli the components provided by the
simplified CE algorithm for the generating capaci®C2, were also obtained. The
rounding increment used 4= 1 MW. Both CE-based algorithms relied on theuatized
LOLP index to gauge the distortions. The experimemére performed in a MATLAB
platform using an Intel Core i7-2600 with a 3.40 Z3ptocessor.

The results discussion is divided into two partke Tirst part is based on a comparison
between the distorted unavailabilities providedAsy2 and PC3 for the generating units of
the three configurations of the IEEE-RTS 79. Theosd part is concerned with the
evaluation the performance of the CE/IS SMCS agaims performance of the crude
SMCS method.

4.6.2.1.  Accuracy Analysis of PC2 and PC3
Table 4.10 contains the distorted unavailabilityhe generating units of the IEEE-RTS 79
configurations with 2850 MW and 1710 MW peak loads.

Table 4.10 — Results of PC2 and PC3 for the gengranits of the configurations of the IEEE-
RTS 79 withLyax = 2850 MW and.-yax = 1710 MW.

IEEE-RTS 79 IEEE-RTS 79
Generating BUS Number U Lyax = 2850 MW Lyax = 1710 MW

Unit of Units | ™ V; Vi Absolute Vi Vi Absolute

(PC2) | (PC3)| Difference| (PC2) |(PC3)| Difference
Uiz 15 5 0.02 0.024 | 0.022 0.002 0.021| 0.026 0.005
u20 1 2 0.1 0.119 0.115 0.004 0.121 0.114 0.007
u20 2 2 0.1] 0.119 0.122 0.003 0.121 0.116 0.005
U50 22 6 0.01 0.013 0.014 0.001 0.018 0.016 0.002
Uu76 1 2 0.02 0.030 0.025 0.005 0.052 0.046 0.006
u76 2 2 0.02 0.030 | 0.030 0.000 0.052| 0.050 0.002
U100 7 3 0.04 0.062 0.062 0.000 0.13 0.082 0.048
U155 15 1 0.04 0.090 0.086 0.004 0.298 0.354 0.056
U155 16 1 0.04 0.090 | 0.092 0.002 0.298| 0.354 0.056
U155 23 2 0.04 0.090 | 0.082 0.008 0.298| 0.354 0.056
U197 13 3 0.05 0.163 0.168 0.005 0.585 0.502 0.083
U350 23 1 0.08 0.306 0.309 0.003 0.984 0.982 0.002
U400 18 1 0.12 0.533 0.532 0.001 0.997 0.994 0.003
U400 21 1 0.12 0.533 0.523 0.010 0.997 0.996 0.001

MAE - - 2.84x10° - - 2.18x10°
CPU Time (min) 7.10x10° | 10.22 - 6.57x18 | 20.47 -
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These distortions were obtained using PC2 and RG& that PC2 was developed for the
generating capacity adequacy assessment whereais B8 to provide distortions for the
generating units and the transmission circuitssThble also presents the MAE for the
distorted parameterg to help compare the distortions provided by PC2 B@8. The
references used for calculating the MAE are théodisns provided by PC3 since this is
the pure CE optimization algorithm for the compesystem. The CPU time of PC2 and
PC3 is also reported in Table 4.10.

In theory, the parametevsof the iid generating units connected at the shoseshould be

equal. However, since PC3 samples the state farrg$ individually, the distortions of

these units can be different. To obtain equal disto for these units, their respective
parameters; were averaged.

The results in Table 4.10 show that the differebeéwveen the distorted unavailability
provided by the two CE algorithms for the composiystem of the IEEE-RTS 79 with
2850 MW peak load is small. In other words, PC2 BG® were able provide equivaleft
for all generating units even for those whose uitabiity has changed the most.

In contrast, some important differences betweerdisrtions provided by PC2 and PC3
were observed for the case of thgax = 1710 MW. Despite the fact most of the
parameters; obtained by the two CE-based algorithms are simike two distortions for
the units U197 at bus 13 have an absolute differexid@.083. This result shows that the
distorted unavailability of the generating unit$1dze greatly affected by the transmission
network even when loss of load is rare.

As a last remark, note that the CPU time of PC2 BB reported in Table 4.10 is
considerably different. As a matter of fact, PC2laates generation states whereas PC3
assesses composite states. This makes PC3 coropatigtimore demanding than PC2,
which is mainly caused by the time-consuming opation process represented by (4.54).

Table 4.11 contains the parametgrfor the transmission circuits of the same two
configurations of the IEEE-RTS 79. These parametegse obtained with PC3. As a
matter of fact, PC3 estimates not only the opti8&8 distorted unavailability of the

generating units but also of the transmission discuOn the contrary, PC2 can only
calculate the distorted unavailability of the gextierg units.

The results in Table 4.11 show that the distorteavailability of the transmission circuits
of the original configuration of the IEEE-RTS 7%(i Luax = 2850 MW) is almost equal
to the original parametes.

Moreover, the distortions obtained for the 1710 Nd#ak load indicate that the parameter
v; of the transmission circuits tends to zero assffstem becomes reliable.

The accuracy of PC2 and PC3 was also tested foEfBE-MRTS 79, which is a system
known for its stressed transmission system [5].oddingly, the distorted unavailability of
the generating units provided by the two CE alpong was compared. The parameters
of the generating units are reported in Table 4Cighversely,
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Table 4.13 contains the same results for the treassom circuits, which were estimated by
PC3.

Table 4.11 — Results of PC3 for the transmissiocuds of the configurations of the IEEE-RTS 79
with LMAX = 2850 MW and_MAx =1710 MW.

Transmission IEEE-RTS 79 IEEE-RTS 79
Circuit U; Lvax = 2850 MW Lvax = 1710 MW
From Bus| To Bus v; (PC3) v; (PC3)
1 2 4.394x10¢ 1.353x1(¢' 1.200x10
1 3 5.835x10 1.460x10P 0
1 5 3.776x10 9.400x10 0
2 4 4.462x10 1.120x1¢ 0
2 6 5.492x10 1.370x10P 0
3 9 4.348x10 1.090x10P 0
3 24 1.755x108 1.506x10° 1.300%x10
4 9 4.119x10d 4.907x10° 0
5 10 3.890x10 5.407x10° 1.010x10
6 10 1.320x19 1.323x10° 1.300x10
7 8 3.433x10 1.142x10° 3.951x10°
8 9 5.034x10 4.737x10' 1.200x10
8 10 5.034x10 1.260x10° 0
9 11 1.755x10 8.237x10' 1.095x10
9 12 1.755x19 1.413x10° 3.007x10°
10 11 1.755x18 2.195x10° 4.202x10°
10 12 1.755x18 3.382x10° 2.398x10
11 13 5.034x10 5.382x10" 1.520x1¢F
11 14 4.908x10 5.680x1(0' 4.980x10'
12 13 5.034x10 7.063x1(0' 1.900x10
12 23 6.543x10 3.208x10' 1.200%x10
13 23 6.166x10 2.347x10 1.200x10
14 16 4.783x10 2.178x10 6.118x10'
15 16 4.154x10 7.705x10° 0
15 21 5.160x10 1.290x10° 0
15 21 5.160x10 1.290x10° 0
15 24 5.160x10 5.481x10" 7.400x10
16 17 4.405%x10 1.100x1¢ 0
16 19 4.279x10 1.070x10° 0
17 18 4.028x10 5.047x10' 1.190x1¢F
17 22 6.795x10 1.099x10° 9.885x1d
18 21 4.405%x10 1.100x10° 0
18 21 4.405%x10 3.195x1(¢' 1.200x10
19 20 4.783x10 1.200x10° 0
19 20 4.783x10 1.200x1¢ 0
20 23 4.279%x10 2.978x10" 1.790x10
20 23 4.279%x10 2.892x10" 1.200x10
21 22 5.663x10 1.420x10P 0
CPU Time (min) 10.22 20.47

From Table 4.12 one can see that the distortioltslleded by PC2 and the ones estimated
by PC3 are alike. In addition, the MAE obtained sirailar to the errors reported in Table
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4.10 for the respective configurations of the IEEES 79 analyzed. On the other hand, the
analysis of the absolute errors for each generatmgin Table 4.12 reveals that the worst
absolute difference registered was 0.159, whigbrégisely for the case of the generating
units that experienced the highest distortion.

This significant difference indicates that the uske PC2 instead of PC3 must be
parsimonious in the case of stressed transmisgsiBmgs.

Table 4.12 — Results of PC2 and PC3 for the geingranits of the IEEE-MRTS 79.

Generating BUS Number U Y Vi Absolute
Unit of Units| ' | (PC2) |(PC3)|Difference
u24 15 5 0.02 0.024 | 0.024 0.000
u40 1 2 0.1] 0.119 0.125 0.006
U40 2 2 0.1 0.119 | 0.115 0.004
U100 22 6 0.01 0.013 | 0.013 0.000
U152 1 2 0.02 0.030 | 0.039 0.009
U152 2 2 0.02 0.030 | 0.035 0.005
U200 7 3 0.04 0.062 | 0.059 0.003
U310 15 1 0.04 0.090 | 0.090 0.000
U310 16 1 0.04 0.090 | 0.101 0.011
U310 23 2 0.04 0.090 | 0.095 0.005
U394 13 3 0.0% 0.163 | 0.129 0.034
U700 23 1 0.08 0.306 | 0.333 0.027
U800 18 1 0.12 0.533 | 0.378 0.155
U800 21 1 0.12 0.533 | 0.374 0.159

MAE - - 1.63x10°
CPU Time (min) 7.10x10°| 5.37 -

Consider now the results in Table 4.13. A carefuiew of the distortions in this table tells
that the parametesg obtained for the transmission circuits of the IEMRTS 79 are not
very different from the original parametersHowever, the results in Table 4.10 and Table
4.12 indicate that the transmission system canifgigntly affect the parametes of the
generating units.

This counterintuitive result is easily justifiecin the examination of (4.39). As a matter
of fact, this equation shows that the componenislued more often in the loss of load
events, i.e., the components which are indbwnstate when load is curtailed, are the ones
whose unavailability is distorted the most.

In the case of the IEEE-MRTS 79, PC3 can easilgaethich generating units agewn

in failure events. The same is not true for thedmaission circuits since most of the loss of
load events involving the network of the IEEE-MRTS is caused by shortage of
transmission capacity rather than by forced outafés circuits [5].

As a final remark, the loading status of the traissian network and its topology can have
an important impact on the distortion of not orlig unavailability of the generating units
and but also on the unavailability of the transimis<ircuits. For that reason, the optimal
CE parameterg for composite systems can only be obtained acelyrasing PC3.
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Table 4.13 — Results of PC3 for the transmissiocuis of the IEEE-MRTS 79.

From Bus | To Bus U v (PC3)
1 2 4.394x10 | 6.882x10'
1 3 5.835x10 |2.917x10
1 5 3.776x10 | 1.888x10°
2 4 4.462x10 | 2.231x10°
2 6 5.492x10 | 2.746x10°
3 9 4.348x10 |2.174x10°
3 24 1.755x18 | 7.540x1¢'
4 9 4.119x107 | 2.060x10°
5 10 3.890x10 |1.352x10°
6 10 1.320x10 | 2.065x10°
7 8 3.433x10 | 1.350x10°
8 9 5.034x10 |6.914x10'
8 10 5.034x10 |2.517x10°
9 11 1.755x10 | 3.419x10°
9 12 1.755%x10 | 4.751x10°
10 11 1.755x18 |3.419x10°
10 12 1.755x18 |4.751x10°
11 13 5.034x10 | 2.024x10°
11 14 4.908x10 | 1.357x10°
12 13 5.034x10 | 3.356x10°
12 23 6.543x10 | 6.989x10'
13 23 6.166x10 | 1.363x10°
14 16 4.783x10 | 6.901x10'
15 16 4.154x10 | 2.077x10
15 21 5.160x10 | 2.580x10°
15 21 5.160x10 | 1.358x10°
15 24 5.160x10 | 6.920x10'
16 17 4.405%10 | 2.203x10°
16 19 4.279x10 | 6.876x10'
17 18 4.028x10 | 1.353x10°
17 22 6.795x10 | 7.002x10'
18 21 4.405%10 | 2.203x10°
18 21 4.405%10 | 6.882x10'
19 20 4.783x10 | 2.391x10°
19 20 4.783x10 | 2.391x10°
20 23 4.279x10 | 1.354x10°
20 23 4.279x10 | 6.876x10'
21 22 5.663x10 | 6.945x10'

CPU Time (min) 5.37

On the other hand, the small MAEs registered fer ttiree configurations of the IEEE-
RTS 79 suggest that PC2 can be used as altern@tivRC3. In doing so, only the
unavailability of the generating units is distortechereas the unavailability of the
transmission circuits remains unchanged.

Since PC2 is considerably faster than PC3, oneegpect that the use of the distortions
provided by PC2 in the CE/IS SMCS is able to prewadditional CPU time savings.
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4.6.2.2. Performance Analysis of PC2 and PC3

The composite system of three configurations of HBEE-RTS 79 analyzed in the
previous section was assessed using the crude SiM@#e CE/IS SMCS methods. As a
matter of fact, the CE/IS SMCS method used not ¢tméydistorted parameters calculated
by PC2 but also the ones estimated PC3. Since BE?my provide the parametassfor
the generating units, it was assumed in the reseeC@E/IS-based sequential simulation
that the parameter of the transmission circuits is equal to its araiparameten;. All
simulations were stopped when the estimates cdutineial reliability indexes hadfe< 5%

or when 5000 years were simulated. In the casehefsimulations ended by the last
stopping criterion, the coefficient of variationtbie estimates of the reliability indices was
saved. This coefficient is presented in betweeckais alongside the respective estimate.
All the experiments were performed in a MATLAB ptatn using an Intel Core i7-2600
with a 3.40 GHz processor.

Table 4.14 contains the results for the compogistes of the IEEE-RTS 79 withyax =
2850 MW. This table is divided into two parts. Tirst part of Table 4.14 holds the states
evaluated by PC2 and PC3 and the respective CP&l filme number of states evaluated
by PC2 cannot be obtained since this CE-based itdgoris based on convolution
operations. On the contrary, all evaluations camadmounted for in the case of PC3 since
this algorithm relies on the non-sequential MCShoédt

Table 4.14 — Results of PC2 and PC3 for the conpsgstem of the IEEE-RTS 79 witlyax =
2850 MW.

IEEE-RTS 79
LMAX = 2850 MW

PC2 Generation States Evaluated -
CPU Time (min) 7.10x10°
PC3 Composite States Evaluated 20 000
CPU Time (min) 10.22
Crude CE/IS CE/IS
SMCS SMCS (PC2) | SMCS (PC3)
Composite States Evaluated 19 757 457 386 025 289 697
Years Simulated 2142 40 30
SMCS CPU Time (min) 9879.03 193.04 144.50
LOLE (hlyr) 10.700 10.566 10.382
EENS (MWhlyr) 1312.26 1302.29 1319.95
LOLF (occ./yr) 2.246 2.176 2.207

The second part of Table 4.14 contains the estsraftthe annual reliability indices for the
composite system of the IEEE-RTS 79 with 2850 MVédkpad. The evaluations carried
out by the CE/IS SMCS method used two different @arg distributionsf(X; v),
according to the results provided by PC2 and P®8.garameterg of these two different
IS distributions are presented in Table 4.10 anolelrd4.11.The CPU time reported in the
second part of Table 4.14 refers only to the setiplesimulation and does not include the
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CPU time of PC2 and PC3. The number of compositestevaluated by the crude and the
CE/IS SMCS methods is also indicated.

First of all, the results in Table 4.14 shows tihatestimates of the reliability indices of the
composite system provided by the crude and the SCEBMCS methods for the
configurations of the IEEE-RTS 79 evaluated arevedent, which is in line with the fact
that the IS technique does not affect the accuohtlye estimates of the reliability indices.

Moreover, the crude SMCS method has required 2E&syof simulation whereas the
CE/IS SMCS (PC2) method has simulated 40 yearstendE/IS SMCS (PC3) only 30.

To calculate the net speed up, the CPU time reguiyePC2 and PC3 as well as the time
of the respective IS sequential simulations mustaen into account. Accordingly, the

execution of PC2 and the CE/IS SMCS (PC2) was 51irh@s faster than the crude

SMCS. In opposition, the equivalent gain providgd?€3 and the CE/IS SMCS (PC3) is
63.85. Hence, the CPU time required by PC3 anddbpective CE/IS-based sequential
simulation is less than the time taken by PC2 aeddE/IS SMCS (PC2).

These different gains in efficiency can be expldimgy the less 76 328 composite state
evaluations made by PC3 and the CE/IS SMCS (PC38pawpared to the CE/IS SMCS
(PC2) method. In addition, the ratios between thmmosite states evaluated by the crude
SMCS method and by the CE/IS-based sequential atrank are very similar to the net
speed ups. Actually, the ratio between the statetuated by the crude and the CE/IS
SMCS (PC2) methods is precisely 51.18. This sam@isa63.80 when the total number of
composite states evaluated by PC3 and the CE/ISSWC3) is compared with the total
number of evaluations made by the crude SMCS mefhbid is consistent with the fact
that most of the time spent in the adequacy asssgsoh composite systems is in the state
evaluation stage.

Table 4.15 presents the results for the compog#ees of the IEEE-RTS 79 with a 1710
MW peak load. Like in the case of the 2850 MW pkd, Table 4.15 is divided into two
parts.

Table 4.15 — Results of PC2 and PC3 for the conpaegstem of the IEEE-RTS 79 wilthyax

=1710 MW.
IEEE-RTS 79
I—MAX =1710 MW
PC2 Generation States Evaluated -
CPU Time (min) 6.57x10°
PC3 Composite States Evaluated 40 000
CPU Time (min) 20.47
Crude CE/IS CE/lIS
SMCS SMCS (PC2) | SMCS (PC3)
Composite States Evaluated 46 119 847 714 832 537 577
Years Simulated 5000 66 50
CPU Time (min) 23 060.10 357.13 268.52
SMCS LOLE (hfyr) 1.324x10° (71.58%) 1.113x16 1.097x1¢
EENS (MWh/yr) 7.04x107 (77.72%) 5.74x18 5.73x10°
LOLF (occ./yr) 4.000x10°(70.77%) 3.731x1D 3.743x10
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The first part refers to the number of states dred@PU time of PC2 and PC3 while the
second part is related to the results providedhieycrude and the CE/IS SMCS methods.
The second part of this table contains not only éeBmates of the reliability indices
obtained by the crude SMCS method and by the twiSEliased sequential simulations
but also the number of composite states evaluatddhee respective CPU times.

First of all, the results Table 4.15 show that tbBU time of PC2 is, once again,
incomparably smaller than the time taken by PC3eNat the CPU time of PC3 is almost
twice the time spent by this same algorithm forabefiguration of the IEEE-RTS 79 with
a 2850 MW peak load (see Table 4.14). This regries with the fact that PC3 needs the
double of the composite state evaluations in thsedhan in case of the configuration of
the IEEE-RTS 79 witth.yax = 2850 MW.

Table 4.15 also indicates that the crude SMCS ndettes not able to obtain estimates for
the reliability indices in 5000 simulated yearstwd f < 5%. In opposition, the CE/IS
SMCS (PC2) and the CE/IS SMCS (PC3) provided atewstimates with only 66 and 50
years of simulation, respectively.

For this reason, the net speed up cannot be aeburedmputed since the estimates
provided by the crude and the CE/IS SMCS methodg lizsssimilar accuracies. All the
same, a pessimistic net speed up can still be lesdclwith the results in Table 4.15.
Accordingly, the CE/IS SMCS method that used thmang distribution calculated by
PC2 has taken 357.13 minutes. Conversely, the Rét fBne is 288.99 minutes when the
sampling distribution estimated by PC3 is usedngyG@E/IS SMCS method.

These CPU times correspond to a net speed up 67 6d.the case of the CE/IS SMCS

(PC2) whereas the gain is 79.89 in the case oCH#S SMCS (PC3). Once again, the less
number of composite states evaluated by PC3 ant5CEVICS (PC3) is the cause for this

difference in efficiency.

Hence, PC3 can require more CPU time than PC2timae the distorted unavailability
for the components of the system. However, the tiost is easily recovered in the
subsequent sequential simulation due to fewer caitgpstate evaluations.

Table 4.16 — Results of PC2 and PC3 for the conmaegstem of the IEEE-MRTS 79.

IEEE-MRTS 79
PC2 Generation States Evaluated -
CPU Time (min) 7.10x10°
PC3 Composite States Evaluated 10 000
CPU Time (min) 5.37
Crude CE/IS CE/IS
SMCS SMCS (PC2) SMCS (PC3)
Composite States Evaluated 9030171 3 330 697 2 682 853
Years Simulated 979 345 279
CPU Time (min) 4514.68 1665.15 1341.52
SMCS LOLE (hfyr) 37.764 36.658 36.466
EENS (MWh/yr) 6037.72 5833.21 5758.73
LOLF (occ./yr) 7.596 7.522 7.661
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The results for the IEEE-MRTS 79 are presentedahld 4.16. Once again, this table is
divided into two parts. The first part contains thember of states and CPU time of PC2
and PC3. In turn, the second part of Table 4.18gms the estimates of the composite
system reliability indices provided by the crudedahe CE/IS SMCS methods. This

second part also contains the number of compasitessevaluated and the respective CPU
time spent.

The results in Table 4.16 show that only 10 000 posite state evaluations were required
by PC3 to estimate the distorted unavailabilitytleé generating units and transmission
circuits of the IEEE-MRTS 79. In this case, PC3 basverged in the first iteration. The
equivalent analysis for the two configurations lo¢ tEEE-RTS 79 previously analyzed,
reveals that two iterations of PC3 were needechendase of the 2850 MW peak load
whereas 4 iterations were required for the configan withLyax = 1710 MW. Therefore,
the number of composite states evaluated by PCRases as the system becomes less
reliable. Moreover, the results of the compositsteayn adequacy assessment presented in
the second part of Table 4.16 demonstrate thatCtB#S SMCS (PC2) and the CE/IS
SMCS (PC3) methods obtained net speed ups of Ad'B.&85, respectively, over the crude
SMCS method. Compared with the greater speed upsnel for the previously analyzed
configurations of the IEEE-RTS 79, these resules somehow disappointing. Hence, the
IS distributions provided by PC2 and PC3 cannotipe a variance reduction for the
IEEE-MRTS 79 as effective as the one obtainedHerpreviously analyzed configurations
of the IEEE-RTS 79.

Actually, the speed up that can be achieved bygudia PC3 and the CE/IS SMCS (PC3)
method is 63.85 for the case of the original pesdlof the IEEE-RTS 79, increases to a
pessimistic estimate of 79.89 when the peak loathefIEEE-RTS 79 is reduced by a

factor of 0.6 (i.e., when the system becomes veliglbile), and decreases considerably to
3.35 when the transmission system of the IEEE-R3 $ &tressed (i.e., when the system
becomes unreliable).

These different results show that the time-efficierof the CE/IS-based sequential
simulations over the crude SMCS method is strodfigcted by how reliable the system
is: the more reliable the system, the greater =@ up. In some cases, like the IEEE-
MRTS 79, the use of the CE/IS-based sequential latimn might not pay off since the
small time gains may not offset the inaccurate abdiiy distributions of the reliability
indices provided by this method. Even so, the dseEomethod and IS is indeed one of the
best approaches to reduce considerably the nuniltstate evaluations required to obtain
accurate estimates of the reliability indices, te.improve the efficiency of the sequential
MCS method.

It is also worth remarking that that the CE/IS SMEP%3) method was consistently the
most time-efficient approach in all simulationsra out. However, the loss in net CPU
time of the CE/IS SMCS (PC2) method was not comalle. Hence, the use the
distortions provided by PC2 can be a feasible andhnsimpler alternative to the full CE
optimization algorithm for the composite system 8P.C
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4.6.2.3. Modeling the Generating Units with Time-dependent
Capacity

The generating units with time-dependent capacitylee included in PC3 in the same way
as in PC1 or in PC2, i.e., by using strategies ACBr D (see section 4.5.2.1). Note that
Strategy A can only be used in PC1 whereas steddg)i C and D are able to be applied in
both CE-based algorithms. Bearing in mind that BCi8ased on the non-sequential MCS
method, all four strategies were tested using@kisoptimization algorithm.

4.6.2.3.1. Testing Strategies A, B, C and D

The composite system of the IEEE-RTS 79 HW, whids walready been described in
section 3.7.1, was used to test the four stratefiegshe composite system adequacy
assessment. The distortions estimated by Strateggr& used as basis for comparison of
the distortions provided by the other three stigegThe absolute differences obtained
were used to calculate the MAE. The CPU time resguby PC3 and the respective CE/IS-
based sequential simulation for the four differstrategies was also registered. The
parameters of PC3 used are:

e p=01
« N=10000.

The annualized LOLP index was used to gauge thertian. The tests were performed in
a MATLAB platform using an Intel Core i7-2600 wigh3.40 GHz processor.

Table 4.17 — Distortions for the system componehthe IEEE-RTS 79 HW using strategies A, B,

C and D.
Generating| 5 | Number U Vi

Unit of Units : Strategy A | Strategy B| Strategy C| Strategy D
ul2 15 5 0.02 0.022 0.022 0.025 0.025
u20 1 2 0.10 0.107 0.109 0.116 0.135
u20 2 2 0.10 0.107 0.121 0.126 0.130
uU76 1 2 0.02 0.032 0.030 0.030 0.035
U76 2 2 0.02 0.029 0.034 0.026 0.028
U100 7 3 0.04 0.069 0.059 0.056 0.061
U155 15 1 0.04 0.091 0.089 0.074 0.060
U155 16 1 0.04 0.090 0.100 0.093 0.071
U155 23 2 0.04 0.099 0.086 0.076 0.067
U197 13 3 0.05 0.145 0.164 0.125 0.086
U350 23 1 0.08 0.307 0.311 0.412 0.206
U400 18 1 0.12 0.513 0.516 0.692 0.418
U400 21 1 0.12 0.511 0.517 0.689 0.415
U50 22 6 0.01 0.012 0.012 0.013 0.015
WTG 19 80 0.04 0.041 0.040 0.040 0.040
WTG 11 60 0.04 0.041 0.040 0.040 0.040
WTG 8 60 0.04 0.040 0.040 0.040 0.040
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Transmission
Circuit U; Y

From To Strategy A | Strategy B| Strategy C| Strategy D
1 2 4.382x10| 4.382x10 | 4.382x10F | 4.382x10 | 4.382x1CF
1 3 5.819x10| 1.354x10° | 7.109x10' | 1.970x10' | 5.269x1(f
1 5 3.766x10| 5.739x10" | 3.766x10 | 3.766x10 | 3.766x10
2 4 4.450x10| 4.450x10F | 4.450x1¢F | 4.450x1C | 4.450x1CF
2 6 5.476x10| 5.476x10F | 5.476x10 | 5.476x10 | 9.923x1('
3 9 4.336x10| 4.336x10F | 4.818x10° | 4.336x10 | 4.336x1CF
3 24 1.750x18| 1.202x10° | 5.239x1d | 7.039x10 | 1.113x1C°
4 9 4.108x10| 3.749x10" | 5.558x10 | 6.336x10' | 9.786x1d
5 10 3.880x10| 3.880x1C° | 5.732x10' | 5.763x10¢" | 9.763x10'
6 10 1.317x18| 1.239x10° | 1.034x10° | 1.139x1C | 2.007x10°
7 8 3.423x10 | 3.423x10P | 1.426x1C | 3.423x10 | 3.423x10
8 9 5.020x10 | 4.225x10" | 5.444x10' | 3.500x10"' | 9.877x1(f
8 10 5.020x10| 1.326x10' | 5.020x1¢ | 5.020x1C¢ | 5.020x1CF
9 11 1.750x109| 1.750x10° | 1.960x1C | 1.547x10 | 1.581x1C0
9 12 1.750x18| 4.812x10" | 6.239x10° | 1.750x1C0 | 1.750x1d
10 11 1.750x18| 1.740x1C° | 2.048x10° | 5.036x10" | 6.438x1('
10 12 1.750x10| 2.645x10° | 1.750x1F | 1.750x1C | 6.438x1d
11 13 5.020x10| 5.020x1¢F | 1.092x1C | 3.090x1C0° | 5.020x1C
11 14 4.895x10| 5.379x10" | 4.831x10' | 2.109x10' | 5.177x1(f
12 13 5.020x18| 3.134x10" | 5.020x1C | 5.020x1C | 5.190x1(f
12 23 6.525x10| 4.039x10° | 7.485x10' | 2.727x10" | 1.940x10°
13 23 6.149x10| 6.466x10° | 6.296x10' | 4.830x10¢" | 5.302x1C'
14 16 4.769x10| 4.769x1¢ | 3.738x10f | 2.928x10" | 5.164x1(f
15 16 4.142x10| 3.074x10" | 4.142x10 | 4.142x10 | 4.142x10
15 21 5.146x10| 1.072x10° | 3.740x10' | 4.916x10' | 1.458x1C
15 21 5.146x10| 5.146x10 | 7.136x10' | 5.147x10' | 9.890x1(f
15 24 5.146x10| 5.146x1¢F | 8.158x1(0' | 9.805x10" | 5.202x1(f
16 17 4.393x10| 4.393x1¢F | 4.770x10 | 4.178x10' | 9.814x1(f
16 19 4.268x10| 5.827x10" | 5.782x10 | 2.323x10" | 5.114x1(f
17 18 4.017x10| 1.423x10° | 4.017x10 | 4.017x1C | 5.089x1(f
17 22 6.776x10| 5.206x10" | 6.776x10 | 6.776x1¢F | 5.365x1C
18 21 4.393x10| 6.138x10" | 4.393x10 | 4.393x1C | 4.393x10
18 21 4.393x10| 4.393x10 | 4.393x10 | 4.393x10 | 5.127x1(f
19 20 4.769x10| 3.026x10° | 6.377x10' | 7.516x10' | 9.852x1(f
19 20 4.769x10| 4.769x1¢ | 3.000x10' | 8.420x10' | 5.164x1(f
20 23 4.268x10| 4.268x1¢F | 8.330x10 | 4.546x10' | 5.114x1(f
20 23 4.268x10| 4.268x1¢F | 4.268x10 | 4.268x1C | 5.114x1(f
21 22 5.647x10| 8.811x10° | 1.747x1C | 4.933x10 | 5.252x1(f

MAE - 2.704x10 | 1.121x10 | 9.545x1C0

Table 4.17 presents the distortions for the gemgyamits and transmission circuits of the
IEEE-RTS 79 HW according to the four strategiessThble also shows the MAE of the
strategies B, C and D. Note that the MAEs wereutated by comparing the parameters
obtained by these three strategies with the dist@wtprovided by Strategy A.

The analysis of the results in Table 4.17 shows $tategy B has the lowest MAE. This
result proves, once again, that Strategy B is edemt to Strategy A. Moreover, the
hypothesis of using the WTGs in thp state is a valid approximation of Strategy B fue t
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estimation of the optimal distortions. Moreovere threater MAEs of strategies C and D
prove that they are considerably different fromatigy A. As a matter of fact, the
hypotheses of Strategy C result in a generalizedestimation of the distortions. On the
contrary, the use of Strategy D results in the uestemation of the parameters Clearly,
only Strategy B can provide similar distortionsStnategy A.

Table 4.18 contains the results necessary for camgpahe efficiency of PC3 and the
CE/IS SMCS (PC3) for the four different strategi@s.a matter of fact, this table shows
that the CPU time of PC3 when the strategies Ay E @re used is very similar. On the
contrary, Strategy A is the one that takes the dsgiCPU time since extra operations are
required, like sampling from the hydrologic and wigeries. Conversely, the use of
Strategy D results in lowest CPU time for the PGB8sen that only 10 000 states were
evaluated, one can conclude that, in this case,lfR€&onverged in the first iteration.

Table 4.18 — Results of PC3 and CE/IS SMCS (PQ3hin IEEE-RTS 79 HW using strategies A,

B, C and D.
PC3 CE/IS SMCS (PC3) |
Composite CPU Composite Years CPU

States Evaluated Time (min) | States Evaluated Simulated| Time (min)
Strategy A 20 000 11.76 1824 901 160 926.85
Strategy B 20 000 10.88 1785643 156 845.96

Strategy C 20 000 10.60 1451734 127 688.96
Strategy D 10 000 5.46 2577 926 228 1283.79

Moreover, Table 4.18 shows that Strategy C is tieetbat enables the lowest CPU time of
the CE/IS SMCS (PC3). This result was also obsefeedthe case of the generating
capacity adequacy assessment (see Table 4.9).\Cleaerestimating the renewable
capacity is the strategy that provides the grediest-efficiency in estimation of the
reliability indices of the IEEE-RTS 79 HW via thé&e@S SMCS method. In contrast, the
strategy that results in the worst efficiency is¢® again, Strategy D. However, the use of
Strategy D is stilbetterthan actually running the crude sequential MCShiatif one is
interested only in the reliability indices.

As a final remark, note that Strategy B was nowefashan Strategy A, which is the
opposite case of the equivalent comparison for ¢emerating capacity adequacy
assessment (see Table 4.9). These results reinfoecelea that these two strategies are
alike.

4.7. Conclusions

This chapter explored the CE method. This metholichvis based on th&ullback-
Leibler distance concept, can be used to obtain, in asgic way, an IS distribution very
close to the optimal one. For this reason, thisptdraaimed to explore how the time-
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efficiency of the sequential MCS method can be owpd by using the IS technique with
parameters optimized by the CE method.

The chapter started with an overview of the VRTa thave been applied to the adequacy
assessment of power systems. Subsequently, they thgaporting the IS technique and the
CE method was duly presented. Next, the analysih@fequations of the standard CE
optimization algorithm for the generating capacdgequacy assessment (PC1) has
demonstrated that the CE-optimal IS distribution ba obtained by simply dividing the
annualized reliability indices of different configions of the system. As a result, a new
CE-based algorithm (PC2) for the generating capaeés proposed. This new CE-based
algorithm can replace PC1 by a simple analyticatpdure based on discrete convolution
operations.

The new PC2 has been tested against the standdrdish@ several generating systems,
including the IEEE-RTS 79, the IEEE-RTS 96, and twafigurations of the SSB planned
for the 90’s. In all cases, the results indicatd #xC2 is equivalent to PC1 in both accuracy
and computational performance. However, PC2 is neadher to be implemented, making
it an excellent alternative to the standard CE rogttion algorithm. In addition, the
accuracy and computational performance of PC2 ml spplications can be easily
controlled with the capacity rounding increment

The savings in CPU time achievable by the using@Bemethod and the IS technique
instead of the crude sequential MCS method weresinyated for the generating capacity
adequacy assessment. The results obtained shoatati¢rsavings in CPU time are greater
as the system becomes more reliable. This spee yossible due to an increased
sampling efficiency of the CE/IS-based sequentiautation as opposed to that of the
crude sequential MCS method. The drawback of ugiagS technique with the sequential
MCS method is that the information necessary taialthe probability distributions of the
reliability indices is lost. However, the flexiliyi of the sequential MCS method to
represent time-varying loads, renewable power agpadluctuation, scheduled
maintenance schemes, etc. is retained.

This chapter also investigated how the generatiits with time-dependent capacity can
be included in PC1 and PC2. For this purpose, $trategies were proposed:

e Strategy A — random sampling of realizations of the genegatiapacities from the
annual series;

» Strategy B — calculating the average capacity of the uniifrine annual series and
use it as the capacity that the unit provides @ughstate;

» Strategy C - selecting the maximum capacity of the unit frima annual series and
use it as the capacity that the unit provides @ughstate;

» Strategy D — selecting the minimum capacity of the unit frtime annual series and
use it as the capacity that the unit provides @uthstate.
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Strategies B, C and D also assume that the wirdntes arealwaysavailable. Moreover,
Strategy A can only be used in the case of PC1 edsestrategies B, C and D can be
implemented by PC1 and PC2.

After the analysis of the results obtained for gemerating capacity and the composite
system of the IEEE-RTS 79 HW, it was observed 8tedtegy C is the one that provides
the highest simulation efficiency. Strategies A ddorovided similar distortions and
speed ups, which indicate that they are equivalerapposition, the use of Strategy D has
led to the lowest gains in time. It is worth remagkthat a different strategy may come up
as the best one for a different power system samgeof the four strategies proposed is
able to accurately capture the time-dependencyh@fcapacity of the generating units.
Nevertheless, if one is interested in estimatingglgothe reliability indices, all these
strategies can accelerate the adequacy assesdsgatemns with time-dependent units.

This chapter also proposed a CE optimization allgorifor the adequacy assessment of the
composite system. This algorithm was named PC3. dibtorted parameters of the
generating units provided by PC3 were compared thighones provided by PC2 (note that
PC2 can only calculate the distortions for the gatmeg units). This comparison
demonstrated that, for the three variants of thEEHRTS 79 evaluated, the distortions
calculated by PC2 are not very different from tineestimated by PC3. In addition, the
distorted parameterg for the transmission circuits estimated by PC3 dal present
significant dissimilarities from the original ones.

Bearing this in mind and knowing that PC2 is coesihly faster than PC3, an
investigation of the actual CPU time required to the two CE-based algorithms and the
respective CE/IS-based sequential simulations wam@ed. Given that PC2 can only
calculate distortions for the generating units, tlespective CE/IS-based sequential
simulation assumed that the unavailability of tt@smissions circuits is unchanged. The
results of these experiments showed that the tios¢ by PC3 is recovered in the
subsequent CE/IS-based sequential simulation. iBhidue to the less composite state
evaluations made by the CE/IS SMCS method wherdigtertions provided by PC3 are
used instead of the ones calculated by PC2. Theef®C3 is the best choice for
improving the efficiency of the sequential MCS nuethn the adequacy assessment of the
composite system.

As a final remark, the speed ups obtained in thexjadcy assessment of the composite
system of configurations of the IEEE-RTS 79 cormalbed the observations made for the
case of the adequacy assessment of the generapagity. Hence, as the composite power
becomes more reliable, the gains in CPU time wheimguthe IS technique with
parameters optimized by the CE method become isicrglg higher. Note that, when the
composite system is very unreliable, like the aafstne IEEE-MRTS 79, the speed up can
be as little as 3.35, which is incomparably smatlean the gains obtained for the
composite system of the IEEE-RTS 79 with 2850 MW &A10 MW peak loads (note that
the best speed ups for these configurations wespectively, 63.80 and 79.89).
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Chapter 5

Sequential Monte Carlo Simulation using
Population-based Methods

5.1. Introduction

The previous chapter has proved that samplingieffoy of the sequential MCS method
can be reduced by using the IS technique with peiars optimized by the CE method.
The speed up of the sequential MCS method is aetlisince the IS sampling distribution
is optimized in a way that the variance of the reators of the reliability indices is
reduced. Consequently, the sampling process afafjgential MCS method if focused on
the states that contribute to the estimates oirttiees the most resulting in an effective
decrease of the number of synthetically simulatedry required to obtain accurate
estimates of the indices.

The literature includes other possibilities to iy the time-efficiency of MCS methods.
As a matter of fact, most of the time spent in éséimation of the reliability indices is
when system states are being composed and eval&didd], [9], [22], [23], [29], [74],
[75]. As a consequence, the state composition &athiation steps, which often involve
optimization procedures, can delay the sequenti@lSMmethod especially when the
number of system states that need composition aatuaion is large [6]. Given the
considerable number of system states composed \@aldaged by the sequential MCS
method, a small time gain on these steps will tesutonsiderable savings in the total
simulation time.

Several authors have proposed the substitutioheo€bnventional mathematical tools used
in the evaluation step by others that can perfommlar task without significant loss of

accuracy. Some of the earliest tools proposed getonthe field of contingency and

topological analysis [145—-149]. This research fislétuitful on tools that can detect circuit

flow violation and apply remedial actions (e.g. eeion rescheduling or load

curtailment) to alleviate the overloaded circuitghwminimum computational expense.
Normally, these methods rely on mathematical mobtalsed on the linearization of the
power flow equations. Note that these tools do nalculate exactly the optimal

rescheduling for the generation units to elimindie overloads of the circuits. As a
consequence, additional load might be disconneatetecessarily, which can result in
inaccurate estimates of the reliability indices.
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The CPU time of the state evaluation step can &ksoreduced through a different
approach. As a matter of fact, the power systemmgo@issessed can be divided into
different zones so that only a few are fully evédagia Accordingly, the authors of [6] have
proposed a division of power systems into threasar&he first area is namégjuipment
Outage Areaand involves a complete representation of the gandehavior of its
components. The second area, which is nan@gmtimization Area includes the
components that proceed to composition and evalualihe generators and transmission
circuits that are part of this second area but alobelong to th&Equipment Outage Area
are not allowed to fail. Nonetheless, the genesatfr the Optimization Areacan be
redispatched and the load curtailed. Finally, thedtarea, which is namdeixternal Area
connects theOptimization Areato the remaining components of the system. The
generation and load of thExternal Areaare fixed and modeled through equivalent
models, like the Ward Equivalent [150]. The drawbatthis approach is that it relies on
localized optimizations which might lead to a suliopl analysis. Once again, the
reliability indices can be affected by consideradi®rs.

A different path that has been taken by many astleonsists of dividing the steps of the
MCS methods into several independent tasks thatbeaallocated to several processors
and executed concurrently [13], [14]. This appro&ibased on the principle that large
problems can be divided into smaller ones and Iheeddn parallel. Accordingly, three
parallel topologies for scheduling the tasks of tlmm-sequential MCS are proposed in
[13]. Conversely, two parallel methodologies fore ttadequacy assessment of the
composite system via the sequential MCS are destrib [14]. The first methodology
proposed in [14] consists of the evaluation of $lyathetically created years in parallel.
Conversely, the second methodology is based opwhlkiation of the system states within
each simulated year in parallel and the convergencbkecked by a dedicated processor at
the end of the year.

A great attention has been paid recently to the Q@radigm for the development
software for the adequacy assessment of powensggte/]. Actually, OOP is a promising
option to face the new challenges of producing aatiatjonal tools for the electrical sector
since it can provide the flexibility necessary &present the complex behavior of the
components of power systems and time-dependeresq46], [18], [21]. Bearing this in
mind, a flexible OOP programming algorithm for tlaglequacy assessment of the
composite system via the non-sequential and theesegig@l MCS was proposed in [16].

The OOP paradigm also offers the possibility oingsihe ABT [18], [19], [21] for the
development of flexible and intelligent simulatiplatforms. Taking advantage of this fact,
an intelligent distributed environment that canowporate and decide which methods
should be used for the adequacy assessment oketiexajing capacity was developed in
[21]. The intelligent agents of this distributedvennment can choose between the non-
sequential MCS, the sequential MCS method, and P®M®mpute accurate estimates of
the reliability indices as fast as possible. Fas ffurpose, different intelligent agents with
different goals were defined, like tis2quence Producer Agetite State Evaluator Agent
and thelndex Calculator Agentand tasks of the process of estimating religbihtlices
were allocated to them. Intelligent agent commuiocaarchitectures, namely the non-
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synchronized and the synchronized approach, were discussed and their benefits and
drawbacks analyzed [20].

Recently, several authors have applied patterngreton techniques [31] or classifiers,
like ANN [27], SOM [28], GMDH [29], and LSVV [30]d perform classification of
system states sampled before composition and di@iua hese classifiers are used to
automatically detect the states that are moreylik@lhave loss of load from those that do
not. After this classification process, only thates that can have loss of load proceed to
the state composition and evaluation.

These methods take advantage of the fact that @jerity of the states composed and
evaluated are success states, i.e., states thawtdmave loss of load. Hence considerable
speed ups can be obtained by substituting the ¢oneuming composition and evaluation
steps by an automatic pre-classification proced@viously, this is only true if the
automatic detection is faster than the compos#iath evaluation steps and if the collection
of the data and the train of these classifiersdarge in a fast way. The data used to train
these classifiers is collected during the MCS mashdNVhen sufficient data has been
collected, the train of the classifiers is carrmat. Hence, part of the simulation relies
exclusively on the traditional composition and esdilon steps and the other part uses the
classifier to detect which states should be evatiiat not.

The methodology proposed in this chapter stems fitoenconcepts discussed in the last
paragraph. In short, to avoid the composition avaluation steps of the sequential MCS
method, a two-stage methodology is proposed. firatlist of states whose total capacity
is inferior to the peak load is created using a P@ihv PBM used in this dissertation is
based on the Evolutionary Particle Swarm Optimarat{EPSO) [151] metaheuristic).
Secondly, the states sampled by the sequential ME€Bod are compared to those on the
list before proceeding to composition and evalumatithis comparison aims to emulate the
pre-classification procedure carried out by theguatrecognition techniques previously
discussed.

If state composition and evaluation should be peréml, the yearly load model and the
time-dependency of the capacity of the generatogschronologically followed to form
system states. Note that these states may or ntalgawe loss of load. If not, then it is
automatically assumed that no loss of load ocdwnmughout the duration of these system
states. To the knowledge of the author, the use BBM to obtain such list constitutes a
new application of these methods.

It is worth mentioning that the use of lists toet#twhether states should be composed and
evaluated is not entirely new. As a matter of fact,acceleration table created before the
MCS method was proposed in [152]. This table, whiels constructed based on screening
all single and double outages of the transmissiouits, is used during the actual MCS
method to decide which states should be composgceeuated. The following sections
briefly present PBMs, starting with an overview tieir core: population-based
metaheuristics.
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5.2. Metaheuristic Optimization

Metaheuristics [35—37] are general-purpose itegatiptimization methods that can tackle
most of the optimization problems. Unlike pure neatiatical methods, like the Simplex or
the Newton-Raphson methods, metaheuristics doustgtee that the optimal solution of
the problem is found. Their main advantage is thay are capable of finding satisfactory
solutions for complex and combinatorial optimizatiproblems in reasonable time, which
are precisely the ones that pure mathematical rdsthannot or have great difficulties to
solve.

In simple terms, metaheuristics are a way to fiolditeons, by trial and error, close to the
optimum. These algorithms are often inspired byuratphenomena [36], [37], like ant

colonies, the movements of flocks of birds or sé¢h@d fish, the Darwinian evolution and

natural selection concepts, immune systems, andigdiyprocesses, like the annealing of
metals. Generally, there are no mathematical praweéslable to explain the convergence
process of metaheuristics towards the optimum.

According to theNo Free Lunch Theorerfl53], the average quality of the solutions
provided by any metaheuristic for all optimizatimmblems is statistical identical, i.e., any
high performance over one class of problems is tawbalanced by a poor performance
over another class. Consequently, it is impossiblenow in advance if the metaheuristic
selected is going to provide good solutions for dpémization problem at hand or even
which metaheuristic should be used to solve a gtdass of problems.

5.3. Convergence of Metaheuristics

The convergence of metaheuristics relies on twoosing forces: exploration and
exploitation [154]. The exploration force aims t@ake the coverage of the space as broad
as possible to avoid premature converge.

A  Exploration

Fitness

v

Generation

Figure 5.1 — Exploration vs. exploitation forces.
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In contrast, the exploitation force narrows thergeavhenever a promising area of the
space is found, hoping that even better soluticesdiscovered. An adequate balance
between the exploration and exploitation forcewlst makes a metaheuristic successful.
Figure 5.1 depicts, for a minimization problem, tpkase of the search where the
exploration and exploitation forces are more inéens

To maintain an adequate diversity of solutions aatlthe same time, to push the
metaheuristic towards the optimum, two general ajpes are used [36], [37]:
diversificationandintensification

Diversification is accomplished by cleverly randamg current solutions. The role of this

operator is to prevent the metaheuristic to becdnapped at local optima. Each

metaheuristic has its own mechanisms to createsifigation. These mechanisms are a
defining characteristic of the metaheuristic anel @sually applied when new solutions are
created.

In turn, the intensification operator is resporsifar forcing the search towards the global
optimum. This operator applies some sort of elitismthe search, i.e., it pushes the
metaheuristic towards the zones of the space wherbest performing solutions are. The
intensification operator is usually employed toideavhether new solutions are kept or set
aside. This decision takes the performance or 9g¢n&f the solutions into account. If a
selection criterion based on pure elitism is udbé, metaheuristic will systematically
select the best solutions until it cannot discdwetter ones. Other selection criteria [36],
like stochastic tournament, roulette wheel, etan lbe used to preserve the diversity of the
search without compromising the selective pressawards the optimum.

As depicted in Figure 5.1, the diversification agier plays a more important role at the

beginning of the search. As the search advancearttsathe end, the importance of the
diversification operator over selection gradualhyaceges. The rate at which this change is
made can be controlled by using strategic paras¢s&]. These parameters are normally
set at the beginning of the search. Self-adaptilemes that try to mitigate the role of

these parameters on the convergence process hawebe¢n proposed [36]. The self-

adaptive schemes hope to make metaheuristics rabustragainst the values selected for
the strategic parameters.

5.3.1. Trajectory-based vs. Population-based Metaheusstic

Metaheuristics can be divided txajectory-basedand population-based37]. Trajectory-
based metaheuristics improve iteratively a singleton. This type of metaheuristics can
be viewed as walks through neighborhoods or asdi@jies through the search space.

The unique solution represents the best solutiondaso far by the metaheuristics for the
optimization problem being solved. Examples ofecépry-based metaheuristics are Local
Search [155], Simulated Annealing [156], Greedy dRamized Adaptive Search Procedure
[157] and Tabu Search [158].
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In contrast, population-based metaheuristics $tanh an initial population of solutions.

Normally, the size of the population is kept fixad., it is not allowed to increase or
decrease during the search. Then, the diversificaiperator is applied to each solution of
the current population to generate a slightly défe population. After that, selection is
carried out from the two populations to create @ rme that will replace the current
population.

Population-based metaheuristics repeat recursiWiely evolutionary process until a
stopping criterion is satisfied. In the end, thepylation is filled with solutions that
generally have a better performance than the eong®eiinitial population. The solution for
the optimization problem being solved is the bestfgyming individual of the last
generation. Commonly used population-based metetiesrare, among others, Genetic
Algorithms (GA) [36], Evolution Strategies (ES) [3@&volutionary Programming (EP)
[36], Differential Evolution (DE) [159], Ant Colon@ptimization Algorithm (ACO) [160],
PSO [38], EPSO [151], Artificial Imnmune Systems $A[161], and Artificial Bee Colony
Algorithm (ABC) [162].

5.3.2. Phenotypic vs. Genotypic Metaheuristics

Similarly to the genotype-phenotype distinction g&gnetics, metaheuristics can also be
divided according to the representation of indidlduasphenotypicor genotypiebased.
Phenotypic metaheuristics make the search in thte stefined by the set of natural
variables of the problem at hand. In other wortlerd is a one-to-one mapping between
the solutions of the metaheuristic and the solstiointhe optimization problem. Examples
of phenotypic metaheuristics are the ES [36] and3&p, which, since its inception, were
planned to use real-vector representations forvaaled space of solutions.

Alternatively, genotypic metaheuristics search ispace different from the one of the

optimization problem being solved. This is accosipéid by encoding the solutions of the
problem into individuals of the population. Nornyalthis encoding process is based on a
binary representation or Gray coding [163].

The interpretation of an individual requires the w$ an external function that relates the
search space of the metaheuristic and the natetabfsvariables of the optimization
problem. In some cases there is no mapping fore¢kerse process, i.e., there is not a
function that converts the natural variables of phgblem into an individual. GA [36] is a
typical example of genotypic-organized metahewsstiThis type of metaheuristics is
normally used when a binary representation of tldéviduals is required.

5.3.3. Multi-objective Metaheuristics

Some real-world optimization problems are multiesitjve, i.e., instead of just one
criterion from which the performance or fitnesstbé solutions is measured, there are
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multiple criteria that must be satisfied or achokvelhese criteria are frequently
conflicting. Consequently, there is not a singlérmpm solution that satisfies the decision-
maker across all criteria but rather a set of effitor non-dominated solutions. A solution
is called non-dominated if none of the objectivas be improved without the deterioration
of its performance in any other objective. Thedafaton-dominated solutions is commonly
known as the Pareto front [164]. Some popular neataktics developed to obtain the
Pareto front are the Strength Pareto Evolutiondgohm (SPEA) [165] and its revised
version SPEA 2 [166], the Multiple-objective PagicSwarm Optimization (MOPSO)
[167], [168] and the Multi-objective Evolutionary aRicle Swarm Optimization
(MOEPSO) [169].

As a final remark, this dissertation only addressiagle-objective optimization problems.
The next section briefly presents the metaheuriSE80O for single-objective optimization.

5.3.4. EPSO as a Single-objective Metaheuristic

EPSO [151], [170] is an evolutionary metaheuristie,, a metaheuristic inspired by the
principles of natural evolution. This metaheuridimrows the movement rule from PSO
and use it as simultaneous diversification andnsifeeation operator. Accordingly, the

movement rule act as a diversification operatoough mutation and recombination that
evolves under pressure of selection. The combinatiof this enhanced

mutation/recombination operator with the commorectbn operator of EAs is aimed to
join in a single metaheuristic the powerful quaktiof PSO and EAs.

The selection operator of EPSO is modeled fromhstsiic tournament. The solutions

generated by the movement rule of PSO are compaitbedeach other and with the one

from which they were generated and only the oné #ie best performance is selected to
be part of the new population. Self-adaptation a&® included in EPSO to reduce the
dependence of its performance on the value setsfetrategic parameters and to improve
the ability of the population to escape from loo@ahima. For that reason, the strategic
parameters are mutated and allowed to evolve.

EPSO has also a unique feature. Instead of aticatie population to the best solution
ever found, i.e., to a static point in the spabe, best solution ever found is “randomly
moved” according to the Gaussian distribution. Agsult, the population is continuously
encouraged to search outside the current zone bgplgited.

Clearly, EPSO is a metaheuristic for real seardcag, i.e., the optimization problem at
hand must be real-valued addlimensional. Bearing this in mind, an individualEPSO
contains a potential solution for this optimizatjgmoblem, X, the best solution found by its
ancestors up to the current generati®p, a velocity,V, and strategic parametens,
According to these variables, the recombinatioe EPSO is

VD) = g x VO 4w X(Xb(t) _X(t))+W; XCX(X*Gb(t) _X(t))

5.1
X (1) = X (1) 4 \/ (t+1) ( )
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wheret represents the current generation,is the weight of the inertia termnwny, is the
weight of the memory termy. is the weight of the cooperation terd, is the best
solution found by the line of ancestors of the wndlial up to the current generatigriXgp

is the best solution found by the population upht® current generatiot) the subscript *
indicates that the corresponding parameters undevgtution under a mutation process
and C is a binary variable equal to one with a given oamication probability? and 0
with probability 1 —P. The variableC must be randomly sampled every generation for
each individual.

The mutation process for a generic weightised by EPSO normally follows an additive
scheme like

w =w+7xN(0]1) (5.2)

wherer is the mutation rate, which controls the amplitefie¢he mutation, an®l(0,1) is a
number sampled from the standard Gaussian disoibuNote that the mutated weight
must not become negative. Log-normal mutation dpesacan also be used. This last
mutation scheme is as follows:

w = wxe N0y, (5.3)

An important characteristic of EPSO is how the Isedtition ever found by the population
is used in (5.1). Accordingly, individuals are d@nwvto a sort of “foggy best-so-far” region
instead to the best solution ever found. This oawplished by

Xb = Xgp +Wep x N(01) (5.4)
wherewgy, is the weight of the global best solution, whi@slalso to be mutated.

EPSO can be summarized in the following pseudocode:

Pseudocode 4 Evolutionary Particle Swarm Optimization for Siegbjective
Optimization

Initialize a populationP of n individuals, which can be based on random or hgaris
processes, the number of replications per indiiadnathe communication probabilitly
and the mutation rate

Evaluate all individuals and update the best individual eveund by their line of
ancestors

Find the best individual in the current population
t=1

While the convergence criteria, which can be based ara@amum allowed number of
generations or a minimum allowed number of genenatiwithout finding better solutions,
is not satisfied

For all nindividuals of the current population
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Replicatem times the individuah

Mutate the strategic parametens wn, W, and wsp, of the replicas according to (5.2)
and (5.3)

Move the individualn and itsm replicas according to (5.1)

Evaluate the individualn and itsm replicas and update the best individual ever
found by their line of ancestors

Selectfrom the individualn and itsm replicas the best performing individual to be
part of the population of next generation

End For
Update the best individual ever found by the population
ti=t+1

End While

5.4. Population-based Methods

A new type of methods for the adequacy assessmemower systems are being
investigated over the past ten years [32—34], [17%} These methods, which are named
PBMs, borrow its core from optimization methods,medy from population-based
metaheuristics, to calculate estimates of the by indices. The basic concept of PBMs
is to drive the individuals of the population irgaided search through the state space to
find the states that contribute the most to theudity indices. These methods have been
applied to the adequacy assessment of the gergecatpacity and the composite system.

While MCS methods are statistically-based (i.eeythmely on frequentist inference to
provide estimates of the reliability indices plus @terval of confidence), PBMs are

similar to analytical algorithms. For this reasBBMs try to find out, if not the totality, the

majority of the states that contribute to the tality indices the most so that accurate
estimates can be calculated. The estimates ohthees provided by PBMs are calculated
after an intelligent enumeration of system stalas.count the contribution of each state
only once, some sort of memory or list must be oizEd to keep track of visited states
and recognize new ones. PBMs can only be compuatdhoefficient when the cardinal of

the set of states contributing to the formatiomhef reliability indices is not too large.

The literature on PBMs includes the use of GA [338B], [173], [174], [176], PSO [33],
Binary Particle Swarm Optimization (BPSO) [172], H80 [171], AIS [33] and ACO
[33] as the core for the search. All these metabics were developed to be optimization
tools. In the case of PBM, however, the aim istoodiscover the optimum of a problem
but rather to visit as many different states asindes.

Many of the PBMs rely exclusively on their inhereneéchanisms to create the diversity
necessary to visit new states. These mechanismawme states to be visited repeatedly
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before new states are discovered. Moreover, thebrurof repetitions starts to grow
considerably when the PBM has already visited aiclemable number of states. This leads
to the concepts dccuracyand efficiencyof the PBM.Accuracymeasures how good the
estimates of the reliability indices provided bg tRBMs are, whilefficiencymeasures the
ratio of different states visited against the tatalmber of states visited. Hence, low
efficiency indicates that many repetitions are gaemmade instead of visits to new states. If
there are many repeated visits before new statediscovered, the PBM can require many
generations to provide accurate estimates of thabrgy indices, or, in the worst case
scenario, the search can be suddenly stopped thiadgBM might wrongly assume that all
states that contribute to the formation of thededihave already been found.

The number of repetitions can be reduced if PBMs aquipped with additional
mechanisms for creating diversity. Bearing thisnimd, the work in [34], which is based
on the EPSO metaheuristic, introduced the use wbviative searching technique®
spread the population over the space. As a rasitpnly the efficiency of the PBM was
improved, i.e., an increase of the ratio of différstates visited against the total number of
states visited was confirmed, but also its accyraey, better estimates of the reliability
indices for the same computational effort were il The following section presents
the basics of PBMs.

5.4.1. Estimating Reliability Indices using Population-bdsMethods

The process of estimating reliability indices viBN®s consists of two phases: a search
phase and an indices calculation phase. The sqdrabe uses the individuals of the
population to search for the highest possible nurobdifferent and high probability states
with insufficient capacity to supply the peak lo&uiring this phase there is neither a sense
of sequential order nor time-dependency. The pea#l level is used to guarantee a large
collection of states that are likely to have loktad for lower load levels.

The states that fulfill the aforementioned critesi@ saved in a list. This list is used to
avoid saving states that have already been visiedl to help recognize new ones.
Actually, the states are only saved if their praliigiis greater than or equal to a threshold.
This necessary condition aims to keep the sizasofwithin reasonable limits and, as a
consequence, to control the computational effosbeated with searching and storing
states.

Generally, the stopping criterion of the searchsehaf PBMs can be based on a maximum
allowed number of generations or on the “stability’a given annualized reliability index.
Taking the annualized EPNS as an example, ther |at@pping criterion can be
mathematically formulated as

EPNS - EPNS.-
EPNS-

Nux_ < ¢ (5.5)

Nmax

* These spreading mechanisms are normally tailoradenfor the metaheuristic acting as core of the PBM
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wherek is the current generatiofuax is the maximum number of generations without
“significant improvement” on the estimate of thenaalized EPNS, andis the tolerance
for the “significant improvement”. The annualize®MS can be calculated using (2.5) by
accumulating the contribution of the states inlite

Note that PBMs do no guarantee that the estimatieeohAnnualized EPNS at the end of the
search process is accurate. This observation igigasby the minimum probability that
the states must have to be saved in the list.Hadrreason, the reliability indices estimated
by PBMs always underestimate their correct valugureé 5.2 illustrates the typical
evolution of the annualized EPNS during the segnadtess. Note the gap between the
accurate value of this index and its estimate ¢aled by the PBM.

A

EPNS

v

Generation
Figure 5.2 — Formation of the annualized EPNS dyifire search phase.
The second phase of PBMs consists of the compaotaticthe estimates of the annual
reliability indices. This process is done by confiog the states saved in the list with the

annual load curve. According to this process, ts@mate of the annual LOLE can be
calculated as

.
LOLE=)>"p; (5.6)
=1 jOS

wherei is thei-th hour yearly load curvd; is the total number of hours of the ye&ris
the subset of whole set of states the list without enough capacity to supply thad of
the houn, andp; is the probability of the staje

Conversely, the EENS can be estimated as

i
EENS=)"> p; xAR, (5.7)
EES

whereAP; is the loss of load of the stgtéor the hour.

125



Other annual indices can be estimated by PBMs {d#] the exemption of the LOLC,
which can only be accurately assessed using theeaéigl MCS method [63].

The LOLF index can be estimated using the condiigorobability concepts or the
definition of the loss of load frequency. If thist approach is used, all possible success
states that can be reached from a failure one aggihg the state of one component must
be detected [5]. The annual LOLF index is obtaibgdiccumulating the frequency of all
these transitions for all failure states found otee periodT, in the same lines of
procedure that lead to (2.17).

On the other hand, the conditional probability aggh assumes that the system is
coherent [149], i.e., that for a fixed value ofdp#he system remains in the success state if
a component makes a transition from theavn state to thaup state and remains in the
failure state if a component makes a transition from upestate to thelown state. The
same is valid for the system load. Accordingly, slystem continues in a success state if
the next load level iessthan the current load value and remains in tHariaistate if the
next load level isgreater than the current level. The conditional probapikpproach,
which was applied in [32], allows saving considégatomputational effort and is usually
applied in the case of the generating capacity @aeg assessment. Since composite
systems can have a non-coherent behavior [149]appeoach based on the definition of
the loss of load frequency is the one adopted.

Equations (5.6) and (5.7) clearly demonstrate BBi¥Is are not statistical, and therefore,
they do not provide an interval of confidence far #stimates of the reliability indices. In
addition, the use of a minimum probability threshtd save system states implies that
some states incapable of supplying the peak loadar accounted for the calculation of
the estimates. As a result, the value assumedhéopriobability threshold is crucial since it
controls the accuracy of the estimates of the bgiig indices and the size of the list.
Clearly, this parameter is a tradeoff between ammuand computational effort.

5.4.2. EPSO as a Population-based Method

In theory, any population-based metaheuristic camded as the core of a PBM. Most of
the research on these methods reveals that théficktion of new states is based on the
“population effect” of the metaheuristic, i.e.rdlies on the diversification and selection
operators of the metaheuristic. To circumvent igssie, the PBM proposed in [34], which
reports the innovative application of EPSO as tbee cof a PBM, has introduced a
modernization to the search process by replacirg gimgle-objective optimization
procedure by a population spreading procedure. éjanstead of attracting the population
to a fixed state in space, the EPSO-based PBM mleeveral techniques to spread the
population over the region of the space where tifites most important are.

From the three spreading techniques proposed in¢ady the Type X technique is used in
dissertation. In brief, this technique updatesdlubal best state in every generation and
resets the memory of the individuals every timefiresents a state already saved. The use
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of just one spreading technique aims to simplifg tmplementation of the EPSO-based
PBM and to make its execution as fast as possible.

It is worth remarking that the EPSO metaheurissicdesigned for real-valued spaces.
However, the system states in power system adeqassgssment are vectors whose
entries follow a Bernoulli distribution. In otheronds, a system stad€ is a binary-vector.
To obtain a binary-vector from a real-vector, anding procedure must be performed. The
rounding procedure must be carefully chosen so @hahd 1 have equal probability of
being attained. The following figure illustratesethounding scheme of the EPSO-based
PBM. Note that the entng of X is limited to the interval)j € R | -0.5 <x < 1.5} to avoid
obtaining -1 and 2.

| O | 1 |
05 05 1.5

Figure 5.3 — lllustration of the rounding schemehaf EPSO-based PBM.

The following pseudocode describes the EPSO-baBadl ised in this dissertation. Since
the purpose of this method is to obtain the lisstates and not to calculate the estimates
for the annual reliability indices, the phase whénese calculations are made is not
included in this pseudocode.

Pseudocode 5Evolutionary Particle Swarm Optimization as Saavtethod

Initialize a populationP of n individuals, which can be based on random or hgaris
processes, the number of replications per indivigyahe communication probability,
the mutation rater, the probability threshol®pmin, the maximum tolerance for the
improvement of the annualized index selected toggailne convergence, the maximum
number of generationBlyax without “significant” improvement on the estimabé the
annualized index selected and three constisiatsvl, and M3 such thatM; >> M, >> M3
(typically, M; < 1x10'%)

Evaluate all individuals according to PA6 and update thet begdividual ever found by
their line of ancestors

Find the best individual in the current population as it as the best individual ever found
t=1

While the convergence criteria, which can be based orad@mum allowed number of
generations or the criterion represented by (%5)ot satisfied

For all nindividuals of the population of the current gextemt
Replicatem times the individuah

Mutate the strategic parametens, wn, W, and wsp of all replicas according to (5.2)
and (5.3)

Move individual n and its replicas according to (5.1)
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Evaluate individual n and its replicas according to PA6 and update thst b
individual ever found by their line of ancestors

Selectfrom the individualn and itsm replicas the best performing individual to be
part of the population of next generation

Update the estimate of the annualized index selecteatmg the convergence using
(5.5) or (5.6)

End For

Find the best individual in the current population ag it as the best individual ever
found

ti=t+1
End While

The performance of an individual must take intocaett if the state represented by it has
already been saved. Accordingly, the fitness oividdals that represent states eligible to
enter the list is assumed equal to the multiplazabf the probability of that state with the
respective loss of load. On the contrary, the iiddials that represent states already saved
or states that do not fulfill the criteria to entle list must be set a low fitness value.
According to this, the following pseudocode for tbemputation of the fitness of the
individuals is presented:

Pseudocode 6Evaluation of an Individual

Round the current position of the individual to obtanetequivalent state
Calculate theprobability of the state
If the probability is greater than or equapte,
Then If the states not contained in the list
Evaluate the state considering the peak load to detebeifetis load loss
If there is load loss

Then add the state to the list and assign the fitnesiseoindividual the product
of its probability with the loss of load

Else assignM; as the fithess of the individual
End If
ElseassignM; as the fithess of the individual
End If
ElseassignMs as the fithess of the individual
End If
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If the best position ever found by the line of armessof the individual represents a system
state already saved in the list

Then assignM3; as the fitness of the best position ever foundhlieyline of ancestors of
the individual

End If

Note the differences between the pseudocode of Ei®S6ingle-objective optimization
(PC4) and PC5. Instead of keeping the best indaliddi the population and updating it
when a best preforming individual is found, thetbedividual of the population is updated
every generation according to the fithess of thdividuals in the current population.
Moreover, the memory of the individuals is eradethé best position ever found by the
line of its ancestors represents a state alreadgdsa his is carried out by assigning the
fitness of the best position a very small valuemahy, note that the process of fitness
assignment depends on the states in the list. Amtéer of fact, this list, which is the
outcome of the search process, prevents that séhtesdy saved are visited time and
again. This is done by assigning the fitness ofildésziduals that represent repeated states
a very small value.

5.5. Using the EPSO-based PBM for Automatic Classificatin of
System States

The list obtained at the end of the search proodsthe EPSO-based PBM contains
important information. More specifically, this lisbntains high probability states that are
unable to supply the peak load. As such, someektates in the list may not have loss of
load for lower load levels. In addition, the timariation of the capacity of some
generating units can lead to failure events eveha$e units are in theg state. Hence, if
all chronological features are taken into accolike, hourly load levels, the intermittency
primary energy resources, scheduled maintenaneaass) etc., this list can only give an
approximation of the region of the space wherestiezess and failure states are.

As

Ay
(a) (b)

Figure 5.4 — Original state space vs. state spafteedl by the list.
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Figure 5.4 was created to help explain the obsenstof the last paragraph. This figure

depicts a straightforward representation of thejioal state space, which contains the

actual success and failure states when all chrgicab issues are considered (Figure

5.4(a)). In addition, this figure has the approxieneepresentation of the state space using
the information in the list provided by the EPSGdxh PBM (Figure 5.4(b)).

According to Figure 5.4(b), the list of states da used to divide the space into four
zones: two zones containinmptential successstates and two zones containipgtential
failure states. The zone containing potential successssesicompasses the subzone where
the actual success states are and a subzone ¢battibally has success states but in fact
contains failure states. The latter subzone iseisted in Figure 5.4(b) by A2. The size of
this subzone is closely related to the probabthitgshold pmi,, of the EPSO-based PBM.
Recall that this probability threshold is used tid saving the states that have a
probability inferior to a pre-set value in the listen if they have loss of load. If the
number of states within A2 is sufficiently largdietaccuracy of the estimates of the
reliability indices might be severely compromis@&tevertheless, the size of A2 can be
easily controlled by selecting an approprigig,. Recall that this threshold plays an
important role on the CPU time of the EPSO-basel RBBice it controls the size of the
list.

The zone containing potential failure states eredate subzone where the actual failure
states are and a subzone that ideally has faitatessbut, in fact, contains success states.
The latter subzone is represented in Figure 5.8fbAl. The reason why this subzone
exits is related to assumptions made by the PBMiceSthe search process only uses the
peak load level and overlooks the representatiaimetime-dependent issues, some states
saved in the list might not have loss of load éwér load levels. Unfortunately, the size of
Al cannot be easily controlled. The use of appraexewepresentations for the chronology
of the system in the search phase of the PBM chnrhitigate this problem. Note that the
accuracy of the estimates of the reliability indieall not be affected by Al.

5.6. Generation, Transmission and Composite States

Section 2.8.2.2 has shown that the sequential M@tad advances through time by
altering the state of only one system componeattahe. Accordingly, system states can
be formed by sequentially combining the statessotomponents. Consider, for instance,
the example depicted in Figure 2.4. According ts figure, the system load experiences a
transition every hour whereas the generating capa&an remain unchanged for longer
periods of time due to the relative duration of theeand down states of the generating
units against the fixed duration of the load levels

Now, assume that the period of time where the stéitall generating units remains
unchanged defines@eneration Stat€GS). Being this the case, a considerable number of
system statégan occur during a GS. The number of system statesrred depends on

® A system state includes the state of the systanpoaents and the load state.
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the duration of the GS and the duration of the leagls. For instance, Figure 2.4 shows
that there are 8 system states during the firstT®&. figure also shows that none of these
eight system states have loss of load. Hence nifesautomatic procedure could detect at
the beginning of the GS that the 8 system stataddioe success, eight compositions and
evaluations would have been avoided.

Undoubtedly, the classification of GS can be immated using machine learning
algorithms. Equally, this classification procedaes be straightforwardly implemented by
using a list of GSs that fail to supply the pea&doTherefore, this dissertation proposes
the use of the information contained in the ligated by the EPSO-based PBM to decide
at the beginning of every GS sampled by the se@leCS method whether it should
proceed to composition and evaluation. Naturalhe highest gains in CPU time are
expected when the number of success system statesnsiderably smaller than the
number of failure system states and when the aeedagation of the GSs is greater than
the average duration of system states.

The GS concept can be generalized for the casheotdmponents of the transmission
system. Accordingly, @ransmission Stat@l'S) is defined by the period of time where the
state of all transmission circuits remains unchdndgekewise, aComposite StatéCS)
comprises the period where the state of the gangranits and transmission circuits is
unaltered. Hence, a CS aggregates only one GSrand $. Note that GSs, TSs and CSs
are defined by the availability of the system comgras and not by the capacity they have
when they are in thep or downstates.

Up
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Down
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T,
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Figure 5.5 -Generationtransmissiorandcompositestates.

Figure 5.5 was created to help understand the &Saidd CS concepts. This figure
represents transitions between tipeanddownstates that can occur in a system composed
of two generators, 5and G, and of one transmission circuit;. Trhis figure shows that
there are three GSs. The first one starts at ttarntt = 0" and ends at=t;. The second
GS begins at=t;" and ends at=t,. The beginning of the last GS istat t," while its end
takes place when r G; return to theup state. As for the case of TSs, one can see from
Figure 5.5 that there are only two, which correspbém theup and down states of the
circuit T;. Lastly, this figure reveals that a when one eftiiree components of the system
change its respective state, a new CS begins. dicggly, there are 4 CSs. Note that a
systenstatecomprises the state of all system componentsjdnay) the state of the system
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load. Since the system load was not included m ¢kemple, there are no system states in
Figure 5.5.

5.6.1. Representation of Generation, Transmission and @sitg States as
Individuals of Population-based Methods

The straightforward way to represent GSs, TSs, ®s &s individuals of the EPSO-based
PBM is to use the scheme proposed in subsectio2.9More specifically, theip and
down states of the components of the system can besepted by using a real-vector,
which, after a rounding procedure, becomes a bimacyor. Depending on the number of
components, this straightforward representationreanlt in high-dimensional individuals.
Many authors have reported that, as the dimendiaheoindividuals grows, the ability of
the metaheuristics to provide acceptable solutioressreasonable length of time decreases
in a way that this fact has been coinedhescurse of dimensionalifit78]. To avoid high-
dimensional individuals, the particularities of thystem under evaluation can be cleverly
used. The fact that some componentseggaland iid can be taken advantage of to create
low-dimensional individuals.

Consider, for instance, a system composed of tal@@nerating units with 10 MW of
capacity and a single load level. This system Ras £ system states: one with 20 MW of
generating capacity, two with 10 MW and one withMW. The number of state
evaluations needed to determine the reliabilityides is 4. Under the representation
proposed in the subsection 5.4.2, an individuahefEPSO-based PBM would have a size
of 2. Now, assume that the number of states witlalecgpacity can be easily computed. In
this case, one needs only to find one of the twdVl system states to determine their
contribution to the reliability indices. Accordinglthe size of the individual can be
reduced from 2 to 1 and the dimension of the sespéelte from 4 to 3 since there is only
one group of iid generators with equal capacitytukaly, the reduction achieved depends
on the characteristics of the system under evalnain a system where all components are
different, there is no reduction.

From what has been said, one can define a GS ademer-vector whose entries contain
the number okqualand iid generating units in thg state.Equal generating units are all
those that have the same generating capacity dgdore the same primary energy
resource. Note that the probability of a GS isedght from the probability of a system
state. In fact, a GS includes many equal states,states with equal generating capacity
and equal probability.

Take, for instance, the case of the IEEE-RTS 79TAlsle 4.1 shows, this system has 9
different groups of equal and iid generating urtitence, for a system witRC groups of
equal and iid generating units, the number of eqtaes included in a GS is given by

Ns = ”(E] (5.8)
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wheren; is the total number of units of grou@ndk; is the number of units of groupn
the up state. In simple terms, the probability of a GSutes from accumulating the
probability of allns equal states represented by it.

Like a GS, a TS is also an integer-vector. Howetee, entries of this integer-vector
contain the number otqual and iid transmission circuits in thep state. Equal
transmission circuits have the same electrical paters, the same capacity and connect
two adjacent buses. Like in the case of GSs, tlbgtility of a TS is the sum of the
probability of all equal states represented by it.

A CS aggregatesqualand iid generating units as well @gualand iid transmission lines.
The concept oéqualtransmission lines is along the same lines asdneept defined for
the TSs. Conversely, the concept of equal generatmts is different from the concept
proposed for the GSs since the location of thesuinitthe transmission system must be
taken into account. Hencegual generating units in a CS are all those that havecual
generating capacity, use the same primary enespuree and are connected at the same
bus. Two different nomenclatures are proposed tip ligstinguish the GS defined
previously from the GS aggregated by CSs. As atrabe former GS is named as GS-1
whereas the latter is denoted as GS-2. Similarlyth® case of GSs-1 and TSs, the
probability of a CS accounts for the contributidrath equalns states aggregated by it.

To clarify the concepts of GS-1, TS and CS takeekemple of the IEEE-RTS 79 [91].

This system has 32 generating units, 33 transmmslsnes and 5 transformers. Thus, a
system state of the IEEE-RTS 79 contains 70 erdnelsan extra entry for the system load.
Moreover, nine of the 32 generating units of thEEERTS 79 are equal and iid according
to the definition of a GS-1. Hence, the size of & Gis 9. In turn, the inspection of the
transmission circuits of this system reveals 7iidrand equal. Thus, the size of a TS is 32.
Finally, if the assumptions of CSs are followedisitpossible to detect 32 equal and iid
transmission circuits and 14 equal and iid genegatinits (note that some of the 9 equal
generating units detected in the case of GSs-1 nate equal anymore under the
assumptions of GSs-2). Thus, the size of a CS is 32 = 46, which is smaller than the
size of a system state (70 +1).

5.6.2. Encoding Generation, Transmission and CompositeeSta

The list created by the EPSO-based PBM can incles-1, TSs or CSs (i.e., a GSs-2 +
TSs). This list must be implemented using a fasess memory. One way to assure this is
to use the hash table [177] concept of the JAVAylege. In simple terms, a hash table is
a data structure that implements an associatiatioal between keys and buckets for data
storage. This type of data structure can be usedd&babase indexing. This type of
application aims to speed up the retrieval of @atthe cost of a slower writing, updating
or deleting of data operations.

To fulfill the requirements of the list of stateme can use the hash table to store the
individuals of the EPSO-based PBM in its buckets.te other hand, its keys can be used
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to identify GSs, TSs or CSs, remaining the bucketapletely empty to reduce the storage
requirements of the hash table. This demands foeraoding process that guarantees a
unique code for every GS-1, TS and GS (GSs-2 +.Tdgdeover, the codes created must
be in a format that can be used as keys of the tiaadh

Bearing this in mind, the encoding process of G3s4d in this dissertation consists of
creating a sequence of characters that representittmber of equal and iid generating
units in theup state, i.e., the integer-vectors are converted $titings. These strings are
used as a key of the hash table.

TSs are also encoded by strings, which, unlikeGBs-1, contain the identification of the
transmission circuits in thelown state. When a TS is repeated, all equal states are
converted into strings, which are then includethm hash table. The reason why TSs have
a dissimilar representation from GSs is twofoldsFof all, transmission circuits fail less
than generating units. Second, the number of emaatmission circuits is considerably
smaller than the number of generating units. Heriicéhe key proposed for GSs-1 was
adopted for TSs, the size of the resulting key wdid equal to the number of equal and iid
circuits in the system while containing the samforimation as the encoding process
proposed.

Finally, the encoding process of the CSs consrsthe aggregation of the equal and iid
generating units in thap state and the identification of the transmissigouits in the
downstate in a single string. Note that the term egealerating units in the last sentence
refers to the definition adopted for the CSs (ss#iagn 5.6.1).When a CS represents more
than one state, all repetitions are convertedrespective strings and included in the hash
table.

5.7. Generating Capacity Adequacy Assessment using thé?50-based
PBM as Automatic Classification System

This section reports results from the applicatibmm EPSO-based PBM to enhance time-
efficiency of the sequential MCS method for the @rating capacity adequacy assessment.
The methodology proposed consists of two phases fif$t phase, which is named Phase
A, consists of using the EPSO-based PBM to seancs$6s-1. A GSs-1 is included in the
list if its generating capacity is insufficient sopply the system load and if its probability
is greater than or equal to a given threshold.

The second phase, which is called Phase B, usesethesntial MCS method to estimate
the annual reliability indices. While Phase A is&&on PC5 and PAG, the core of Phase B
is the sequential MCS method proposed in secti®r? 2Figure 5.6 illustrates the structure
of the methodology proposed. This figure puts acsppeemphasis on the classification
process of Phase B. According to Figure 5.6, the-GSampled only proceed to the state
composition and evaluation step if they are inliste Moreover, a GS-1 can be allowed to
advance to composition and evaluation if the lgstesn state evaluated failure. This
auxiliary criterion was included in the methodoldgyavoid the disruption of the loss of
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load cycles and, consequently, preserve the acgwhdthe

indices.
Phase B - SMCS
Sequential sampling of a ) | Update indices
new state for the < .
. . test functions
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Figure 5.6 — Methodology proposed for the genegatapacity adequacy assessment.

The methodology proposed was tested for the gengraapacity adequacy assessment of
the IEEE-RTS 79 [91], IEEE-RTS 96 [92] and IEEE-RI®HW [8]. These systems were
already described in section 2.9.3.1.

The parameters of the EPSO-based PBM used arelibeihg:

*  Number of individualsn = 20;

*  Number of replications per individuah = 2;

* Mutation rater = 0.4;

e Communication probability? = 0.6;

+  Probability thresholdpmin= 1x10";

« Annualized reliability index selected to gauge tbevergence: EPNS,;
» Tolerancdor the improvement of the annualized EPNS:0.01;

* Maximum number of generations without significamiprovement on the estimate of
the annualized EPNSlyax= 50.
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Note that moss of the values selected for the petens of the EPSO-based PBM can be
adopted for other generating systems. The excejgidime value opmin, Which is system
dependent.

A possible heuristic to help select a valueda# consists of identifying the GS-1 that fails
to supply the peak load with the highest probabiltfter that, the probability of this GS-1
is multiplied by 1x13°to obtaina general idea of the value to be assignagtp

The estimates of the annual reliability indicesviiied by the methodology proposed were
validated by performing the same evaluations ushe crude sequential MCS (crude
SMCS) method. All estimates of the annual reli#fpilindices have a coefficient of

variation less than or equal to 5%. The simulatissese conducted on an Intel Core i7-
2600 CPU (3.40 GHz). Finally, the methodology pregub and the crude SMCS were
implemented in JAVA language.

5.7.1. Assumptions of Phase A

Three important assumptions are considered in PRa3éne first assumption states that
only one load level is used to make the searclsfes-1, i.e., the peak load.

The second assumption is related to the type ofrgéing units that are allowed to fail in
Phase A. Accordingly, the EPSO-based PBM searcloestife number of equal
conventional and hydro generating units in tipestate. All other generating units, such as
WTGs, do not undergo forced outages. In fact, WTase a small capacity when
compared to the capacity of the whole WF. Furtheenthe capacity factor of WFs
usually ranges between 20% and 30%. Consequelnd\state of WTGs is not included in
the encoding string of a GS-1.

The third assumption consists of using a redud@ator for the capacity of the hydro and

WTGs or even others units whose capacity dependisnan This factor is in percentage of

the installed capacity. The calculation of thistéac which is made before Phase A, is

based on the annual hydrological and wind seribsed reduction factors were tested in

this dissertation: a factor based on the long-tau@rage capacity, a factor based on the
maximum capacity, and a factor based on the minincapacity. Note the resemblance

between these strategies and the ones proposesttiors 4.5.2.1. Hence, the use of the
long-term average capacity is in fact Strategy H& maximum capacity factor defines

Strategy C and finally, the use of the minimum catyas referred as Strategy D.

5.7.2. Results for the IEEE-RTS 79 and IEEE-RTS 96

Table 5.1 presents the estimates of the LOLE, EBRNSLOLF for the generating capacity
of the IEEE-RTS 79 and the IEEE-RTS 96. These edémwere obtained using the
methodology proposed and the crude SMCS methodt &irall, the comparison of the

results provided by the methodology proposed withdnes obtained by the crude SMCS
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method shows that the two alternatives provide lam@stimates. As a matter of fact, the
relative error of the LOLE estimate provided by thethodology proposed is 0.084% in
the case of the IEEE-RTS 79 and 4.3% for the IEHES-R6. This result proves that the
methodology proposed can accurately sort out the-Gfhat contain system states with
loss of load from those that do not.

Table 5.1 — Results of the methodology proposethi®igenerating capacity of the IEEE-RTS 79

and IEEE-RTS 96.

IEEE-RTS 79 IEEE-RTS 96
Methodology | Crude | Methodology | Crude
Proposed SMCS Proposed SMCS
LOLE (hlyr) 9.542 9.550 0.1307 0.1366
EENS (MWh/yr) 1267.20 1266.90 22.58 23.81
LOLF (occ./yr) 2.027 2.029 0.05017 0.05198
Years Simulated 3143 3140 65 674 64 063
System States 8123787 | 28883137 12257445 648 547 765
Composed and Evaluated
Total CPU Time (min) 0.25 0.63 8.37 40.62
Phase A CPU Time (min)|  1.96x10° - 0.15 -
Average CPU Time
Required by Phase B 3.09 10.89 0.74 31.14
to Evaluate a Year (ms)

Table 5.1 also shows that an inferior number ofesysstates are composed and evaluated
if the methodology proposed is used instead ofctide SMCS method. For the case of
the IEEE-RTS 79, the methodology proposed requindgt 28.13% of the system states
composed and evaluated by the crude SMCS methaa sifhilar analysis for the IEEE-
RTS 96 reveals that only 1.89% of the compositims evaluations are required.

The composition and evaluation of less system stedé@ result in significant savings in
CPU time if the classification process and Phasard time-efficient. In view of that,
Table 5.1 reports that the time lost in Phase Aotssignificant as compared with the CPU
time required by the crude SMCS method.

Moreover, the average time required to evaluate yathstically created year is
considerably reduced when GSs-1 are automatic ifidbsusing the methodology
proposed. Accordingly, the use of the list of GS®4ults in an average speed up of the
composition and evaluation of the GSs-1 in a ydaimulation 3.52 for the case of the
IEEE-RTS 79 and 42.08 for the IEEE-RTS 96. Hovesince the number of years
simulated and the dimension of the generating systa the IEEE-RTS 79 and IEEE-RTS
96 are different, the same speed ups are not tedlec the total CPU time. As a matter of
fact, the speed up obtained for the IEEE-RTS 72.52 and 4.85 for the IEEE-RTS 96.
This shows that, for the adequacy assessment ofeherating system, the composition
and evaluation of system states are not the proesdhat demand the most time.

Note that the speed ups obtained are not causebebgeduction of the variance of the
estimators. Being this the case, it is expectetlttieprobability distributions provided by
the methodology proposed are at least similar tisg¢hobtained by the crude SMCS
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method. Accordingly, the cdf of the LOLE index betlIEEE-RTS 79 and IEEE-RTS 96
was obtained by the methodology proposed and theéecEMCS method. The respective
distributions are depicted in Figure 5.7 and Figuge
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Figure 5.7 — Cdf of the LOLE for the IEEE-RTS 79.
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Figure 5.8 — Cdf of the LOLE for the IEEE-RTS 96.

The visual inspection of the last two figures rdge¢hat the cdfs provided by both methods
are practically superimposed. As a matter of fédet,greatest dissimilarities were observed
for the case of the IEEE-RTS 96, which is precisly generating system where the
estimate of the LOLE index has the greatest redaginror. As a result, the methodology
proposed can only provide accurate probability rifistions when the error of the
estimates of the reliability indices is negligible.

The accuracy of the methodology proposed was aisestigated. For this purpose,
statistics were collected during Phase A and PBak® the adequacy assessment of the
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generating capacity of the IEEE-RTS 79 and the HREHIS 96. Regarding Phase A, Table
5.2 highlights the number of GSs-1 added to the G®nversely, the part of Table 5.2
referring to Phase B lists the number of GSs-1 $adnpnd, among these, the ones that
were correctly and incorrectly classified. Notettbarrectly classified GSs-1 are the ones
that were selected for composition and evaluatiwh @ntained system states with loss of
load and the ones that were not selected and hddiloce system states. In contrast, the
GSs-1deemed incorrectly classified are the ones thatwetected for composition and
evaluation and had no system states with lossauf Bind the ones that were not selected
and contained failure system states.

Table 5.2 — Statistics of the methodology propdsethe generating capacity of the IEEE-RTS 79
and |IEEE-RTS 96.

Phase Statistic IEEE-RTS 79 | IEEE-RTS 96
A GSs-1 added to the list 9020 68 201
B GSs-1 sampled 1 456 600 91 196 420
B GSs-1 selected for evaluation 6158 4415

with failure system states

B GS§—1 not sglected for evaluation 1016 941 89 201 820
without failure system states

B G_Ss-l selc_ected for evaluation 433 490 1990 005
without failure system states

B GSS—; not 'selected for evaluation 11 180
with failure system states

Firstly, the results in Table 5.2 show that, foe dase of the IEEE-RTS 79, 1 023 099 of
the 1 456 600 GSs-1 sampled were correctly idextifin other words, 70.24% of the
sampled GSs-1 were successfully detected at tharbeg of their duration as not having
system states with loss of load or as having &t leae failure system state. The analysis of
the same statistics for the case of the IEEE-RTSe®@als that 97.82% of the GSs-1
sampled were correctly identified. This shows thatquality of the list collected in Phase
A, i.e., its ability to correctly classify GSs-hcreases considerably as the system becomes
reliable.

Secondly, the results in Table 5.2 report thatthertwo systems analyzed, the number of
sampled GSs-1 that were not selected for the coitposind evaluation and contained at
least one failure state is negligible when compacethe total number of GSs-1 sampled
(0.00076% for the IEEE-RTS 79 and 0.00020% forlEteE-RTS 96). If this fraction was
considerable, the accuracy of the estimates ofr#fiability indices provided by the
methodology proposed could be severely compromised.

Thirdly, the number of GSs-1 selected for evaluatioat did not contaifiailure system

states, i.e., those that did not need to undergposition and evaluation, is noteworthy.
As a matter of fact, 29.76% of the GSs-1 sampledHe case of the IEEE-RTS 79 were
composed and evaluated unnecessarily. This figureduced to 2.18% if the IEEE-RTS
96 is considered. If these percentages could hecesdeffectively, additional gains in the

139



total CPU time would be obtained without compromgsthe accuracy of the estimates
indices.

As a last remark, note that the classification psscis done by searching in list that only
has 9020 GSs-1 for the IEEE-RTS 79 and 68 201hercase of the IEEE-RTS 96. If the
number of times that the GSs-1 in the list weredel for composition and evaluation
was recorded, one can easily obtain a detailedacteization of the configurations of the
generating system that can cause loss of load.

5.7.3. Results for the IEEE-RTS 96 HW

Table 5.3 presents the estimates of the LOLE, EBNELOLF for the generating system
of IEEE-RTS 96 HW. These estimates were obtainatjubke methodology proposed and
the crude SMCS method. Differently from the anaysiade for the case of the IEEE-RTS
79 and IEEE-RTS 96, the focus of this section isleétect which of the three strategies
proposed for representing the capacity of the hyahits and WTGs in Phase A is best.

Table 5.3 — Results of the methodology proposethi®igenerating capacity of the IEEE-RTS 96

HW.
IEEE RTS-96 HW
Proposed Proposed Proposed Crude
Methodology | Methodology | Methodology SMCS
Strategy B Strategy C Strategy D
LOLE (h/yr) 0.30486 0.2585 0.3283 0.3553
EENS (MWh/yr) 59.36 55.27 61.34 67.28
LOLF (occ./yr) 0.1076 0.08624 0.1184 0.1267
Years Simulated 41073 53 412 37 696 38 202
System States 29 422 163 22200461 63866846 643 280 417
Composed and Evaluated
Total CPU Time (min) 39.95 51.29 39.52 96.39
Phase A CPU Time (min) 0.225 0.230 0.198 -
Average CPU Time
Required by Phase B to 5.27 3.52 10.70 95.14
Evaluate a Year (ms)

In terms of the accuracy of the estimates of thab#ity indices, Table 5.3 shows that the
estimate of the LOLE obtained with Strategy B haslative error of 14.2% as compared
with the respective estimate provided by the cr@MCS method. The same error is
27.24% for the case of the Strategy C whereasrtbe @& Strategy D is 7.60%.

In terms of time-efficiency, Strategy D is the dhat leads to the lowest total CPU time.
Actually, the net speed up of Strategy B is 2.44rdases to 1.88 for the case of Strategy
C, and increases to 2.44 for Strategy D. Actudlyategy D requires in average more time
to evaluate a year and needs more system stateosgiops and evaluations than Strategy
B and C. However, the less number of years simailayeStrategy D is the reason why this
strategy has a better speed up than the other two.
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The accuracy of the three strategies was also tigatsd. For this purpose, statistics equal
to the ones presented in Table 5.2 were collecedtfategies B, C and D. These results
are shown in Table 5.4.

Table 5.4 — Statistics of the methodology propdsethe generating capacity of the IEEE-RTS 96

HW.
Phase Statistic Strategy B | Strategy C | Strategy D
A GSs-ladded to the list 78 609 71 480 81 453
B GSs-1sampled 331869684 431555183 304577973
B GS§—1se!ected for evaluation 16 022 17 382 15 927
with failure system states
p | GSs-Inotselected for evaluation 5,7 575611 420833469 273 505 424
without failure system states
B GSs-1selected for evaluation |\ 27607 10697527 31055 381
without failure system states
B GSs—_lnot §elected for evaluation 2444 6805 1241
with failure system states

As expected, the strategy with the lowest numbefG8k-1 that were not selected for
composition and evaluation and had failure systetes is Strategy D. This same number
increases almost to the double for the case ofegtyaB and 5.5 times for Strategy C. On
the other hand, the comparison of the number of-G&dded to the lists shows that
Strategy D is the one that collected the highestlyar of states. In other words, the use of
Strategy D has enabled the EPSO-based PBM to @wader zone of the space of the
GSs-1.

Unfortunately, the greater size of the list of &gy D makes the composition and
evaluation of GSs-1 that had no failure states nfi@guent. For instance, take the ratio
between the number of incorrectly identified GSaghinst the total number of GSs-1
sampled. This ratio is 4.30% in the case of Stsatggdecreases to 2.48% for Strategy C
and increases to 10.20% if Strategy D is used. fidsalt shows that the reduction of the
error of the estimates of the indices is at the¢ obthe deterioration of the accuracy of the
classification process.

5.8. Composite System Adequacy Assessment using the ERB&sed
PBM as Automatic Classification System

Last section showed how the EPSO-based PBM carséeé 10 speed up the adequacy
assessment of the generating capacity via the segueMCS method. Given the
promising results obtained, this section inveségdtow this methodology can be used for
the composite system adequacy assessment. Oncg thgaidea is to use the list provided
by the EPSO-based PBM to help detect automatith#ystates sampled in Phase B that
need composition and evaluation from the ones thatnot. To apply the same
methodology for the case of the composite systeeg@acy assessment, the EPSO-based
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PBM must search for CSs. If, at the beginning @rg\CSs sampled in Phase B is possible
to know whether system states with loss of load @gtur, considerable time-efficiency
gains can be expected.

Now, consider the CS concept. As shown in Figuke &.CS aggregates one GS and one
TS. Accordingly, it is possible to define at ledbtee methodologies to decide if a
composite state should be composed and evaluated.

The first methodology, which is named MethodolodyAC consists of encoding the CS as
a GSs-1 (see section 5.6.2) and detect if thegsignone of the keys of a hash table
previously created by the EPSO-based PBM. Accoldirige GSs-1 are represented by a
string with the number of equal and iid generatings in theup state. In the case of this
methodology, equal generating units are the onds &jual capacity (GS-1) and not the
ones with equal capacity and located at the samse(G®-2). To account for failure of
transmission circuits, the CSs sampled in PhaseeBcamposed and evaluated if they
contain a circuit in thelownstate.

The second methodology, which is called Methodol@$B, is based on encoding
separately the GS and the TS included in CSs. Alaogly, every CSs has two strings: one
with the equal and iid generating units in tpestate and other with the identification of
the transmission circuits in th@éown state. The codification of the GS and the TS is
according to what was proposed in section 5.6.2HerGSs-1 and TSs. Note that there are
two lists in this methodology: one of GSs-1 anddtieer of TSs.

The third and last methodology, which is named Mdtiogy CSC, consists of using the
codification of CSs proposed in section 5.6.2. Adowly, a single string for the
codification of the GS-2 and the TS included in @® is used. Every time a new CS is
sampled in Phase B, the corresponding string ixked in a hash table of CSs to decide if
composition and evaluation is carried out. Theoiwlhg sections describe the three
methodologies proposed in detail and analyze #f@&aiency for various test systems.

5.8.1. Methodology CSA

The classification of the CSs sampled in PhaserBbeaapproximately done by detecting
if the code of its GS is in a list of GSs. To buslach list, the transmission circuits are not
included in the search phase. Methodology CSA Wwasatlvantages:

* The size of the individuals of the EPSO-based PBMdual to the number of equal
capacity and iid generating units (i.e., the cosedus the one proposed for GSs-1);

e Only GSs-1 are evaluated in Phase A, i.e., theuatian of GSs-1 follows the
procedure proposed in section 2.9.2.1 for the geimgr capacity.

In opposition, the disadvantages of Methodology G&#

* The CSs sampled in Phase B will be composed aridaged whenever a transmission
circuit is in thedownstate.
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Figure 5.9 — Methodology CSA for the composite sysadequacy assessment.

The detection of the CSs that need compositionesatliation is based on three criteria. If
there are transmission circuits in th@wnstate or if the last system state evaluated t&ss lo
of load, the CS proceeds to composition and evialuatf not, a string is created for the

CS under analysis. If this string is one of thekey the hash table of GSs-1, the CS is
composed and evaluated. If not, it is considered tio system states with loss of load
occur throughout the duration of the CS.

Figure 5.9 illustrates the sequence of proceduir&ethodology CSA.

The three hypotheses proposed in section 5.7.théorepresentation the generating units
with time-dependent capacity in Phase A are alsipt@dl by Methodology CSA. Given
the results in Table 5.4, which were obtained Fa&r generating system of the IEEE-RTS
96 HW, only Strategy C is effectively used.

Methodology CSA was used to obtain the estimateghef reliability indices of the
composite system of the IEEE-RTS 79 [91], the IBEES 79 HW and the IEEE-MRTS
79 [93]. The IEEE-RTS 79 HW includes yearly set@sodel the time-dependency of the
capacity of the hydro units and WTGs. The IEEE-R'BSHW has already been described
in section 2.9.3.1. The estimates of the annuabiity indices for the composite system
reported in this section have a coefficient of aton less than or equal to 5%. The
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simulations were conducted on an Intel Core i7-266Q0J (3.40 GHz). The Methodology
CSA and the crude SMCS method were implementedWAJanguage.

The value assumed for the parameters of the Phase #he following:

*  Number of individualsn = 20;

*  Number of replications per individuah = 2;

* Mutation rater = 0.4;

*  Communication probability? = 0.6;

+  Probability thresholdpmin= 1x10"

* Annualized reliability index selected to gauge tbavergence: EPNS;
e Tolerancdor the improvement of the annualized EPNS:0.01;

* Maximum number of generations without significamiprovement on the estimate of
the annualized EPN3lyax= 50.

58.1.1. Results for the IEEE-RTS 79 and IEEE-RTS 79 HW

Table 5.5 shows the results of the application atiddology CSA to the composite
system adequacy assessment of the IEEE-RTS 7hanBEE-RTS 79 HW. These results
include the estimates of the LOLE, EENS and LOLHEidas, the number of years
simulated, the number of system states evaluated tdtal CPU time, the CPU time
required by Phase A, and the average time reqbyd@hase B to evaluate a synthetically
created year. This table also contains equivalestlts provided by the crude SMCS
method.

Table 5.5 — Results of Methodology CSA for the cosife system of the IEEE-RTS 79 and IEEE-

RTS 79 HW.
IEEE-RTS 79 IEEE-RTS 79 HW
Methodology | Crude | Methodology | Crude
CSA SMCS CSA SMCS
LOLE (h/yr) 10.745 10.823 11.565 11.640
EENS (MWh/yr) 1362.27 1375.40 1484.21 1499.83
LOLF (occ./yr) 2.190 2.198 2.388 2.400
Years Simulated 2246 2251 2339 2347

System States

Composed and Evaluated 2298 387 20 820 636 9134 027 25 826 393

Total CPU Time (min) 2.83 6.79 5.77 9.65
Phase A CPU Time (min) 0.0121 - 0.0105 -
Average CPU Time
Required by Phase B to 72.78 178.55 136.51 235.52

Evaluate a Year (ms)
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First of all, the results in Table 5.5 show that #stimates of the reliability indices of the
IEEE-RTS 79 and the IEEE-RTS 79 HW provided byNethodology CSA and the crude
SMCS method are similar. By using the estimatesigeal by the crude SMCS method as
reference to calculate relative errors, one cartlsgenost inaccurate estimate in Table 5.5
is the EENS of the IEEE-RTS 79 HW with a relativeoe of 1%. This result shows that
Methodology CSA is an accurate alternative to thele SMCS method for the adequacy
assessment of the composite system of these tiensys

Second, the comparison of the CPU times in Talleéveal that Methodology CSA has
taken 3.96 less minutes than the crude SMCS methobtain estimates of the reliability

indices of the composite system of the IEEE-RTST#8s corresponds to a speed up of
2.40. The similar analysis for the IEEE-RTS 79 Hiows that the speed up obtained is
only 1.67.

It is also worth mentioning that the speed upsiobthare very close to the ratio between
the average time spent by Methodology CSA and thelec SMCS method in the
evaluation of a synthetically simulated year. le tase of the IEEE-RTS 79, this ratio is
2.45 while the same ratio is 1.73 for the IEEE-R/BSHW. The similarity between these
ratios and the respective speed ups proves thatracity to the generating capacity
adequacy assessment, the great majority of theqpeet by the crude SMCS method is in
the composition and evaluation of system states.

Given the accuracy of the estimates of the indpresided by Methodology CSA, it is
expected that the number of CSs that had systetesstéth loss of load and were not
selected for composition and evaluation is insigaiit. Table 5.6 shows not only this
statistic but others collected during the adequassessment of the composite system of
the IEEE-RTS 79 and IEEE-RTS 79 HW by MethodolodyAC This table also contains
the number of CSs sampled that had no transmigsionits in thedown state. Note that
only these CSs are encoded and selected for cotigmoand evaluation using the list of
GSs-1.

Table 5.6 — Statistics of Methodology CSA for tleenposite system of the IEEE-RTS 79 and
IEEE-RTS 79 HW.

Phase Statistic IEEE-RTS 79 | IEEE-RTS 79 HW
A GSs-ladded to the list 9119 8372
B _ CSssampled with 56 526 167 552
failed transmissions circuits
B _ CSssampled without 1 045 080 5 083 630
failed transmissions circuits
B CSsselgcted for evaluation 4628 11 643
with failure system states
B CS_S not se_lected for evaluation 919 957 3322 454
without failure system states
B QSssequted for evaluation 120 480 1749 471
without failure system states
CSsnot selected for evaluation
B . ) 15 62
with failure system states
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The statistics in Table 5.6 referring to the casthe IEEE-RTS 79 show that only 15 of

the 1 045 080 CSs sampled were mistakenly cladsasenot containing system states with
failure. Moreover, 88.5% of the CSs that had nteéatransmission circuits were correctly
classified. To this total contributes the 0.44% G8kected for composition and evaluation
that had failure system states and the 88.03% Q@fsselected for composition and

evaluation that contained no loss of load througlioeir duration.

Now, consider the statistics in Table 5.6 for tR&E-RTS 79 HW. The number of CSs

incorrectly categorized as not having failure systgates is 0.001% of the CSs sampled
that had no circuits in thdownstate. However, the percentage of correctly diasisstates

is only 65.4%, which indicates that a considerablenber of CSs were composed and
evaluated unnecessarily (more precisely, 34.4%efGSs sampled). Given the different
classification accuracies of Methodology CSA foe HEEE-RTS 79 and IEEE-RTS 79

HW, one can conclude that the classification pentorce of Methodology CSA is strongly

dependent on the characteristics of the systenuatea.

5.8.1.2.  Results for the IEEE-MRTS 79

Table 5.7 shows the results of the Methodology G84 the crude SMCS method for the
composite system of the IEEE-MRTS 79. Despite #markable speed up of 4.97 of
Methodology CSA over the crude SMCS method, thedngon of the estimates of the
indices available in this table show importantetiéinces.

As a matter of fact, the relative error of the LOIE15.6%, 3.6% for the EENS, and
20.8% for the LOLF. Some of these errors are grahtn the 5% coefficient of variation
used as stopping criterion.

Table 5.7 — Results of Methodology CSA for the cosife system of the IEEE-MRTS 79.

IEEE-MRTS 79
Methodology CSA | Crude SMCS
LOLE (h/yr) 31.011 36.756
EENS (MWh/yr) 5368.87 5567.57
LOLF (occ./yr) 6.095 7.697
Years Simulated 1042 934
System States Composed 1093 115 8 639 347
and Evaluated
Total CPU Time (min) 22.58 112.20
Phase A CPU Time (min) 0.0115 -
Average CPU Time
Required by Phase B to 1296.86 7205.02
Evaluate a Year (ms)

The statistics collected for the IEEE-MRTS 79 aafalié Table 5.8 shows that the number
of CSs with failure system states that were natctetl for composition and evaluation are
in line with the inaccurate estimates of the religbindices provided by Methodology
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CSA. Accordingly, 0.32% of the 484 380 CSs sampiede incorrectly classified as not
having loss of load. This percentage is considgrgoéater than the equivalent results
obtained for composite systems of the IEEE-RTSI®DIEEE-RTS 79 HW.

Table 5.8 — Statistics of Methodology CSA for tlenposite system of the IEEE-MRTS 79.

Phase Statistic IEEE-MRTS 79
A GSs-ladded to the list 14 646
CSssampled with
B . T o
failed transmissions circuits
CSssampled without
failed transmissions circuits
B CS_sseIr—_)cted for evaluation 4288
with failure system states
CSs not selected for evaluation
without failure system states
CSsselected for evaluation

B without failure system states 54 720

27 139

B 484 380

423 799

CSsnot selected for evaluation
B . . 1573
with failure system states

The reason why Methodology CSA cannot provide ateuestimates of the reliability
indices for the composite system of the IEEE-MRBS</related to the nature of loss of
load events involving transmission circuits. As atter of fact, some authors have
observed that the transmission scenario of the IFIEHS 79 that contributes to the
reliability indices the most was no transmissiortages [5]. As a matter of fact, this
scenario can cause loss of load even if therefficigmt generating capacity to supply the
load. Since the EPSO-based PBM did not take capémitations of the transmission
circuits into account, the information necessaryda&dect the CSs that have sufficient
generating capacity to supply the load but stiltenboss of load is not passed onto Phase B.
For this reason, one can conclude that Methodo@g# cannot be systematically applied
to the adequacy assessment of all composite syst&sna matter of fact, Methodology
CSA can only be used in systems with specific attarsstics, like the IEEE-RTS 79 and
the IEEE-RTS 79 HW, where there the transmissidwork does not have severe capacity
limitations.

5.8.2. Methodology CSB

The classification of the CSs sampled in PhaserBbeadone by analyzing its GS and TS
separately. Accordingly, two lists must be used oantaining GSs-1 and other including
TSs. The list of GSs-1 is created by using the EB8§2d PBM. This search process is
named Phase Al.

Likewise, the EPSO-based PBM can be used to boédist of TSs. This second search
process, which is called Phase A2, assumes thattaite of the generating units is fixed.
Phase Al is used to define the state of the gengrahits in Phase A2. The selection of
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the state of the units is according to two criteFmstly, the capacity of the units in the
state must add to a value as close as possibleet@eaak load. This criterion aims to
emulate the circumstances where outages of trasgmigircuits can lead to the highest
loss of load. Secondly, the probability of occuoerof this GS must be as great as
possible. This second criterion aims to detectGl®that, while complying with the first
criterion, has the greatest probability of occuceerNote that the GS used in Phase A2 is
obtained from a GS-1 which may represent many esfaéés. To select only one of those
states, a random process is carried out. Methogldi®B has two advantages:

* The size of the individuals of Phase Al is equah® number of iid generating units
with equal capacity;

e Only GSs-1 are evaluated in Phase Al (see sectiod.?);

* The state of the generating units is fixed in Ph&&ewhich narrows considerably the
search for the transmission circuits that, wheledican cause loss of load.

On the other hand, this methodology has two disatdgges:

e TSs are evaluated in Phase A2, i.e., the DC OPEedwoe can be required (see
section 2.9.2.2);

» Since the state of the generating units is fixeBhase A2, some transmission circuits
that can cause loss of load when failed might eanbluded in the list of TSs.
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new state for the Update indices’
generating units and 7| test functions
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Y
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Figure 5.10 — Methodology CSB for the compositéesysadequacy assessment.

Figure 5.10 illustrates the sequence of tasks dhitinlogy CSB.

148



Three criteria are used to detect the CSs sampl&ihase B that needed composition and
evaluation. If the string created for the TS igha list of the TSs or if the last system state
evaluated has loss of load, then the CS proceedsmmposition and evaluation. If not, a

string is created for the GS-1 of the CS. If thesand string is one of the keys of the hash
table of GSs-1, the CS under analysis is comporddemaluated. If not, it is considered

that no loss of load occurs throughout the duratibthe CS. Only Strategy C is used to
represent the time-dependent capacity of the géngranits in Phase Al and Phase A2
(see section 5.7.1).

Similarly to Methodology CSA, Methodology CSB wased to obtain estimates of the
reliability indices of the composite system of t&&E-RTS 79, the IEEE-RTS 79 HW and
the IEEE-MRTS 79. All estimates of the annual tality indices obtained have a
coefficient of variation less than or equal to 5@nce again, the simulations were
conducted on an Intel Core i7-2600 CPU (3.40 GW#®thodology CSB and the crude
SMCS were implemented in JAVA language.

The parameters of the Phase Al used are the folgpwi

*  Number of individualsn = 20;

*  Number of replications per individuah = 2;

*  Mutation ratez = 0.4;

e Communication probability? = 0.6;

«  Probability thresholdpmin= 1x10™>;

* Annualized reliability index selected to gauge tbavergence: EPNS;
» Tolerancdor the improvement of the annualized EPNS:0.01;

* Maximum number of generations without significamiprovement on the estimate of
the annualized EPNSIyax= 50.

Conversely, the parameters of the Phase A2 are:

* Number of individualsn = 40;

Number of replications per individuah = 2;

*  Mutation ratez = 0.4;

*  Communication probability? = 0.6;

Probability thresholdpmin= 1x10*

* Annualized reliability index selected to gauge tbavergence: EPNS;
» Tolerancdor the improvement of the annualized EPNS:0.01;

* Maximum number of generations without significamiprovement on the estimate of
the annualized EPNSlyax= 50.
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58.2.1. Results for the IEEE-RTS 79 and IEEE-RTS 79 HW

Table 5.9 shows the results of the application adtiMdology CSB to the composite
system adequacy assessment of the IEEE-RTS 7hanBEE-RTS 79 HW.

Table 5.9 — Results of Methodology CSB for the cosife system of the IEEE-RTS 79 and IEEE-

RTS 79 HW.
IEEE-RTS 79 IEEE-RTS 79 HW
Methodology | Crude | Methodology | Crude
CSB SMCS CSB SMCS
LOLE (h/yr) 10.759 10.823 11.598 11.640
EENS (MWh/yr) 1363.22 1375.40 1492.08 1499.83
LOLF (occ./yr) 2.192 2.198 2.389 2.400
Years Simulated 2247 2251 2343 2347

System States

Composed and Evaluated 3482 867 25 826 393

o)

1801414 20 820 63

Total CPU Time (min) 2.73 6.79 4.40 9.65
Phase A1 CPU Time (min) 0.0125 - 0.0110 -
Phase A2 CPU Time (min) 0.0280 - 0.0732

Average CPU Time
Required by Phase B to 69.26 178.55 98.69 235.52

Evaluate a Year (ms)

Like Methodology CSA, the greatest absolute errbthe estimates of the reliability
indices reported in Table 5.9 is 1%. On the othend) the speed ups obtained by
Methodology CSB were slightly better than the ooeMethodology CSA. As a matter of
fact, the results in Table 5.9 show that the spgedver the crude SMCS method for the
case of the IEEE-RTS 79 is 2.49 while the CPU tgam is 2.19 for the case of the IEEE-
RTS 79 HW (Methodology CSA has obtained a time gdi2.40 for the IEEE-RTS 79
and 1.67 for the IEEE-RTS 79 HW). The superior dpges of the Methodology CSB can
be justified by the fact that, unlike Methodolog$A&, not all CSs with failed transmission
circuits proceed to composition and evaluation.udly, the list created in Phase A2
narrows the number of CSs with transmission cisciitthe down state that are composed
and evaluated in Phase B.

Moreover, despite the fact that remedial actiomghsas generation redispatch and load
curtailment, are applied in Phase A2, Table 5.9shthat the CPU time required by this

phase is residual when compared with the time othbidology CSB or even the time of

the crude SMCS method. Since the state of the gengrunits is fixed in Phase A2, the

search focuses only on the circuits that, if faileh cause loss of load.

Finally, note that Phase A2 depends on the resfilBhase Al. As a matter of fact, the
state of the generating units used in Phase A2 isubicome of Phase Al. For example,
Phase Al found that all generation units with tkeeption of the two 400 MW thermal
units must be in thep state in Phase A2 in the case of the IEEE-RTSr7¢he case of
IEEE-RTS 79 HW, however, one unit of 76 MW, two tsmef 100 MW and two units of
197 MW were used in Phase A2 in th@wvnstate while the others were in thye state.
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Table 5.10 contains the statistics of MethodologyBCfor the composite system of the

IEEE-RTS 79 and IEEE-RTS 79 HW. In addition to tiseial statistics of the classification

process made in Phase B, this table contains thauof GSs-1 and the TSs added to
their respective lists.

Table 5.10 — Statistics of Methodology CSB for teenposite system of the IEEE-RTS 79 and
IEEE-RTS 79HW.

Phase Statistic IEEE-RTS 79 | IEEE-RTS 79 HW
Al GSs-ladded to the list 9119 7932
A2 TSsadded to the list 329 1267
CSssampled 1102 090 5260 106
B CSsselected for evaluation 4818 12 016

with failure system states

B CS_s not se!ected for evaluation 970 191 4505 445
without failure system states

B QSssequted for evaluation 127 063 242 590
without failure system states

CSsnot selected for evaluation
B . . 18 55
with failure system states

The analysis of the results in Table 5.10 for tREE-RTS 79 reveals that 88.47% of the
CSs sampled in Phase B were correctly identifieder&fore, the accuracy of the
classification process of Methodology CSB is simitathe accuracy of Methodology CSA
for the composite system of the IEEE-RTS 79. On dtieer hand, the percentage of
incorrectly categorized CSs for the IEEE-RTS 79 #\W4.12%. The same percentage of
CSs incorrectly categorized by Methodology CSA tioe IEEE-RTS 79 HW is 34.4%.
Hence, the use Methodology CSB permits increasotgonly the speed ups but also the
accuracy of the classification process for composystems with renewable energy
resources like the IEEE-RTS 79 HW.

5.8.2.2.  Results for the IEEE-MRTS 79

Table 5.11 and Table 5.12 contain, respectivelye tbsults and the statistics of
Methodology CSB for the composite system adequasgssment of the IEEE-MRTS 79.
Like Methodology CSA, these tables show that theredges provided by the Methodology
CSB for the indices of the composite system oflHieE-MRTS 79 have significant errors.
As a matter of fact, the relative error of the LOIE15.8%, 5.4% for the EENS, and
20.7% for the LOLF. Yet, the speed up obtained %ad, which is slightly better than the
time gain of Methodology CSA over the crude SMCShuéd.

From the results reported in the last two tableg, @an conclude that the accuracy problem
of Methodology CSA has not been circumvented byhHddblogy CSB. As a matter of
fact, Methodology CSB is not able to identify th8<that have loss of load despite having
sufficient generating capacity to supply the load.
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Table 5.11 — Results of Methodology CSB for the posite system of the IEEE-MRTS 79.

IEEE-MRTS 79
Methodology CSB| Crude SMCS
LOLE (h/yr) 30.948 36.756
EENS (MWh/yr) 5266.45 5567.57
LOLF (occ./yr) 6.104 7.697
Years Simulated 984 934
System States
Composed and Evaluated 1044509 8639 347
Total CPU Time (min) 21.41 112.20
Phase A1 CPU Time (min) 0.0122 -
Phase A2 CPU Time (min) 0.0694 -
Average CPU Time
Required by Phase B to 1297.78 7205.02
Evaluate a Year (ms)

Table 5.12 — Statistics of Methodology CSB for tleenposite system of the IEEE-MRTS 79.

Phase Statistic IEEE-MRTS 79
Al GSs-ladded to the list 9119
A2 TSsadded to the list 1486

CSssampled 483 097
CSsselected for evaluation
. . 5902
with failure system states
B CS_S not se_lected for evaluation 399 702
without failure system states
B QSssequted for evaluation 75 989
without failure system states
CSsnot selected for evaluation
B . . 1504
with failure system states

5.8.3. Methodology CSC

The main advantage of Methodology CSC is:

Phase A is carried out in the space of CSs.

Conversely, its main disadvantage is:
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Since the two methodologies have the same accisagg and similar speed ups, one can
assume that Methodology CSA and Methodology CSRequevalent. However, given that
Methodology CSB has a better time-efficiency, oag conclude that this methodology is
superior to Methodology CSA.

The basic idea of Methodology CSC is to searclafmt collect CSs in Phase A and use the
resulting list to classify the CSs sampled in Phas@hus, the individuals of the EPSO-
based PBM have a size equal to the size of GSathk size of TSs. The representation
of CSs in the EPSO-based PBM is according to seéti6.1.



* CSs are evaluated in Phase A, i.e., the DC OPFefdure can be required (see section

2

9.2.2).

Figure 5.11 depicts the sequence of steps of Methgg CSC. The representation of the
time-dependent capacity of the generating uni®hase A is according to Strategy C.

Phase A - PBM

Phase B - SMCS

Sequential sampling of a
new state for the

Update indices’

generating units and
transmission circuits

no
Has a year been

Composite state

no

search

passed?

Composite state
storage

Composite state

test functions

no
Are all composite
states checked?

Update indices’

identification

Are the
convergence criteria
met?

Proceed to
Phase B

Are the

estimates

no

Are the

evaluation criteria
verified?

System state

composition and
evaluation

convergence criteria
met?

Figure 5.11 — Methodology CSC for the compositéesysadequacy assessment.

The detection of the CSs that needed to composdiwh evaluation is based on two

criteria. If the string created for the CS sampkedne of the keys of the hash table of CSs
or if the last system state evaluated has lossait,Ithe CS proceeds to composition and
evaluation. If the string is not contained in tis, lit is considered that there are no system

states with loss of load throughout the duratiothefCS.

Similarly to methodologies CSA and CSB, Methodol&@fyC was used to obtain estimates
of the reliability indices of the composite systefthe IEEE-RTS 79, the IEEE-RTS 79
HW and the IEEE-MRTS 79. All estimates of the arimahability indices obtained have a
coefficient of variation less than or equal to 5Phe simulations were conducted on an
Intel Core i7-2600 CPU (3.40 GHz). The JAVA langeagas used to implement
Methodology CSC and the crude SMCS.

The parameters of the Phase A used are:

*«  Number of individualsn = 40;
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*  Number of replications per individuah = 2;

* Mutation rater = 0.4;

*  Communication probability? = 0.6;

+  Probability thresholdpmin= 1x10"

* Annualized reliability index selected to gauge tbevergence: EPNS,;
e Tolerancdor the improvement of the annualized EPNS:0.01;

* Maximum number of generations without significamiprovement on the estimate of
the annualized EPNS®ax= 50.

5.8.3.1. Results for the IEEE-RTS 79 and IEEE-RTS 79 HW

Table 5.13 shows the results of Methodology CSC domposite system adequacy
assessment of the IEEE-RTS 79 and the IEEE-RTS \RQ Hrhis table contains the
estimates of the LOLE, EENS and LOLF provided bytielology CSC and the crude
SMCS method for the two test systems.

Table 5.13 — Results of Methodology CSC for the posite system of the IEEE-RTS 79 and
IEEE-RTS 79 HW.

IEEE-RTS 79 IEEE-RTS 79 HW
Methodology | Crude | Methodology | Crude
CSC SMCS CSC SMCS
LOLE (h/yr) 10.518 10.823 10.920 11.640
EENS (MWh/yr) 1333.29 1375.40 1380.71 1499.83
LOLF (occ./yr) 2.145 2.198 2.266 2.400
Years Simulated 2258 2251 2370 2347
System States 1781436 | 20820636 8665976] 25826393
Composed and Evaluated
Total CPU Time (min) 3.02 6.79 5.87 9.65
Phase A CPU Time (min) 0.613 - 0.459 -
Average CPU Time
Required by Phase B to 60.91 178.55 123.18 235.52
Evaluate a Year (ms)

To begin with, the relative error of the LOLE ofethEEE-RTS 79 is 2.8% whereas the
error of the EENS is 3.1%, and the error of the EQ& 2.4%. The same analysis for the
case of the IEEE-RTS 79 HW reveals that the eg@.2% for the case of the LOLE, 7.9%
for the EENS and 5.6% for LOLF. By comparing thesers with the ones obtained by
the other two methodologies for these two test esyst one can conclude that
Methodology CSC has the worst accuracy. Neverteeldse estimates provided by
Methodology CSC are well within the accurate 95%enval of confidence of these
indices. Despite having the poorest accuracy omallhodologies, Methodology CSC can
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provide estimates of the indices of the composystesn of the IEEE-RTS 79 and the
IEEE-RTS 79 HW with tolerable errors.

Secondly, consider the CPU time in Table 5.13 meguby Methodology CSC and the
crude SMCS method to provide estimates of the dnraliability indices. From these

times, one can see that the speed up of Method®@®&Jy over the crude SMCS method is
2.24 for the IEEE-RTS 79 and 1.64 for the IEEE-RBHW. Hence, Methodology CSC
is the one with the lowest speed ups between tiee tinethodologies.

The poorest efficiency of Methodology CSC is causeghart by the greater CPU time
required by Phase A. As a matter of fact, the tregpuired by Phase A of Methodology
CSC is 53.3 times more than the time of Phase Methodology CSA and 15.14 times
more than the combined CPU time of Phase Al andd”A2 of Methodology CSB. On

the other hand, the average time required by PBaseevaluate a year of the IEEE-RTS
79 is 60.91 ms in the case of Methodology CSC, ®%& for Methodology CSB and

72.78 ms in the case of Methodology CSA. This shthas the time lost by Methodology
CSC in Phase A is recovered in Phase B.

The use of the EPSO-based PBM to search in theggaCSs must be done with caution.
A way to avoid spending too much time in Phase Aoisuse information from the
evaluation of CSs to create new individuals. Fastance, if a given CS has a considerable
number of transmission circuits operating clostheor limits, one can remove one of these
circuits at a time to find if the resulting CSs méee requirements to enter the list of
states.

Consider now Table 5.14. This table has the sizdisdf Methodology CSC for the
composite system of the IEEE-RTS 79 and IEEE-RTE&EWQ

Table 5.14 — Statistics of Methodology CSC for ¢henposite system of the IEEE-RTS 79 and
IEEE-RTS 79 HW.

Phase Statistic IEEE-RTS 79 | |IEEE-RTS 79 HW
A CSsadded to the list 49 665 39 457
B CSssampled 1107 394 5320 878
B CSsselected for evaluation 4703 11 414

with failure system states

B CS_s not se!ected for evaluation 978 640 3506 658
without failure system states

B C_Ssselec_ted for evaluation 123 894 1802 050
without failure system states

B CSspot sglected for evaluation 157 756
with failure system states

The results in Table 5.14 show that the number  @ot selected for composition and
evaluation with failure system states is almostifi@s greater than the equivalent statistic
obtained for methodologies CSA and CSB. Luckilg thisclassification of these CSs did
not affect considerably the estimates of the irglice
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Consider also the number of CSs in the respeciste |Accordingly, the size of the lists

created in Phase A of Methodology CSC for the IHEES 79 and IEEE-RTS 79 HW is

considerably greater than the size of the listsG8s-1 and TSs of the other two

methodologies. Even so, the average time requise®tmse A to evaluate one year is
similar to the time reported by the other methodms. Given the fact that the three
methodologies have sampled, composed, and evalaatedjuivalent number of CSs in

Phase B (see Table 5.6, Table 5.10, and Table,5hé)can conclude the performance of
the hash table that implement the concept of littates is not considerably affected by
the number of states contained by it.

5.8.3.2. Results for the IEEE-MRTS 79

Table 5.15 shows the results of Methodology CSCtlier composite system adequacy
assessment of the IEEE-MRTS 79.

Table 5.15 — Results of Methodology CSC for the posite system of the IEEE-MRTS 79.

IEEE-MRTS 79
Methodology CSC| Crude SMCS
LOLE (hlyr) 35.441 36.756
EENS (MWh/yr) 5331.34 5567.57
LOLF (occ./yr) 7.467 7.697
Years Simulated 936 934
System States
Composed and Evaluated 2873954 8639 347
Total CPU Time (min) 53.45 112.20
Phase A CPU Time (min) 5.00 -
Average CPU Time
Required by Phase B to 3102.26 7205.02
Evaluate a Year (ms)

The results in Table 5.15 show that the relativeoreof the estimates provided by
Methodology CSC for the IEEE-MRTS 79 is 3.6% foe ttOLE, 4.2% for the EENS, and

3.0% for the LOLF. The comparison of these erroith the ones obtained by the other
methodologies demonstrates that only Methodolog €&n accurately replace the crude
SMCS method in the estimation of reliability indscef the composite system of the IEEE-
MRTS 79.

As a matter of fact, the EPSO-based PBM is ableapure the CSs that have sufficient
generating capacity to supply the peak load antl s&ve loss of load. Clearly,
Methodology CSC can be used to evaluate all systems

Unfortunately, the speed up obtained of MethodolG®C over the crude SMCS method
is only 2.1. Part of this poor speed up is duehtd minutes required by Phase A. This
result proves that searching in the space of Césiesconsuming.
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Table 5.16 presents the statistics of Methodolo@CCcollected during the composite
system adequacy assessment of the IEEE-MRTS 78xpected, the number of CSs that
had system states with loss of load and were netteel for composition and evaluation is
small but not negligible (0.07% of the total numbéCSs sampled).

Note that, in the case of the IEEE-MRTS 79, thigetyf incorrect classified CSs is less
frequent in Methodology CSC than in the other twetmdologies. This statistic proves
why Methodology CSC is able to provide accuratevestes of the reliability indices of the

composite system of the IEEE-MRTS 79.

Table 5.16 — Statistics of Methodology CSC for ¢benposite system of the IEEE-MRTS 79.

Phase Statistic IEEE-MRTS 79
A CSsadded to the list 73 312
B CSssampled 459 395
B CSsselected for evaluation 6726

with failure system states
CSs not selected for evaluation
without failure system states
B QSssequted for evaluation 191 319
without failure system states
CSsnot selected for evaluation

B with failure system states 331

261 019

Finally, note that the classification accuracy oéthbdology CSC is only 58.8%. This
means that a considerable number of CSs are couh@osk evaluated only to find that
they do not have system states with loss of |daithel number of CSs incorrectly selected
for classification and evaluation can be reduced,speed up of Methodology CSC would
be increased.

5.9. Conclusions

This chapter showed how PBMs can be used to imptloweefficiency of the sequential
MCS method. Since real power systems are tradityomaliable, the majority of the
system states do not have loss of load. Hencem#itbodology proposed in this chapter
relies on a list of states that PBMs make availalblhe end of the search process to help
detect the states sampled by sequential MCS mefiabecheed composition and evaluation.

Basically, the methodology proposed consists of phases. The first phase, which has
been named Phase A, is aimed to create a lisatdssthat cannot supply the peak load. A
PBM based on the EPSO metaheuristic is used tonpetthis task, taking advantage of its
superior capabilities of this metaheuristic to makaroad coverage of the state space. This
list is subsequently used in Phase B, whose cdteisequential MCS method, to enhance
the time-efficiency of the composition and evaloatof system states.

This chapter started with an overview of the teghas reported in the literature to speed
up the composition and evaluation stages of MCShatetNext, a brief introduction to
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metaheuristic optimization was carried out to layvd the foundation for the subsequent
description of the EPSO metaheuristic for singlgciove optimization.

After that, PBMs were formally examined. These mdtcan compute estimates of the
reliability indices based on an intelligent enuntiera process. Due to the inherent
characteristics of PBMs, they always underestintiage correct value of the indices. In
addition, these methods do not guarantee that #tenaes provided are accuracy.
Fortunately, PBMs offer a list with the states tmabst contribute to the annualized
reliability indices as a byproduct. This is lishdae used by the sequential MCS method as
classifier for the states sampled.

To help understand the methodology proposed, tineeqis of generation, transmission

and composite states were introduced. AccordinglyGS includes the state of the

generating units. A TS includes the state of thegmission circuits. Finally, a CS includes

the state of the generation and transmission ¢#cue. it contains a GS and a TS. Each of
these states has a unique code. This code is ettlud a fast access database, which
implements computationally the concept of liststattes.

The methodology proposed was applied to the gangraapacity adequacy assessment of
three power systems that include wind and hydrermittency: the IEEE-RTS 79, the
IEEE-RTS 96 and the IEEE-RTS 96 HW. The resultstiedse experiments showed
noteworthy gains in the time-efficiency of the seqtial MCS method. These gains range
between 2.44 to 4.85. In spite of being incomparablth the gains obtained in the
previous chapter, the methodology proposed is a&blerovide accurate probability
distributions for the reliability indices.

The experiments carried out also showed that teedieategy to model the capacity of the
hydro units and WTGs in Phase A is Strategy D. Asadter of fact, the underestimation
of the capacity of these units makes possible ds¢et savings in net CPU time while
providing estimates of the reliability indices withe lowest errors.

It was also observed that the accuracy of the ifleestson process cannot be easily

controlled and depends on the characteristics efis{istem being evaluated. As a general
but no universal observation, the number of systeates that have no loss of load but still
have to be composed an evaluated should increas@lén to obtain accurate estimates of
the reliability indices.

The methodology proposed was also applied to thgogite system adequacy assessment
of three power systems that include wind and hydtermittency: the IEEE-RTS 79, the
IEEE-RTS 79 HW and the IEEE-MRTS 79. More speciiicahree methodologies were
proposed taking advantage of the fact that a @8ngposed by a GSand a TS.

The first methodology, which was named Methodol@§A, obtained a speed up of 2.4
for the IEEE-RTS 79, a speed up of 1.67 for theHHETS 79 HW and a speed up of 4.97
for the IEEE-MRTS 79. Only in the case of the IEFIRTS 79 were obtained inaccurate
estimates of the reliability indices. For this asMethodology CSA can only be applied
in systems where the loss of load events involtireytransmission network can only be
caused by outages of circuits.
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The second methodology, which was termed Methogolo§B, attained a speed up of
2.49 for the IEEE-RTS 79, a speed up of 2.19 ferlEEE-RTS 79 HW and a speed up of
5.24 for the IEEE-MRTS 79. Like Methodology CSBgtlestimates of the reliability
indices for the IEEE-MRTS 79 are affected by coesadble errors. Bearing in mind that
better speed ups were obtained and that the caundbd inaccuracies observed for the
composite system of the IEEE-MRTS 79 is alike,ah de concluded that Methodology
CSB is better than Methodology CSA.

Methodology CSC, which, unlike the other two methlodies, searches for CSs in Phase
A, has got a speed up of 2.24 for the IEEE-RTSa78peed up of 1.64 for the IEEE-RTS
79 HW and a speed up of 2.1 for the IEEE-MRTS 78teNhat this methodology is the
only one that can provide accurate estimates ofrehability indices for the composite
systems considered. However, since the EPSO-b&kdRakes the search in the space
of CSs, this methodology has the Phase A that tiddeesiost time.

Given the different efficiency and accuracy of theee methodologies, one can conclude
that methodologies CSB and CSC can be used aliteghato evaluate the adequacy of the
composite systems that best fit their charactessti
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Chapter 6

General Conclusions

6.1. Overall Conclusions

It is undeniable that the transition to sustaingbtever systems will create new and

complex problems that need appropriate modeling. [bhg-term adequacy assessment of
the generating capacity and composite system eovegsexamples of such problems. As a
matter of fact, the replacement of thermal genegatinits by intermittent generation can

have an important impact on the adequacy of supidynce, the appropriate modeling of

this type of generation facilities is imperative 8@t the impacts that the intermittent

power can have on the continuity of supply are dablde assessed as accurately as
possible.

Clearly, one of the most suitable tools to assbssadequacy of power systems with
renewable resources is the sequential MCS method. sinthetically generating
operating/repairing times for the components of #ystem, this method is able to
inherently incorporate the fluctuating capacityrefiewable power sources. However, the
modeling flexibility of the sequential MCS methadffset by an important drawback: the
time-consuming sequential sampling mechanism.

As a matter of fact, simulation methods, like threguential MCS method, estimate
reliability indices by counting and analyzing sussige samples of system states. These
samples are drawn according to the stochastic li@hafvthe system. In systems where the
occurrence of the states that contribute to the@sdis rare, the accurate prediction of the
behavior of the system as a whole might requirersicerable number of samplings and,
consequently, a large number of state evaluatibfmeover, most of the evaluations
carried out detect that the most of the states Eahgo not have loss of load, i.e., they are
applied to just to identify a small set of stathattcontribute directly to the reliability
indices, i.e., the failure ones.

Accordingly, the aim of this dissertation is to bza and propose methodologies that can
improve the time-efficiency the sequential MCS noethwhile retaining all its modeling
flexibility and unique results. For this purposeyot approaches can be used: the
improvement of the sampling efficiency and the ioyament of the state evaluation
efficiency. From these approaches, two hypothess® \proposed in the first chapter of
this dissertation.
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The second chapter of this dissertation startedh \&itgeneral introduction on power

systems adequacy assessment. This introduction asizgld the unique features of the
sequential MCS method by distinguishing it fromestimethods that can be used for the
adequacy assessment of power systems. In additlen, sequential MCS method

implemented in the scope of this dissertation wessented in this chapter. Several
experiments were carried out to assess the accwhdpe sequential MCS method

implemented. The reliability indices estimated lrede experiments were compared with
the ones published in the literature. From the ammspns, it was concluded that the
sequential MCS method developed can provide ac@sitmates of the reliability indices

not only for the generating capacity but also fog tomposite system of variants of the
IEEE-RTS 79 and the IEEE-RTS 96 that have hydrtstand WFs.

Given the ability of the sequential MCS method melude accurate models for wind

intermittency, a simple methodology was proposedidtect, in a planning perspective,
whether wind curtailment events are due to therepfoent of operating strategies and/or
load deficit, the failure and/or capacity limits tnhnsmission circuits or the simultaneous
occurrence of both these events. Accordingly, tllewing categorization for these events
was proposed:

 Event A: wind power curtailment due to the enforcementtd inertial constraint
and/or load deficit;

* Event B: wind power curtailment due to transmission cirdailures and/or capacity
limits;

* Event C: wind power curtailment due to the simultaneousuo@nce of events A and
B.

The inertial constraint is a simple model that arte for the dispatching preferences of
system operators when a great share of the gemgreaipacity is intermittent. In simple
terms, this model assumes that a fixed amountaaf foust always be supplied by a given
set of generating units regardless of the houdy leariation.

The different wind power curtailment events undestrategy of maximum use of wind

power were analyzed. It was shown that, for thesadudied, the transmission network
does not limit the use of wind power as severelthasinertial constraint. In addition, the

transmission circuit that limits the use of windwmw the most depends on the loading
status of the transmission network. Note that thisthodology can detect this circuit

automatically.

The analysis of the wind power curtailment everés &videnced that a growing inertial
load involves considerable amounts of wind energyused. Moreover, the experiments
proved that considerable wind power is curtailedrei the inertial load remains constant.
This corresponds to the scenario where the systanhik insufficient to accommodate the
additional wind capacity.

The impact of the wind and thermal technologieshenadequacy of the composite system
was also investigated. On one hand, the experingamtged out proved that if the EAME
is used as performance measure instead of thdléastapacity, WFs can provide lower
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LOLE and EENS than a thermal unit. On the otherdhanwas verified that the same
conclusions are not valid for the case of the LOHENnce, the comparison of these two
technologies in terms of the adequacy of supplgnsfly depends on the performance
measure and the reliability indice selected.

The fourth chapter of this dissertation investigatlypothesis 1, which is:

e Hypothesis 1 the CE method can make the sequential MCS medpptied to power
systems more efficient by sampling and evaluatindy dhe states that are most
important to the estimators of the reliability ioels.

For that purpose, this chapter included a brigbuhiction to the CE method for rare-event
simulation. After that, the equations of the stadd@E optimization algorithm for the
generating capacity adequacy assessment (PCl)awalgzed. This analysis demonstrated
that the optimal IS distribution can be calculatestead of estimated by simply dividing
the annualized indices of different system configions. Consequently, a new CE-based
algorithm (PC2) for the generating capacity wasppsed. The examination of PC2 has
proven that this new CE-based algorithm can caleuthstortions similar to the ones
estimated by PC1 without requiring extra CPU tiGéarly, the straightforwardness of
PC2 is its main advantage.

Chapter 4 also proposed a CE optimization algoriftbnthe composite system adequacy
assessment (PC3). The distorted unavailabilityhef generating units provided by PC3
were compared with the ones provided by PC2 (nbt PC2 can only calculate
distortions for the generating units). This compamni demonstrated that, for the three
variants of the IEEE-RTS 79 evaluated, the distogi provided by PC2 are not very
different from the ones estimated by PC3. Moreovke distorted parameters of the
transmission circuits provided by PC3 have notgmesd significant differences from their
original unavailability. Bearing this in mind anddwing that PC2 is considerably faster
than PC3, an investigation of the CPU time requbgdhe two CE-based algorithms and
the CE/IS sequential MCS was carried out. Thisyammalshowed that the time lost by PC3
is easily recovered in the subsequent CE/IS segdCS method. Without doubt, PC3
is the best choice for accelerating the composjstesn adequacy assessment via the
sequential MCS method. Nonetheless, PC2, whichigeswsimilar speed ups to PC3, can
still be a competitive alternative if one takes intooaict that the implementation of PC2 is
much simpler than the one of PC3.

Four strategies to model the generating units witte-dependent capacity in PC1, PC2
and PC3 have also been proposed in this fourthtehap

e Strategy A — random sampling of realizations of the genegatiapacities from the
annual series;

» Strategy B— computation of the average capacity from theuahseries and use it as
the capacity that the unit provides in thestate;

» Strategy C - selection of the maximum capacity from the ahisesies and use it as
the capacity that the unit provides in thestate;
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» Strategy D — selection of the minimum capacity from the arragaies and use it as
the capacity that the unit provides in thestate.

Strategies B, C and D assume that WTGs do not goderced outages. Strategy A can
only be used in the case of PC1 and PC3 whereategitts B, C and D can be applied in
PC1, PC2 and PC3. The analysis of the CPU timagrextjby the CE/IS sequential MCS
method for the adequacy assessment of the gergicpacity and composite system of
the IEEE-RTS 79 HW, revealed that Strategy C isathe that leads to the greatest speed
ups. Moreover, strategies A and B provide not atyilar distorted unavailability for the
system components but also comparable speed upd) imdicate that they are equivalent.
Finally, the lowest time gains are obtained wheat8gy D is used.

Table 6.1 reviews the speed ups obtained by théSCiequential MCS method over the
crude sequential MCS method for the adequacy assesf the generating capacity of
the IEEE-RTS 79 and the composite system of th&lRES 79 and IEEE-MRTS 79.

Table 6.1 — Summary of the speed ups of the se@®h€S method according to Hypothesis 1.

System Generating Capacity | Composite System
Speed up Speed up
|IEEE-RTS 79 62.5 363
IEEE-MRTS 79 - 336

The drawback of using the CE/IS sequential MCS oukik that the information necessary
to obtain the probability distributions of the eddility indices is lost.

The second hypothesis of this dissertation for owprg the efficiency of the sequential
MCS method consists of:

* Hypothesis 2 The list of states created by PBMs can be useal fast and accurate
selector and pre-classifier for the interestingestao be sampled by the sequential
MCS method.

Differently from the CE/IS sequential MCS metholde tgain in CPU time result from
avoiding the composition and evaluation of systéates that do not have loss of load. The
pre-selection of system states can be done by wmitgmatic classifiers, such as ANN.
However, the classification process explored rameshe list of states provided by PBMs.

The methodology proposed to explore Hypothesis i@sists of two phases. The first

phase, which was named Phase A, constructs aflsates that cannot supply the peak
load. This task is performed by a PBM based orefR80 metaheuristic. The list of states
is subsequently used in Phase B, whose core getiigential MCS method, to decide if the
sampled states should move on to composition aaldi@von.

The core of the methodology proposed is the cosceptgeneration, transmission and
composite states. These are the states searchéuk [lBPSO-based PBM. They are only
saved in the list if they cannot supply the peadland if their probability is greater than
or equal to a given threshold. Subsequently, theesgtial MCS method is used to sample
generation, transmission or composite states agidréspective duration. If they are in the
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list, the load and other time-dependent charatiesiare sequentially followed to form
system states that are evaluated subsequenther &are not, it is assumed that no loss of
load occurs throughout its duration. Obviously, tle¢ gains depends on the time spent
creating the list and on the time saved by usirgy rttethodology proposed instead of
following the traditional state evaluation proceglof the sequential MCS method.

Since the EPSO-based PBM is based on the state-spaiesentation, strategies B, C and
D proposed in Chapter 4 to model the generatings wiith time-dependent capacity can
be also used in Phase A of the proposed methodoldgyexperiments carried out showed
that Strategy D allows the greatest savings in @Rig¢ while providing estimates of the
reliability indices with the lowest errors.

The methodology proposed was applied to the gangraapacity adequacy assessment of
three power systems that include wind and hydrermittency: the IEEE-RTS 79, the
IEEE-RTS 96 and the IEEE-RTS 96 HW. The experimeetgaled significant gains in
CPU time without compromising the accuracy of tiséneates of the reliability indices.
Moreover, it was observed that the accuracy of dlassification process is not easily
controlled and depends on the characteristics eft{tstem being evaluated. As a general
observation, the number of system states that havess of load but still are composed an
evaluated must increase in order to obtain estignaitéhe indices with better accuracy.

The methodology proposed was also applied to thgposite system adequacy assessment
of three power systems that include wind and hydtermittency: the IEEE-RTS 79, the
IEEE-RTS 79 HW and the IEEE-MRTS 79. More specificahree methodologies were
proposed: Methodology CSA, Methodology CSB and Medtiogy CSC. The results
showed that only Methodology CSC is able to proadeurate estimates of the reliability
indices for all composite systems. Alternativeliie tspeed up of Methodology CSB
outperforms that of Methodology CSC when the tramsion system does not cause loss
of load when there is enough generating capacitysupply the load. To sum up,
methodologies CSB and CSC can be used to evahmtdequacy of the systems that best
fit their characteristics.

Table 6.2 — Summary of the speed ups of the seig®dhES method according to Hypothesis 2.

System Generating Capacity| Composite System
Speed up Speed up
IEEE-RTS 79 2.52 2.49 (Methodology CSB)
IEEE-MRTS 79 - 2.1 (Methodology CSC)

Like Table 6.1, Table 6.2 recapitulates the spegesl abtained by using the proposed
methodology instead of the crude SMCS method fer ddequacy assessment of the
generating capacity of the IEEE-RTS 79 and the amitg system of the IEEE-RTS 79
and IEEE-MRTS 79. Moreover, if the classificatiorogess does not fail to detect the
system states that have loss of load (i.e., the tr should be composed and evaluated),
the methodologies developed under Hypothesis Zlaleeto provide accurate probability
distribution of the reliability indices.
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Now consider the results in Table 6.1 and in T&Ze Clearly, the CE/IS sequential MCS
method has the highest speed ups. However, thenatitoclassification of states using the
list provided by the EPSO-based PBM can lead talainpeed ups when the system is
unreliable. Given the fact that the CE/IS sequérd&S method cannot provide the
probability distribution of the reliability indiceshe speed up of 3.36 for the case of the
composite system of the IEEE-MRTS 79 might not bexciting result. Actually, an extra
simulation of the system using the crude sequeh@8& method or Methodology CSC is
required to obtain the probability distributionseaing this in mind, the 2.1 speed up
reported in Table 6.2 is a much better outcomehéf tinique results of the sequential
simulation are to be preserved.

Finally, the improvement of the state evaluatioficefncy is incontestably the best
approach if there is the need to maintain the ahithronology of the system. However,
the probability distribution of the reliability imcks might not add new information if the
system is extremely reliable (the loss of load évanight be so rare that the different
realizations of the indices may not be very fanfrthe average). From this, one may say
that there are systems where the improvement ofs#mpling efficiency is the best
approach and others where spending less time istie evaluation stage actually pays
off. Bearing this in mind, Figure 6.1 illustrates,a simple way, the overall conclusion of
the research work carried out in this dissertatidate that for systems that are neither
reliable nor unreliable, the two approaches catemed up to obtain the best efficiency.

System Adequacy

Evaluation Sampling
Efficiency Efficiency

Less reliable More reliable

Figure 6.1 — lllustration of the general conclusadrthis dissertation.

6.2. Contributions

To the knowledge of the author, this dissertaticas ttontributed to the scientific
knowledge in the following topics:

* A methodology based on the SMCS method that, aleitly the estimation of the
traditional loss of load indices, can detect anthesde indices that characterize wind
power curtailment events;

A simple CE-based algorithm that can calculate dpgmal CE distribution for the
generating capacity adequacy assessment problem,;

* The application of the simple CE-based algorithnthi® composite system adequacy
assessment;

* A CE-based optimization algorithm that can estimtte IS distribution for the
composite system adequacy assessment problem;
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 The use of CE-based algorithms and IS with the SM@&3hod to the adequacy
assessment of the composite system;

e The analysis and identification of the best modglstrategies in the CE-based
algorithms for the time-dependent capacity of taeegating units;

e The use of the list of states provided by the PB&mitelligently categorize the states
sampled by the sequential MCS method;

 The analysis and identification of the modelingastgy for the time-dependent
capacity of the generating units in the PBMs thrat/jgle the most accurate estimates
of the annual reliability indices as well as thghest speed ups of the SMCS method.

6.3. Perspectives of Future Research

Given the broad scope of research topics addressdus dissertation, it is possible to
propose a substantial number of research oppaeariiiat might inspire other authors. As
such, the following lines of research for the resledopic addressed in Chapter 3 can be
identified:

» Evaluation of the wind curtailment indices for alrpower system;
* Analysis of the wind power curtailment events uraéull AC representation;

* Development of an enhanced model that can autoatigtidetect the amount of
inertial load that must-run units have to supplyadanction of the type of units in the
up state;

« The detection of the benefits and drawbacks ofgustoring strategies for the wind
energy not used on the long-term adequacy of thgosite system.

As for the use of the CE method and IS techniquenfwrove the sampling efficiency of
the sequential MCS method, one has identified theviing research opportunity:

* Development of methodology based on the CE/IS SM@&$hod that can provide
accurate probability distributions for the relidtyilindices.

In addition to this stimulating research topic,rthare other interesting applications of the
CE method that need to be made, namely:

* Application CE/IS SMCS method in the evaluatiorited well-being of the generating
capacity and of the composite system;

* Application CE/IS SMCS method in the long-term adsty assessment of the
operating reserve;

Despite the good results reported by the methogolpmpposed in Chapter 5, the
classification process based on the list providgdhe PBMs is in an incipient stage.
Consequently, there is extensive research thatbeadone regarding the application of
PBMs to speed up the SMCS method, such as:
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* Application of the Methodologies CSA, CSB and CSCthe composite system
adequacy assessment of a real power system;

* Development of a new methodology that can mergdémefits of Methodology CSB
and CSC, i.e., that can keep the speed ups of Melbhgy CSB and be applied to all
composite systems;

* Using the EPSO-based PBM to train a pattern retiogniechnique, like the ANN or
GMDH, to test if these techniques can replace irefficient way the classification
process made by the list of states.

Finally, the last topic of research proposed irs thection consists of combining the
classification methodologies proposed in Chaptertb the CE/IS SMCS method to create
a hybrid methodology which will hopefully obtain ezv better speed ups over the crude
SMCS method.
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