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Abstract

Online advertising is the main source of revenue for most Web sites, and is a business
that moves millions of dollars. However, it soon became a target of fraudulent activities,
where the most common type of such activities is known as click fraud.

AuditMark is a company that provides web auditing services for online advertising
campaigns. This company gives their clients detailed reports on the quality of their web
site’s traffic originated from ad campaigns.

The main motivation behind this dissertation is to tackle the click fraud problem,
which affects more and more companies. Several approaches to detect click fraud have
already been proposed. Even so, these are not capable of detecting click fraud techniques
that are likely to cause deviations in normal traffic patterns. The goal of this dissertation is
to propose a new click fraud detection approach that detects these click fraud techniques,
exploring Web Usage Mining methods. The result consists of a proof-of-concept devel-
oped to prove the applicability of these techniques in this specific domain. The proposed
approach is able to detect these click fraud techniques, and follows a methodology based
on unsupervised methods commonly employed in fraud detection scenarios.

In this approach, the use of synthetic data was required for the validation process.
The used generated dataset includes both valid and invalid traffic, where the former was
created to mimic the behavior of common click fraud techniques. The dataset contains
the clickstream data over a time period. This time period is analyzed using a statistical
analysis to model the base distribution (normal traffic pattern) and then detects deviations
(outliers) from this distribution. These deviations are analyzed to characterize any pos-
sible click fraud attacks. This information is used to differentiate the clicks that caused
the deviation from those that belong to the base distribution, using clustering techniques.
Each clustering run results in a chosen cluster containing the suspicious clicks. For each
cluster that is selected as being suspect of an attack, a suspicion score is given to all its
elements. The results are then evaluated using a set of metrics commonly used in fraud
detection problems.

By analyzing the experimental results, it is considered that this methodological ap-
proach is valid, accurate and robust. Even though the tests were conducted in a simulated
environment, they demonstrated that the methodological steps are capable of detecting
click fraud techniques that cause deviations in normal traffic patterns. Therefore, the
main goal is accomplished. Web Usage Mining techniques were succesfully employed to
the click fraud detection problem, and proved to be extremely useful in this context. A
functional prototype was developed, which serves as proof-of-concept. However, only a
small portion of the full potential of Web Usage Mining was explored, and much more
work can be done in this specific area.
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Resumo

O mercado da publicidade online é a principal fonte de lucros da maioria dos Web sites, e é
um negócio que movimenta milhões de dólares. No entanto, tornou-se alvo de actividades
fraudulentas, cujo tipo mais frequente é conhecido como click fraud.

A AuditMark é uma empresa que fornece serviços de auditoria Web para campanhas
publicitárias online, disponibilizando aos seus clientes relatórios detalhados acerca da
qualidade do tráfego dos seus Web sites, proveniente de campanhas publicitárias.

A principal motivação desta dissertação é combater o problema da click fraud, que
afecta cada vez mais empresas. Diversas abordagens foram propostas para detectar click
fraud, mas nenhuma é capaz de detectar técnicas de click fraud que causam desvios nos
padrões de tráfego normais. O objectivo desta dissertação é propor uma nova abordagem
de detecção de click fraud que detecte estes tipos de click fraud, explorando técnicas de
Web Usage Mining. O resultado é uma prova-de-conceito desenvolvida para demonstrar
a aplicabilidade destas técnicas neste domínio específico. A abordagem proposta é capaz
de detectar estes tipos de click fraud, seeguindo uma metodologia baseada em métodos
não supervisionados frequentemente aplicados en cenários de detecção de fraude.

Nesta abordagem, foi necessário o uso de dados sintéticos para o processo de val-
idação. O dataset gerado utilizado inclui tráfego válido e inválido, onde o último foi
desenhado para imitar o comportamento de técnicas comuns de click fraud. O dataset
contém dados de clicks efectuados durante um período de tempo. Este período de tempo
é analisado estatisticamente para modelar a distribuição base (padrão de tráfego normal)
e detectar desvios (outliers) desta mesma distribuição. Estes desvios são analizados para
caracterizar possíveis ataques de click fraud, e esta informação é usada para diferenciar
os clicks que causaram o desvio daqueles que pertencem à distribuição base, usando téc-
nicas de clustering. De cada vez que o clustering é executado, um cluster é escolhido
como sendo suspeito de conter um ataque e um score de desconfiança é atribuído a todos
os seus elementos. Os resultados são então avaliados usando um conjunto de métricas
normalmente utilizados em problemas de detecção de fraude.

Analizando os resultados experimentais, a abordagem metodológica é considerada
válida, precisa e robusta. Apesar dos testes terem sido executados num ambiente simu-
lado, estes demonstram que os passos metodológicos são capazes de detectar técnicas de
click fraud que causam desvios nos padrões de tráfego normais. Assim sendo, o objectivo
desta dissertação foi cumprido. Técnicas de Web Usage Mining foram empregues com
sucesso para o problema que é a click fraud, e provaram ser extremamente úteis neste
contexto. Um prótótipo funcional foi desenvoldido, que serve de prova-de-conceito. No
entanto, apenas foi explorada uma pequena parte do potencial do Web Usage Mining, e
ainda há muito trabalho que pode ser feito nesta área específica.
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Chapter 1

Introduction

Currently the Internet is a way of communication that companies increasingly use as
part of their marketing and advertising strategies. Online advertising is the main source
of revenue for most websites. Giants such as Google, Yahoo and Microsoft are currently
considered the main online advertising agencies, and move millions of dollars in this huge
business. However, due to the enormous amounts of money involved it soon became a
target of fraudulent activities. Probably the most common type of such activities is known
as click fraud. According to Google, click fraud are "any clicks or impressions that may
artificially inflate an advertiser’s costs or a publisher’s earnings". These are also known
as "invalid clicks", and cause great losses to advertisers. Since the main business model is
pay-per-click (PPC), advertisers pay for each click that is made on their ads. This means
every click has to be paid, whether it’s legitimate (valid) or not.

AuditMark is a company that provides web auditing services for online advertising
campaigns. This company gives their clients detailed reports on the quality of their web
site’s traffic originated from ad campaigns. This information allows its customers (i.e.
advertisers) to manage their advertising campaign the best way.

1.1 Motivation

The main motivation behind this dissertation is to tackle the click fraud problem, which
affects more and more companies. It is responsible for great losses in online marketing
campaigns and companies search desperately for solutions. Several approaches to detect
click fraud have already been proposed. In [GGJR06, PZCG10], methods for fighting
malicious scripts responsible for invalid clicks are proposed. [DSTT07, SGJ07, CL07]
performed studies on botnets, a common tool used by fraudsters. Other suggestions and
detection systems to address the click fraud problem can be found in [MKR07, JSJ07,
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Introduction

KWW+08, ZG08]. The problem is complex and undergoes constant evolution. Fraudsters
are constantly inventing new ways of bypassing existing countermeasures, and detection
systems must constantly be improved to detect new types of fraud. Thus, the difficulty of
solving this problem increases as the sophistication level of new fraud methods increase.
Developing an approach that successfully detects all kinds of attacks is destined to failure.
The problem must then be solved using a "divide and conquer" strategy. By combining
different techniques specialized in detecting different types of click fraud, the probability
of detecting a larger portion of fraud is greater.

1.2 Aim and Goals

The aim of this dissertation is to propose a new click fraud detection approach, exploring
Web Usage Mining techniques. The result is as a proof-of-concept developed to prove
the applicability of these techniques in this specific domain. This approach is able to
detect some types of click fraud attacks that cause a deviation in the underlying traffic
patterns of the analyzed web site. These types of attacks are the ones that cause greater
losses, because of the larger number of performed clicks in each attack. Examples are
botnet attacks (also related to Distributed Denial-of-Service(DDoS) attacks), click farms
and affiliated networks of people paid to perform click fraud.

AuditMark is able to analyze its customers’ (advertisers) web traffic by using the Au-
ditService auditing platform. To do so, a JavaScript call to the AuditService data collec-
tion module is inserted in the customer’s website code. This call is inserted on the landing
pages (pages to where the ads point to), and triggers the data collection process. Then, for
each click made on the customer ads, the information about the visitor is gathered to be
analyzed later. This information allows the characterization of the visitor who performed
each click (e.g. operative system, Web browser, geographic location, user language and
screen resolution). The analysis of this information results in the attribution of a score to
each click. The score is then used to measure the analyzed website’s traffic quality. So
far, the clicks are analyzed individually and the context relative to the underlying traffic
patterns is ignored. This thesis proposes to incorporate the usage of Web Usage Mining
techniques into the AuditService platform. By analyzing the traffic patterns of the web-
site, these techniques allow the detection of deviations from the normal traffic patterns.
These deviations consist of sets of clicks, that when analyzed individually would be com-
pletely valid. However, when analyzed considering the website’s normal traffic patterns
they reflect a deviation which can be considered a potential organized attack. These or-
ganized types of click fraud are not detectable using the current techniques used by the
AuditService.

The final result of the present work is a functional prototype for an automated analysis
software tool, to be integrated in the AuditService afterwards. This software tool will be

2



Introduction

added to the existing family of data processing plugins of the platform, where each one
explores a different analysis approach, is fully independent and contributes to the final
traffic quality score.

The general goal of this dissertation research is, in a nutshell, to develop a solution that
detects click fraud attacks which cause deviations in normal traffic patterns of a website,
exploring Web Usage Mining techniques.

1.3 Methodological Approach

In this approach, the use of synthetic data was required for the validation process. In a
click fraud detection scenario, proving the validity of a given click depends mostly on
the context and is sometimes impossible. When analyzing real web traffic data, there is
never absolute certainty that a click is in fact invalid or valid. Also, it is not possible
to hire fraudsters to commit fraud on a given web site and then report back, the doubt
remains. Using synthetic data it is possible to compare the result of the analysis with the
correct answer known apriori to be correct. Therefore, to evaluate the performance of the
proposed solution, a generated dataset was used as input for the analysis. The generated
dataset includes both valid and invalid traffic, where the former was created to mimic the
behavior of common click fraud techniques. These include single person attacks, click
farms, affiliated networks, automated-click tools and botnets.

The generated dataset is created using a traffic simulator developed for this purpose.
A set of clicks is generated between two dates using stochastic methods, and a simulation
log file is outputted. This log file is then used to perform the clicks, simulating a real
scenario. A web page is designed to emulate several ads, which lead to the landing page
containing the call to the AuditService collection module. The data relative to each click
is then collected by the AuditService collection module and saved for posterior analysis.
This data contains some additional information about the type of click (valid or invalid),
for validation purposes. Some preprocessing is made on this generated dataset, which
leaves it ready for the first step of the analysis.

The data between the two dates used for the traffic generation constitutes then the anal-
ysis time period for the remaining process. This time period is then split into several time
windows, which are then overlapped. By overlapping the windows it becomes possible to
analyze the traffic patterns that repeat over time. These time windows are split once more
into smaller time slices called time units, to enable the comparison between equivalent
periods across all time windows. Analysis subsets are then formed by grouping together
each time unit from all time windows. Consider that the analysis time period was one
month (e.g 30 days), the time window was set to one day, and the time unit was set to
one hour. This analysis time period data would be divided into 30 different time windows
(days), and then each time unit would be divided into 24 time units (hours). An example

3
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of an analysis subset could be the 30 time units corresponding to the 13:00 to 14:00 (1
hour), from all the time windows (days). One can see that each of these analysis subsets
will contain the traffic pattern during each hour (time unit), for every day (time window)
of the month (analysis period).

Once the analysis period is divided into these analysis subsets, a statistical analysis
models the base distribution (normal traffic pattern) and then detects deviations (outliers)
from this distribution. Given that the base distribution is not know apriori, it must be
modeled using the data itself. Basing the statistical analysis on the central limit theorem,
the base distribution of each analysis subset is considered to be approximately normal.
This enabled the usage of a statistical test designed for normal data, the modified z-score
test. In a modified z-score test the z-score is determined based on outlier resistant esti-
mators. The median and the median of absolute deviation about the median (MAD) are
such estimators. Using these estimators, the median is considered to be the mean value
that characterizes the base distribution. The modified z-score test is then applied and the
outliers are labeled when they have a z-score greater than a defined threshold. This outlier
detection method is applied in several dimensions of the data: absolute number of clicks,
number of clicks per os, number of clicks per web browser, number of clicks per country
and number of clicks per referrer. The results are deviations from normal traffic patterns,
each one in a specific point in time of the analysis period, with specific characteristics.
These deviations are now considered suspicious attacks of click fraud.

After the deviations have been detected in all time units and all dimensions, they are
analyzed to characterize the suspicious attacks. This analysis groups dimensions that
have a similar amount of deviation when compared to the base distribution. By doing
so, only those deviations that really characterize the possible attack are grouped. The
result of this attack characterization is a set of pairs attribute=value, where the attribute is
the dimension, and the value the category of the dimension responsible for the deviation.
It also contains an estimate of the amount of clicks that caused the deviation (possible
attack size). Once all deviations are analyzed and the possible attacks characterized, this
information is used to try and separate the clicks that caused the deviation from those that
belong to the base distribution.

To differentiate the clicks that caused the deviation from those that belong to the dis-
tribution, a clustering algorithm is used. First, the complete data corresponding to each
deviation time period (the time unit of the time window) is retrieved from the database and
preprocessed. Each deviation data forms a dataset. Then, using each deviation analysis
result, the clustering algorithm is configured accordingly and is applied to the respective
dataset. From the resulting cluster set, a cluster is selected if it is sufficiently similar to
the suspicious attack characteristics. This is done by comparing each cluster size with the
estimated deviation amount, and its attribute values with the attack characteristics (pairs
attribute=value).
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For each cluster that is selected as being suspect of an attack, a suspicion score is given
to all its elements. This score can me seen as a measure of traffic quality expressed in
percentage, where 100% corresponds to a completely valid click, and 0% to an undeniable
case of click fraud. The current score formula is quite simple and is calculated based on
the similarity between the selected cluster size and the estimated attack size. If the cluster
size is less or equal than the estimate size it is considered to contain the entire attack and
a score of 0% is given. On the contrary, if the cluster size is greater than the estimate
it is considered to contain false positives (valid clicks detected as invalid) and the score
is computed as score = estimated size / cluster size. For instance, if the estimated attack
size was 50 and the cluster had 100 elements, the resulting score would be 50%. Thus,
this reflects the "certainty" that the solution has that those clicks are in fact invalid. Even
though this scoring formula is extremely simple, it proved to be quite robust during the
experiments as can be seen in Chapter 4.

When the detection process ends, the result is a set of clicks marked as being suspect of
fraud, each one with a suspicion score. The final step of the methodology lies in validating
these results. As mentioned above, the type (valid or invalid) of each click is already
contained in the data. Analyzing this set of clicks, one can know the exact amount of:
invalid clicks correctly marked as invalid (true positives); valid clicks incorrectly marked
as invalid (false positives); valid clicks correctly marked as valid (true negatives) and
invalid clicks correctly marked as valid (false negatives).

These amounts enable the calculation of performance metrics and the validation of
the detection process. Considering that in a real life scenario one wouldn’t have the infor-
mation about the type of each click, the suspicion scores are also used as a performance
metric. Since the suspicion scores are only altered for the the clicks marked as being
invalid, the average scores for both true positives and false positives are computed and
evaluated. All the clicks that are not marked have 100% scores, and would not bring any
information for this analysis.

The steps described here summarize the methodological approach proposed in this
dissertation. A complete description of the methodology can be found in Chapter 3.

1.4 Expected Contributions

This dissertation proposes to study a given website’s underlying traffic patterns, from a
statistical perspective. The normal traffic patterns of the website are modeled and ab-
normal deviations are detected. The detection of these deviations allows the usage of
clustering methods that mark those clicks that are likely to have caused the deviations.
These abnormal deviations in a website’s traffic patterns may be the reflection of fraud-
ulent activity. Without looking at these patterns, these fraudulent activities could pass
unnoticed and cause severe losses to the advertisers who own the websites.
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The contributions of the dissertation, can be summarized as follows:
1 - Propose a novel approach enabling the detection of some types of click fraud

previously undetectable by current methods. To do so, the normal traffic patterns of the
website are modeled and then deviations are detected. These deviations are then analyzed
to characterize possible click fraud attacks. Together with these characterizations, the
clicks contained in the deviation time period are clustered in order to differentiate the
clicks that caused the deviation from those that belonged to the base traffic pattern. Once
the clicks are differentiated they are given a suspicion score according to the system’s
certainty that they in fact contain a click fraud attack.

2 - The development of a robust traffic simulator to generate datasets including both
valid and invalid traffic. All traffic is generated stochastically, and the distributions are
completely configurable. Valid traffic is generated using statistical distributions observed
in real traffic, and invalid traffic is created to mimic the behavior of common click fraud
techniques. It can be seen as a click fraud penetration testing system, having some of the
properties recommended in [KTP+09]. These are Isolation (does not influence real adver-
tisers, publishers, and users), Resource Emulation (provide virtual resources to conduct
more powerful attacks), Virtual Time Compression (speed up simulation time of attack)
and Traffic Composition (complete control over the traffic).

1.5 Structure of this Dissertation

In Chapter 2, it is provided a background review of the related work in generic fraud
detection, click fraud detection, Web usage mining and AuditMark’s auditing platform,
AuditService. Chapter 3 presents the proposed methodology for detecting some types
of click fraud. Chapter 3 also contains some implementation details of the solution, and
describes the traffic simulator developed to generate the used dataset. It also includes
the evaluation methodologies for assessing the performance of the solution. The results
obtained from the experiments conducted to test and validate the approach are presented
in Chapter 4. Concluding remarks and extension are presented in Chapter 5.
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Chapter 2

Related Work

The aim of this dissertation is to propose a new Click Fraud detection approach, exploring
Web Usage Mining techniques. Online advertising is the main source of revenue for
most websites, and the problem known as Click Fraud causes major losses. Web Usage
Mining techniques capture patterns relative to the web users. Therefore, they are capable
of detecting those patterns that characterize fraudulent behaviour in the online advertising
context. By analyzing the advertiser’s web traffic click-stream data, these techniques
present a great potential for fighting Click Fraud.

This dissertation was inserted in the context of a company named AuditMark. Audit-
Mark is a company that provides web auditing services for online advertising campaigns.
To provide such services, the advertiser’s web traffic is analyzed using the AuditService
auditing platform. The goal of this dissertation is to create a Click Fraud detection soft-
ware module exporing Web Usage Mining techniques. This software module will be
integrated in the AuditService platform. Thus, a brief description of the AuditService
platform and its architecture is described in Section 2.1. Given this is a Fraud Detection
problem, Section 2.2 presents a detailed study on this subject. It contains commonly used
techniques for fraud detection, major types of fraud and commonly used metrics. Sec-
tion 2.3 presents a detailed review of the Click Fraud problem, as well as some existing
approaches. A complete review of the state-of-the-art in Web Usage Mining is presented
in Section 2.4. This review contains the commonly used methodology, techniques and
applications of Web Usage Mining. Section 4.8 presents some final remarks about the
study of the related work.

2.1 AuditMark’s AuditService

AuditMark is a company that provides web auditing services for online advertising cam-
paigns. This company gives their clients detailed reports on the quality of their web site’s
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traffic originated from ad campaigns. This information allows its customers (i.e. adver-
tisers) to manage their advertising campaign the best way.

The AuditService is the platform that enables auditing the advertiser’s web-traffic. By
analyzing each web site’s click-stream data, the AuditService outputs detailed reports on
the quality of the audited traffic. The process to do so starts in data gathering and storage,
passes thru a data processing phase and ends in result visualization. Due to the amount of
data gathered, special attention was given to the architecture.

This section briefly describes the AuditService. The level of detail is kept to a mini-
mum, to at the sime allow the reader a good perspective of the context, without compro-
mising any proprietary information.

2.1.1 Architecture

Figure 2.1: AuditService’s Architecture Diagram

The AuditService has a layer-based architecture with three layers, as can be seen in
Figure 2.1. The module marked in red is where the solution will be deployed. Each layer
can be summarized as follows:

• AuditPI Client Applications Layer: This layer contains applications that use the
AuditPI Layer’s services. Exaples of AuditPI clients can be Data-Processing Plug-
ins, and business related applications such as Billing and Reporting.
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• AuditPI Layer: the AuditPI is the service framework. It is the most important part
of the service and includes functions such as transparent distributed database access,
data processing orchestration, message queuing system, event scheduler, etc.

• Data-Collection Layer: includes one or more components that implement web-
traffic data collection methods. The two main data collection methods are Tag-based
Data Collection and Log-based Data Collection. The former requires embedding in
the customer’s web page a JavaScript call to the AuditService. The latter can be
done offline. The customer only has to send the server log file.

To assure scalability, effectiveness and efficiency the service is run in a cluster where
each machine runs an instance of the Data-Collection, an instance of the AuditPI
Framework and a given number of AuditPI clients. Special attention is given to
the AuditPI Client Application Layer and the Data Collection Layer. In the first
layer is where the actual detection process takes place. The Data Collection Layer
is where the data is collected using the Tag-Based Collection module. The main
component of the Tag-Based Collection module is the Java Interaction Code, which
is responsible for the collection of data using JavaScript interactions.

2.1.2 AuditPI Client Applications Layer

As referred before, the AuditPI Client Applications Layer consists of either Data-Processing
plug-ins or Business related applications. These plug-ins can be just to process data, or
they can also be responsible for performing other administrative tasks such as billing,
accounting, maintenance, and support. To our problem we will consider only the Data-
Processing plug-ins. These can be either auditing plug-ins or processing support plug-ins.
The first are the ones who perform the real auditing and the latter aid the others in a given
task.

2.1.2.1 Data Processing Plug-in (DPP)

Given this, a Data Processing Plug-in (DPP) can be defined as the component responsible
for processing data and performing the necessary auditing in the AuditService framework.
Each DPP runs independently from the others, and explores a different click fraud detec-
tion approach. For each set of clicks being analyzed, each DPP produces a traffic quality
score. The scores from all DPP’s are then used to produce the final score for each click.
This gives the system more robustness. The detection errors (wrong scores) of each DPP
are attenuated by the scores from the remaining DPP’s. The goal of this dissertation is to
develop a DPP, that explores Web Usage Mining techniques. It must also contribute with
it’s own independent traffic quality score.
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2.1.3 Data-Collection Layer

As its name implies, this layer is responsible for collecting the data to be used by the
remaining modules of the application. It has two data sources, namely Tag-Based Data
and Log-Based Data, as said before. It then hosts a series of Data-Collection plug-ins that
operate on this data, for the most distinct tasks. Currently the Log-Based Data Collection
module is not being used. The reason is that there is a possibility that the advertiser
(client) itself can manipulate the logs. By modifying its own logs an advertiser could
"create" invalid traffic, to later claim some sort of refund to the ad provider. The Tag-
Based Collection cannot be manipulated since the data is collected directly from each
click and saved directly on the database.

2.1.3.1 Tag-Based Collection and AuditService’s JavaScript Interaction Code (JIC)

Since the Log-based Data Collection module is deactivated, the only source of data is
the Tag-based Data Collection. This component is responsible for capturing the HTTP
requests of the Tag-Based interaction between the AuditService Server and the remote
browser that’s accessing the client’s website. It acts as a pseudo-proxy in order to avoid
the data from being manipulated. This ensures that the collected data corresponds exactly
to reality. The main technology behind this module is known as JavaScript Interaction
Code (JIC). This is a mechanism that collects click information to assist auditing. It’s
called JIC because it is an interaction between the user’s browser and AuditService, co-
ordinated by JavaScript code. The code is executed in rounds, where each round collects
some information and triggers the next round. In the first round a unique id is created
and some information is retrieved using JavaScript. In the end of the first round the script
checks if the client has flash support and if so a flash object is also executed on the client.
This will allow retrieving more information on the 2nd round, besides the one gathered
by JavaScript. This process is highly dynamic, with each JS round being dynamically
generated using PHP.

As JavaScript runs on the visitor’s side, JIC includes a number of obfuscation tech-
niques to difficult reverse engineering of the code and therefore any countermeasures to
adulterate the information sent. The audited page must include a call to the 1st Round
script where the interaction is triggered. At least one call to the script has to be made on
the index page (current situation), but ideally all the web site pages should contain a JIC
call. If every page contained a JIC call, valuable information about each user’s session
would be collected. This way other techniques could be applied in order to obtain richer
patterns, such as sequential and navigational patterns.
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2.1.3.2 Data collected by the AuditService (JIC)

JIC uses different methods to extract as many information as possible from the web
page visitors. These methods include JavaScript, Flash(when available) and Java. Us-
ing JavaScript several HTML DOM Objects can be accessed. Each DOM object can
have their properties retrieved, as well as their public methods invoked. These objects are
for instance Navigator, Screen, Document and Window. The Navigator object contains
properties relative to the user’s browser. The retrieved properties are userAgent, appCo-
deName, appName, appVersion, platform, language, among others. The Screen object
contains definitions about the user’s screen. For instance, properties like height, width,
colorDepth, pixelDepth are extracted. The Document object contains information relative
to the HTML document loaded by the browser. Properties such as selectedStyleSheetSet,
preferedStyleSheetSet, compatible, actualEncoding, documentReferrer are retrieved. The
Window object represents an open window in a browser. Some of the properties extracted
are frame, length, java and getSearchEngine. These properties have String data type.
However, the final data has additional binary values for each property that are 0 when the
string is null and 1 otherwise.

If the user’s browser has Flash installed, it allows the extraction of several other at-
tributes. Examples are userhasAudio, userhasPrinting, userOS, userScreenX, userScreenY,
userDPI, useravHardwareDisable. The value types of these attributes can be String, Int or
Boolean.

Finally, if the client has Java installed, thru the Java Virtual Machine (JVM) many
more data about each visitor can be retrieved. These include Java system properties
such as java.runtime.version, java.vendor, java.specification.version, os.name, os.version,
http.agent, user.name, user.language, user.timezone, user.country, getHostAddress, getH-
ostName among many others. The value types are normally of String type, but binary
values are as well defined for some attributes in the same way as JavaScript properties,
mentioned above. However, currently the JIC is not collecting any data thru the client’s
JVM. The main reason is that the JVM was too slow retrieving the information. This
severely affected the page loading times, and therefore was removed until the JIC’s Java
module is optimized.

2.2 Fraud Detection

Fraud can be defined as the use of false representations to gain an unjust advantage. It is as
old as humanity and can take an unlimited number of forms. Although, the recent devel-
opments in technology that enabled today’s global communication network also allowed
even more ways for criminals to commit fraud. Classical types of fraudulent activities
such as money laundering became easier to commit and new forms of fraud emerged,
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such as mobile telecommunications fraud, computer intrusion, and click fraud. There are
normally two ways to fight fraud, fraud prevention and fraud detection. Fraud detection
comes into play once fraud prevention has failed. However, fraud detection must always
be used since the system is normally unaware that fraud prevention has failed. Given
that fraud prevention measures are out of scope for this thesis, they will not be further
discussed.

Fraud detection has been implemented using a large variety of techniques. It con-
sists of identifying fraud as quickly as possible once it has occurred, which requires the
detection module to be accurate and efficient. It is a constantly evolving field because
whenever a detection method becomes known, criminals will adapt their strategies or cre-
ate new ones. Even so, new criminals are always entering the field and will not be aware
of the current fraud detection methods. Thus, they will tend to adopt "old" strategies that
lead to identifiable frauds. This means that the earlier detection tools need to be applied
as well as the latest developments. Yet, developing new fraud detection methods becomes
more difficult because the exchange of ideas in fraud detection is severely limited. It
makes perfect sense, considering that if these techniques were described in great detail
in the public domain, criminals would have the information they need to evade detection.
The data is usually highly skewed, which means that the observations relative to fraud are
very little when compared to the remaining observations.

This chapter summarizes several recent statistical and data mining techniques for de-
tecting fraud. The most known types of fraud and common metrics used in this field are
also described.

2.2.1 Fraud Detection Methods

Statistical and data mining fraud detection methods can be supervised, unsupervised or
hybrids. Supervised methods are commonly employed when samples for both fraudulent
and non-fraudulent records exist. These samples are then used to construct models which
later assign new observations into one of the two classes. Obviously, it is required a high
level of confidence about the true classes of the original data. In addition, these models
are only able to detect frauds of a type which have previously occurred.

Unsupervised methods usually search those records (customers, accounts, etc) which
differ most from the norm. Alarms are generated so that these records, commonly known
as outliers, can be examined more closely. Outliers can be seen as nonstandard obser-
vations, which can have many other causes other than fraud. Because of this, detected
outliers cannot be directly marked as being fraud. Rather, the analysis should generate
alerts when an anomalous observation has occurred, or is more likely to be fraudulent.
This way it can be investigated in more detail, and avoid a potential detection error.
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Furthermore, combinations of several methods are explored in the hope of improving
overall results. These combinations are called hybrids, and combine methods of the same
or different types (supervised/unsupervised). The main objective is to use each method’s
positive aspects while minimizing its negative aspects’ influence on the final outcome.

2.2.1.1 Supervised Methods

These techniques require knowledge of positively identified cases of fraud and legitimate
actions (observations). This information is essential in order to build the models, which
require the class to be provided to the learning phase of the algorithms. These models
then produce a suspicion score for new cases. Examples of commonly used supervised
learning algorithms are Neural networks, decision trees, rule induction and support vec-
tor machines (SVM). Some important considerations have to be made when building a
supervised model for fraud detection. Uneven class sizes and different costs for different
types of errors are two of these considerations. The costs of investigating observations
and the benefits of identifying fraud must be also considered. Another common problem
is that class membership may be uncertain. Fraudulent observations can be labelled as
legitimate since they are not known and/or legitimate observations might be misreported
as fraudulent.

A three-layer, feed-forward Radial Basis Function neural network was used by [GR94]
to detect credit card transaction fraud. It only needed two training passes to produce a
fraud score in every two hours for new transactions. [BKJ03] used a multi-layer neu-
ral network with exponential trace memory to detect temporal dependencies in synthetic
Video-on-Demand log data. Fuzzy neural networks on parallel machines to speed up rule
production for customer-specific credit card fraud detection were proposed in [SZP02].
A comparison study between the performance of a neural network and a bayesian net-
work, for credit transactional fraud detection can be found in [MTVM02]. The used
algorithms were STAGE for the bayesian network and back-propagation for the neural
network. SVM ensembles with bagging and boosting with aggregation methods were
proposed in [KOO03] for subscription fraud.

Decision trees, rule induction, and case-based reasoning have also been used. A sys-
tematic data selection to mine concept-drifting, possibly insufficient, credit card data
streams was introduced in [Fan04]. With the same credit card data, [WFYH03] proposes
a pruned classifier C4.5 ensemble which is derived by weighting each base classifier ac-
cording to its expected benefits and then averaging their outputs. It is demonstrated that
the ensemble will most likely perform better than a single classifier which uses exponen-
tial weighted average to emphasize more influence on recent data. [RMN+99] presents a
two-stage rules-based fraud detection system. It starts by generating rules using a modi-
fied C4.5 algorithm and then sorts the rules based on accuracy of customer level rules to
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select them based on coverage of fraud of customer rules and difference between behav-
ioral level rules. It was applied to a telecommunications subscription fraud. A boosted
C5.0 algorithm was used by [BGMP99] on tax declarations of companies. [SZC02] ap-
plied a variant of C4.5 for customs fraud detection. Case-based reasoning (CBR) was
used by [WA00] to analyse the hardest cases which have been misclassified by existing
methods and techniques. A 20% higher true positive and true negative rates than common
algorithms on credit applications was claimed by the authors.

Traditional statistical modelling such as linear discriminant analysis and logistic dis-
crimination [Han81, McL92] have proven to be effective tools. [FS01] use least squares
regression and stepwise selection of predictors to show that standard statistical methods
are competitive.

Other techniques include expert systems, association rules, and genetic programming.
Expert systems have been applied to insurance fraud. [JM02] have implemented an actual
five-layer expert system in which expert knowledge is integrated with statistical infor-
mation assessment to identify medical insurance fraud. Experiments with fuzzy expert
systems were made by [PVS05], [SG01] and [vA97]. [DT97] applied an expert system to
management fraud. A Fraud Patterns Mining (FPM) algorithm, modified from Apriori, to
mine a common format for fraud-only credit card data is presented by [CT04]. A genetic
programming with fuzzy logic to create rules from classifying data was used by [Ben00].
This system was tested on real home insurance claims and credit card transaction data.
However, none of these papers on expert systems, association rules, and genetic pro-
gramming provide any comparison analysis with the many other available methods and
techniques.

The above supervised algorithms are conventional learning techniques which are de-
signed to only process structured data from single 1-to-1 data tables. Fraud detection can
benefit from applying relational learning approaches such as Inductive Logic Program-
ming (ILP) [MdR94] and simple homophily-based classifiers [PPPM03] on relational
databases.

2.2.1.2 Unsupervised Methods

These methods apply when there are no previous observations of fraudulent and legitimate
cases. Combinations of profiling and outlier detection are the most common approaches
to this kind of problem. A base distribution is modeled to represent normal behavior (or
profile) to then detect the system attempts to detect observations that show the greatest
departure from this norm.

Link analysis and graph mining are hot research topics in antiterrorism, law enforce-
ment, and other security areas, but these techniques seem to be relatively under-rated in
fraud detection research. In [CPV01] the temporal evolution of large dynamic graphs’
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is studied for telecommunications fraud detection. Each graph is made up of subgraphs
called Communities Of Interest (COI), which result of linking phone accounts using call
quantity and duration. This resulted in the conclusion that fraudulent phone accounts
were linked, because fraudsters call each other or the same numbers. Also, their behavior
remains the same and is observable in new accounts.

Unsupervised neural networks have been applied in [BST01] for mobile telecommu-
nications fraud detection. A recurrent neural network to form short-term and long-term
statistical account behaviour profiles is used. Hellinger distance is used to compare the
two probability distributions and give a suspicion score on telecommunications toll tick-
ets. [DGSC97] introduce a non-linear discriminant analysis algorithm that does not re-
quire labels.

The most popular unsupervised method used in data mining is clustering. This tech-
nique is used to find natural groupings of observations in the data and is especially useful
in market segmentation. However, cluster analysis is sensitive to the choice of metric
(the way variables are scaled, transformed and combined to measure the similarity be-
tween observations). Observations may cluster differently on some subsets of variables
than they do on others which may result in more than one valid clustering result in the
same data set. Clustering allows the formation of local models from which we can find
local outliers in the data. In the context of fraud detection, a global outlier is a transaction
anomalous to the entire data set. Local outliers describe transactions that are anoma-
lous when compared to subgroups of the data and thus are effective when the population
is heterogeneous. Using medical insurance data, [YiTWM04] applied the unsupervised
SmartSifter algorithm which can handle both categorical and continuous variables, and
detected statistical outliers using Hellinger distance. [BBHH01] recommend Peer Group
Analysis to monitor inter-account behaviour over time. It consists in comparing the cu-
mulative mean weekly amount between a target account and other similar accounts (peer
group) at subsequent time points. The distance metric/suspicion score is a t-statistic which
determines the standardised distance from the centroid of the peer group. On credit card
accounts, a time window of thirteen weeks to calculate peer group and a future time win-
dow of four weeks are used. To monitor intra-account behavior over time [BBHH01]
also suggest Break Point Analysis. It detects rapid spending or sharp increases in weekly
spending within a single account. Accounts are ranked by the t-test. The fixed-length
moving transaction window contains twenty-four transactions: first twenty for training
and next four for evaluation on credit card accounts.

[BBD+02] recommends Principal Component Analysis of RIDIT scores for rank-
ordered categorical attributes on automobile insurance data. [HT98] introduce an experi-
mental real-time fraud detection system based on a Hidden Markov Model (HMM).
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2.2.1.3 Hybrid Methods

Using a combination of methods enables exploring the strengths of each method while
minimizing the limitations due to its weaknesses. These combinations can be supervised
hybrids and supervised/unsupervised hybrids. Supervised hybrids are combinations of
several supervised algorithms whereas supervised/unsupervised hybrids combine both ap-
proaches.

• Supervised Hybrids

These approaches can be categorized into bagging, stacking and stacking-bagging.
The main goal of these methodologies is to increase predictive performance when
compared to a single model.

Bagging: Bagging is based on combining the predictions of different algorithms.
This is usually made using weights for each classifier, which can be the same for
all (equal to the average) or customized to improve performance. These weighted
predictions are then merged to produce the final classification for a given example.

Stacking: Stacking normally consists of combining models from different types,
thus built by different learning algorithms. Stacking introduces the concept of a
meta-learner, which replaces the voting procedure used in bagging. The meta-
learner algorithm tries to learn which base classifiers are the reliable ones, in order
to discover the best way to combine their output. For example, [CFPS99] performed
stacking by combining naive Bayes, C4.5, CART, and RIPPER as base classifiers.
The results indicated high cost savings and better efficiency on credit card transac-
tion fraud.

Stacking-Bagging: Stacking-Bagging uses both previous techniques. It uses stack-
ing to learn the relationship between classifier predictions and the correct class. The
chosen base classifiers’ predictions then contribute their individual votes and the
class with the most votes is the final prediction. This approach was used in [PAL04],
which used backpropagation neural networks, naive Bayes, and C4.5 as base classi-
fiers on data partitions derived from minority oversampling with replacement. This
approach produced best cost savings on automobile insurance claims.

• Supervised/Unsupervised Hybrids

By using both types of methods together, one can hopefully benefit from the main
advantages of the two. A lot of work using this combination has been done in
telecommunications fraud detection. [CP01] proposed the use of daily (time-driven)
account summaries which are then added to the training set and processed by super-
vised algorithms like atree, slipper and model-averaged regression. These sum-
maries (signatures) which are assumed to be legitimate are used to detect significant
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deviations in calling behavior. [CLPS02] assign an averaged suspicion score to each
call (event-driven) based on its similarity to fraudulent signatures and dissimilar-
ity to its account’s normal signature. Calls with low scores are used to update the
signature using exponential weights, where recent calls are weighted more heavily.

[FP97] generate fraud rules from each phone account’s labelled data and select
the rules that cover most accounts. To find anomalies, each selected fraud rule is
applied in the form of monitors (number and duration of calls) to the daily legitimate
usage of each account. These monitors’ output and labels of an account’s previous
daily behavior are used as training data for a simple Linear Threshold Unit. if the
suspicion score on the next evaluation day exceeds its threshold, an alarm is raised
on that account.

Unsupervised approaches have been used to segment the insurance data into clus-
ters for supervised approaches. [WH97] apply k-means for cluster detection, C4.5
for decision tree rule induction, and domain knowledge, statistical summaries and
visualisation tools for rule evaluation. On medical insurance claims data, [Wil99]
uses a genetic algorithm, instead of C4.5, to generate rules and to allow the domain
user, such as a fraud specialist, to explore the rules and to allow them to evolve
accordingly. For automobile injury claims, [PB98] present a similar methodology
using Self Organising Maps (SOM) for cluster detection before backpropagation
neural networks. [E.95] uses an unsupervised neural network followed by a neuro-
fuzzy classification system to monitor medical providers’ claims.

Unconventional hybrids were proposed by [HWGH97] and [BLH99]. The first used
backpropagation neural networks, followed by SOMs to analyse the classification
results on medical providers’ claims. The latter RBF neural networks to check the
results of association rules for credit card transactions.

In a study made by [MEH+99], it is shown that supervised neural network and rule
induction algorithms outperform two forms of unsupervised neural networks which
identify differences between short-term and long-term statistical account behaviour
profiles. The best results are from a hybrid model which combines these four tech-
niques using logistic regression. [THHT98] claim that supervised neural networks
and Bayesian networks on labelled data achieve significantly better outcomes than
unsupervised techniques such as Gaussian mixture models on each non-fraud user
to detect anomalous phone calls.

2.2.2 Types of Fraud

As said before there are several types of fraud. The most common types are credit card
frauds, telecommunication frauds, insurance frauds, internal fraud, computer intrusion,
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web network fraud and customs frauds. These common types will be described briefly
to give the reader a notion of the variety of fraud that exists in the present day. A more
detailed review of these types of fraud can be found in [LA09] and [BHH02].

Web Network Fraud: Web network fraud is divided into two categories: web adver-
tising and online auction fraud. Web advertising network fraud is a fraud in the Internet
advertising business. The most common type is known as Click Fraud, which is described
in detail in Section 2.3. Online auction fraud is a type of illicit activity where commonly
fraudsters lie about the product they are auctioning or fail to deliver it after receiving the
payment.

Internal Fraud: Companies sometimes are victims of fraud committed from within.
This type of illicit activity is known as internal fraud. It normally consists of fraudulent
financial reporting by management and abnormal retail transactions by employees.

Insurance Fraud: Insurance fraud affects the many types of insurances, and are usually
divided into home insurance fraud, crop insurance fraud, medical insurance fraud and
automobile insurance fraud.

Customs Fraud: Customs is how country administrate the imports and exports of
goods, and collect the duties. These duties constitute one of the biggest sources of rev-
enue of a country. Fraudsters usually hide merchandise, declare less or make false reports
to avoid regulation or having to pay the duties.

Credit Fraud: This type of fraud is divided into two categories: credit application
fraud and credit card transaction fraud. Application fraud is a manifestation of identify
crime, where application forms contain synthetic or stolen identity information. Credit
card transaction fraud consists of using other person’s credit card for own benefit and is
divided into two types: offline and online fraud. Offline fraud is committed by using a
stolen physical card. Online fraud is committed usually thru the web or phone shopping.
It occurs when only the card’s details are needed, and not any manual signature or card
imprint are required.

Computer Intrusion: Intrusions are sets of actions that attempt to compromise the
integrity, confidentiality or availability of a resource. Common targets for intrusions are
user accounts, file systems, system kernels or specific resources.

Telecommunication Fraud: The telecommunication industry is severely affected by
fraud. There are many types of fraud and they occur at different levels, but the main types
are subscription fraud and superimposed fraud. Subscription fraud consists of obtaining
an account without intention to pay the bill. On the contrary, superimposed fraud is when
a fraudster has taken over a legitimate account.
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2.2.3 Metrics

Fraud detection can be seen as mapping instances into one of two classes (binary clas-
sification). In two-class prediction problem, outcomes are labeled either as belonging to
positive (p) or negative (n) class. Thus, there are four possible outcomes from a fraud de-
tection binary classification system. If the outcome from a prediction is p and the actual
value is also p, then it is called a true positive (TP). However, if the actual value is n then
it is said to be a false positive (FP). On the contrary, a true negative (TN) has occurred
when both the prediction outcome and the actual value are n, and false negative (FN) is
when the prediction outcome is n while the actual value is p.

In the fraud detection context, positives are cases marked as fraud and negatives cases
marked as being legitimate. Therefore, true positives are correctly detected cases of fraud
whereas false positives are legitimate cases that are classified as fraud. True negatives are
accurately detected legitimate cases, and false negatives are undetected cases of fraud.

The four outcomes can the be formulated as a contingency table, or confusion matrix.

Table 2.1: Binary classification contingency table (or confusion matrix)

Actual Value
p n

Prediction
p’ True Positive (TP) False Positive (FP)
n’ False Negative (FN) True Negative (TN)
Total P N

Some evaluation metrics that can be derived from this matrix are:

True positive rate (TPR) or sensitivity (also called recall):

T PR =
T P
P

=
T P

T P+FN
(2.1)

False positive rate (FPR):

FPR =
FP
N

=
FP

FP+T N
(2.2)

Accuracy (ACC):

ACC =
T P+T N

P+N
(2.3)

True negative rate (TNR) or specificity:

T NR =
T N
N

=
T N

FP+T N
= 1−FPR (2.4)
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Figure 2.2: ROC space plot example, containing four examples

False negative rate (FNR):

FNR =
FN
N

=
FN

FN +T P
(2.5)

A common way to visualize the performance of a binary classifier is to use a receiver
operating characteristic (ROC) chart, or simply ROC curve. This is a graphical plot of
the true positives (sensitivity) vs. false positives (1 - specificity), as its discrimination
threshold is varied. Thus, to draw an ROC curve only the true positive rate (TPR) and
false positive rate (FPR) are needed. TPR determines the performance on classifying
positive instances correctly among all positive samples available during the test. FPR,
on the other hand, defines how many incorrect positive results occur among all negative
samples available during the test.

A ROC space is defined by FPR and TPR as x and y axes respectively, which depicts
relative trade-offs between true positive (benefits) and false positive (costs). Since TPR is
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equivalent with sensitivity and FPR is equal to 1 - specificity, the ROC graph is sometimes
called the sensitivity vs (1 - specificity) plot. Each prediction result or one instance of a
confusion matrix represents one point in the ROC space.

The best possible prediction method would yield a point in the upper left corner or
coordinate (0,1) of the ROC space, representing 100% sensitivity (no false negatives) and
100% specificity (no false positives). The (0,1) point is also called a perfect classification.
A completely random guess would give a point along a diagonal line (the so-called line
of no-discrimination) from the left bottom to the top right corners. An intuitive example
of random guessing is a decision by flipping coins (head or tail). such a random guessing
forms the diagonal that divides the ROC space. Points above the diagonal represent good
classification results, points below the line poor results. An example of a ROC space plot
can be seen in Figure 2.2, which illustrates several concepts described previously.

Examples of other proposed metrics are Area under the Receiver Operating Curve
(AUC), Cross Entropy (CXE) and Activity Monitoring Operating Characteristic (AMOC).
AUC measures how many times the instances have to be swapped with their neighbours
when sorting data by predicted scores. CXE measures how close predicted scores are to
target scores and AMOC analyzes average score versus false alarm rate (false positive
rate). Many other metrics are employed, as will be seen in the following review.

Fraud departments commonly place monetary value on predictions to maximize cost
savings/profit according to their policies. These can have the form of explicit costs [PAL04,
CFPS99, FP97] or benefit models [Fan04, WFYH03]. [CLPS02] suggests giving a score
for an instance (phone call) by determining the similarity of it to known fraud exam-
ples (fraud styles) divided by the dissimilarity of it to known legal examples (legitimate
telecommunications account).

Many of the fraud detection studies using supervised algorithms since 2001 abandoned
measurements such as true positive rate and accuracy at a chosen threshold (number of
instances predicted correctly, divided by the total number of instances). The cause is that
fraud detection misclassification costs (false positive and false negative error costs) are
unequal, uncertain, can differ from example to example, and can change over time. In
fraud detection, a false negative error is usually more costly than a false positive error.
Although, some recent studies on credit card transactional fraud [CCHC04] and telecom-
munications superimposed fraud [KOO03] still aim to only maximise accuracy. Receiver
Operating Characteristic (ROC) analysis is one of the metrics used.

From the studied publications on fraud detection, only [VDD04] sought to maximise
Area under the Receiver Operating Curve (AUC) and minimise cross entropy (CXE).
In addition, [VDD04] and [FS01] seek to minimise Brier score (mean squared error of
predictions). [CNM04] use the average of mean squared error, accuracy, and AUC. It
claims that the most effective way to assess supervised algorithms is to use one metric
from threshold, ordering, and probability metrics. [FP99] state that Activity Monitoring
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Operating Characteristic (AMOC) is suited for timely credit transactional and telecom-
munications superimposition fraud detection.

[LX01] propose entropy, conditional entropy, relative conditional entropy, informa-
tion gain, and information cost for semi-supervised approaches, such as anomaly detec-
tion. For unsupervised algorithms, [YiTWM04] used the Hellinger and logarithmic scores
to find statistical outliers for insurance. [BST01] employed Hellinger score to determine
the difference between short-term and longterm profiles for the telecommunications ac-
count. [BBHH01] employ the t-statistic as a score to compute the standardised distance
of the target account with centroid of the peer group; and also to detect large spending
changes within accounts.

Other important measures include how fast the frauds can be detected (detection
time/time to alarm), how many styles/types of fraud were detected, whether the detec-
tion was done in online/real time (event-driven) or batch mode (time-driven) [GR94].
There are also problem-domain specific criteria in fraud detection. It is common the in-
volvement of domain experts and fraud specialists, and performing comparisons between
automated and manual detection. Some types of visual analysis were also employed.

2.3 Click Fraud

Since the commercialization of the world-wide web (WWW) in the mid- 1990’s, the mar-
ketplace has explored many alternatives in order to obtain revenues from online content.
From online forms to gather information about customers and their desires, to online
brochures, companies tried many techniques to publish their services and attract cus-
tomers. These interactive brochures (commonly known as banners) can be considered as
an early form of online advertising, and we can still find them on some older websites. In
order to to help users find information, products, and services to help satisfy their needs,
several directories (e.g., the Yahoo! directory) and keyword search engines (e.g. Al-
taVista) were developed to help direct users to destination sites. Companies could request
or pay to be listed in online directories, and could optimize their web sites to show up
prominently in search results provided by keyword search engines. Directories business
model consisted in displaying banner ads that then linked to destination pages. These ads
where determined according to user categories that were naively defined based on their
browsing patterns, which turned out an unsuccessful targeting. On the other hand, search
engines provide a much better way of targeting, using keyword search terms. Thru these
keywords, the user is directly telling the search engine what (s)he is interested in, and
the need of categorization based on browsing behavior becomes less necessary for a suc-
cessful targeting. Other cause for search engines advertising success was that ads were
displayed in textual form (as opposed to banner ads), resulting in a more targeted, less
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intrusive user experience. [DSTT07] states that the combination of better targeting and
better user experience made online advertising via search engines successful.

There are three major revenue models for online advertising: Cost Per Mille (CPM)
- the advertiser pays per thousand impressions, i.e. ad displays; Cost Per Click (CPC) -
the advertiser pays per click, i.e. when someone clicks its ads; Cost Per Action (CPA) -
the advertiser is only charged when a determined action occurs (e.g. a sale) Two other
common terms in online advertising are syndication and referral deals, which have their
own way of providing revenues from this kind of advertisements. Syndication consists
in an ad network syndicating their ads to other destination sites, which can be search
engines or ordinary websites. This way, the ad network (which can be run by a search
engine) provides ads to its syndicators and when these ads are clicked, the syndicator
receives a share of the CPC revenues. Referral deals consist of a web site paying another
for web traffic to itself. In a CPC referral deal, web site A pays web site B a referral fee
every time a user clicks on a link on web site B, leading to A.

Online advertising is today’s biggest source of revenues for both search engines and
ordinary websites. Internet advertising revenue grew 15% during the 1st half of 2008, to
$11.5 billion, according to research by PricewaterhouseCoopers [Aho09]. The primary
benefits of search advertising for advertisers are its relevance and accountability. It tends
to reach consumers as they enter the market for the advertised product, and advertisers
ability to track consumers actions online allows for accurate measurements of advertising
profitability. The downside of this accountability is a practice known as "click fraud."

2.3.1 Definition

Search advertisers are charged when their ads are clicked, regardless of who does the
clicking. Clicks may come from potential customers, employees of rival firms, or com-
puter programs. We refer to all clicks that do not come from potential customers as
"click fraud." Click fraud is sometimes called "invalid clicks" or "unwanted clicks." This
is partly because the word "fraud" has legal implications that may be difficult to prove or
contrary to the interests of some of the parties involved. Google calls click fraud "invalid
clicks" and says it is "any clicks or impressions that may artificially inflate an advertiser’s
costs or a publisher’s earnings...including a publisher clicking on his own ads, a publisher
encouraging clicks on his ads, automated clicking tools or traffic sources, robots, or other
deceptive software." [WZ09]

The question of click fraud is vexing because search engines cannot give advertisers
full information about how they detect and prevent click fraud. Doing so would be tan-
tamount to providing unscrupulous advertisers with directions on how to commit click
fraud. Advertisers are therefore forced to trust that search engines do their utmost to pre-
vent click fraud, even though the search engines get paid every time they fail to detect
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a fraudulent click. This trust was called into question in 2006 when Google CEO Eric
Schmidt was quoted saying "Eventually the price that the advertiser is willing to pay for
the conversion will decline because the advertiser will realize that these are bad clicks".
In other words, the value of the ad declines. So, over some amount of time, the sys-
tem is, in fact, self-correcting. In fact, there is a perfect economic solution, which is to
let it happen." [Gho06] His remarks were interpreted as suggesting that market forces
would eliminate any negative effects of click fraud in the long run, possibly undermin-
ing the need for click fraud detection. So far, there are still several negative effects of
click fraud, hence the need of auditing web traffic in order to detect this type of malicious
activity. [DMR+08]

2.3.2 Types of Click Fraud

Detailed studies were made on the types of click fraud. In 2008, the state of online
fraud was summarized in [DMR+08]. It includes the representative forms of attack and
respective countermeasures. The existing challenges in auditing click fraud are discussed.
When done correctly, auditing helps announcers increase their trust on the market. It
contextualizes the problem economically and mentions the interests involved. [WZ09]
focuses mainly in how click fraud affects search engines profits in advertising. It suggests
that these can benefit from this type of activity, because all clicks are paid whether they
are fraud or not. It also mentions the fact that search engines cannot reveal their own
methods of detecting click fraud, because these could be used to create new techniques.
A description of click fraud, its background and types is given. It also suggests some
general techniques and guidelines to prevent and detect click fraud. A detailed study to
see if ad networks should bother fighting click fraud is made in [MWGM08]. Sometimes
we tend to believe that these networks benefit from click fraud, because they get paid for
every click. To validate this belief an economic market model of pay-per-click advertising
is designed, focused on the effects that fraud has in this ambient. It is suggested that
although "ignoring" fraud can prove to be profitable to a certain point, an ad network that
actively applied fraud detection could get competitive advantage. This is because it would
increase confidence in its services and hence gather more clients

2.3.2.1 According to the Motivation

The two main types of click fraud, according to their motivation are:

• Inflationary click fraud: Search advertisements often appear on third-party web-
sites and compensate those website owners on a per-click basis or with a share of
advertising revenues. These third parties may click the ads to inflate their revenues.
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• Competitive click fraud: Advertisers may click rival’s ads with the purpose of driv-
ing up their costs or exhausting their ad budgets. When an advertiser’s budget is
exhausted, it exits the ad auction. A common explanation for competitive click
fraud is that firms have the goal of driving up rival’s advertising costs, but such
an explanation may not be subgame perfect. If committing competitive click fraud
is costly, then driving up competitor’s costs comes at the expense of driving down
one’s own profits. A more convincing explanation may be found in the structure of
the ad auction. When a higher-bidding advertiser exits the ad auction, its rival may
claim a better ad position without paying a higher price per click.

2.3.2.2 According to the Technique

The main types of click fraud, according to their technique are:

• Manual clicking

– Single Person: Single person clicking repeatedly on the same ads, with illegal
intentions or not.

– Click Farms: Company dedicated to manually click on web ads 24 hours per
day to either deplete a competitor’s ad budget or to increase a website owner’s
own revenue. Some fraudsters employ teams of people in developing countries
to click on ads. This may sound a little extreme but with some click bids as
high as $10 - $20 each, and if you only have to pay someone $5 a day to click
on links, this strategy can be very profitable for the fraudster. On May 3, 2004,
the India Times published a widely read article, "India’s secret army of online
ad clickers." An excerpt from that article: "A growing number of housewives,
college graduates, and even working professionals across metropolitan cities
are rushing to click paid Internet ads to make $100 to $200 per month,"

– Affiliated Click Fraud: This consists of affiliated groups of people paid to click
ads. Similar to click farms, but clickers work from anywhere they want. The
ad clickers receive money by clicking on website links via e-mails that the
affiliating company sends, by clicking on banners and text ads in their paid-to-
click section, or by referring others to the website.

• Automated clicking

This subtype is where most effort is put to create sophisticated behaviors that some-
times almost replicate human behavior. Sometimes these tools have an honest pur-
pose, such as testing web applications in terms of handling heavy load. However,
one can easily see a quick way to turn these tools into click fraud “weapons”.
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– Not using browsers (Browser Emulators)

There are some tools specially designed to emulate a web browser behavior
(also known as Traffic Generators or Hit Generators), and can be used to click
on specific ads in order to perform fraud. This way, defenses are eluded as it
seems as legitimate clicks are made. These tools are normally coded in pro-
gramming languages that efficiently manipulate text, such as Perl, or Python.
Some good examples are:

∗ Web Inject - This tool for automated testing of web applications and web
services can be used to automatically test individual system components
that have HTTP interfaces. WebInject is written in Perl and can run on any
platform that a Perl interpreter can be installed on.

∗ Fakezilla - Program to increase website rankings. It can generate unlimited
unique fake hits anonymously to any website. Using PHP script modules,
it routes unique IP addresses through thousands of proxy servers. This is a
complex and sophisticated software. It can do things like generating plain
hits through HTTP GET method, to submitting complex data via HTTP
POST method to web forms, or simulating proxy-routed requests.

∗ I-Faker - Similar to fakezilla, it sends as many unique fake hits a day as
the server can handle. Using PHP, it routes HTTP get requests through a
massive list of anonymous proxy servers which can be defined by the user.

∗ Fake Hits Genie - Traffic generator using the same method as the above
that also provides random browser and OS selection (user agent).

– Using browsers

∗ Using a single browser

· Browser plug-ins that can be used to perform click fraud: They al-
low anyone to click on the same paid links repeatedly from a different
proxy server (thus different IP address) without switching his Internet
connection (e.g. SwitchProxy for Mozilla Firefox).

· Standalone programs to click automatically: There are a number of
standalone programs that automate clicks to perform repetitive tasks.
These that can be used to perform fraud on a web browser, simply by
recording the coordinates and click times.

∗ Using multiple browsers

· On a single PC: Tools that control multiple browsers, such as Sele-
nium. This tool works as a browser plug-in, allowing one to record a
given set of actions to later reproduce them autonomously. Actually
it can only record actions on Firefox, but it can launch most known
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browsers executables and execute recorded actions. It uses mainly
JavaScript to perform the actions, therefore being supported by most
browsers. It is compatible with most OS’s, and even allows the cre-
ation of code in several languages to perform the recorded actions.

· On multiple PCs: The most common type is known as Botnet - It con-
sists of a collection of software robots, or bots, that run autonomously
and automatically. The term is often associated with malicious soft-
ware, because is generally used to refer to a collection of compro-
mised computers (called zombie computers) running software, usually
installed via drive-by downloads exploiting web browser vulnerabili-
ties, worms, Trojan horses, or backdoors, under a common command-
and-control infrastructure. These zombie computers can be controlled
by their "bot master" to perform anything, depending of the compro-
mised accounts/programs permissions.

• Comparative table

Table 2.2: Comparative table of the different techniques of click fraud.

Technique Manual Machines IP Addresses Geographic Origin
Single Person yes 1 1 1
Click Farm yes n n 1
Affiliated Click Fraud yes n n n
Browser Emulators no 1 n n
Browser Plug-ins no 1 n n
Standalone Emulators no 1 1 1
Multiple Browser Controllers no 1 1 1
Botnets no n n n

Table B.1 allows a fast comparison of all the described techniques. Only the most
common scenarios are described. Depending on the level of sophistication of the
fraudsters, there may be variations.

2.3.3 Existing Approaches for Click Fraud Detection

Over the last years several studies have been made, and some approaches were suggested
to address this problem. In [Tuz06], Google’s business model (based on advertising) is
studied. The efforts made by the company to prevent/detect click fraud are also docu-
mented. A technique defined as "Badvertisments" is introduced in [GGJR06], where web
masters corrupt the JavaScript code downloaded by their clients to display the ads. A part
of this code goes thru the ads and performs an artificial click, increasing the web mas-
ters’ revenues. Another solution to the same problem was later suggested in [PZCG10],
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where a framework and several methods to detect these malicious scripts are proposed.
It introduces the concept of impression-click identifier, that represents the time when the
ad was legitimately requested by the page (i.e. printed). This is later used to verify if
the clicks were valid or not, becoming an efective way to detect this type of fraud. Once
more this is a technique to be applied on the ad syndicators servers (e.g Google), and it
has proved a very low false negative and false positive rate. In 2007 a botnet ascending to
100.000 was detected by the Google team and a study was performed on its architecture
in [DSTT07]. The detection methods employed at Google servers are described, and an
overview to search engines general functioning is made. Other studies on Botnets can be
found in [SGJ07, CL07].

Some more methods to address the problem on the content delivery systems (such as
search engines) were suggested in [MKR07]. Another suggestion to fight click fraud is
made in [JSJ07], where the concept of Premium Clicks is introduced. These clicks corre-
spond to clicks of users already authenticated on other sites, or that have already bought
products and therefore are considered "premium". However, this technique would have
to be applied in both ad syndicators (ad servers, like Google) and announcers, making it
a hard task. [KWW+08] proposed a click fraud detection system based on the fusion of
data from both clients and servers, made in real time. The idea is quite simple, but the
problem is gathering the data and merging it. It’s proved that merging different sources
of data increases the quality of the detection. The concept of click score is introduced,
associated to the quality of each click. This is due to the fact that determining with cer-
tainty if the click is fraudulent or not is normally extremely difficult. Another click fraud
type consisting in double clicks over the ads was detected by using jumping and sliding
windows on the clickstream data [ZG08]. Two algorithms that perform a single pass over
the stream data are proposed. Proof that the algorithms are efficient and effective is given
after theoretical and experimental analysis.

2.4 Web Usage Mining

With the continuous growth of the Internet and the gigantic amounts of data generated
from its usage, the interest in analyzing such data in order to extract useful information
also grew, giving birth to what today is known as "Web Mining". Due to the extreme
diversity of the data collected and the several applications possible for such knowledge
extraction, this big field of research was then subdivided into three major research streams
according to the type of data being mined, namely Web Content Mining, Web Structure
Mining and Web Usage Mining. Web Content Mining focuses on extracting useful in-
formation from Web content/documents/data, Web Structure Mining tries to discover in-
teresting patterns from the link structure of the Web and finally Web Usage Mining is
specialized in extracting knowledge from user interactions with the Web. [KB00]
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Web Usage Mining can then be defined as the automatic discovery and analysis of
patterns in clickstream and associated data collected or generated as a result of user in-
teractions with Web resources on one or more Web sites. It’s goal is to capture, model,
and analyze the behavioral patterns and profiles of users interacting with a Web site. The
discovered patterns are usually represented as collections of pages, objects, or resources
that are frequently accessed by groups of users with common needs or interests. [Mob07]

2.4.1 Data Collection and Pre-Processing

The data collection process can be seen as the retrieval of available and relevant informa-
tion for the analysis. The most frequent source of data are web server logs, although other
sources such as registration data, demographic data, JavaScript interaction data, etc. can
be used to enrich the final data set.

Like any other data mining application the creation of a suitable data set to which
algorithms can be applied fruitfully is an important task. In Web Usage Mining this is
even more important due to the characteristics of the collected data. The data prepara-
tion process is often the most time consuming and computationally intensive step in the
web usage mining process. It often requires the use of special algorithms and heuris-
tics not commonly applied in other domains, and is critical to the success of extracting
useful patterns from the data. This process may involve pre-processing the original data,
integrating the data from multiple sources, and transforming the integrated data into a
form suitable for input into data mining tasks. Usually, data preparation consists of data
fusion and cleaning, page view identification, user and session identification, and path
completion. [Mob07]

Data integration (or data fusion) refers normally to merging web logs with any addi-
tional information, such as registration information, user demographic information, etc.
The latter are normally located in separate servers from the web log data. Data cleaning
is especially needed because when loading a particular page, the browser also requests all
the objects in the page (e.g. images), and each request is logged separately. Therefore,
all of these log entries must be aggregated into page views at this stage. Another data
cleaning task can be eliminating entries which refer to nonhuman access, such as web
spiders, crawlers, etc. The behavior of such bots normally differs from human one, and
isn’t usually considered interesting for the analysis. Afterthe data is clean, distinct users
are identified normally by combining IP addresses information with available cookie and
registration data. User sessions are then detected, determining for each visit the pages
that were requested, the order in which they were accessed, and the duration of each page
view. An estimate of when the user left the Web site is also made, when possible. Another
step is to perform path completion, because many people use the "Back" button on their
browsers to return to a previously viewed page. In these situations, the browser returns to
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a locally cached page instead of accessing the web server again. This forms "holes" in the
web server’s records of the users’s path through the Web site, and information about the
site topology must be used to complete these paths. [ML07] A complete discussion of the
stages and tasks in the data preparation for Web usage mining can be found in [CMS99].
After this process, a series of other classic data mining pre-processing tasks is needed,
in order to prepare the data to be used in the different algorithms. These tasks can be
handling missing data, identifying misclassifications and outliers, and normalizing and
standardizing the data

2.4.2 Techniques / Taxonomy

Depending on the ultimate goals of the analyst and the desired outcomes, one or more
techniques can be applied to the prepared data. Here I will describe the most frequent
types of pattern discovery and analysis techniques employed in Web Usage Mining prob-
lems.

2.4.2.1 Exploratory Data Analysis (EDA) (Statistical Analysis) and Online Analytical Pro-
cessing (OLAP)

Before we begin modeling the web usage data, it is helpful to perform some exploratory
data analysis (EDA). We can learn a lot about user behavior using some simple EDA
techniques as described in [Lar05]. Generally, EDA allows the analyst to see deeper into
the data set, observe relationships between variables, and reveal interesting subsets of
the records. To do this, the data is aggregated in units such as days, sessions, visitors,
or domains. Insight knowledge about user behavior can be extracted by applying normal
statistical methods to this data. The results of this analysis may be information about aver-
age view time of a page, average length of a path through a site, most frequently accessed
pages, common entry and exit page, and other measures. Although this analysis may
be superficial, the information revealed can be useful to direct the investigation down-
stream. It can also be useful for improving the system performance, and aid in marketing
decisions.

Other form of analyzing this data is thru Online Analytical Processing (OLAP). The
data source for OLAP analysis is normally a multidimensional data warehouse which
integrates different data at different levels of aggregation, for each dimension. This pro-
vides much more flexibility, as OLAP tools allow changing aggregation levels for each
dimension during the analysis. Dimensions in this specific type of data may be time dura-
tion, user agent, requested resource, and referrers. This way, the analysis can be restricted
to a given time period, or at different levels of abstraction for the URL path structure.
Important business intelligence metrics can also be extracted with OLAP by integrating
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e-commerce data in the data warehouse. The output from OLAP processes can also be
used as an input for a variety of data mining or data visualization tools.

2.4.2.2 Cluster Analysis

Clustering refers to the grouping of records, observations, or cases into classes of similar
objets. A cluster is a collection of records that are similar to one another and dissimilar
to records in other clusters. In this specific domain, user clusters and page clusters are
typically the interesting types of clusters extracted. Clustering users normally aims at
finding users with similar browsing behaviors. This is done by analyzing user records in
session or transaction data.

After mapping user transactions into a multi-dimensional vector space, classic algo-
rithms such as k-means partition this space into groups of transactions that are close to
each other. It does so by using a measure of distance or similarity across the vectors.
The resulting clusters will reflect user groups or segments based on whatever attributes
where selected to form the initial dataset. However, we must analyze each cluster in order
to extract useful business intelligence, or to use it for personalized content. This is due
to the fact that clusters may sometimes have thousands of data points, and therefore do
not provide an aggregated view of common user patterns. To surpass this problem, one
can create an aggregate view of each cluster by computing its centroid (the mean vector).
Using this measure we can calculate the distance of each data point to its centroid and
filter the ones that are most significant to the cluster (i.e. the ones that are closer). The
resulting set of vectors can be viewed as an "aggregate user profile" accurately represent-
ing the interests or behavior of a significant group of users. This representation can be
used directly to predictive modeling for automatic segmentation, and in applications such
as recommender systems.

Clustering pages or items can be performed based on usage data (user sessions or
transaction data), or based on the content associated with pages or items (keywords or
product attributes). Content-based clustering results can be collections of pages or prod-
ucts related to the same topic or category. Usage-based clustering normally results in
groups of items commonly searched or bought together. It can also be used to generate
permanent or dynamic HTML pages suggesting related hyperlinks to users according to
their past history. Some stochastic methods have also been applied to perform clustering
of user transactions, normally for user modeling. Recent work shows that mixture models
are able to capture more complex, dynamic behavior. This is in part due to some web
applications containing very complex data, that cannot be modeled by basic probability
distributions. For instance, each user may have different types of behavior according to
the task, and each behavior can be modeled by a different distribution.
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Mixture models (such as mixture of Markov models) assume that there exist k types
of user behavior (or k user clusters) in the data. Also, each user session is assumed to be
generated via a process that models the probability distribution of the observed variables
and hidden variables. It starts by choosing a user cluster with some probability. Then, the
user session is generated from a Markov model with parameters specific to that user clus-
ter. Both the probability of each cluster and the parameters of each mixture component
are normally estimated using the Expectation-Maximization (EM) algorithm [DDLR77].
Mixture based user models can be very flexible. For instance, a mixture of first-order
Markov models [CHM+03] can not only probabilistically cluster user sessions based on
similarities in navigation behavior, but also characterize each type of user behavior us-
ing a first-order Markov model. This way it can also capture popular navigation paths or
characteristics of each user cluster. A mixture of hidden Markov models has also been
proposed [YH03] for modeling clickstream of web surfers. This approach can also be
used for automatic page classification. However, mixture models have their own deficien-
cies. As each individual observation (such as a user session) is generated from only one
component model, the probability assignment to each component only measures the un-
certainty about this assignment. This assumption limits this model’s ability of capturing
complex user behavior, and may even result in overfitting. Probabilistic Latent semantic
Analysis (PLSA) provides a reasonable solution to the mentioned problem [Hof01]. In
a web user navigation scenario, each observation (user visiting a page) is assumed to be
generated based on hidden (unobserved) variables that "explain" the user-page observa-
tions. The data generation works like this: a user is selected with a certain probability,
and conditioned on the user a hidden variable is selected. Then, the page to visit is se-
lected conditioned on the chosen hidden variable. Since each user usually visits multiple
pages, this data generation process certifies that each user is explicitly associated with
multiple hidden variables, thus reducing the overfitting problem described above. The
PLSA model also uses the EM algorithm to estimate the parameters which probabilisti-
cally characterize the hidden variables, and to measure the relationship among hidden and
observed variables.

Again, one of the main advantages of PLSA in web usage mining is that using proba-
bilistic inference with the above estimated parameters, we can derive relationships among
users, among pages, and between users and pages. Concluding, this framework provides
a flexible approach to model a variety of types of usage patterns.

2.4.2.3 Association and Correlation Analysis

Association rule discovery and statistical correlation analysis can find groups of items
or pages that are commonly accessed or purchased together. This enables Web sites to
organize the content better, or to provide effective cross-sale product recommendations.
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Most common approaches to association discovery are based on the Apriori algorithm.
This algorithm finds groups of items (page-views) occurring frequently together in many
transactions (i.e., satisfying a user specified minimum support threshold). These groups
of items are referred to as frequent itemsets. Association rules which satisfy a minimum
confidence threshold are then generated from these frequent itemsets. An association
rule is an expression of the form X → Y [sup, conf], where X and Y are itemsets, sup is
the support of the itemset X ∪Y representing the probability that X and Y occur together
in a transaction, and conf is the confidence of the rule, defined by sup(X ∪Y )/sup(X),
representing the conditional probability that Y occurs in a transaction given that X has
occurred in that transaction.

The mining of association rules in Web transaction data has many advantages. For
example, a high-confidence rule such as special-offers/, /products/software/→ shopping-
cart/ might provide some indication that a promotional campaign on software products
is positively affecting online sales. Such rules can also be used to optimize the structure
of the site. For instance, if a site does not have a direct link between pages A and B,
the discovery of a rule, A→ B, would indicates that providing a direct hyperlink from
A to B might aid users in finding the intended information. However, association rule
recommendation systems have a problem. They cannot give any recommendations when
any given user visits (or rates) only a very small fraction of the available items. Therefore
it is often difficult to find a sufficient number of common items in multiple user profiles.
Dimensionality reduction was proposed [FBH00] to tackle this problem, but it results in
possible loss of interesting items. Other potential solution was to rank the discovered
rules by the degree of intersection between the left-hand side of the rule and the user’s
active session. Then the top k recommendations would be shown. This avoids having to
find an exact match with the left-hand-side of the rules. Yet another solution was to use
collaborative filtering, that explores the concept of neighbor to show recommendations to
a given user based on the closest neighbors histories.

Because it is difficult to find matching rule antecedent with a full user profile (e.g., a
full user session or transaction), association-based recommendation algorithms typically
use a sliding window w over the target user’s active profile or session. The window rep-
resents the portion of user’s history that will be used to predict future user actions (based
on matches with the left-hand sides of the discovered rules). The size of this window
is iteratively decreased until an exact match with the antecedent of a rule is found. The
problem with a naive approach to this algorithm is that it requires repeated search through
the rule-base. However, efficient trie-based data structures are used to store the discov-
ered itemsets and allow for efficient generation of recommendations without the need to
generate all association rules from frequent itemsets [MDLN01]. In these structures the
frequent itemsets are stored in a directed acyclic graph. The graph is organized into levels
from 0 to k, where k is the maximum size among all frequent itemsets. Each node at
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depth d in the graph corresponds to an itemset, X, of size d and is linked to itemsets of
size d+1 that contain X at level d+1. The single root node at level 0 corresponds to the
empty itemset. To be able to search for different orderings of an itemset, all itemsets are
sorted in lexicographic order before being inserted into the graph.

A recommendation engine based on this framework matches the current user session
window with the previously discovered frequent itemsets to find candidate items (pages)
for recommendation. Given an active session window w and a group of frequent itemsets,
the algorithm considers all the frequent itemsets of size |w| + 1 containing the current
session window by performing a depth-first search of the Frequent Itemset Graph to level
|w|. The recommendation value of each candidate is based on the confidence of the cor-
responding association rule whose consequent is the singleton containing the page to be
recommended. If a match is found, then the children of the matching node n containing
w are used to generate candidate recommendations. In practice, the window w can be
incrementally decreased until a match is found with and itemset. A problem with using a
single global minimum support threshold in association rule mining is that the discovered
patterns will not include “rare” but important items which may not occur frequently in the
transaction data. This is particularly important when dealing with Web usage data. It is
often that references to deeper content or product-oriented pages occur far less frequently
than those of top level navigation-oriented pages.

Yet, for effective Web personalization, it is important to capture patterns and generate
recommendations that contain these items. A mining method based on multiple mini-
mum supports was proposed in [LHM99] that allows users to specify different support
values for different items. In this method, the support of an itemset is defined as the
minimum support of all items contained in the itemset. The specification of multiple min-
imum supports thus allows frequent itemsets to potentially contain rare items which are
deemed important. It has been shown that the use of multiple support association rules in
the context of Web personalization can dramatically increase the coverage (or recall) of
recommendations while maintaining a reasonable precision [MDLN01].

2.4.2.4 Sequential and Navigational Patterns Analysis

Sequential pattern mining techniques aim at discovering inter-session patterns, as the
presence of a set of items followed by another item in a time-series session data. These
patterns can then be used by marketeers to predict future visit patterns which can be help-
ful in placing targeted advertisements to certain users. Other forms of temporal analysis
that can be made on these patterns include trend analysis, change point detection, or simi-
larity analysis. In the context of web usage data, these techniques are employed to capture
frequent navigational paths among user trails.
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Sequential patterns (SPs) in web usage data capture the paths of pages often visited by
users, in the order they were visited. Sequential patterns are those sequences of items that
frequently occur in a sufficiently large proportion of transactions. A sequential pattern is
considered contiguous if each pair of adjacent items appear consecutively in a transaction
which supports the pattern. A normal sequential pattern can represent non-contiguous
frequent sequences in the underlying set of sequence transactions.

Given a sequence transaction set T, the support (denoted by sup(S)) of a sequential
(respectively, contiguous sequential) pattern S in T is the fraction of transactions in T
that contain S. The confidence of the rule X → Y , where X and Y are (contiguous) se-
quential patterns, is defined as: con f (X →Y ) = sup(X ◦Y )/sup(X), where ◦ denotes the
concatenation operator.

In the context of Web usage data, contiguous sequential patterns (CSPs) can be used to
capture frequent navigational paths among user trails [SF99]. In contrast, items appearing
in SPs, while preserving the underlying ordering, need not be adjacent, and thus they
represent more general navigational patterns within the site.

Viewing web transactions as sequences of pageviews allows using useful and well-
studied models to be applied in finding or discovering user navigation patterns. One of
these approaches is to model navigational activities in a web site as a Markov model.
Here, each pageview can be represented as as state and the transition probability between
states can represent the likelihood that a user will navigate from one state to the other.
This representation facilitates the calculation of useful site or user metrics. Using these
structures one can compute the probability that a user will make a purchase, given that
she performed a search in an online catalog. Markov models have been proposed as
a tool to perform link prediction and web pre-fetching to minimize latencies (system
optimization) [DK04, Sar00]. The goal in these applications is to make predictions on
the next user action, based on previous behavior. They have also been applied to discover
high probability user navigational paths in a web site [BL00].

Basically, a Markov model is characterized by a set of states s1,s2, ...,sn and a tran-
sition probability matrix, [Pri, j]n×n,wherePri, j represents the probability of a transition
from state si to state s j. Each state represents a contiguous subsequence of prior events.
The order of the Markov model corresponds to the number of prior events used in predict-
ing a future event. this way, a kth-order Markov model predicts the probability of the next
event looking at the past k events. To calculate the probability of reaching a state sj from
state si via a non-cyclic path, we simply have to multiply all the transition probabilities
along the path.

Higher order Markov models normally provide a higher prediction accuracy. How-
ever, this usually results in lower recall (or coverage), and much higher complexity of
the model due to the larger number of states. All-kth-order Markov models for cover-
age improvement reduction, and a new state reduction technique that reduces model size,
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called longest repeating subsequences (LRS) were proposed in [PP99]. These all-kth-
order Markov models may require the generation of separate models, as if a kth order
model cannot make the prediction, it will attempt to predict by incrementally decreasing
the order. This can lead to even higher space complexity because it has to represent all
possible states for each k. In [DK04] selective Markov models were proposed to tackle
these complexity problems. The proposed schemes involve pruning the model based on
criteria such as support, confidence and error rate.

Another approach to efficiently representing contiguous navigational paths is by in-
serting each path into a trie structure. A good example of this is the notion of aggregate
tree introduced as part of the WUM (Web Utilization Miner) system [SF99]. This tree
is built by transforming the transactions from web logs into sequences, and merging the
sequences with the same prefix into the aggregate tree (a trie structure). This way each
node represents a navigational subsequence from the root (empty node) to a page and
also contains the frequency of occurrences of the subsequence. WUM uses a mining
query language called MINT to discover generalized navigational patterns from this trie
structure. MINT also includes mechanisms to specify sophisticated constraints on pattern
templates, such as wildcards with user-specified boundaries, as well as other statistical
thresholds such as support and confidence.

2.4.2.5 Classification and Prediction

Classification consists in mapping a data item into one of several predefined classes. In
this particular domain, we are interested in developing profiles of users belonging to a
particular category (or class). This requires extraction and selection of features that best
describe the properties of a given class. Supervised classification can be done using al-
gorithms such as decision trees, naive Bayesian classifiers, k-nearest neighbor classifiers,
and Support Vector Machines (SVM). One typical approach is to use discovered clusters
and association rules for training these classifiers, using the outputs of the first ones as
the classes for the latter. Classification techniques play an important part in web analytics
applications for modeling the users according to various predefined metrics. For example,
a classification model can be built to classify users according to their propensity to buy
or not. This model could be created using the sums of bought items by users during a pe-
riod of time together with demographic and navigational pattern data. Another important
application of classification and prediction in the web domain is collaborative filtering.
Most collaborative filtering applications in existing recommender systems use k-nearest
neighbor classifiers to predict user ratings or purchase propensity. This is done by mea-
suring the correlations between a target user’s profile (which may be a set of item ratings
or a set of visited or purchased items) and past user profiles in order to find users with
similar characteristics or preferences [HKTR04]. Basically, collaborative filtering based
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on k-nearest neighbor (k-NN) functions by comparing the activity record of a target user
with the historical records of other users, choosing the top k users that have similar tastes
or interests. The mapping of a user record to its neighborhood can be done using similar-
ity in rating of items, accesses to similar content or pages, or purchase of similar items.
Normally, in these type of applications the user records are a set of rating for a subset
of products. The identified neighborhood is then used to recommend items not already
purchased or visited by the active user. this way, we can identify two main phases in col-
laborative filtering: neighborhood formation and recommendation phase. The problem
in user-based formulation of the collaborative filtering approach is the lack of scalability,
because it requires real-time comparison of the target user to all user records in order to
generate predictions. A solution to this problem, named item-based collaborative filtering
was proposed in [SKKR01]. This approach works by comparing items based on their
pattern of ratings across users. Once more, k-NN can be used, attempting to find the k
similar items that are co-rated by different users similarly.

2.4.3 Applications

Web Usage Mining has been applied mainly with two big objectives in mind, either to
build better sites or to know visitors better (business intelligence). These main goals can
result in several specific applications:

2.4.3.1 Bulding better sites

• System Improvement

One of the key factors for a user to keep using a given service is its performance
and reliability. The same criterion applies to any web service, and because of this
constant efforts are made to improve the quality of these systems. Web Usage
Mining can be applied in order to achieve this, by discovering frequently accessed
pages to perform caching, detecting server load time periods to balance load and
to know when a given system should become distributed to preserve service qual-
ity [CKR98]. Another big application is related to security, where these techniques
are used to detect intruders, fraud, attempted break-ins, etc. Because of the advent
of dynamic content, the benefits of caching were reduced at both the client and
server sides, and efforts are being made to detect path profiles that are then used
to generate dynamic pages based on the current profile, reducing page generation
latency [SKS98].

• Site Modification

As we all know users are attracted to websites that please them whether visually,
organizationally or in terms of content. Given this fact we may conclude that these
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factors are crucial to the success of an application, and Web Usage Mining provides
the feedback necessary to understand user behavior on our website, giving the web
designer precious information on how to redesign the website. This usage data
can be considered as a website’s constant usability test, although the information is
not as complete as a formal one. Some typical measures can be page access time,
page abandonment rate or page popularity [GKM99], and page clustering is often
used to determine which pages should be directly linked [SN03]. User navigational
patterns can also be used to modify the structure of a website [BS00], by shortening
the length of the paths for the most visited pages for instance.

• Search Engine Optimization

For today’s majority of Internet users, their window to the Web are search engines.
It’s of interest to search engines to know how people search, that links do they click
and in what order, and how do they refine their search, among many others. The
work done by [ZD02] explores relationships among users, queries and resources to
improve a search engine. Search engine optimization can also refer to optimizing a
website’s content to appear on a better position on search results. As we well know,
people tend to click on the first links, or the higher ranked, because search engines
found them to be the more relevant to the search query. Web Usage Mining can be
used to optimize the tags for search engine indexing, optimize its content for search
engines web crawlers, etc.

2.4.3.2 Business Intelligence

• Customer Behaviour

Customer behavior information is of priceless value for marketeers and as expected,
this kind of information has the same value on e-commerce websites. Thru Web
Usage Mining we are able to obtain these behavior patterns that aid marketeers
in developing better campaigns, creating promotions and predicting customer be-
havior itself. Valuable intelligence on the customer relationship cycles can be ex-
tracted, specifically customer attraction, retention, cross sales and customer depar-
ture [BM98].

• Personalization / Recommender Systems

Many websites would like to give its users a personalized experience, especially e-
commerce applications. In this specific case, personalization is mostly used under
the form of recommendations to the user, according to her/his profile and behav-
ior [MCS00, MDLN01, MDLN02, JZM05, Mob07]. This is very attractive to these
applications, because it favors for instance cross-sales and up-sales. Web Usage
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Mining is used to find products that are normally bought together, or that a spe-
cific user profile normally buys/has bought a set of products [CKK02]. This can
also be applied to pages viewed inside the website, recommending links. Clustering
can be used to perform market segmentation in e-commerce applications or provide
personalized web content (e.g. recommendations [MDLN02]) to groups of users
sharing the same interests [PPKS02]. Analyzing deeper these user clusters using
demographic attributes can result in the discovery of valuable business intelligence.
Association analysis (among products or pageviews) and statistical correlation anal-
ysis (generally among customers or visitors) have been used successfully in Web
personalization and recommender systems [HKTR04, MDLN01]. Many techniques
discussed earlier can be used to automatically discover user models and then apply
them to provide personalized content to an active user [JZM05, PPPS03].

• Usage Characterization

Characterizing how users interact with a specific website or even with the inter-
net can provide valuable insight in the design of better websites and web browsers.
This is done by capturing the interface usage and the navigational strategies, which
can then be analyzed in order to make such improvements [Spi00]. The WUM
(Web Utilization Miner) system proposed here, which performed navigational pat-
tern analysis, has been proved successful in evaluating also the navigational design
of a web site.

2.4.4 Comparative Table

Table 2.3: Comparative table of the different techniques of Web usage mining

Technique ST GEO NU NO SI SM SEO CB PR UC
EDA / OLAP X X X X X X
Clustering X X X X X X X X
Association Rules X X X X X X X
Sequential Patterns X X X X X
Classification X X X X X X X X X

Legend:

ST: Statistical Methods SI: System Improvement
GEO: Geometrical Methods SM: Site Modification

SEO: Search Engine Optimization
NU: Numerical Values CB: Customer Behavior
NO: Nominal Values PR: Personalization

UC: Usage Characterization
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Table B.1 enables a fast comparison of all the described techniques. Although some
techniques are more applied to some specific endings, we can see that the different tech-
niques can be applied in a vast number of applications. This versatility depends on how
the data is manipulated in order to achieve the desired objective. Another observation one
may extract is that all methods can handle nominal attributes (i.e. textual). Numerical
attributes can only be handled without any manipulation by clustering and classification.

2.5 Conclusions

From the analysis of the related work, several conclusions could be made. These conclu-
sions defined essentially the methodological approach.

The AuditMark’s AuditService analysis briefly described the auditing platform where
the solution will be integrated. The architecture and the most relevant modules were
described. Special attention was given to the Tag-Based Data Collection module, and
more specifically to the JavaScript Interaction Code (JIC). Some of the most important
attributes collected by the JIC were mentioned, but the complete list was not mentioned
for compromising proprietary information. It can be said however that including the data
collected thru Java, the total amount of attributes is close to 300 (although there is some
attribute redundancy).

Even so, it is clear that the gathered data is extremely rich. It contains all the attributes
traditional web server logs provide, as well as many more attributes that would be impos-
sible to extract from traditional web server logs. However, there is one serious limitation,
which is the fact that the retrieved information is only relative to the landing page. This
seriously limits navigational pattern analysis. By knowing the pages the user visited, one
could extract valuable information such as paths and page visit times.

In a Fraud Detection problem, the appropriate method to use depends on the available
data’s characteristics. If labelled cases of both fraudulent and legitimate cases exist, one
can consider using supervised methods. Otherwise, only unsupervised methods can be
employed. Considering the problem at hands, where there are no known examples of both
types, the usage of unsupervised methods became clear. A review of the used metrics was
also presented, with special emphasis to the classical measures resulting from the binary
classifier confusion matrix. It was observed that several approaches use suspicion scores
as the detection output as well. From a validation point of view, the quality of these
scores can be seen as a performance indicator. The set of metrics used in this approach
were adapted from Click Fraud detection scenarios.

After analyzing the Click Fraud problem and existing approaches, one can conclude
that this problem cannot be completely solved by a single approach. This is mainly due
to the vast amount of existing techniques, each with its specific variations. Thus, creat-
ing a method that accurately detects all of them is virtually impossible. Fraudsters are
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constantly creating new click fraud techniques. Therefore every approach must be able
to adapt and will be in constant improvement. Another conclusion is that approaches
should be designed for a specific point of the business. This increases the probability of
the approach being effectively deployed, since fewer entities are affected. In the proposed
approach, only a specific type of click fraud is being targeted. The type of fraud being
detected consists of those attacks that are likely to cause deviations in normal traffic pat-
terns (such as click farms, affiliated networks and botnets). Finally, the solution will be
implemented only in the advertiser’s web sites. Even though less information is available,
this makes the deployment easier to accomplish. The following section will present a
complete review of Web Usage Mining state-of-the-art. It will allow a precise definition
of the most adequate techniques to employ in the context of this click fraud detection.

The Web Usage Mining techniques that can be employed on a given problem also
depend primarily on the available data’s characteristics. The decision of using unsuper-
vised techniques had already been made when studying Fraud Detection’s state-of-the-art.
Hence, after analyzing the available data and the problem at hands, the chosen techniques
were EDA and cluster analysis. EDA provides extremely valuable information on the
data. In this context, it models the base traffic distributions and detects deviations from
it. These deviations allow differentiating some clicks that are suspect of being invalid. To
differentiate these groups of clicks that are potentially invalid, the choice of using cluster
analysis became clear. Additionally, given the nature of the click fraud problem, marking
a given click as invalid is very context-dependant, and extremely difficult. Hence, no la-
bels (valid or invalid) can be given to the clicks. This leads to unlabelled datasets, which
automatically exclude supervised techniques such as classification and regression. As a
consequence of the data collection method being used, only the clicks performed on the
landing pages (pages where the ads point to) had their information collected. Thus, no
sessions could be extracted because the collected clicks all belonged to the same page.
So, techniques that explore user session data were automatically discarded. These are Se-
quential and Navigational patterns analysis techniques. In this context, Association and
Correlation analysis techniques have the potential of describing the traffic’s characteris-
tics in terms of rules. This could aid in characterizing the traffic patterns, to then detect
deviations. Even though, they were not applied and were left for future developments.

The used methodological approach was defined as a result of studying all the scien-
tific areas related to the dissertation theme. This methodology is described in detail in
Chapter 3.
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Chapter 3

Methodology

3.1 Introduction

AuditMark is a company that is able to analyze its customers’ (online advertisers) web
traffic by using the AuditService auditing platform. To do so, a JavaScript call to the
AuditService data collection module is inserted into the customer’s website code. This
call is known as Javascript Interaction Code (JIC) and is inserted on the landing pages
(pages to where the ads point to), and triggers the data collection process. Then, for
each click made on the customer ads, the information about the visitor is gathered, to be
analyzed later. This information allows the characterization of the visitor who performed
each click (e.g. operative system, Web browser, geographic location, user language and
screen resolution). The analysis of this information results in the attribution of a score to
each click, which is then used to measure the analyzed website’s traffic quality.

So far, the clicks are analyzed individually and the context relative to the underlying
traffic patterns is ignored. This thesis proposes to incorporate the usage of Web Usage
Mining techniques into the AuditService platform. By analyzing the traffic patterns of
the website, these techniques allow the detection of deviations from the normal traffic
patterns. These deviations consist of sets of clicks, that when analyzed individually would
be completely valid. However, when analyzed considering the website’s normal traffic
patterns they reflect a deviation, which can be considered a potential organized attack.
These organized types of click fraud are not detectable using the current techniques used
by the AuditService.

In this approach, the use of synthetic data was required for the validation process. In
a click fraud detection scenario, proving the validity of a given click depends mostly on
the context and is sometimes impossible. When analyzing real web traffic data, there
is never absolute certainty that a click is valid or invalid. Since fraudsters cannot be
"hired" to commit fraud on a given web site and then report back, the uncertainty about
the validity of the clicks remains. Using synthetic data it is possible to compare the result
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of the analysis with the correct answer known apriori to be correct. Therefore, to evaluate
the performance of the proposed solution, a generated dataset was used as input for the
analysis. The generated dataset includes both valid and invalid traffic, where the former
was created to mimic the behavior of common click fraud techniques. These include
single person attacks, click farms, affiliated networks, automated-click tools and botnets.

The generated dataset was created using a traffic simulator developed for this purpose.
In each run, it generates a set of clicks between two dates using stochastic methods, and
outputs a simulation log file. This log file is then used to perform the clicks, simulating a
real scenario. A web page is designed to emulate several ads, which lead to the landing
page containing the call to the AuditService data collection module. The data relative to
each click is then collected by the AuditService collection module and saved for posterior
analysis. This data contains some additional information about the type of click (valid or
invalid), for validation purposes. Some preprocessing is made on this generated dataset,
which leaves it ready for the first step of the analysis.

The data between the two dates used for the traffic generation constitutes then the
analysis time period for the remaining process. This time period is then split into several
time windows, which are then overlapped. By overlapping the windows it becomes pos-
sible to analyze the traffic patterns that repeat over time. These time windows are split
once more into smaller time slices called time units, to enable the comparison between
equivalent periods across all time windows. Grouping together the same time unit from
all time windows forms the analysis subsets. Consider that the analysis time period was
one month (e.g 30 days), the time window was set to one day, and the time unit was set to
one hour. This analysis time period data would be divided into 30 different time windows
(days), and then each time unit would be divided into 24 time units (hours). An example
of an analysis subset could be the 30 time units corresponding to the 13:00 to 14:00 (1
hour), from all the time windows (days). One can see that each of these analysis subsets
will contain the traffic pattern during each hour (time unit), for every day (time window)
of the month (analysis period).

Once the analysis period is divided into these analysis subsets, a statistical analysis
models the base distribution (normal traffic pattern) and then detects deviations (outliers)
from this distribution. Given that the base distribution is not known apriori, it must be
modeled using the data itself. Basing the statistical analysis on the central limit theorem,
the base distribution of each analysis subset is considered to be approximately normal.
This enabled the usage of a statistical test designed for normal data, the modified z-score
test. In a modified z-score test the z-score is determined based on outlier resistant esti-
mators. The median and the median of absolute deviation about the median (MAD) are
such estimators. Using these estimators, the median is considered to be the mean value
that characterizes the base distribution. The modified z-score is then calculated for each
element of the analysis subset. An element is labeled as an outliers when it has a z-score
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greater than a defined threshold. This outlier detection method is applied in several di-
mensions of the data: absolute number of clicks, number of clicks per os, number of
clicks per web browser, number of clicks per country and number of clicks per referrer.
The results are deviations from normal traffic patterns, each one in a specific point in time
of the analysis period, with specific characteristics. These deviations are now considered
suspicious attacks of click fraud.

After the deviations have been detected in all time units and all dimensions, they are
analyzed to characterize the suspicious attacks. This analysis groups dimensions that
have a similar amount of deviation when compared to the base distribution. By doing so,
only those deviations that really characterize the possible attack are grouped. The result
of this attack characterization is a set of pairs attribute = value, where the attribute is
the dimension, and the value the category of the dimension responsible for the deviation.
It also contains an estimate of the amount of clicks that caused the deviation (possible
attack size). Once all deviations are analyzed and the possible attacks characterized, this
information is used to try and separate the clicks that caused the deviation from those that
belong to the base distribution.

To differentiate the clicks that caused the deviation from those that belong to the dis-
tribution, a clustering algorithm is used. First, the complete data corresponding to each
deviation time period (the time unit of the time window) is retrieved from the database and
preprocessed. Each deviation data forms a dataset. Then, using each deviation analysis
result, the clustering algorithm is configured accordingly and is applied to the respective
dataset. From the resulting cluster set, a cluster is selected if it is sufficiently similar to
the suspicious attack characteristics. The choice is made comparing each cluster’s size
with the estimated deviation amount, and the cluster’s attribute values with the attack
characteristics (pairs attribute = value).

For each cluster that is selected as containing a click fraud attack, a suspicion score is
given to all its elements. This score can me seen as a measure of traffic quality expressed
in percentage, where 100% corresponds to a completely valid click, and 0% to an unde-
niable case of click fraud. The current score formula is quite simple and is calculated
based on the similarity between the selected cluster size and the estimated attack size. If
the cluster size is less or equal than the estimate size it is considered to contain the entire
attack and a score of 0% is given. On the contrary, if the cluster size is greater than the
estimate it is considered to contain false positives (valid clicks detected as invalid) and the
score is computed as score = estimated size / cluster size. For instance, if the estimated
attack size was 50 and the cluster had 100 elements, the resulting score would be 50%.
Thus, this reflects the "certainty" that the solution has that those clicks are in fact invalid.
Even though this scoring formula is extremely simple, it proved to be quite robust during
the experiments as can be seen in Chapter 4.

When the detection process ends, the result is a set of clicks marked as being suspect of
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fraud, each one with a suspicion score. The final step of the methodology lies in validating
these results. As mentioned above, the type (valid or invalid) of each click is already
contained in the data. Analyzing this set of clicks, one can know the exact amount of:
invalid clicks correctly marked as invalid (true positives); valid clicks incorrectly marked
as invalid (false positives); valid clicks correctly marked as valid (true negatives) and
invalid clicks correctly marked as valid (false negatives).

These amounts enable the calculation of performance metrics and the validation of
the detection process. Considering that in a real life scenario one wouldn’t have the infor-
mation about the type of each click, the suspicion scores are also used as a performance
metric. Since the suspicion scores are only altered for the clicks marked as being invalid,
the average scores for both true positives and false positives are computed and evaluated.
All the clicks that are not marked have 100% scores, and would not bring any information
for this analysis.

This approach was implemented as a functional prototype for an automated analysis
software tool, to be integrated in the AuditService afterwards. This software tool will be
added to the existing family of data processing plugins of the platform, where each one
explores a different analysis approach, is fully independent and contributes to the final
traffic quality score. The AuditService will benefit from the inclusion of this approach,
and will be able to detect some types of click fraud undetectable so far.

This chapter provides an overview of the proposed methodology in Section 3.2, and
describes the traffic simulator used for the dataset generation in Section 3.3. The pre-
processing steps performed on the data are detailed in Section 3.6, followed by the de-
scription of the statistical analysis in Section 3.4. The process of attack characterization
is explained in Section 3.5, and Section 3.7 describes the clustering method used in the
approach. Section ?? describes the click scoring process, and Section 3.9 defines the
validation methodology used to test the approach. Section 3.10 summarizes some imple-
mentation details and the solution’s architecture. Some approach limitations are presented
in Section 3.11 and concluding remarks can be found in Section 3.12.

3.2 Overview of the Proposed Methodology

The proposed methodology consists of seven main steps. Some of these steps are sub-
divided into more than one phase. These main steps and their respective phases can be
summarized as follows:

1. Dataset generation: Since the usage of synthetic data was necessary for validat-
ing this approach, a traffic simulator had to be developed for this purpose. This step
consists of the web traffic generation procedure, which outputs the generated dataset
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used for the analysis. The following phase comprises some preliminary preprocess-
ing steps that are necessary to prepare the data for the remaining process.

2. Statistical analysis: This step of the process is similar to the fraud detection process
commonly used when no examples of fraud are known. In these cases the common
practice is modelling the base distribution to then detect deviations (outliers) from
it. The same principle was employed in this approach. The phases contained in this
step are modelling the base distribution and detecting the outliers.

3. Outlier analysis: Once the outliers are detected, they are analyzed to characterize
possible click fraud attacks. The analysis of the outlier data produces attack charac-
terizations, which are used in the next steps.

4. Preprocessing: In order to apply unsupervised clustering techniques, the data must
first be preprocessed for optimal results. The data for each possible attack forms a
dataset. Each dataset is then submitted to a set of preprocessing operations before
being clustered.

5. Clustering analysis: Once the data of each attack is gathered and preprocessed, a
clustering algorithm attempts to differentiate the clicks that effectively caused the
deviation from the ones belonging to the underlying traffic pattern. For each outlier
dataset, the clustering algorithm is configured using the outlier analysis performed
previously. From each resulting cluster set, a cluster may or not be chosen according
to the degree of similarity it has to the estimated attack characteristics.

6. Scoring: For each cluster that is chosen as suspect of containing a click fraud attack,
a score is computed to all its elements. This score is calculated according to a very
simple formula, based on the similarity the cluster size has to the estimated click
fraud attack size (number of clicks).

7. Validation: When the entire detection process is finished, the detection quality is
evaluated. This evaluation is made using metrics commonly used in other fraud
detection problems. Since the generated dataset contains labels indicating the type
of each click, one can calculate these performance metrics easily. The scores ob-
tained in the last step are also used to compute two additional metrics for robustness
evaluation.

Figure 1 illustrates all the main steps of the proposed methodology workflow.

47



Methodology

Figure 3.1: Proposed Methodology workflow.

3.3 Dataset Generation (Traffic Simulation)

To enable the process validation, it was necessary the usage of synthetic data. In a click
fraud detection scenario, proving the validity of a given click depends mostly on the con-
text and is sometimes impossible. When analyzing real web traffic data, there is never
absolute certainty that a click is valid or invalid. And “hiring” fraudsters to commit fraud
on a given website and then report back is, obviously, out of question. Thus, the uncer-
tainty about the validity of the clicks remains. Using synthetic data allows the comparison
of the analysis results with the correct answer known apriori to be correct. Therefore, to
evaluate the performance of the proposed solution, a generated dataset was used as input
for the analysis. The generated dataset contained both valid and invalid traffic, designed
to replicate a real scenario. This dataset was created using a traffic simulator, and both
will be detailed in this section.

Web traffic data can be seen as a time series dataset. So, the first step of the traffic
generation is to define a start and end date for the simulation. Then, an event generator
is necessary to generate the clicks. There are two well-known probability distributions to
model events occurring in a fixed amount of time. These are the Poisson and the Negative
Exponential distributions. The first models the number of events occurring in a given
fixed time period if these events occur independently and with a known average rate. The
latter describes the times between events in a Poisson process. They are equivalent and
thus have the same single parameter, the average rate of the events. The only difference
lies on the modelled variable (number of events vs. time between events, respectively).
Both can be used to generate events, the Poisson distribution was chosen. The reason
was that the used Poisson distribution generator’s implementation (using the Patchwork
Rejection/Inversion method) was roughly two times faster than the Negative Exponential
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Figure 3.2: Average number of visits per hour used in the dataset generation.

distribution generator’s implementation. After the event generator was chosen, the event
rate had to be defined.

Real traffic doesn’t follow a constant rate. Instead, it varies according to the hour
of the day, day of the week, external events (e.g. sports website after a football match),
etc. External factors cannot be modelled since they depend on unknown variables and are
somewhat chaotic. Thus, only the average visit rates can be modelled for each specific
time unit. These average visit rates can be defined for each hour of the day, each day
of the week, to then generate the events accordingly. The chosen time unit is completely
arbitrary, and one can use the desired time granularity. One can even create more complex
structures. For instance, the average rate from 10:00 to 11:00 at Mondays may be different
from the average rate for the same time interval, at Saturdays. However, the generated
dataset was created using different average visit rates for each hour of the day. These
average visit rates create the traffic pattern for the number of visits of the web site. After
the average visit rates are defined for each time unit, the events are generated accordingly.
Figure 3.2 illustrates the used average visit rates for simulating the used generated dataset.

The main challenge of the traffic simulator was being able to mimic both valid and
invalid traffic, the best way possible. The first step of this process begins by defining the
portion of the traffic that will be invalid. According to [Cli09] reports, it is estimated that
around 14-17% of all clicks are invalid. Figure 3.3 illustrates these estimates.

[Anc10] even states that 29.2% of all clicks in Q1 2010 where attempts of click
fraud, although it seems inflated. Thus, a value for this portion of invalid traffic had to
be estimated. This portion can then be seen as the probability a given click has of being
invalid. For the used dataset, the portion of invalid clicks was set to 15% because it
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Figure 3.3: 4th Trimester Click Fraud Rate 2006-2009 evolution.

seemed reasonable. So, an invalid click was generated with 15% probability. Using this
simple method, each generated click is labelled as either being valid or invalid. Therefore,
the result consists of two sets of clicks: a valid click set, and an invalid click set. These
two sets of clicks are then treated separately to replicate each type accordingly.

3.3.1 Valid Traffic Generation

When a click is marked as being valid, its characteristics are defined using a set of stochas-
tic operations. Probability distributions are defined for each simulated click characteris-
tic. Currently, the probability distributions are defined for the operative system (OS),
Web browser, geographic location and used ad link (referrer). For each of these click’s
characteristics, the value is randomly chosen according to each characteristic probability
distribution. Even so, the process can be different depending on the characteristic being
generated. An example is that the Web browser depends on the used OS. Hence, the prob-
ability distribution of the Web browsers was defined per OS. So, after the OS is defined,
the Web browser is chosen accordingly. Another example is that the geographic location
is also used to generate an IP address of that country. Using a list of the IP ranges of each
country, a single range is chosen randomly. Then, an IP address belonging to that range is
randomly generated. Using random events, the clicks are characterized according to these
probability distributions.
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In the used dataset, the probability distributions for the OS’s and respective Web
browsers were based on usage statistics available online at [w3s10]. Since the refer-
rer links were created specifically for the simulation, they were defined randomly. As
for the geographic locations, only some countries were used as proof-of-concept, and the
probabilities were also defined randomly. Nevertheless, all these configurations are totally
editable to any desired set of categories and distributions. Notice as well that this method
can be applied to any number of characteristics desired, and not only the ones described.

3.3.2 Invalid Traffic Generation

The process is more complex for clicks marked as being invalid, since different charac-
teristics must be emulated. Given that click fraud attacks are going to be emulated, the
first step is to define the type of attack. The different attacks being emulated are defined
once more by a probability distribution. However, the same type of attack can have many
variations. To account for this, each type of attack has a set of attack profiles (or attack
sub-types). Each attack type also has a probability distribution for its profiles. These pro-
files are defined by a set of characteristics. Estimating each attack’s probability is not easy
because their exact distribution in the “real world” is unknown. The same thing happens
when defining the profiles of each attack, since the nuances of each attack are also not
known. Therefore, these properties were defined based on information gathered during
the study of the click fraud problem. This study revealed the common used techniques,
and their characteristics.

For each click marked as invalid, a type is given. The invalid clicks are then grouped
in smaller subsets containing all the clicks from each attack type. For each of these attack
subsets, different attacks are then emulated. Each of these emulated attacks is generated
using a randomly chosen attack profile of the main attack type. An attack profile has a
set of characteristics that were defined based on common known characteristics of each
attack type.

Table 3.1: Used attack types and their probabilities.

Technique Probability
Technique Probability
Single Person 0.1
Click Farm 0.2
Affiliated Click Fraud 0.2
Botnets 0.5

The configurations used for the attack types and their characteristics can be seen in
Table B.1. The characteristics that are defined for each attack profile are described in
Table 4.2. The sets of profiles created for each click fraud attack type can be found in
Appendix A.
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Table 3.2: Characteristics that define each attack profile.

Characteristics Value Type
Probability Real
Number of Clicks (Attack Size) Integer
Duration (minutes) Integer
Single OS Boolean
Single Browser Boolean
Single Country Boolean
Single IP Boolean
Single Referrer Boolean

For each attack subset, the generator starts by picking a random profile according to
the probability distribution. Then the number of available clicks in that Attack Set is
decremented by the amount of the profile’s attack size. This process is repeated until
there are no available clicks in the attack subset. In the last iteration, a 10% margin is
given to choose the last profile. If the number of available clicks plus 10% is greater than
the candidate attack profile size, another attack is formed. This prevents the number of
clicks of that attack type to be altered significantly when creating the different attacks. In
the end of this process, the each attack subset was now divided into multiple attacks, each
one with its own profile. Now that all the different attacks to be emulated are defined, the
attack emulation process begins.

First, it is important to notice that the invalid clicks are not correctly distributed in time
(they do not reflect the attacks’ time distribution characteristics). Since all clicks were
generated using the same event generator, they have the exact same time distribution as the
valid traffic. Thus, the only thing differentiating them is essentially the label specifying
the type. To fix this, the set of invalid clicks is used as a pool of attack seeds. Then, for
each attack being emulated a click is randomly chosen from the invalid click set. This
click will be the seed of the attack being emulated. All the clicks of the invalid click set
are then discarded, excepting the seed clicks. Then, starting from the time instant of each
seed click, the respective attack is emulated and “injected” in the valid traffic.

Each seed click is characterized using a stochastic procedure, and serves as the base
for all the other clicks of the respective attack. The OS and Web browser of each seed
click are drawn from the probability distributions described before. This is based on the
assumption that common attacks will most likely have the same OS and Web browsers’
distributions as valid traffic. For instance, if a given OS or Web browser has more people
using it, it’s a better target for being exploited. Common attack types will also have
geographic origins usually different from normal traffic’s geographic origins. This can be
observed in the click fraud “heat map” in Figure 3.4. This heat map enabled the creation of
a probability distribution for the geographic origin of invalid traffic. Thus, the geographic
location of each seed click is randomly chosen according to this “heat map” probability
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Figure 3.4: Click Fraud Heat Map (April 2008)

distribution. The IP address is then generated accordingly, as described above. Another
common factor of click fraud attacks is the attackers won’t use the ad links in the same
proportions as the valid traffic’s. The reason lies in a frequent motivation for the attacks.
Many times the fraudsters want to increase some partner’s revenues by clicking its ad
links. Obviously, these partners’ ad links are not known. Hence, the referrer for each seed
click is randomly picked from the available categories, with equal probability. After each
seed click is defined, each attack is emulated.

Using each attack’s profile and seed click, the clicks belonging to each attack are
simulated and then merged with the valid traffic clicks. First, some randomness is used
to generate each attack’s size (nClicks) and attack’s duration (number of minutes the at-
tack lasts). This prevents the attacks of having “exactly” the amount clicks and attack
duration of the profiles. These numbers are generated using two Normal distribution
number generators. The mean value of one distribution is the attack’s size and the mean
value of the other, the attack’s duration. The standard deviation for each distribution
is 10% of the corresponding mean value. After both values are generated for each at-
tack, the simulator generates exactly nClicks, and spreads them across the time interval
[seed click timestamp,seed click timestamp+ attack duration].

All clicks of the attack being emulated start by having the same characteristics of the
seed click, except the timestamp. Depending on the attack profile characteristics, these
new clicks’ characteristics will be either maintained or modified. This is done using the
Boolean characteristics described above. For instance, if an attack’s profile has “Single
OS” set to true, all the clicks of that attack will have the same OS as the seed. On the
contrary if “Single OS” is set to false, a random OS will be chosen for each click of the
attack. This is applied to all the Boolean characteristics. After this process is terminated
for all clicks of all attacks, the traffic simulator has the final set of clicks that will be used
to generate the dataset.
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3.3.3 Click Generation

The final set of clicks containing both valid and invalid traffic is outputted in the form of
a simulation log file. This log file contains the information about each click, including
its type (valid or invalid). The log file is then used to perform the real clicks. Each line
of the log file corresponds to a click, and has the click’s characteristics. These are the
timestamp, OS, Web browser, IP address, geographic location, ad referrer and click type
(valid or invalid). For those clicks that are invalid the attack type, profile name and attack
ID are also contained in the log file. The attack ID enables identifying exactly the clicks
from each attack, in case of overlapping attacks from the same attack type and profile.

The final step of the dataset generation process is performing the clicks and collecting
the data. A click generator designed for the purpose reads the simulation log file and
performs the clicks on a specially designed web site. Each click is performed on the OS
and Web browser specified in the log file. The remaining attributes are saved on the cookie
data, to be processed later. A website is specially designed for the purpose. This web site
contains all the ad links used in the simulation, which all lead to the same web page.
This web page contains the call to the AuditService data collection module, also known
as JavaScript Interaction Code (JIC). For each click performed by the click generator, the
information about the click is gathered and saved in the AuditService database. A more
detailed description of the data collection process and collected click attributes can be
found in Section 2.5.5.

3.3.4 Preliminary Preprocessing

Once the data is all gathered and saved in the database, some preliminary preprocessing
steps have to be done. As mentioned before, each click is made using the correct OS
and Web browser for each click. However, the remaining information is passed using
the cookie. There are several reasons for this. The first is that the simulation time is
different from the time at which the clicks are performed. Plus, the real IP addresses
and geographic location used by the click generator are different from the IP address
and geographic location present in the simulation log. Finally, the information about the
validity of the clicks and the attacks also had to be saved in the database for the validation
process. So, the first preliminary preprocessing step was parsing the cookie data of each
click to define its simulated characteristics.

The simulation information saved in the cookie was processed directly on the database.
Given that the cookie is a text string, the extraction of the several simulation attributes
was made using regular expressions. Using SQL operations the several attributes were
extracted and their respective columns on the database were updated. Another important
preprocessing step was to put the data from the clicks into a format more suitable for the
mining process. This is, a single table where each row corresponds to a data point, and

54



Methodology

each column to an attribute of the data point. The reason for this was that the AuditService
data model saves the information about each click across multiple tables. To solve this
problem, several stored procedures were created to dynamically gather all the data relative
to all clicks and form a single table. Another important aspect of preprocessing was the
treatment of the userAgent attribute ( string which contains information about the click’s
Web browser, OS and language). Using a regular expression, only the Web browser name
was extracted, ignoring the version. The version was ignored, because when simulating
the traffic the web browser versions were not taken into account. Thus, since the click
generator used different machines with different Web browser versions, this could affect
the analysis. The OS and language data were ignored since this information was already
contained on other attributes.

3.3.5 Relevant Features

[KTP+09] defines a click fraud penetration testing system as:“a system that provides an
environment for testers to conduct experimental attacks on a click fraud detection system,
with the main goal of proactively finding vulnerabilities in the system before being ex-
ploited by malicious attackers.” The traffic simulator described here is similar to a click
fraud penetration testing system in many aspects. The main difference is that this traffic
simulator was designed with the main goal of validating a click fraud detection approach.
Even so, some of the recommendations presented by [KTP+09] make perfect sense and
thus are valid for the traffic simulator. Thus, some of these recommendations were ap-
plied. These were: Isolation (does not influence real advertisers, publishers, and users),
Resource Emulation (provide virtual resources to conduct more powerful attacks), Virtual
Time Compression (speed up simulation time of attack) and Traffic Composition (com-
plete control over the traffic). The way in which these recommendations were followed
will be described briefly in the following paragraphs.

• Isolation: The generated traffic does not influence any real advertiser, publisher
or user. The environment is completely simulated, and thus the traffic generation
doesn’t affect any real entity.

• Resource Emulation: The generated clicks emulate real resources (OS’s, Web browsers,
IP addresses, geographic locations and ad links). This way it is possible to emulate
a virtually infinite number of different machines and users. In the future, the number
of emulated resources can be even larger. Examples of other resources that can be
emulated are OS languages, screen resolutions and installed web browser plugins. It
is easy to see that the more resources are emulated, the more realistic the generated
traffic will become.
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• Virtual Time Compression: The simulation time is shorter than the time recorded
in the data. Each traffic simulation is performed between an arbitrary time period.
This time period is defined by a start and end dates, completely configured by the
user. It enables the simulation of long periods of time, in a much shorter real period
of time. For instance, a simulation log file for 1 month of traffic may take some
minutes to generate. Then, performing the clicks may take some days, depending
on the available resources. The result is 1 month of data generated in some days.
All simulated clicks have a virtual timestamp passed on the cookie. Each virtual
timestamp is then retrieved from the cookie and updates the real timestamp of each
click. Each click is then converted to this “virtual time”. This is a virtual time
compression method.

• Traffic Composition: Even though stochastic methods are being used for generating
traffic, the traffic composition can be completely controlled. One has total control
of the generated traffic by:

– Defining the virtual time period of the simulation.

– Defining the average visit rates of the traffic.

– Defining the categories for each click characteristic being generated (e.g. sim-
ulated OS’s, Web browsers, etc).

– Defining the probability distribution of each characteristic.

– Defining the probabilities for each type of traffic.

– Defining the probabilities for each type of attack.

– Defining the several profiles for each type of attack and their probabilities.

3.4 Statistical Analysis

In this methodological approach, the statistical analysis has the purpose of modelling the
normal traffic distribution, to then detect deviations (outliers) from it. The idea is that
these outliers may reflect click fraud attacks. From studying most common attack types
and their characteristics, one can conclude two things. First, larger scale click fraud at-
tacks (such as botnets) are likely to cause a sudden increase in the number of visits of a
particular site. And secondly, all the elements of an attack tend to have some character-
istic in common. This can be due to technical or resource limitations (e.g. exploiting a
vulnerability of an operative system (OS) or web browser, using the same IP address, etc),
or because of the motivation (e.g. using the same ad referrer by clicking the ads of a part-
ner website to increase its revenues). Thus, some attacks will likely cause deviations in
normal traffic patterns/distributions not only in the number of visits in a given time period
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but also on other dimensions, such as the number of visits of a given OS, web browser,
etc. Even so, there are obviously more sophisticated attacks that don’t cause these devia-
tions. These attacks are able to merge perfectly with the normal traffic pattern. The cause
may be: the attack lasts a long time (doesn’t cause a sudden traffic spike); the attack is
too heterogeneous to cause any substantial deviation on another dimension; or both. Any
attack having these characteristics can’t be detected by this approach. However it is also
not the purpose of this approach to detect all types of click fraud attacks. In this thesis it
is proposed an approach that is able to detect those types of click fraud attack that cause
deviations in the website’s normal traffic patterns.

To accomplish the task of detecting these attacks, the base traffic distribution (pattern)
must first be modelled. Using this base distribution, those observations that deviate too
much from it are labelled as outliers. These outliers are then considered suspects of having
been caused by a click fraud attack.

In the context of fraud detection, local outliers describe observations that are anoma-
lous when compared to subgroups of the data. On the contrary, a global outlier is an
observation anomalous to the entire data set. [Bolton:2001] states that local outlier detec-
tion is effective in situations where the population is heterogeneous. This is the case for
web traffic data. If we can identify the traffic pattern of a particular time period (e.g. num-
ber of visits from 13:00 to 14:00), then a different observation of the same time period is
a local outlier if it is anomalous to the traffic pattern of that time period. Even so, it is not
necessarily anomalous to the entire population of different time periods. For example, a
total of one thousand visitors in an hour where, historically, the number of visitors has
been under one hundred clicks might be considered as a local outlier. However, such an
observation may not have been considered unusual if it had occurred in a high traffic hour,
and thus would not be a global outlier.

3.4.1 Modelling the Base Distribution

In web traffic data, the traffic characteristics in a given time period can vary according to a
smaller time unit. This smaller unit can be the specific time of the day, week, month, etc.
For instance, the number of visits in a given website may vary according to the hour of
the day. To accurately model the base traffic distribution of this time period, these smaller
time units with different traffic characteristics must be identified. Therefore, each of these
time periods can be seen as having its own local traffic pattern. And so, the set of all these
local traffic patterns is what forms the global traffic pattern.

Considering that the traffic characteristics may vary according to a specific time unit,
they are also likely to repeat over time. This can be seen as a cyclic pattern. For example,
if the number of visitors in a given website between 13:00 and 14:00 is 200 visitors in
a certain day, it is likely that between 13:00 and 14:00 of the next day the number of
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visitors will be similar. It is obvious that there will be exceptions. For instance, if a given
website announces a new product or service, the number of visits is likely to increase
when compared to previous observations corresponding to the same time. Even so, with
a sufficiently large number of observations, a pattern will emerge.

The central limit theorem allows the statement:

“The distribution of a sum or average will tend to be Normal as the sample
size increases, regardless of the distribution from which the sum or average is
taken.”

Based on the central limit theorem, it is assumed that with enough observations the
total number of visits in a given time unit will approximately follow a normal distribution.
So even if the underlying distribution doesn’t follow a normal distribution, the sum will.
This is the foundation of the entire statistical process being described here. It is easy to see
that this process can be extended to any other attributes of the traffic that can be summed.
By doing so, patterns on other attributes can be detected, such as the number of visits
of a given OS, web browser, geographic location or referrer. Since these attributes are
usually categorical variables, combining all the categories of each dimension results in a
histogram. These histograms reveal the traffic patterns relative to the distribution of each
attribute in a given time unit. Therefore, the base traffic distribution for the several dimen-
sions (attribute value or category) of each time unit is modelled as being approximately
normal, by using the sums of each dimension. Then, all the base traffic distributions of
each time unit together form the global base traffic distribution.

To reflect the cyclic traffic behaviour and analyze the data using these smaller time
units, a certain degree of overlapping has to be applied to the analysis time period. Doing
so, these cyclic traffic patterns emerge and a sufficiently large number of observations are
achieved. The analysis time period is defined by a start and end dates. For the overlapping
to be possible, this time period has to be split using two smaller time measures. The first,
called the Time Window (TW), is responsible for the overlapping factor, splitting the
analysis time period into several time slices. The second, called the Time Unit (TU),
divides each TW into the smaller time units that contain the local traffic patterns.

The TU is the real comparison unit between different TW’s, which allows the approx-
imation to the normal distribution. This approximation enables the detection of outliers
using statistical tests designed for normal data. Since the TU has a configurable length,
it creates other important advantages. It allows a more precise analysis, by comparing
shorter periods of time each time and by “potentially” isolating more the existing attacks.
Also, when an outlier is detected it will correspond to a smaller slice of time and thus a
smaller dataset.

For a more intuitive analysis, the TW’s always start at the established start of the
chosen time measure, i.e a Week time window will start at Sunday, a Day time window
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will start at 00:00, etc. This way the obtained time window data is more "standardized".
Following the same criteria as the time window, all the time units start at the established
first instant for the unit (e.g. hours always start at HH:00). As a result of this, the first and
last windows may be incomplete due to the start and end dates. Obviously, the first TU of
the first TW may also be incomplete, as well as the last TU of the last TW. This behavior
can easily be modified to use the start date as the start of the first TW and first TU(even
so, the last TW and last TU could be incomplete)

Consider the analysis time period P. After defining the TW length, the time period P
is divided into n time windows Wi, i ∈ 1 . . .n:

P =W1,W2, . . . ,Wn

Afterwards, the TU length is defined and each TW is divided into k equal length units
U j, j ∈ 1 . . .k. Considering the case where all TW’s are complete, an arbitrary TW Wi

can be defined as:

Wi =U1,U2, . . . ,Uk

And where each element is defined as WiU j, i ∈ 1 . . .n, j ∈ 1 . . .k

So, P can now be defined as:

P = {W1U1,W1U2, . . . ,W1Uk,

W2U1,W2U2, . . . ,W2Uk,

WnU1,WnU2, . . . ,WnUk}

To proceed with the statistical analysis, all the time units with the same index are
grouped and form an Analysis Subset (AS). There will be as many Analysis Subsets as
different Time Units. For each of these subsets, the base distribution will be modelled
using several dimensions as described above. Once this step is complete the statistical
test for the outlier detection may be applied.An Analysis Subset AS j, j ∈ {1..k} can be
defined as:

AS j = {W1U j,W2U j, . . . ,WnU j}, j ∈ {1..k}

Figure 3.5 illustrates the time division process and how the data is grouped for the
analysis. This is a case where both first and last windows are incomplete.
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Figure 3.5: Time Division process.

3.4.2 Detecting Deviations (Outliers)

Once the Analysis Subsets are formed, the following step is to label suspected outliers
for further study. For normally distributed data, three different methods are available:
z-score method, modified z-score method, and boxplot method [BD93, BL84]. These
techniques are based on robust regression methods. All of the experimental observations
are standardized and the standardized values outside a predetermined bound are labelled
as outliers [RL87]. Since the boxplot method requires a graphical representation it was
not considered as an option, because one of the requirements of the approach is to perform
automatic detection.

In a z-score test, the sample mean and standard deviation of the entire set are used to
obtain a z-score for each data point, according to following formula:

Zi =
xi− x̄

s
, s =

√
∑

n
i=1 (xi− x̄)2

n−1

Figure 3.6 illustrates the several existing relationships in the Normal Distribution. In
this context, the more relevant are the cumulative percentages and the Z scores. A test
heuristic states that an observation with a z-score greater than 3 should be labelled as
an outlier (which in fact means it is not contained in the interval x̄± 3σ ). However,
this method is not a reliable way of labelling outliers since both the mean and standard
deviation are affected in the presence of outliers. The modified z-score was developed
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Figure 3.6: Normal Distribution and Scales.

to avoid this interference while using the test’s theoretical basis. In a modified z-score
test the z-score is determined based on outlier resistant estimators. The median and the
median of absolute deviation about the median (MAD) are such estimators.

MAD is calculated and used in place of standard deviation in z-score calculations, as
can be described by the following steps:

• Calculate the sample median,

• Calculate the MAD about the sample median, using:

MAD = median(|xi−median(x)|)

• Calculate the modified z-score for each observation, using:

Zi = 0.6745× xi−median(x)
MAD

• If an observation has |Zi| greater than a specified threshold, it is labelled as an outlier.

The test heuristic states that an observation with a modified z-score greater than 3.5
should be labelled as an outlier. This is a reliable test since the parameters used to calcu-
late the modified z-score are minimally affected by the outliers. The probability of a given
value having a z-score greater than 3.5 is 0.000233. This is means it is not contained a
∼99.98% confidence interval. This assures that those values marked as outliers are with
great probability true outliers. Even so, during experiments several values for the z-score
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threshold were used. For instance, lower values are able to detect “milder” outliers, which
could correspond to potential click fraud attacks.

The modified z-test is applied to all the Analysis Subsets, and those Time Units de-
tected as outliers are saved for further study. This test can be applied whenever the data
is normally distributed. Since the base traffic distribution for the several dimensions (at-
tribute values or categories) of each time unit is modelled as being approximately normal,
this outlier detection test can be applied.

The outlier detection can only be applied to those dimensions for which the base dis-
tribution was modelled. Currently it is applied to 5 dimensions: the total number of
visits, number of visits per OS, number of visits per web browser, number of visits per
geographic location and number of visits per referrer. These specific dimensions were
chosen because are some of the common characteristics attacks have in common. Since
this is a proof-of-concept, this small number of dimensions was considered to be enough
to demonstrate the methodology capability of detecting outliers.

With the exception of the first dimension, all attributes are categorical variables. As
said before, combining all the categories of the same attribute results in a histogram.
These histograms provide the information about the distribution of that attribute. Since
each bar of the histogram (corresponding to a given category), follows an approximately
normal distribution across all the other bars of the same category, this test can also be
applied. Instead of only being tested for outliers based on each category’s sum, these
categorical attributes are also tested based on the frequency of each category. This fre-
quency analysis gives the system more robustness. For example, a sudden increase in the
number of visits of a given categorical attribute (all categories together) may not reflect a
deviation in the frequency of these categories. This may indicate that it was just a normal
traffic oscillation, and not an abnormal spike. Otherwise, the system could detect outliers
in all the categories of the attribute, since it was ignoring that the distribution of these
categories was perfectly normal.

For each Analysis Subset, the outliers are detected in all dimensions. The result is the
set of Time Units on which outliers were detected. Each of these Time Units will contain
details about every dimension where an outlier has been detected, in that specific time
instant (WiU j). These Time Units are from now on considered Traffic Outliers, having
one or more characteristics (the outliers of the different dimensions). An example of a
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Traffic Outlier (TO) containing a single characteristic for each dimension could be:

TO(WiU j) = {{Total number of clicks dimension :

(200 total extra clicks)},
{OS dimension :

(50 extra Windows 7 clicks,10% extra in frequency)},
{Web Browser dimension :

(190 extra Internet Explorer clicks,20% extra in frequency)},
{Geographic Location dimension :

(205 extra China clicks,30% extra in frequency)}
{Referrer dimension :

(10 extra adreferrer 1 clicks,2% extra in frequency)}}

(3.1)

By looking at this example, one could easily see that valuable information about
the traffic deviations’ characteristics is obtained from this outlier detection methodology.
For each detected TO, those characteristics that pass the Minimum Frequency Deviation
threshold are then used to characterize the suspect attacks.

3.5 Outlier Analysis (Attack Characterization)

Each detected Traffic Outlier (TO) is then analyzed individually. The objective of this
analysis is to characterize possible click fraud attacks. This attack characterization will
enable an accurate separation of the clicks that caused the traffic deviation from those
belonging to the base traffic pattern. Each TO consists of a specific time interval of the
data (TU belonging to a TW), containing a set of outlier characteristics. When analyzing
these outlier characteristics, there are 3 possible scenarios, summarized as follows:

• The outlier is too heterogeneous, and it is either a false positive (contains no attack),
or reflects an undetectable attack (using the current dimensions).

• The outlier contains a single attack.

• The outlier contains more than one attack.

In order to detect the correct scenario for each case, the different characteristics that
constitute each outlier are analyzed and compared. Depending on the relations they have
between them, the current scenario is defined. The definition of the current scenario
directly results in the characterization of the possible click fraud attacks. This process is
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done in three steps, which can be seen as three filters. Each step detects (and filters out)
one of the above-mentioned scenarios, and thus characterizes the possible attack(s).

The first step is to check whether the outlier is too heterogeneous and therefore is either
a false positive or an undetectable attack. An outlier is considered too heterogeneous when
it only causes a deviation in the total number of visits. In these cases, there is not enough
information to allow the accurate differentiation of the clicks that caused the deviation
from the ones belonging to the base distribution. This observation can be the reflex of
either a normal traffic oscillation, or of a more sophisticated attack. Thus, if a given
Traffic Outlier only has a deviation in the total number of visits, it is discarded from the
rest of the analysis.

The second step tries to identify if the TO contains a single attack. To do so, the several
dimensions are compared to check if their deviations have some degree of similarity.
First, the maximum amount of extra clicks is extracted from the set of existing outlier
characteristics. This maximum amount if considered the “estimated” attack size. Then,
the number of extra clicks of each characteristic is compared to this estimate, measuring
their similarity. If a given characteristic passes a certain threshold of similarity with the
attack size estimate, it is likely to be a characteristic of the attack itself. This threshold is
known as Dimension Similarity. This dimension similarity is the absolute deviation of the
dimension’s amount of extra clicks relative to the estimated attack size, and is calculated
as follows:

Dimension Similarity =
|dimension extra clicks− estimated attack size|

estimated attack size
(3.2)

The result gives the deviation in terms of percentage relative to the estimated attack
size. Currently the threshold is defined so that dimensions with a maximum of 0.15 (15%)
of absolute deviation are considered for analysis. This enables a good matching, leaving
some room for possible estimation errors.

The set of characteristics that pass this threshold are grouped and considered to char-
acterize the suspected single attack.

Consider the example described in Expression 3.1. One can easily observe that it
would be most certainly a single attack, with an estimate size of 205 clicks. Besides
having as a characteristic Geographic Location = China (since it was the maximum), it
would also have Web Browser = Internet Explorer, because of the similarity in the amount
of extra clicks ( |190−205|

205 ≈ 0.7,0.7 < 0.15). Both the OS and Referrer dimension char-
acteristics would be discarded, because they passed the Dimension Similarity threshold
(∼ 0.26 and ∼ 0.95, respectively).

The third and final step is designed for those TO’s that in the previous step weren’t
classified as a single attack. In other words, none of the outlier characteristics had a
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deviation sufficiently similar to the estimated attack size (which in this case would be
the total number of extra clicks). Given this, these TO’s are now treated as containing
more than one attack. Each TO is then analyzed in search for the outlier dimension
that accurately "divides" it into multiple attacks. This specific dimension will enable the
characterization of each of these multiple attacks. This dimension is the one that has
more characteristics and, at the same time, the sum of each of these characteristics’ extra
amounts of clicks is similar to the estimated attack size.

Once the different attacks have their main characteristic identified, the remaining char-
acteristics are analyzed to see if they are likely to also define one of these attacks. Follow-
ing the approach described in the previous step, these characteristics are grouped accord-
ing to the degree of similarity they have to the estimated attack size. The only difference
is that the similarity is this time measured against the estimated attack size of each attack.
Once this procedure is terminated, each attack is treated independently according to its
own characteristics. The estimated size of each attack is recalculated, using the average
of all the attack’s characteristic’s extra clicks. This provides a more accurate estimate of
the attack size for the next steps.

Consider the following TO example:

TO(WiU j) = {{Total number of clicks dimension :

(460 total extra clicks)},
{Web Browser dimension :

(300 extra Internet Explorer clicks,25% extra in frequency)},
{Geographic Location dimension :

(200 extra India clicks,14% extra in frequency),

(100 extra United States clicks,7% extra in frequency),

(150 extra Russia clicks,11% extra in frequency)}}

(3.3)

In this case, the analysis would conclude the TO contains 3 attacks originating from
each one of the 3 countries. This outcome is due to the Geographic Location dimension
having the maximum number of characteristics (3), and the sum of these characteristics’
extra clicks being similar to the estimated attack size (sum of 450 clicks vs. estimated
attack size of 460 clicks). Then, it is easy to see that the Mozilla Firefox characteristic
would be grouped with the United States sub-attack, since the extra amount of clicks are
very similar between them (95 clicks vs 100 clicks, which resulted in a 0.05 Dimension
Similarity).

After all the TO’s are analyzed, the datasets are retrieved for those TO’s on which at-
tacks were detected. The datasets consist of the clicks contained in the time intervals cor-
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responding to the TO’s (WiU j). For those TO’s on which multiple attacks were detected,
the datasets are divided into multiple smaller datasets according to the dividing attribute’s
value. Using the previous example, the TO dataset would be split into 3 datasets, one
containing only clicks from India, other containing only clicks from the United States and
one with all the clicks from Russia. The attacks’ datasets are then preprocessed to prepare
the data for the clustering analysis.

3.6 Preprocessing

Once the dataset of each attack is obtained, some extra pre-processing has to be made
before running the clustering algorithm. This consists of several steps, which are:

• Select Attributes

The choice of the attributes used for the analysis is defined using the attack charac-
teristics. The attack characteristics (except the total number of visits) directly relate
to the dataset attributes and respective values. So, each of these characteristics can
be seen as a pair attribute = value. Since the attributes that define the attack are
known, these are the selected attributes for the clustering analysis. This increases
the probability of the attack being isolated into a single cluster, given that other
attributes don’t interfere in the clustering process.

This simplistic attribute selection criterion is only to be considered as a proof-of-
concept. It demonstrates that the outlier analysis results can be used to optimize
the chosen attributes for the clustering algorithm. In a real scenario, these attributes
would possibly be given a greater weight and any other attribute found relevant to
the analysis would have a normal one. This new approach would give more im-
portance to the attributes found in the outlier analysis, but wouldn’t discard others.
It could potentially isolate even more each attack, by revealing hidden patterns on
other attributes.

• Replace Missing Values

When a given attribute has some elements with no data, the attribute is said to con-
tain missing values.

Because clustering algorithms normally can’t handle missing values properly, this
step is used to enable all attributes to be used even if they contain missing values.

In the generated dataset used for the experiments, only the attribute containing the
user OS had missing values. Since the dataset generation process creates a simu-
lation log file, it was possible to verify that every missing value corresponded to
"Windows Vista". Apparently, some browser implementations for this operative
system failed to provide this information and thus this attribute was empty.
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• Remove Correlated Attributes

Used as a precautionary measure, the feature of removing possibly correlated at-
tributes was added to the workflow. Correlated attributes have dependencies be-
tween them, which negatively affect the clustering process. Using this filter, when
two attributes have a correlation factor greater than a configurable threshold (cur-
rently 0.95), one of them is discarded from the analysis.

• Remove Useless Attributes

Another precautionary measure was the use of a filter to remove useless attributes.
An attribute is considered useless when it has a constant value, and thus brings no
information to the analysis. In fact, such attributes can even worsen the results if
used. Also, as a consequence of removing these unnecessary attributes, the num-
ber of attributes is also reduced. Fewer attributes require fewer resources for the
clustering algorithm.

• Convert Nominal Attributes to Numerical

Even though some algorithms don’t require all attributes to be numerical (such as
DBSCAN), in order to perform normalization all attributes must be discretized. Be-
cause of this all attributes are subject to a discretization before being normalized.

• Normalize Attributes

To prevent some attributes to have a greater influence on the analysis, these were all
normalized using the z-transformation method (also called z-score normalization).
This method was chosen since it’s more robust in the presence of extreme values
(outliers). The normalization process causes that all attributes have their values in
the same range of values, thus the same scale. Using the z-score normalization, each
normalized value is computed as:

x′ =
x− x̄

s

After these preprocessing steps each dataset is then used as input for the clustering
algorithm, which will attempt to isolate the clicks that form each attack.

3.7 Clustering Analysis

Clustering techniques are used to separate the clicks responsible for the deviation from
those belonging to the underlying traffic pattern. A specific attribute configuration is
defined for each attack’s dataset, using the results from the attack characterization process.
The clustering analysis is applied to each attack’s preprocessed dataset. The result of
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each run of the clustering algorithm is a set of clusters, called cluster set. So, for each of
these datasets a cluster set is obtained. A cluster is then chosen from each cluster set, by
measuring the similarity of each cluster to the attack characteristics obtained in the outlier
analysis.

The chosen clustering algorithm was DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) [EKJX96]. DBSCAN’s definition of a cluster is based on the
notion of density reachability. Basically, a point q is directly density-reachable from a
point p if it is not farther away than a given distance ε (i.e., is part of its ε-neighborhood),
and if p is surrounded by sufficiently many points such that one may consider p and q to
be part of a cluster. q is called density-reachable from p if there is a sequence of points
with and p1 = p and pn = q where each pi+1 is directly density-reachable from pi. Note
that the relation of density-reachable is not symmetric (since q might lie on the edge of a
cluster, having insufficiently many neighbours to count as a genuine cluster element). So,
the notion of density-connected is introduced: two points p and q are density-connected
if there is a point o such that o and p as well as o and q are density-reachable.

A cluster, which is a subset of the points of the dataset, satisfies two properties:

1. All points within the cluster are mutually density-connected.

2. If a point is density-connected to any point of the cluster, it is part of the cluster as
well.

DBScan requires two parameters: ε (epsilon) and the minimum number of points
required to form a cluster (minPts). It starts with an arbitrary starting point that has not
been visited. This point’s ε-neighborhood is retrieved, and if it contains sufficiently many
points, a cluster is started. Otherwise, the point is labeled as noise. Note that this point
might later be found in a sufficiently sized ε-environment of a different point and hence
be made part of a cluster. If a point is found to be part of a cluster, its ε-neighborhood
is also part of that cluster. Thus, all points that are found within the ε-neighborhood are
added, as well as their own ε-neighborhood. This process continues until the cluster is
completely found. Then, a new unvisited point is retrieved and processed, leading to the
discovery of another cluster or noise.

The main features of this algorithm are the ability of discovering clusters of arbi-
trary shape, handling noise and only needing one scan on the data. Another interesting
characteristics is the fact of not needing to specify the number of clusters apriori, unlike
k-means.

These characteristics were decisive when choosing the clustering algorithm. Since we
are looking for clicks that already have a known set of attribute values in common, the ε

parameter is set relatively small. By doing so the algorithm only clusters the data points
that have many attributes in common, creating more compact clusters. Compact clusters
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are likely to isolate more the attacks. This result means the used parameters can be the
same for every case, which is ideal for an automated process. Ultimately this reflects on
a better detection accuracy, because fewer clicks go to clusters by having fewer attributes
in common. This obviously applies to the number of valid clicks that could get clustered
in the chosen clusters. So, DBSCAN allows an automated clustering process that obtains
compact clusters thus minimizing potential false positives in the chosen clusters.

Due to the simplified attribute selection approach, a problem arise when there was
only one pair attribute = value that characterized the attack. Since clustering algorithms
require at least two attributes, the attacks with these characteristics could not be isolated
using clustering. Experiments were made using other attributes simultaneously, but it was
the same as simply filtering the dataset by that specific attribute value. In order not to lose
the possibility to detect these attacks, the datasets were simply filtered using this criterion.
As expected, the number of valid clicks included in the final set increased but this error
was attenuated by the scoring system described in the next section.

3.7.1 Cluster Selection

After applying the DBSCAN algorithm a set of clusters is obtained, from which only
a single cluster should correspond to the suspected attack. The task at hands is how to
identify the cluster that most likely contains the attack’s clicks. This is done in two steps.
First only clusters satisfying a Cluster Size Similarity threshold are considered. This
cluster size similarity is the absolute deviation of the cluster size relative to the estimated
attack size, and is calculated using the following formula:

Cluster Size Similarity =
|cluster size− estimated attack size|

estimated attack size
(3.4)

The result gives the deviation in terms of percentage relative to the estimated attack
size. Currently the threshold is defined so that only clusters with a maximum of 0.2 (20%)
of absolute deviation are considered for analysis. This way the system is more robust to
possible estimation errors.

For every cluster that is considered, all of its elements are analyzed and its attribute
values compared with the attack characteristics discovered before. Every time an element
matches the attack’s attribute characteristics, a counter is incremented. Once all elements
have been analyzed, the total number of matching elements is compared to the estimated
attack size. When comparing these two values, the same similarity principle is applied.
A cluster is only chosen when it passes a given threshold of similarity. This threshold
of similarity is called Cluster Similarity, and is calculated by dividing the number of
matching elements by the estimated attack size, as follows:

Cluster Similarity =
number of matching elements

estimated attack size
(3.5)
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Then, if this value is superior to a given value the cluster is considered the one contain-
ing the suspected attack. This threshold is currently set at 0.8. It requires a good degree
of similarity but allows some flexibility, accounting for possible estimation errors.

3.8 Scoring

For each cluster that is selected as containing a click fraud attack, a suspicion score is
given to all its elements. This score can me seen as a measure of traffic quality expressed
in percentage, where 100% corresponds to a completely valid click, and 0% to an undeni-
able case of click fraud. This scoring system is part of AuditService auditing platform’s
philosophy. The platform contains several independent detection modules, where each
one contributes with its own score for every click. The scores from all modules are then
combined and a final score is computed. By using such scoring methodology, the possible
errors from one module are attenuated by the scores given by the other modules. Since
this approach has as final objective the integration in the AuditService platform, a scoring
system had to be developed.

To calculate the score, each estimated attack’s size calculated previously is used to
compare with the respective chosen cluster’s size. Like mentioned before, the clusters
are selected according to their characteristics (size and attribute values), which are based
on the previous statistical outlier detection. This means that there is a high degree of
confidence that the clusters effectively contain invalid clicks. However, many times valid
clicks are clustered together with the invalid clicks. These false positives (valid clicks
detected as invalid) will reflect on a larger size of the cluster. If the estimated attack size
was 300 but the detected cluster had 350 elements, the system estimates that around 50
clicks of the cluster are false positives.

Even though a high degree of confidence exists that the cluster contains invalid clicks,
there is no way to accurately differentiate them from the false positives present in the same
cluster at this point. Since the same score bust be given to all clicks from each chosen
cluster, this must be calculated taking this estimated error into account. So, depending on
the cluster size deviation from the estimate a score is given to all clicks. In this approach,
all clicks start with 100% score. Then, the system calculates a new score for those clicks
contained on the chosen clusters.

The current score formula is quite simple and is calculated based on the similarity
between the chosen cluster’s size and the estimated attack’s size. If the cluster size is less
or equal than the estimated size, the cluster is considered to contain the entire attack and a
drastic score of 0% is given. On the contrary, if the cluster size is greater than the estimate
it is considered to contain false positives (valid clicks detected as invalid) and the score is
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computed as:

Scorecluster size<estimated attack size =
estimated attack size

cluster size
(3.6)

For instance, if the estimated attack size was 50 and the cluster had 100 elements, the
resulting score would be 50%. Thus, this reflects the "certainty" that the solution has that
those clicks are in fact invalid. Even though this scoring formula is extremely simple, it
proved to be quite robust during the experiments (as can be seen in Chapter 4). It revealed
to be a good way to minimize some errors that might have occurred during the process.
For those cases where less certainty exists, the clicks will have higher scores. Thus any
possible valid clicks contained in the clusters won’t be so negatively affected.

Once all the detected clusters have their scores, the detection process has terminated
and the results must be validated. As mentioned before, the type (valid or invalid) of each
click is already contained in the data (due to using a generated dataset). Analyzing the
final set of detected clicks, one can extract some performance metrics that can be used for
validation purposes.

3.9 Validation

Given that the exact type of each click (valid or invalid) is known from the generated data,
some important detection metrics can be calculated. These are: invalid clicks correctly
marked as invalid (true positives); valid clicks incorrectly marked as invalid (false posi-
tives); valid clicks correctly marked as valid (true negatives) and invalid clicks correctly
marked as valid (false negatives).

A Fraud Detection system can be seen as a binary classifier. Using the set of metrics
described in 4.2, the results in a Fraud Detection system resume to:

Table 3.3: Fraud Detection System possible results.

Fraud No Fraud
Detected True Positive (TP) (Correct) False Positive (FP) (Error)
Undetected False Negative (FN) (Error) True Negative (TN) (Correct)
Total P N

Some evaluation metrics that can be derived from this matrix are:
True positive rate (TPR) or sensitivity (also called recall):

T PR =
T P
P

=
T P

T P+FN
(3.7)

False positive rate (FPR):

FPR =
FP
N

=
FP

FP+T N
(3.8)
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True negative rate (TNR) or specificity:

T NR =
T N
N

=
T N

FP+T N
= 1−FPR (3.9)

False negative rate (FNR):

FNR =
FN
N

=
FN

FN +T P
(3.10)

Accuracy (ACC):

ACC =
T P+T N

P+N
(3.11)

In the click fraud detection context, the TPR represents the amount of clicks that were
correctly flagged as invalid from the entire dataset. On the other side, the FPR represents
the amount of clicks that were marked as invalid when in fact they were valid. The TNR
indicates the number of clicks accurately marked as being valid, and the FNR represents
the number of clicks that were marked as valid when in reality they were invalid. The
ACC measures the overall detection accuracy, using both correctly detected cases (TP
and TN).

These values can only be calculated because the real type of each click can be accessed
in the simulation data present on the generated dataset. Otherwise it would be practically
impossible to confirm whether a click was or wasn’t fraud, as discussed previously.

These metrics enable the calculation of performance metrics and the validation of
the detection process. Considering that in a real life scenario one wouldn’t have the
information about the type of each click, two robustness measures are used: the average
invalid clicks’ score and average valid clicks’ score. These are averages of the suspicion
scores given to the final set of detected clicks. They are defined as:

Average Valid Score (AV S) =
∑

FP
i=1 score(false positivei)

FP
(3.12)

and

Average Fraud Score (AFS) =
∑

T P
i=1 score(true positivei)

T P
(3.13)

These two metrics indicate whether the system is able to give better scores in those
cases where less certainty of fraudulent activity exists, and worse scores otherwise.

3.10 Implementation Details

This subsection briefly describes the main aspects of the developed solution, called Au-
ditWebUsageMiner. The level of detail in this subsection will be quite reduced since the
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main focus of this dissertation is the theoretical approach. So, a summary of the initial
requirements and a brief description of the architecture are given.

3.10.1 Requirements

The main requirements for the implementation of the approach were:

• The application should be integrated in the AuditService, under the form of a Data
Processing Plug-in (DPP).

• The application had to be developed using the Java language, since it is the language
in which the AuditService platform is written. This way, only the required interfaces
for a DPP have to be implemented when integrating the solution.

• The application should be automated whenever possible. Ideally, it should be fully
automated since the main objective of each DPP is to operate without human inter-
vention.

• The application should implement a scoring system.

• The used click stream data should be directly obtained from the AuditService database.

• The application could only use open-source libraries.

All the requirements were fulfilled with the exception of the integration in the Au-
ditService and a completely automated process. The integration was not possible due
to some delays and time limitations. The priority was the development of a functional
prototype that proved the applicability of Web Usage Mining techniques for click fraud
detection. The complete automation of the process was also not achieved. The reason is
that for each analyzed website, the traffic patterns may be very different. Therefore, the
time division process for the statistical analysis has to be adjusted for each case. Some
kind of heuristic must be developed to automatically detect the optimal Time Window and
Time Unit. These unfulfilled requirements are considered future developments.

3.10.2 Architecture

The used architecture was based on the methodology workflow described above. The
main modules were Statistical Analysis, Clustering Analysis and Scoring. The Statistical
Analysis module retrieves the initial data from the database, models the base distribu-
tion, detects the outliers and analyzes them. Then, it retrieves the datasets corresponding
to each detected attack. The Clustering Analysis module preprocesses the data and exe-
cutes the DBSCAN clustering algorithm on every attack dataset. Afterwards it chooses
the cluster containing the suspect clicks. The Scoring module analyzes each cluster and
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Figure 3.7: AuditWebUsageMiner Statistical Analysis Module

corresponding attack data to give a score to each detected click. Then, it computes some
evaluation metrics using the traffic simulation data.

3.10.2.1 Statistical Analysis Module

This module is the starting point of the whole detection process. It receives the inital pa-
rameters, and gets the data from the database. Besides performing all the statistical anal-
ysis, this module is also a powerful visualization tool. The process still requires a certain
degree of human intervention. Thus, visualization plays an important role in discovering
the optimal set of parameters. The visualization is made using a Time Series chart, which
plots the traffic data retrieved. It reflects the overlapped windows, and shows the detected
outliers. The used graphics API was JFreeChart. A screenshot of the Statistical Analysis
Module can be seen in Figure ??.

3.10.2.2 Clustering Analysis Module

The RapidMiner framework was the chosen library for performing the preprocessing and
cluster analysis steps. The RapidMiner API made this task easy, given its many innovative
features. The intuitive process and workflow design interface enabled a fast creation
and parametrization of the whole mining process. With its modular approach, it gave
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Figure 3.8: RapidMiner process workflow.

the possibility of quickly designing experiments using the most diverse configurations.
Additionally, RapidMiner’s result analysis functionality made easy the optimization of
the process. The process was first created in the RapidMiner standalone application and
then exported to the solution with some adaptations. Figure 3.8 illustrates the mining
process workflow as seen from RapidMiner standalone application. A brief description
of the modules will be given, starting from the left upper corner.

• Database Read: module responsible for retrieving the data from the database

• Set Role ID: module used to define the role of the “ID” attribute that identifies each
click. This attribute is obviously not used in the remaining analysis, and enables a
join operation performed later in the process.

• Select Attributes, Replace Missing Values, Remove Correlated, Remove Useless,
Nominal to Numerical and Normalize were described before. The first of these
modules (Select Attributes) has both outputs connected, where the one named “exa”
is the dataset containing only the selected attributes and the one named “ori” the
original dataset.

• Original + Fraud: This is a “Select Attribute” class module which does not ignore
the attributes from the simulation, hence the “+ Fraud”. This module serves two
purposes, which are to provide the original attribute values for a better interpretation,
and the simulation attributes for validation purposes. The original attributes are
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needed because the preprocessing operations modify the attribute’s values, making
them hard to interpret in the final results.

• DBSCAN: the DBSCAN clustering algorithm, which outputs a cluster model and a
result dataset. It also creates a new attribute containing the cluster to which each
datapoint was assigned to (cluster label).

• Join: a join operator that uses the “ID” attribute (hence the use of the Set Role
module before) and performs a join operation between two datasets. These datasets
are the one resulting from the clustering algorithm and the one from the “Original
+ Fraud”’s “ori” output. The result of this is the dataset containing all the original
attribute values and the newly created cluster label attribute.

3.10.2.3 Scoring Module

Figure 3.9: AuditWebUsageMiner Scoring Module.

The scoring module is the simpler of all three modules. It performs the score calcula-
tions, and outputs a table containing all the detected clicks, their attributes and the score.
In this table the simulation attributes are also present (such as attack type, attack profile
and attackID). Using these special attributes some evaluation metrics are computed, as
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described previously. Figure 3.9 illustrates an example of scoring results and calculated
metrics.

3.11 Limitations

Since this approach is based primarily on a statistical outlier analysis, the base distribution
(traffic patterns) will differ from web site to web site. This distribution and consequent
patterns may become visible on one website by setting the analysis time window to 1 day,
while on another they become visible only when using a 1 week time window, and so on.
It may even happen that the amount of collected traffic may not be enough for any traffic
patterns to emerge, in which case this approach will not be effective. When no traffic
pattern emerges there are only two possible ways considering the current approach. The
first is to try and find the analysis time window that reveals the inherent traffic pattern of
the website. If no time window reveals the traffic pattern it is possibly due to not having
collected enough data, in which case the analysis should be postponed to a moment where
more data is available. If both of these solutions fail, it is possible that the analyzed web
site possesses a chaotic traffic pattern, which is impossible to analyze using this approach.
Even so, this is unlikely considering the central limit theorem. So it can be stated that with
enough data patterns will emerge under the form of normal distributions. Nevertheless,
the correct analysis time window must still be used.

Another issue is scalability, because the amount of data to be analyzed can grow to
be huge. Either by the web site traffic volume, or by the amount of time being analyzed.
Both cases will make the analysis process require more computational resources, and
therefore more time. From the statistical analysis point of view, this reflects more on
the number of queries to the database and on the amount of data retrieved. Yet from
the clustering analysis point of view, on the first case it will cause the detected outliers
datasets to be larger and on the latter it will cause more outliers to be detected. Both
scenarios will require more memory and processor resources and/or more computation
time. The current implementation does not account for this problem. However, it can
easily be modified to use parallel processing and even to turn it into a distributed system.
Since the process is divided into steps, and we process independent sets of data at a time,
it is easy to perform such improvement. When considering the database requests, one way
to minimize the impact of the extra number of queries is to optimize them by grouping
them, or so that they run faster and use less resources. Another measure to reduce this
is to use larger time units when analyzing each time window, which will result in less
queries.

As mentioned previously, the used set of attributes was small when compared to the
available amount. This simplistic attribute selection criterion should be considered a
proof-of-concept. In the future, the set of used attributes will surely increase. Still, if
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the number of used attributes increased too much, the chosen clustering algorithm would
have to be reconsidered, due to the known limitations of classic methods. A possible
solution could be the use of subspace clustering techniques.

3.12 Conclusion

This chapter described the proposed methodology for detecting some types of click fraud
attacks. These attacks can be described as attacks that have characteristics that are likely to
cause deviations on the base distributions of the underlying valid traffic. These deviations
are detected by the use of statistical methods. Then the deviations are analyzed, which
allow the differentiation of the clicks that effectively caused each deviation. Once the
clicks are detected, they are given a suspicion score. This score is based on the existing
degree of confidence that those clicks in fact contain invalid traffic.

The proposed approach is considered innovative and robust. It defines a clear work-
flow for the detection process of some types of click fraud. It is important to state that this
approach is a proof-of-concept that demonstrates the applicability of web usage mining
techniques for the click fraud detection problem. The theoretical steps were described in
detail for a generic scenario, but the experiments were conducted under simpler scenarios.
Some extensions and adaptations may have to be made to prepare this approach for a real
life scenario. The conducted experiments and the results obtained are described in the
following chapter.
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Chapter 4

Tests and Validation

4.1 Introduction

As mentioned before, the use of synthetic data was required for the validation process. In
a click fraud detection scenario, proving the legitimacy of a given click depends mostly
on the context. There is never certainty that a click is valid or invalid, when analyzing real
web traffic data. Obviously, fraudsters cannot be “hired” to commit fraud and provide
detailed reports of their deeds. Therefore, the uncertainty about the validity of the clicks
remains. The use of synthetic data allows the comparison of the analysis result with the
correct answer known previously. Hence, to evaluate the performance of the proposed
approach, a generated dataset was used as input for the analysis. This dataset includes
both invalid and invalid traffic. The web traffic was designed to emulate a real scenario,
as described in Section 3.3.

The data between the two dates used for the traffic simulation (creating the generated
dataset) constitutes then the analysis time period for the remaining process. This time
period is then split into several time windows, which are then overlapped. These time
windows are split once more into smaller time slices called time units. Grouping together
the same time unit from all time windows forms the analysis subsets.

Once the analysis period is divided into these analysis subsets, a statistical analysis
models the base distribution (normal traffic pattern) and then detects deviations (outliers)
from this distribution. These deviations are now considered suspicious attacks of click
fraud.

After the deviations have been detected in all time units and all dimensions, they are
analyzed to characterize the suspicious attacks. Once all deviations are analyzed and the
attacks characterized, this information is used to try and separate the clicks that caused
the deviation from those that belong to the base distribution.

To differentiate the clicks that caused the deviation from those that belong to the dis-
tribution, a clustering algorithm is used. Each suspicious attack forms a dataset. Then,
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using each deviation analysis result, the clustering algorithm is configured accordingly
and is applied to the respective dataset. From the resulting cluster set, a cluster is selected
if it is sufficiently similar to the suspicious attack characteristics.

For each cluster that is selected as containing a click fraud attack, a suspicion score
is given to all its elements. This score can me seen as a measure of traffic quality ex-
pressed in percentage, where 100% corresponds to a completely valid click, and 0% to an
undeniable case of click fraud.

When the detection process ends, the result is a set of clicks marked as being suspect
of fraud, each one with a suspicion score. The final step lies in validating these results. As
mentioned above, the type (valid or invalid) of each click is already contained in the data.
Analyzing this set of clicks, one can know the exact amount of: invalid clicks correctly
marked as invalid (true positives); valid clicks incorrectly marked as invalid (false posi-
tives); valid clicks correctly marked as valid (true negatives) and invalid clicks correctly
marked as valid (false negatives). These amounts enable the calculation of performance
metrics and the validation of the detection process. Considering that in a real life scenario
one wouldn’t have the information about the type of each click, the suspicion scores are
also used as a performance metric. Since the suspicion scores are only altered for the
clicks marked as being invalid, the average scores for both true positives and false posi-
tives are computed and evaluated. All the clicks that are not marked have 100% scores,
and would not bring any information for this analysis.

Several sets of parameters were used for the different phases of the process, namely
statistical analysis, attack characterization and clustering analysis. This chapter starts by
summarizing the used metrics in Section 4.2, and then briefly describes the used dataset
in Section 4.3. The used attributes are described in Section 4.4 and the different param-
eters, algorithms and configurations used are discussed in Section 4.5. The experimental
configurations are further detailed in Section 4.6, and the results for each experiment are
presented in Section 4.7. Section 3.12 contains some conclusions.

4.2 Metrics

The used set of metrics consists of some of the measurements described in Section 3.9.
These were the two error measurements FPR (Expression 3.8) and FNR(Expression 3.10),
the accuracy ACC(Expression 3.11) and the score averages AVS(Expression 3.12) and
AFS(Expression 3.13). In the click fraud detection context, the TPR represents the amount
of clicks that were correctly flagged as invalid from the entire dataset. On the other side,
the FPR represents the amount of clicks that were marked as invalid when in fact they
were valid. The TNR indicates the number of clicks accurately marked as being valid,
and the FNR represents the number of clicks that were marked as valid when in reality
they were invalid. The ACC measures the overall detection accuracy, using both correctly
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detected cases (true positives and true negatives). These values can only be calculated
because the real type of each click can be accessed in the simulation data present on the
generated dataset. Otherwise it would be practically impossible to confirm whether a click
was or wasn’t fraud, as discussed previously.

These metrics enable the calculation of performance metrics and the validation of
the detection process. Considering that in a real life scenario one wouldn’t have the
information about the type of each click, two robustness measures are used: the AFS
(average fraud clicks’ score) and AVS (average valid clicks’ score). These are averages
of the suspicion scores given to the final set of detected clicks. They indicate whether
the system is able to give better scores in those cases where less certainty of fraudulent
activity exists, and worse scores otherwise.

4.3 Dataset

The dataset used in the experiments was the result of a simulation generated using the
traffic simulation process described in Section 3.3. The virtual time used to generate
the traffic consisted of 7 days corresponding to the time between "2010-06-21 10:10:10"
and "2010-06-28 10:10:10". For this simulation, the portion of invalid traffic clicks was
maintained at 15%. The average number of visits over time was defined on a per hour
basis. This is illustrated in Figure 3.2, where the plot of the average visit rates per hour
can be seen. The used distributions for the clicks’ characteristics and the fraud attack
types and their probabilities were the same as described in Section 3.3. A total of 82473
clicks were generated, from which 12683 were fraud (15.37%). The fraudulent clicks had
the following distribution:

Table 4.1: Generated Dataset Invalid Traffic summary.

Attack Type Number of Clicks Percentage of Fraud Number of Attacks
Botnet 6080 ∼47.9% 6
Click Farm 2595 ∼20.5% 21
Affiliated Click Fraud 2507 ∼19.8% 13
Single Person 1501 ∼11.8% 198
Total 12683 100% 238

Table B.1 contains the summary of the invalid traffic contained in the used generated
dataset. As can be seen, the attack distribution was very similar to the one described in
Section 3.3.
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4.4 Attributes

The generated dataset contained all the attributes collected by the JavaScript Interaction
Code (JIC), with the exception of those collected using Java (as described in Subsec-
tion 2.1.3.2. However, this dataset didn’t contain as much information as a real traffic
dataset. A real traffic dataset would contain much more information when compared with
this dataset. Due to the traffic having been generated using only a total of 9 machines,
from which only 4 were physical (5 were virtual machines), most of the attributes on
the dataset were the same for clicks that were supposed of coming from different ma-
chines/browsers. Examples of such attributes can be the installed plugins, fonts, and
screen resolutions. This obviously influenced the choice of attributes. Another important
factor in the choice of the attributes was the study made on the common types of attacks
and their characteristics. This revealed that most attacks have a common characteristic
(at least). This fact can be due to the motivation (same referrer to increase some partner’s
profit), resource limitation (country of origin, IP addresses, OS’s, web browsers, etc), or
the exploit of a given vulnerability (platform, OS, web browser, plugin, etc). Of course,
depending on the sophistication of the attacks, these common characteristics may be very
well hidden, and may not even be detected with the available attributes.

Because of these two facts (low number of machines and common attack characteris-
tics), the number of used attributes from the available amount was relatively small. These
were the web browser name (extracted from the userAgent string, ignoring the version),
OS name, platform, country of origin (extracted from geo IP, but in this case generated)
and referrer. Even so, it must be said that this approach/framework can and will be ex-
tended in the future to take advantage of the available attributes, whenever they prove
to be relevant to the analysis. Still, if the number of used attributes increased to much,
the chosen clustering algorithm would have to be reconsidered, due to the known limi-
tations of classic methods. A possible solution could be the use of subspace clustering
techniques. This set of attributes was also used for the dimensional outlier analysis (with
the exception of the platform), for the same reason that they are the most likely to reflect
an attack’s common characteristic(s).

4.5 Parameter Configuration

The statistical outlier detection process depends on a set of parameters that affect the
detected time slices and the real amount of fraud present in them (which reflects itself
on the detection quality, and therefore false positive ratio). Varying the values of these
parameters helped in determining the best configuration to be used. However, some im-
provements can still be made in terms of automating the process. Varying the parameters
also helped point out some weaknesses and strengths of the proposed approach. Each
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parameter reflects a specific part of the methodology, and the specific details can be found
in Chapter 3.

4.5.1 Start and End Dates

These are the basic initial parameters for the whole process. These define the start time
and end time for the analysis, expressed in timestamp format. After these are defined, the
data is collected and grouped depending on the Time Window and Time Unit parameters
described below. The values used in this experiment were Start Date = “2010-06-21
10:10:10” and End Date = “2010-06-28 10:10:10”, which were the parameters used in the
traffic simulation.

4.5.2 Time Window (TW)

This parameter corresponds to the length of the main sampling window, which will di-
vide the time interval being analyzed in several time slices that will then be overlapped to
proceed with the analysis. For a more intuitive analysis, at the moment these always start
at the established start of the chosen unit, i.e a Week time window will start at a Sunday,
Day time time window will start at 00:00, etc. This way the obtained time window data is
more "standardized", although due to the start and end dates it may result in incomplete
windows. However, this behavior can easily be modified and a sliding factor can be ap-
plied to the windows. This parameter can have the following values: Month, Week, Day,
Hour. In this experiment the value was fixed at Day because of the dataset characteristics
(traffic pattern defined on a daily basis). In a real traffic scenario, the parameter value
would have to be adjusted in order for the traffic pattern to emerge. In the worst case, no
pattern would exist and this approach would fail. Even so, with a sufficiently large num-
ber of observations and the correct Time Window, a pattern will emerge. This assumption
is valid due to the central limit theorem.

4.5.3 Time Unit (TU)

The time unit parameter defines how the time window will be split into smaller time slices.
These smaller time slices will then be used to gather the data from the database for all time
windows, on the specified dimensions. For instance, with a time window of 1 Day and
a time unit of 1 Hour, for each window the data will be gathered and grouped by hour,
for all the dimensions. After the data is collected and grouped it is analyzed unit by unit
for all time windows. For instance, using the previous example, the data corresponding to
16:00 to 17:00 from all the windows will be analyzed in search for outliers independently.
Following the same criteria as the time window, all the time units start at the established
instant for the unit (e.g. hours always start at HH:00).
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This analysis across all the time units of all the time windows unit by unit is a result
of the assumption that a traffic pattern will exist. This is supported by the central limit
theorem, that states that when a sufficiently large number of samples is reached, the dis-
tribution of any sum or mean will approach the normal distribution. Therefore, the values
for the same time unit on all windows will follow an approximately normal distribution.
The Time Unit parameter has a tremendous influence on the process, because it defines
the amount of data that is grouped each time. This drastically affects outlier detection
process, since the detected distributions may expose different outliers depending on the
used TU. Plus, it will also affect the size of the datasets retrieved for each outlier detected.
Attacks can get grouped into a single TU, more isolated in each TU (ideal), or split across
several TU’s. This will later reflect on the retrieved datasets. Although measures were
developed to identify several attacks in a single dataset, it is preferable to have the attacks
the more isolated possible. This way the attack characterizations will be more accurate
which will result in a better detection. When attacks are split into more than one dataset,
the deviations are smaller since the attacks are split. Even so, the approach is robust and
is able to still group the deviations.

This parameter can be any time measure smaller than the time window. In this experi-
ment the used values were 1 Hour, 30 Min, 15 Min, 10 Min and 5 Min to demonstrate the
detection quality variation. The maximum value of 1 Hour was chosen because the simu-
lation data was generated on a per hour basis, therefore the pattern would be distorted if
a greater unit was used (e.g. 2 Hour). On the contrary, units smaller than the Hour reveal
more detailed patterns, and enable the detection of more outliers. The remianing val-
ues were chosen to demonstrate how this parameter affects the number of suspect clicks
detected and the final detection quality. In the future, an optimization heuristic will be
designed to automatically define the Time Unit. This is one of the essential steps for the
full automatization of the process.

4.5.4 Modified Z-Test Confidence (ZC)

The confidence parameter is cumulative percentage used to calculate the Z-Score that
will be used as a threshold for labeling a data point as an outlier or not. This “confidence”
was used instead of the actual Z-Score because the word confidence and a percentage-
like value is more intuitive to the user than the original parameter name and value range.
As described previously in Section 3.4, for each data point its modified Z-Score will be
calculated and will be compared with a threshold value. As stated before, the test heuristic
states that value with a score greater than 3.5 (which corresponds to a∼ 0.998 confidence)
should be labelled as an outlier. In this experiment, the values used for this parameter were
0.999999, 0.998 and 0.99, which correspond to the Z-Score values of∼ 4.75,∼3.5 and∼
2.3, respectively. Higher confidence values give more certainty that the labelled deviations
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are in fact outliers, which will result in higher detection accuracy and lower false positive
ratio. Even so, “milder” outliers might be discarded that in the worst case could contain
an attack, thus increasing the false negative ratio. It is then clear that it is important to test
several values in order to find a balance between these measures. Figure 3.6 illustrates
the several existing relationships in the Normal Distribution, containing the cumulative
percentages and the Z scores.

4.5.5 Dimension Similarity Threshold (DST)

When characterizing the attacks, the several detected outliers on the different dimensions
must be grouped to characterize the attack and define the attributes to be used in the clus-
tering algorithm. The Dimension Similarity Threshold (Expression 3.2) is the threshold
for the deviation between each dimension click count deviation and the maximum visit
count deviation (between the estimated attack size and all dimensions). The purpose of
this parameter is to detect the characteristics that completely define the attack, ignoring
those that partially define it. When no characteristic is found that completely defines the
attack, it is assumed that whether more than one attack is present on the outlier data or it
is a false positive/too heterogeneous attack. In the experiments the used value was 0.15
to provide an accurate match while having some flexibility. At the end of this dimension
grouping a new value is calculated which consists of the mean of all deviations, for a more
accurate estimate of the attack size.

4.5.6 Cluster Size Similarity Threshold (CSST)

After clustering the outlier datasets, the task to choose the cluster that most likely corre-
sponds to the attack emerges. To do so clusters are filtered by their size relative to the
estimated size of the attack. The Cluster Size Similarity Threshold (Expression 3.4) is the
threshold for the deviation between cluster size and the estimated attack’s size (number of
clicks). Values above this threshold will be discarded from further analysis. A complete
dscription can be found in Subsection 3.7.1. Since this parameter is only to filter clusters
that may contain the attack and not to actually choose the cluster, some flexibility can be
given. Although unnecessary processing is not desired due to setting it too high, some
margin can be given to cover more possibilities. This said, the used parameter value was
0.2 because it provides a good matching criteria without loosing flexibility and without
adding too much extra processing.

4.5.7 Cluster Similarity Threshold (CST)

Once a cluster is marked as candidate it still has to pass one last test to be chosen. This test
consists of checking if the cluster contains the expected characteristics, namely elements
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Table 4.2: Experimental Configuration parameters and values.

No. TW TU ZC DST CSST CST
1

1 Day

1 Hour
0.999999

0.15 0.2 0.8

2 0.9998
3 0.99
4

30 Min
0.999999

5 0.9998
6 0.99
7

15 Min
0.999999

8 0.9998
9 0.99
10

10 Min
0.999999

11 0.9998
12 0.99
13

5 Min
0.999999

14 0.9998
15 0.99

with the attribute values that match the suspected attack ones. To do so, each data point
of the dataset is checked to see if its attributes values match the attack characteristics and
if so a counter is incremented. Afterwards a ratio between this counter and the estimated
attack size is calculated and then compared to the parameter value that acts as a threshold.
The complete explanation can be found in Subsection ??. In this experiment, the used
value was 0.8 because it requires some precision and yet has some flexibility.

4.6 Experimental Configuration

The seven parameters controlling the fraud detection process are shown in Table 4.2 with
their different values. Each row corresponds to a parameter configuration and will gener-
ate an experiment and its resulting evaluation metrics.

Table 4.3: DBSCAN Parameters, their descriptions and used values.

Parameter Description Value
Epsilon (ε) ε-Neighbourhood radius 0.2
Min Points Minimum number of points to form a cluster 10

The DBSCAN algorithm was used to discover the clusters from different outlier data.
Table 4.3 shows the DBSCAN parameters and their values. Changing the values of these
parameters might affect the resulting cluster quality and thus detection quality. They were
chosen based on previous experiments with all kinds of scenarios. Since this thesis aims
to study the changes in fraud detection quality, and not the performance of DBSCAN,
these parameter values will be the default values for all experiments.
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Figure 4.1: ROC chart of the conducted experiments.

4.7 Experimental Results

This section presents the experimental results obtained. Several different types of charts
are provided to enable a good visualization of the used metrics. Each chart is analyzed
and some conclusions are taken. First, a ROC chart is presented in Figure 4.1, enabling a
global view of the detection performance. The accuracy (ACC) evolution is plotted in Fig-
ure 4.2, which demonstrates how the used parameters affect the detection outcome. Then,
Subsections 4.7.1, 4.7.2 and 4.7.3 provide charts and analize the Detection Rates, Amount
of Detected Clicks and Average Scores, respectively. The Detection Rates studied are the
FPR and FNR, since they are the two error metrics and provide a good perspective of
the detection performance. A complete table of the experimental results can be found in
Appendix B.

Figure 4.1 illustrates the results of the experiments in the ROC Space. As mentioned in
Subsection 2.2.3, these type of chart is very common when evaluating binary classification
systems. Therefore, it is also adequate for Fraud Detection systems. The dotted red line
represents the diagonal, whih is equivalent to a random guess detection (50-50). Results
above the diagonal are considered to be good results. A perfect classification would be
located at (0,1), which means no false positives and no false negatives. We can see by
looking at the figure that all the experiments had a good result, since they are above the
diagonal. The FPR is extremely low for all experiments, which is a very good indicator.
Relatively to the TPR, it improves as the experiments advance. This indicates that more
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Figure 4.2: Accuracy (ACC) evolution.

invalid clicks were detected especially due to shorter TU’s. As predicted before, smaller
TU’s reveal traffic patterns with more details. In turn, these traffic patterns reveal more
outliers which lead to more attacks being detected. On the contrary, larger TU’s miss these
smaller variations in the traffic patterns. Obviously, many more attacks pass undetected.

Figure 4.2 provides a clear view of the accuracy evolution during the several exper-
iments.The two main conclusions to be made are that smaller TU’s tend to increase de-
tection accuracy, as do lower ZC’s. The accuracy is calculated using the correct classi-
fications (true positives and true negatives). As mentioned above, smaller TU’s generate
more outliers which increase the number of invalid clicks detected (True positives). Fur-
thermore, by isolating more the attacks less valid clicks are clustered together with the
invalid clicks. This results in less false positives, which is the same as more true nega-
tives.

4.7.1 Detection Rates

In this subsection, the experimental results are discussed in terms of the FPR and FNR.
Since these are the two error rates, they accurately show the detection performance. Being
the error rates, it is intuitive that they must be minimized. Each of the error rates is plotted
into a chart, and an analysis is made.
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Figure 4.3: False Positive Rate (FPR) evolution.

Figure 4.3 illustrates the evolution of the FPR thru the conducted experiments. This
metric is used to evaluate the detection performance in terms of the portion of valid clicks
that were detected as invalid. The first observation is that during all the conducted exper-
iments the FPR was extremely low. The maximum value was ∼ 1.5%, and the minimum
∼ 0.26%. As expected, higher ZC’s reflected on a smaller number of false positives. As
the ZC increased, more outliers were detected. This results in a higher probability of de-
tecting false outliers (thus more false positives). However, it also enables the detection
of “milder” outliers that can contain attacks. More attacks result in more clustering runs.
Since in each clustering run some valid clicks are clustered together with the attacks,
the false positives also increase. Even so, by analyzing the remaining results, this small
increase in the FPR is acceptable given the increase in the number of true positives.

Figure 4.3 shows the behaviour of the FPR during the several experiments. This metric
reflects the portion of invalid clicks that were not detected. It is the error that has higher
costs to the advertiser, since more fraud goes by undetected. It is also the harder error to
minimize, because of the vast amount of fraud techniques, their variations, and constant
evolution. However, it has been stated before that the goal of this dissertation is not to
solve the click fraud problem. This dissertation proposes a novel approach to detect some
types of click fraud. These types ara characterized by causing deviations in normal traffic
patterns. By analyzing the chart, a clear evolution can be seen along the experiments.
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Figure 4.4: False Negative Rate (FNR) evolution.

The conclusion is once again simple: using smaller TU’s and lower ZC’s contributed to
lower FPR’s. The reason is exactly the same as mentioned before. These parameters
have a great influence on the final outcome, and smaller TU’s and lower ZC’s increase
the number of true positives, which obviously results in less false negatives. Using a 1
Hour TU the best result was a FNR of ∼ 68%, while when using a 5 Min TU a FNR of
∼ 44% was achieved. This represents roughly 20% more clicks detected in relation to the
total amount of fraud. This big difference would certainly be much appreciated by the
advertiser. A 44% of undetected fraud traffic may seem quite significant, but it is already
considered a very good result consideding the goal of this dissertation.

4.7.2 Detected Clicks

This section contains the experimental results relative to the amount of detected clicks.
These are divided into accurately detected clicks (Detected Fraud) and incorrectly de-
tected clicks (False Positives). Figure 4.5 graphically represents the results, where each
bar corresponds to a experimental configuration, and clearly reveals the proportion of
clicks in the final set. This results validate once more what has already been said before
about the influence of the parameters.
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Figure 4.5: Amount and distribution of the detected clicks.

4.7.3 Traffic Quality Average Scores

One of the requirements of the framework was that it should be able to provide a score
for each click. As described before, this score represents a measure of traffic quality and
is used to minimize the false positive rate. Ultimately, the more accurate this score is,
the less error the AuditService scoring engine will have. Like said before, the goal is to
minimize the fraudulent clicks score while maximizing the valid clicks’ score. Figure 4.6
illustrates the evolution of these metrics across the different experiments, and allows the
visualization of some interesting facts. Recall that this score is based on the deviation of
the cluster size relatively to the estimated attack size.

Looking at the chart the main conclusion is that the scores normally increase when
the ZC decreases, which is predictable. This is even more evident when looking at the
Average Valid Score, which is a good indicator of the robustness of the framework. This
is due to the fact that with less confidence, although more clicks are detected also less
certainty the system has that they in fact are fraud. Put in another way, the cluster sizes
deviate more of the predicted attack size and thus higher scores are given. Concluding,
even though the scoring formula is extremely simple it proves to perform quite well.

4.8 Conclusions

This chapter presented the results of applying the proposed approach on the generated
dataset described before. Obviously, it would be better if other experiments could have
been made, but unfortunately it was not possible during the project because of several

91



Tests and Validation

Figure 4.6: Average Scores for the detected clicks.

factors. In the future the framework will be tested using generated datasets with different
traffic patterns and fraud scenarios, and ultimately with real traffic datasets.

It can be stated that the Time Unit and Z Confidence parameters have a tremen-
dous influence on the detection performance. Therefore, special attention must be given
when choosing their values. By analyzing the additional application screenshots in Ap-
pendix C, one can easily see the influence of both parameters in the statistical analysis.
Figures C.1, C.2, C.3, C.4 and C.5 illustrate the influence that the TU parameter has on
the amount of detected outliers. And, by comparing the Figures C.3 and C.6, one can
easily observe the effect the ZC parameter has on the number of detected outliers as well.

The results of the experiments showed that using a time unit of 5 Minutes and Z
Confidence of 0.99 yielded the best overall results. The detection quality kept improving
by reducing the time unit as seen on Figures 4.1, 4.2 and 4.4. Using smaller TU’s more
attacks are detected, get more isolated and are better characterized, resulting in smaller
errors. As a consequence of the previous the number of detected clicks also improved,
reaching a maximum of 56% of the total fraud present on the dataset being correctly
detected(Figure 4.5). Additionally, lower thresholds for the modified z-score test allow
“milder” outliers to be detected. These “milder” outliers cause the detection of more
attacks, improving the detection quality without compromising too much the FPR (which
was always below 2%). The scores also improved using this configuration, which can be
verified by looking at Figure 4.6.

The main goal of this approach is met, since this approach was able to detect all
those attacks that can be detected by it. Even though only 56% of the total fraud was
detected, ∼11.8% of the existent fraud on the generated dataset corresponded to single
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person attacks. These attacks don’t cause a deviation on the traffic to be detected as an
outlier, given the small number of clicks. Plus, there were two botnet attacks correctly
detected as outliers that due to their heterogeneity couldn’t have their clicks differentiated.
The botnet profile of both attacks was "Multiple Everything", where the clicks don’t have
any attribute in common. These two attacks, one with 1208 clicks and the other with 1106,
corresponded to 18% of all fraud. The remaining ∼14% (44%-18%-12%) were attacks
that once more didn’t cause a deviation in the traffic patterns, even though they had some
characteristic in common. Therefore, these 44% of undetected click fraud merely reflect
the limitations of this approach. With the exception of these “undetectable” cases, this
approach was able to detect all those types of click fraud attacks that caused deviations
on the traffic patterns.

By analyzing these experimental results, it is considered that this methodological ap-
proach is valid. Using a set of metrics commonly used in Fraud Detection problems, it
was possible to verify that this approach is accurate and robust. Even though the tests
were conducted in a simulated environment, they demonstrated that the methodological
steps are capable of detecting click fraud attacks that cause deviations in normal traffic
patterns. Therefore, the main goal is accomplished.
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Chapter 5

Conclusion

5.1 Final Remarks

From the analysis of the related work, several conclusions could be made. These conclu-
sions essentially defined the methodological approach.

The AuditMark’s AuditService analysis briefly described the auditing platform where
the solution will be integrated. The architecture and the most relevant modules were
described. Special attention was given to the Tag-Based Data Collection module, and
more specifically to the JavaScript Interaction Code (JIC). Some of the most important
attributes collected by the JIC were mentioned, but the complete list was not mentioned
for compromising proprietary information. It can be said however that including the data
collected thru Java, the total amount of attributes is close to 300 (although there is some
attribute redundancy).

Even so, it is clear that the gathered data is extremely rich. It contains all the attributes
traditional web server logs provide, as well as many more attributes that would be impos-
sible to extract from traditional web server logs. However, there is one serious limitation,
which is the fact that the retrieved information is only relative to the landing page. This
seriously limits navigational pattern analysis. By knowing the pages the user visited, one
could extract valuable information such as paths and page visit times.

In a Fraud Detection problem, the appropriate method to use depends on the available
data’s characteristics. If labelled cases of both fraudulent and legitimate cases exist, one
can consider using supervised methods. Otherwise, only unsupervised methods can be
employed. Considering the problem at hands, where there are no known examples of both
types, the usage of unsupervised methods became clear. A review of the used metrics was
also presented, with special emphasis to the classical measures resulting from the binary
classifier confusion matrix. It was observed that several approaches use suspicion scores
as the detection output as well. From a validation point of view, the quality of these
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scores can be seen as a performance indicator. The set of metrics used in this approach
were adapted from Click Fraud detection scenarios.

After analyzing the Click Fraud problem and existing approaches, one can conclude
that this problem cannot be completely solved by a single approach. This is mainly due
to the vast amount of existing techniques, each with its specific variations. Thus, creat-
ing a method that accurately detects all of them is virtually impossible. Fraudsters are
constantly creating new click fraud techniques. Therefore every approach must be able
to adapt and will be in constant improvement. Another conclusion is that approaches
should be designed for a specific point of the business. This increases the probability of
the approach being effectively deployed, since fewer entities are affected. In the proposed
approach, only a specific type of click fraud is being targeted. The type of fraud being
detected consists of those attacks that are likely to cause deviations in normal traffic pat-
terns (such as click farms, affiliated networks and botnets). Finally, the solution will be
implemented only in the advertiser’s web sites. Even though less information is available,
this makes the deployment easier to accomplish. The following section will present a
complete review of Web Usage Mining state-of-the-art. It will allow a precise definition
of the most adequate techniques to employ in the context of this click fraud detection.

The Web Usage Mining techniques that can be employed on a given problem also
depend primarily on the available data’s characteristics. The decision of using unsuper-
vised techniques had already been made when studying Fraud Detection’s state-of-the-art.
Hence, after analyzing the available data and the problem at hands, the chosen techniques
were EDA and cluster analysis. EDA provides extremely valuable information on the
data. In this context, it models the base traffic distributions and detects deviations from
it. These deviations allow differentiating some clicks that are suspect of being invalid. To
differentiate these groups of clicks that are potentially invalid, the choice of using cluster
analysis became clear. Additionally, given the nature of the click fraud problem, marking
a given click as invalid is very context-dependant, and extremely difficult. Hence, no la-
bels (valid or invalid) can be given to the clicks. This leads to unlabelled datasets, which
automatically exclude supervised techniques such as classification and regression. As a
consequence of the data collection method being used, only the clicks performed on the
landing pages (pages where the ads point to) had their information collected. Thus, no
sessions could be extracted because the collected clicks all belonged to the same page.
So, techniques that explore user session data were automatically discarded. These are Se-
quential and Navigational patterns analysis techniques. In this context, Association and
Correlation analysis techniques have the potential of describing the traffic’s characteris-
tics in terms of rules. This could aid in characterizing the traffic patterns, to then detect
deviations. Even though, they were not applied and were left for future developments.

Relatively to the proposed methodology, it was designed for detecting only some types
of click fraud attacks. These attacks can be described as attacks that have characteristics
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that are likely to cause deviations on the base distributions of the underlying valid traffic.
These deviations are detected by the use of statistical methods. Then the deviations are
analyzed, which allow the differentiation of the clicks that effectively caused each devi-
ation. Once the clicks are detected, they are given a suspicion score. This score is based
on the existing degree of confidence that those clicks in fact contain invalid traffic.

Since this approach is based primarily on a statistical outlier analysis, the base distri-
bution (traffic patterns) will differ from web site to web site. This distribution and con-
sequent patterns may become visible on one website by setting the analysis time window
to 1 day, while on another they become visible only when using a 1 week time window,
and so on. It may even happen that the amount of collected traffic may not be enough for
any traffic patterns to emerge, in which case this approach will not be effective. When no
traffic pattern emerges there are only two possible ways considering the current approach.
The first is to try and find the analysis time window that reveals the inherent traffic pattern
of the website. If no time window reveals the traffic pattern it is possibly due to not having
collected enough data, in which case the analysis should be postponed to a moment where
more data is available. If both of these solutions fail, it is possible that the analyzed web
site possesses a chaotic traffic pattern, which is impossible to analyze using this approach.
Even so, this is unlikely considering the central limit theorem. So it can be stated that with
enough data patterns will emerge under the form of normal distributions. Nevertheless,
the correct analysis time window must still be used.

The proposed approach is considered innovative and robust. It defines a clear work-
flow for the detection process of some types of click fraud. It is important to state that this
approach is a proof-of-concept that demonstrates the applicability of web usage mining
techniques for the click fraud detection problem. The theoretical steps were described in
detail for a generic scenario, but the experiments were conducted under simpler scenarios.
Some extensions and adaptations may have to be made to prepare this approach for a real
life scenario.

The results of the experiments showed that the chosen values for the time division pro-
cess and statistical outlier parameters are the most critical. Using smaller time intervals
for performing the statistical analysis results in smaller errors. More attacks are detected,
they get more isolated and are better characterized. As a consequence of the previous the
number of detected clicks also increases. Using lower thresholds for the statistical outlier
detection (modified z-score) also provided better results. The reason was that “milder”
outliers were detected, which in turn contained attacks previously undetected. The detec-
tion quality kept improving by varying these parameters as can be seen on Figures 4.1, 4.2
and 4.4. The best result was 56% of the total fraud present on the dataset being correctly
detected(Figure 4.5). The scores also improved when using shorter time intervals and
lower thresholds for the modified z-score test, which can be verified by looking at Fig-
ure 4.6. Even though, all of the experimental results are considered good when analyzing
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the ROC chart in Figure 4.1.

By analyzing these experimental results, it is considered that this methodological ap-
proach is valid. Using a set of metrics commonly used in Fraud Detection problems, it
was possible to verify that this approach is accurate and robust. Even though the tests
were conducted in a simulated environment, they demonstrated that the methodological
steps are capable of detecting click fraud attacks that cause deviations in normal traffic
patterns. Therefore, the main goal is accomplished. Web Usage Mining techniques were
succesfully employed to the click fraud detection problem, and proved to be extremely
useful in this context. A functional prototype was developed, which serves as proof-of-
concept. However, only a small portion of the full potential of Web Usage Mining was
explored, and much more work can be done in this specific area.

5.2 Future Work

Some further developments include exploring other techniques of Web Usage Mining.
Association and Correlation analysis can be very helpful in discovering valuable rules in
the traffic data. Rules can be found for characterizing both the base traffic distribution,
and for detecting outliers. Furthermore, they can be used for analyzing the outlier data
in search of rules that better define the possible attacks. If information about the user’s
sessions starts to be collected, it will enable the usage of Sequential and Navigational
analysis. This family of techniques has the potential of discovering a completely new
set of traffic patterns. Traffic patterns relative to the paths commonly followed by the
users, page visit’s durations and others would tremendously enrich a click fraud detection
approach. Obviously, these patterns could be used exploring the methodology described
in this approach.

Relatively to the current approach, several developments can and will be made. The
traffic simulator can be extended to use more characteristics for defining both the valid
and invalid clicks. The click fraud attacks and their profiles can also be improved to create
more realistic attacks. The time division process for the statistical analysis will be auto-
mated, using some sort of heuristic using optimization techniques. A similar approach
will be used for determining the optimal parameter for the outlier detection. This will
enable a fully automated detection process. The statistical analysis, outlier detection and
clustering analysis can and will be modified to use a larger number of attributes. The
scoring formula can be refined to differentiate even better the detected clicks.

In terms of implementation, the solution can be improved in many ways. The number
of database queries can be reduced, and the queries optimized. The application can be
parallelized, to be able to analyze larger amounts of data, faster. The several modules can
be separated to form a distributed system, to distribute the load amongst several machines.
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Furthermore, this approach can be adapted to other scenarios with different purposes.
In the context of a store, analyzing the data relative to it’s clients could reveal hidden
trends in shopping habits. It could also detect sudden increases or decreases of visitors,
bought products, money spent, etc. The clients that defined these deviations could be
characterized for future study. For instance, this could result in valuable information
about the response a given marketing campaign was getting. A similar adaptation could be
made for instance in an hospital. The information about the incoming new pacients, could
reveal good/bad responses to medication or even the outbreak of diseases. Analyzing the
rate of pacients, their symptoms and diagnosis could aid in discovering periodic patterns,
which could aid in medication stock planning.

These same principles of modelling the base distribution to then detect outliers can be
applied in many specific domains of application. The Web Usage Mining would probably
be “plain” Data Mining in some cases, but the same principles would apply.
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Appendix C

Additional Application Screenshots

Figure C.1: AuditWebUsageMiner Statistical Module (TU = 1 Hour, ZC = 0.9998)
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Additional Application Screenshots

Figure C.2: AuditWebUsageMiner Statistical Module (TU = 30 Min, ZC = 0.9998)

Figure C.3: AuditWebUsageMiner Statistical Module (TU = 15 Min, ZC = 0.9998)
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Additional Application Screenshots

Figure C.4: AuditWebUsageMiner Statistical Module (TU = 10 Min, ZC = 0.9998)

Figure C.5: AuditWebUsageMiner Statistical Module (TU = 5 Min, ZC = 0.9998)
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Additional Application Screenshots

Figure C.6: AuditWebUsageMiner Statistical Module (TU = 15 Min, ZC = 0.99)
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