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Abstract

In the recent years the exponential growth of the internet favoured the emergence of digital mar-
kets such as online stores. The advantages brought with this type market are several; From is
the easiness of buying a digital format content without quality degradation, to the commodity of
making it all from the distance of a few clicks without the necessity of the customer leave his
home. Still, several problems appeared with this crescent expansion, more specifically regarding
copyright management. The spread of peer-to-peer shared networks is a good example of illegal
market on the internet, and the necessity of copyright protection has become an important issue re-
garding internet markets nowadays. Watermarking is a technique which consists in embedding in
an imperceptible way to the human senses a message into a cover work. The objective of that mark
may serve many purposes, for example as an authenticity proof (the usage of watermarking for au-
thenticity purposes is the first known application of this technique) or a transaction watermarking,
which is the application for which watermarking is used in this thesis. Transaction watermarking
is a technique with the objective of discouraging illegal distribution of copyrighted multimedia
work by individually marking each copy prior its distribution. The objective of marking each
copy with a unique watermark message is to identify each user that holds a copy of a multimedia
content. When a group of users compare their copies they can identify positions in their copies
that disagree. By manipulation of their copies they can change those disagreeing positions and try
to remove the watermark message by outputting another modified copy. This type of malicious
manipulation is called collusion attack. In order to pre-empt collusion attacks, collusion-secure
fingerprint codes are used. Fingerprinting messages are mathematically generated codes with a
certain length m capable of being secure against a collusion of c users. The objective of this the-
sis is to integrate the fingerprinting watermarking into a set of images. One single image has a
small watermark payload, and the fingerprinting codes are known by their large sizes, which are
impossible to embed in one single image in most of the cases. There is thus the necessity of using
a set of images to keep the applicability of the fingerprint codes. Accordingly, in this thesis a set
of images will be used to embed a fingerprinting code. The proposed approach can be used for
many types of multimedia resources which possess a large number of images like video-games
or e-books for children. The implementation is made to meet real world application requirements
and therefore it uses the container watermarking strategy, that consists in splitting the images in
blocks with size N and embedding in the DWT low-frequency sub-band blocks only one bit. The
achieved results demonstrates that the size of the images play fundamental role in the watermark
robustness. Whereas larger image increases the payload, if they are resized to smaller ratio, more
information is contained in each block of the image in comparison to the larger images with the
same block size. Nevertheless, the robustness achieved in our work against most of common im-
age post-processing operations and geometrical attacks enables the utilization of this strategy for
a future application of this framework.
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Chapter 1

Introduction

Nowadays the effects caused by the fast expansion of the internet can be experienced worldwide.

The information broadcasting has become faster and more efficient due to the improvements made

in the communications field. Consequently, the internet has turned into a place where one can

share any type of information within a few clicks to the whole internet community. In recent

years, the popularization of the internet favoured the transition of the multimedia contents from

analog to digital domain. With small effort, digital multimedia contents can be replicated arbitrary

times without or with only little quality loss, since it is not only the owner of the content who could

replicate but in general any person can. Although, these characteristics of the digital multimedia

contents entail some issues such as the copyright management.

The illegal distribution of copyrighted material is a serious issue for the content owners who

want to protect their works. With the appearing of several types of underground economies aim-

ing at the illegal copyrighted material distribution, such as the peer-to-peer (P2P) file sharing

networks, the necessity for assuring the copyright protection aroused. Considering this, several

solutions appeared in order to stop the growth of the illegal distribution. Examples of protection

applied in these types of work are the DRM1 technologies that limit the utilization of the copyright

content. Other category of solutions are given by the discouragement of the illegal distribution,

and transaction watermarking is a technology applied with this purpose.

1.1 Motivation

Digital watermarking consists in integrating a watermark message that is imperceptible to the

human ears or eyes into a digital work. In image files the watermarking consists in small changes

into the image pixels, watermarks can be also embedded in audio content by modifying samples.

Transaction watermarking algorithms consist in marking each content with a unique water-

mark message for each work prior its distribution. The content owner who wishes to protect his

work against illegal distribution embeds a kind of serial number into every single copy of the work

1The DRM shortening for Digital Rights Management is an access control class of technologies with the objective of
limiting the usage of a copyrighted work/device after sale. These limitation can be of many types, e.g. copy protection.
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2 Introduction

identifying each customer who buys a copy of his work. If any illegally copy distributed on the

internet is found, the content owner by extracting the watermark message can find the responsible

user for the illegal distribution. The transaction watermarking schemes are also known as tracing

traitor schemes and were first introduced by Chor et al. in [1].

The most straightforward case to achieve the unique watermark message would be assigning

an ID to each customer who buys a copy of the copyrighted work. Thereafter, a message contain-

ing 30 bits would have 230 possible combinations. The length of a code with this size would be

enough to assign a copy to every single inhabitant in the European continent. For most of trans-

action watermarking applications the problem does not lie in satisfying the size of the message

considering the number of users, if one just want to make sure that a different key is assigned

to each user. As seen before with only 30 bits a large number of users can be identified. Even

for several types of multimedia content (e.g. images, audio files) where the number of bits that

is possible to embed is limited if compared to other types of content (e.g. e-books, movies), the

transaction watermarking can be applied assuring the identification of enough users because the

codes are not too long.

Nevertheless, transaction watermarking schemes are vulnerable against some specific types of

attacks. For example, when two users compare their copies they are able to detect positions where

their copies disagree. The users are able to modify these positions and output a tampered copy

protecting themselves to be caught. This type of attack is called a collusion attack. The tampered

copy can contain a watermark message that does not lead to any of the guilty users or even worse,

it can lead to an innocent user.

In order to prevent such kind of attacks, the fingerprinting codes are an accepted solution.

These codes are mathematically generated codes designed to be secure against collusion attacks.

By using the fingerprinting codes the content owner is capable to trace back the responsible users

with the minimum probability of accusing an innocent user. However, the utilization of the fin-

gerprinting codes in many cases is limited due to the size. As already stated, images generally

can be integrated with smaller watermark message due to its size when compared to other types

of content. Recently, several approaches have been presented in order to reduce the size of the

fingerprinting codes[2, 3]. Reducing the size of the collusion for which the fingerprinting code is

secure against is one of the solutions. However, for mass market applications where the number of

users is too large, the fingerprinting codes should be secure against larger collusions turning these

codes impractical to most of the multimedia applications.

1.2 Goal

The main scope of this thesis is designing a new watermarking approach capable to be applied

in images for a mass market scenario. As already stated an image has a very limited amount of

data that can be embedded in it. The fingerprinting codes depend on the maximum collusion size

that they have been designed to be resistant against, and if the maximum collusion size is large

enough they achieve lengths that cannot be embedded even in more than one image. For example,
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a fingerprinting code with a length of 4000 bits (500bytes) cannot be embedded efficiently into

one image of 500Kbytes because the payload2 is too large for one single image. However, if a set

of images instead of one single image is considered, enough payload can be achieved to embed the

fingerprinting message.

While for one image scenarios no collusion resistant solution is available, sets of images are

able to be integrated with a fingerprinting codes, enabling the application of the fingerprinting

schemes for many types of commerce. A good example would be e-books for children. Books for

children contains several images and the fingerprinting integration can be performed into all these

images before the e-book distribution, analogously the same scenario exists for digital comics.

Notwithstanding, the most prominent solution is the application for video-games. Video-games

rank among one of the most illegally downloaded multimedia contents. In 2011 the rates of pirated

copies download were 300% higher for the top 5 downloaded games compared to the top 5 pirated

copies in 20083.

Whereas, in the literature shorter fingerprinting codes capable to be integrated in one image ex-

ists (a 2-secure fingerprinting approach is introduced in [2]), a practical solution for fingerprinting

codes secure against larger collusions is yet to be found. While this thesis aims the possibility of

integrating larger fingerprinting codes into sets of images other constraints should be regarded as

well. For example, if these fingerprinting codes are applied into video games, the textures should

be marked with the fingerprint fast enough to be delivered to the customer. In order to reduce the

time for embedding the proposed scheme should be suitable to apply the container watermarking

strategy4.

2Payload stands for the amount of data that can be embedded into one content.
3In formation available at: http://drm.web.unc.edu/games/.
4This approach is introduced in [4].
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Chapter 2

State Of The Art

In this chapter the concepts of watermarking for digital images will be discussed. In the first

section a discussion about the general digital watermarking applications and its concepts is held

followed by a further insight on its properties. Afterwards, the collusion secure fingerprinting

concept will be introduced as an extension of transaction watermarking. Lastly, the robust hashing

application in image identification is introduced.

2.1 Digital Watermarking

This section is devoted to the digital watermarking algorithms in general and their properties.

2.1.1 The watermarking model

In an elaborate way, digital watermarking consists in embedding imperceptible information (with-

out the creation of meta-data1) into a specific multimedia content such as video, audio or image.

The digital watermarking schemes can be separated into three different phases: embedding, trans-

mission and detection.

Embedding phase
During the embedding phase the watermark message is incorporated on the original cover

work. The information needed for the embedder is the original cover work, the watermark

message and the secret key.

Transmission phase
The transmission phase can be understood as the period when the watermarked work was

already distributed and is in use. The watermarking attacks happen during this stage.

Detection phase
The detection phase consists in extracting the embedded message from the watermarked

1Metadata can be referred as being the "data about data", i.e., metadata is the additional information about a work.
For example, in photographies the metadata can be the color depth, the dimensions of the image, the device used for
the creation, the author etc.

5



6 State Of The Art

work. In order to extract correctly the watermark message the secret key is necessary as

mentioned before. The purpose for the secret key utilization is to increase the security of

the watermarking scheme by allowing only the owner of the content that holds the secret

key to extract correctly the information embedded.

Figure 2.1: A blind watermarking scheme

Watermarking algorithms may be of two different natures: blind or non-blind 2.

Blind algorithms
The blind watermarking algorithm depicted in Figure 2.1 receives as input parameters the

original cover work I, the watermark message W and the secret key K. The watermarked

work is given by I′W as the result of the input parameters I×W×K→ I′W . For the watermark

message extraction the detector should be fed with the watermarked work I′w and the secret

key K. The retrieved watermark message is given by

I′W ×K→W ′

Where W ′ is the extracted message.

Non-blind algorithms
Non blind watermarking algorithms illustrated in Figure 2.2 are similar to the blind al-

gorithms with the difference that the original cover work I is needed for detection. The

embedding procedure is similar to the blind scheme receiving as input the cover work I, the

watermark message W , and the key K. The difference of these two algorithms comes during

the detection phase. In contrast to the blind algorithms, non-blind detectors need to be fed

with the original cover work I in addition to the watermarked work I′w and the secret key K.

The extracted message is expressed by

I×K× I′W →W ′

2Langelaar et. al in [5] address to blind and non-blind algorithms as oblivious and non-oblivious respectively.
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For most of the watermarking applications blind scheme is used. Once the original cover

work I is not provided during the detection, it makes the algorithm more secure. Moreover, in

some applications the cover work might not be always available, turning this algorithm more

practical. The secret key K is used with the purpose of increasing the watermarking algorithm

security by ensuring that only the legitimate owner of the content is able to extract the watermark

message. Therefore, watermark message should not be correctly extracted if the wrong secret key

is provided.

Figure 2.2: A non-blind watermarking scheme

2.1.2 Watermark Properties

The watermarking algorithms should be compliant with several requirements. There is no set of

requirements to be met by all the watermarking schemes, however some requirements are common

to most of the watermarking applications [6, 5].

2.1.2.1 Transparency

The transparency or perceptibility is a measurement for the visibility of the message on the water-

marked work. If a human cannot distinguish between a watermarked work and the original, then

the watermarking technique employed meets this requirement. The Peak Signal-to-Noise-Ratio

(PSNR) is a commonly used distortion measurer and is given by Equation 2.1. This equation

measures the dissemblance between the pixels the same positions of two images (the original and

the attacked). For that reason the images should be of the same size, so the comparison can be

computed for all the positions of the images . When the PSNR value tend to the infinity, it means

that both images are highly alike. Therefore, the value of PSNR should be as high as possible.

Usually for a watermarked content with a good transparency the PSNR exceeds the 40dB.

PSNR = 10log[MN
max2

I

∑m,n (I(m,n)− Ĩ(m,n))2 ] (2.1)
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Although, because the PSNR is a difference distortion measurer some exceptions can be found,

e.g. in the case of the Stirmark 3 random bending or pre-warping attacks for images the PSNR

usually is lower than 20dB but it does not mean that the image quality is affected. Even after

attacks of this type the image still presenting good visual quality. For these types of attack some-

times an evaluation based on correlation provides more reliable results. An example of correlation

distortion measurer is given by the histogram similarity and is represented by Equation 2.2.

HS =
255

∑
c=0
| hI(c)−hĨ(c) | (2.2)

This equation corresponds to the dissimilarity of gray scale histograms. Where c corresponds to

the bin counter, hI is the histogram of the original work and hĨ is the histogram of the distorted

work.

2.1.2.2 Robustness

A watermarking algorithm is called robust if after an attack the watermark message is still de-

tectable. The attacks may be of several different types or even non-intentional data degradation

such as compressions MPEG-4 for video, JPEG for images or MP3 for audio files. Although,

robustness is not a requirement to be fulfilled by all the watermarking algorithms. Some water-

marking applications requires a fragile watermark. Applications for authenticity proof for example

requires fragile watermarks. In these applications, when the content is tampered whether by inten-

tional or non intentional manipulations the watermark message is not retrievable, thus removing

the legitimacy of the work.

2.1.2.3 Payload

The payload corresponds to the amount of input data message embedded into a watermarked

work. Accordingly to the watermarking application, different payloads are necessary. In this case

the difference between one bit of watermark message and one bit of real message can be noticed.

In order to embed one bit of one real message it might be necessary to embed the bit more than

once into the cover work. The number of repetitions i.e. the redundancy applied increases the

length of the watermark message. The more redundancies the message has, the more reliable will

be the detector response will be.

2.1.2.4 Security

The security of watermarking techniques can be equivalently understood as the security of en-

cryption techniques. Accordingly with the Kerckhoff’s assumption [7] one should assume that the

method used to encrypt the data is known to an unauthorized party, i.e. the watermark embedder

and detector, and the security must be located in the choice of the key. The watermarking is truly

3The Stirmark is a software introduced by Petitcolas et al. that consists in a benchmark for watermarking robustness
testing. The tool employs several types of attacks, ranging from JPEG compression to geometrical distortions.
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secure if even knowing the algorithm for embedding and extracting the watermark in the work

it does not help any party to detect or remove it. This description is just a simple introduction

to watermarking security requirements. Some confusion may be created between security and

robustness concepts. Watermarking robustness is the capacity to retain the watermark message

after post-processing manipulations, and afterwards extract the watermark message correctly. The

watermarking security is undetectability of the watermark message even if the attacker knows the

algorithm construction.

Figure 2.3: Interdependencies among the different watermarking requirements

Additionally, it is possible to notice an interdependence among these requirements. For exam-

ple, more robust embedding methods generally cause direct influence in the transparency of the

watermark message.

2.1.3 Watermark Applications

Watermarking techniques may be used for many different purposes [6, 8]. As the main scope of

this document will be transaction watermarking schemes other applications will be briefly intro-

duced.

2.1.3.1 Broadcast monitoring

Broadcasting monitoring appeared with the objective of the advisertisers control if the advertise-

ments that they have paid to be transmitted are really aired. This application appeared with an

occurrence in late 90th decade, when Japanese advertisers paid for commercials that have never

been transmitted by the television operators. Broadcasting monitoring also can be used in order to

protect the broadcasting of copyrighted material by pirate TV stations. Hence, the copyright pro-

tection may be used to protect any copyrighted material, and not only television advertisements.

2.1.3.2 Ownership proofing

A watermark message can be embedded into a multimedia content in order to mark it as a copy-

righted material. The owner of the content can embed hidden data into the host content so that if

an illegitimate user attempts to claim the rights of the same content, the ownership could be proved
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by extracting the watermark message. The watermark extraction is possible only by the legitimate

owner who possesses the secret key.

However, the ownership proofing application may arise other problems. If the false owner

somehow removes the embedded message and with an embedder integrates his watermark, the

content owner is no longer able to prove the ownership. In this type of applications it is crucial the

utilization of a secret key in order to avoid the detection and removal of the watermark message

by unauthorized parties.

2.1.3.3 Content Authentication

Watermarking for authentication purposes are used for proving a given content to be legitimate.

If a watermarked content undergoes through any kind of intentional or unintentional manipulation

and afterwards the data is extracted, the detector should be able to notice that the original data

has been tampered. Usually these types of watermark messages are fragile, i.e. they are very

susceptible to manipulations whether intentional or not.

2.1.3.4 Traitor tracing

Traitor tracing schemes [1] or transaction watermarking is one of the most prominent applications

for digital watermarking. It consists in a distribution of copyrighted material scenario where all

the copies are watermarked. The main difference between this application and watermarking for

ownership proofing purposes is that all the watermarked copies receive a different watermark

message. The objective of assigning to each copy a single watermark message is identifying the

users and the possibility of tracing back the guilty user in case of illegal distribution. This type of

watermarking technique is applied for example in online markets e.g. music stores or e-books. The

process of watermarking is done when a costumer orders a copy of a given copyrighted material,

the content is watermarked with an individual message as the last part of the transaction process

prior to the distribution.

2.1.4 Image Watermarking

In this subsection the different approaches of image watermarking will be presented and the most

common attacks to image watermarking schemes.

2.1.4.1 Image Watermarking Schemes

Image watermarking techniques may fall into two different domains: space domain and frequency

domain. Each domain presents specific characteristics in how the watermark message is embedded

and the resistance to most common types of attack may vary as well. On the scope of image water-

marking, the spatial-domain techniques are more straightforward and simple methods to integrate

the watermark message into an image. Whereas the transform domain algorithms are more com-

plex to design and implement, the use of the transform domain algorithms allows to understand
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the underlying information of the image, thus making it easier explore more efficiently the Human

Visual System (HVS) characteristics. The usage of these types of algorithms allows to achieve

better transparency while the robustness is increased. Therefore, the advantages brought by these

algorithms, are far more advantageous and for that reason nowadays most of the watermarking

algorithms are based on these techniques. The most common transforms used are the DFT, DCT

and DWT. Some algorithms propose utilization of several transforms to improve the performance

against a larger variety of attacks in watermarking schemes. These algorithms apply sequentially

the transforms to a given content. Examples of these algorithms are presented in [9, 10].

Space-Domain Watermarking
All the methods of space domain watermarking consists in directly modifying the pixel

values in order to embed the watermark message. Some methods use the spatial-domain

histogram to embed the watermark message [11, 12], while others embed the watermark

message by addition of a pseudo-random signal [13, 14, 15, 5]. The advantage of the meth-

ods based on spatial domain embedding lies on its simplicity as stated before, although

the robustness of these methods is much weaker to the most simple post-processing oper-

ations such as compression or filtering, as well as geometrical attacks when compared to

transform domain watermarking algorithms. Another drawback in the utilization of spatial

domain techniques is the visual degradation. Usually spatial domain watermarking presents

less transparency when compared to transform domain techniques because the embedding

method does not use the HVS characteristics as efficiently as transform domain algorithms.

DCT-Watermarking
The DCT watermarking exploits the image frequency bands where the watermark message

is embedded. The calculated DCT can be separated by different sub-bands and the water-

mark is embedded into the middle frequency sub-band. Embedding on the higher frequen-

cies would turn the watermark message susceptible to attacks since this frequency is highly

attenuated after simple noise addiction and image compression, on the other hand, embed-

ding on the lower frequencies would turn the watermark more visible according to the HVS

model. For that reason the embedding is performed on the middle frequency sub-band. The

JPEG compression is also performed with the utilization of the DCT and a quantization ta-

ble. The reason why JPEG format size is so reduced is due to the compression based on

the perceptual model of images. Therefore the DCT watermarking is more robust against

compression attacks because it anticipates the compression by embedding the watermark

into the middle frequency DCT coefficients. The embedding procedure is made by splitting

the image into 8×8 blocks and embedding the watermark into each block by changing the

DCT coefficients of each block. [5, 16, 17]. After embedding the IDCT is computed to

generate the watermarked image.

DFT-Watermarking
Another commonly employed transform is the DFT. In some approaches the watermark
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message may be embedded into the phase of the DFT because of its importance when com-

pared to the amplitude in terms of the intelligibility [18, 9] and its superior immunity to

noise addition [5]. It means that in order to remove the watermark message from an image

that has been marked in its DFT phase the image is severely degraded prior the watermark

removal. In case the watermarking scheme is based on the DFT amplitude, the scheme

usually presents a larger resistance to image shifting [19].

DWT-Watermarking
In order to use the characteristics of the HVS efficiently, the DWT-domain watermarking is

a widely used transform, commonly used as computationally efficient version of frequency

models for HVS [20]. The DWT can be computed resorting to two different methods.

The first method comes with a direct implementation for the wavelets used in signal pro-

cessing which is the 1D-DWT. However, it is important to note that images are 2-dimension

signals therefore they need to be remaped to an 1-dimension vector [22]. The remapping

of the image is performed by zigzag scan in order to keep the neighbouring pixels close to

each other.

The other method is using an extension of the single dimensional wavelet transform applied

into a 2 dimensions domain, this method called 2D-DWT [24]. The simplest implementation

of the 2D-DWT is achieved by using the Haar4 wavelets. For example, an image I is split

into blocks without overlapping X of size 2× 2. The wavelet transform of the image is

achieved by computing the transform seen on Equation 2.3 and for each input block X an

Y block is outputted. The H matrix is given in 2.4, the resulting image I′ is computed by

simple geometrical transformation of the blocks X multiplied by the matrix H scaled by 1√
2

in order to preserve the energy.

Y = HXHT (2.3)

H =
1√
2

[
1 1

1 −1

]
(2.4)

The Y block has four different coefficients. Each coefficient corresponds to one different

wavelet frequency band as follows.

upper left: corresponds to the average of the four input pixels of X ; The 2D low-pass filter

result (Lo-Lo).

upper right: corresponds to the average of the horizontal gradient of X ; The horizontal

high-pass and vertical low-pass result (Hi-Lo).

lower left: corresponds to the average of the vertical gradient of X ; The horizontal low-pass

and vertical high-pass result (Lo-Hi).
4The Haar wavelets were introduced by Alfréd Haar and are also known as a special case of the Daubechies wavelet

often mentioned as Db2 wavelet
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lower right: corresponds to the diagonal gradients X ; The 2D high-pass filter result (Hi-Hi).

The figure Figure 2.4 shows the four different parts of the Lena 2D-DWT transform. The

(Lo-Lo) part can be decomposed into a new series of wavelets generating k different levels

as shown in Figure 2.5.

Figure 2.4: Lena figure decomposed in a single level DWT

The embedding of the watermark message is performed by embedding into the kth level low

frequency sub-band of the wavelet transform. Due to its characteristics of energy preser-

vation, several approaches have been presented in recent years using the DWT method for

embedding. Some of those approaches are based on the low-frequency coefficients modi-

fication by adding a pseudo random signal as the analogous form used for spatial domain

embedding [5, 21]. One of the biggest advantages of using the wavelets is the topology of

the low-frequency sub-band when compared to its original image. As result other water-

marking approaches using the DWT embed the watermark message into the low-frequency

sub-band histogram of the image [22, 23, 24].

Figure 2.5: Decomposition of a signal into 3 different levels

2.1.4.2 Attacks on Image Watermarking Schemes

An image watermarking attack is understood as any kind of action that makes the watermarked

image undergo through the unauthorized removal, hiding or detection of the watermarked mes-

sage. Before introducing the different types of image watermarking attacks, an introduction of the

different natures of attacks and attackers is made.

Unauthorized removal
Unauthorized removal prevents the owner of the content to retrieve the previously embedded
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watermark by removing or destroying the watermark. There is two types of unauthorized re-

moval attacks; masking attacks and elimination attacks. Masked watermarked images still

being able to be identified by detectors although the watermark can not be retrieved. Some

detectors can implement pre-emptive techniques for identifying masked works like rotation,

cropping or scaling. An elimination attack consists in most of the cases post processing

operations with the objective of degrading the image in order to remove the watermark.

Unauthorized embedding
Unauthorized embedding, is the act of embedding a second watermark in a previously wa-

termarked work. By embedding a second watermark it does not mean that the first will not

be detectable any longer. Depending on the embedding techniques both watermarks can still

being detectable after an unauthorized embedding.

Unauthorized detection
The unauthorized detection is when one identifies the watermark in the work, however

the watermark can be deciphered or not. The unauthorized detection is more relevant in

steganography applications because the objective of this application is to mask the message.

However, in some watermarking applications this attack could constitute a grave problem

as well.

Both unauthorized removal and embedding attacks can be described as active attacks because

the attack will modify the previous work. The situation of unauthorized detection is called an

passive attack because it does not change the work.

The attacker nature is also a relevant aspect to be considered on attacks strategies. For ex-

ample, an attacker may have different levels of knowledge. If an attacker has no knowledge about

the algorithm construction, the attack strategy will be much more limited compared to an attacker

that has knowledge about the watermarking algorithm, or an attacker that has in his possession

a copy of the watermark detector. Attending to this fact, it is necessary to implement different

watermarking strategies based on the knowledge of the attacker.

The attacker does not know anything
This is the most common case. When a attacker has only his own copy and does not know

anything about the watermarking algorithm. In this case the attacker has only the opportu-

nity of attacking the image in order to remove the watermark message.

The attacker has more than one watermarked copy
In this case, depending the watermarking application, the possibility of the attacker holds

more than one copy is dangerous because by the comparison of the copies he can iden-

tify positions on the work where the copies disagree. This attack is commonly known as

collusion attack.

The attacker knows the algorithm construction
This is a common attacker nature if the Kerckhoff assumption is considered. When the
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attacker has the knowledge about the algorithm construction he can exploit the algorithm,

find possible weaknesses, and attempt to tamper the cover work.

The attacker has a detector
This type of attacker is often referred as an oracle [25] or black box. It consists not in

exploiting the algorithm itself but rather it consists in using the detector in order to remove

the watermark message.

Bellow, some common attacks for images are listed. Attacks such as JPEG compression or

low pass filtering will be omitted due to its direct understanding on the image processing context.

Copy attack
This attack was introduced by Kutter et al. [26], and as the name indicates, it consists

in copying the embedded watermark to a second unwatermarked image. By analysing the

watermarked image Iw, the attacker can estimate the unwatermarked image Î, and by per-

forming the difference between the estimated unwatermarked image Î and the watermarked,

the attacker can find an estimate for the watermarking embedded. The next step consists in

adding the estimated watermark previously obtained into the unmarked work Iu as seen in

equation 2.6.

Iw− Î = ŵor (2.5)

Iu + ŵor = I′w (2.6)

Splitting attack

Figure 2.6: Splitting attack [27]. This attack is performed by splitting the image into several
sub-images blocks and rendering them in a given sequence afterwards.
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The splitting attack (or mosaic attack) introduced by Petitcolas et al. [27], does not remove

the watermark message from the image since the image itself remains unchanged. However,

the attack consists in splitting the original image into several sub-images (or mosaics) and

rendering them in a web-browser in a given sequence. Web-browsers usually tend to align

the images automatically, presenting the image with the same appearance as the original

one. This attack is illustrated in Figure 2.6.

Desynchronization Attack

Amongst the most effective and target of many studies are the desynchronization attacks.

These attacks are performed by geometrical manipulations such as re-sampling, scaling,

cropping or rotating the image. A single geometrical distortion can render the watermark

detector useless due to the difficulty of cope with these attacks. Whereas simple geometrical

distortions such as cropping or rotating can affect the aestheticism of the attacked image,

attacks based in a combination of several manipulations produce results with less visual im-

pact. The pre-warping using the Markov random field (MRF) is an attack that lies in this

category and consists in smooths distortions in different parts of the images. Fenzi et al.

[28] explored the possibility of using the pre-warping of images for collusion-secure water-

marking schemes, however the same algorithm can be used as an efficient attack strategy.

Another example of desynchronization attack was introduced by Petitcolas and it is called

random bending attack (RBA) or Stirmark attack. Differently from the pre-warping attack

using the MRF, the RBA is based on global geometrical distortions on the image as depicted

in Figure 2.7, however in both attacks the final result is still acceptable in case the original

image is not available for comparison matters.

Figure 2.7: Random bending attack effect into one image

Ambiguity Attack

This attack can be understood as a copyright fight for the original cover work. The legit-

imate content owner integrates his watermark W into the original image I generating the

watermarked work IW . When a malicious user tries to tamper the watermarked work IW by
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removing the watermark W and embedding his own watermark message Wf a problem of

copyright addressing appears. Attacks of this type are known as ambiguity attacks. The

method used to avoid such kind of attacks is made by using non-invertible watermarking

schemes. Non invertible watermarking schemes were introduced by Craver and Memon

in [29], in their work the ambiguity attacks are referred as SWICO (Single-Watermarked-

Image-Counterfeit-Original) attacks.

Gradient Descent Attack

In the gradient descent attack, the attacker has the help of a detector which is called oracle

or black box [30] and knows how to read the responses outputted from the detector. The at-

tacker uses the detector outputs to estimate the region where the watermark is not detectable

any more. The basic idea is that the most abrupt output change corresponds to the shortest

way out of the detection zone of the detection area. The example is depicted in Figure 2.8.

Figure 2.8: Gradient descent attack detection areas outputted by the detector

Sensitivity Attack
Attack strategies when the detector is available were introduced by Cox et al. in [31] and

the sensitivity attack as an extension of those types of attack was introduced by Linnartz

and Dijk in [32]. The attack strategy is based on encountering the shortest way out of the

detection region. The detection region is the region where the watermark message still being

detectable. Two assumptions are made about the detection region

1) the direction of a short path can be approximated by a normal vector ωr to the surface of

the detection region.

2) The normal vector ωr is relatively constant over the detection region.

Considering these two previous assumptions the sensitivity attack is performed in two dif-

ferent steps: first, the watermarked image Iw is attacked in order to create the image I′w. The
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attacked image is generated by using different types of attacks such as averaging of the pix-

els, random modification of the pixels, etc. The normal vector ωr is computed by using the

images Iw and I′w. Afterwards in order to remove the watermark message from the images

the normal vector ωr just has to be scaled and subtracted from the watermarked images in

order to remove the watermark message. The attack is depicted in Figure 2.9.

Figure 2.9: Sensitivity attack

Summary of Attack Types

The different types of watermarking attack can be split into different categories according to

Voloshynovskiy et Al. [33] : removal attacks, geometric attacks, cryptographic attacks and

Protocol attacks.

Most common image post-processing operations such as JPEG compression, filtering or

noise addiction lies in the removal attacks category. The main objective of the attack is to

remove the watermark message without concern about the watermarking algorithm. The

result of these attacks are mainly damaging the image, however in some cases, the content

may, even after the attack, be suitable for use. For example, in JPEG compression when an

image is compressed with a high quality factor (e.g. Q95), no evident damage to most of the

cases are noticed, but watermark messages from schemes using spatial domain algorithms

may be removed.

The geometric attacks category. The main objective of such kind of attack is not the removal

of the watermark message, but rather the masking of it by changing the location of the pixels

in the image. Examples of attacks belonging to this category are rotation, scaling, cropping

attacks, and the desynchronization attacks (Stirmark RBA or pre-warping MRF) as well.

Cryptographic attacks are attacks performed when the attacker knows the watermarking

algorithm. With the knowledge about the embedding technique the attacker may try to
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remove the watermark by exploring the scheme weaknesses. An example of cryptographic

attack is the gradient descent attack.

Protocol attacks are different from the others attacks in a way that the main objective is

not to destroy or remove the watermark message but rather to use the watermark message

embedded into an image to mislead the content owner, e.g. copy attack.

2.2 Fingerprinting Codes Against Collusion Attacks

The following section will be devoted to the study of the collusion attacks and the importance of

the fingerprinting codes applied as transaction watermarks.

2.2.1 Collusion Attacks

As seen before, transaction watermarking schemes consist in marking individually each copy prior

to its distribution as the last part of the production process of a copyrighted work. The objective

in marking each copy is to identify each customer that purchases a copy of a copyrighted work.

If the work is distributed illegally on the internet the content owner is capable to trace back the

distributor of the illegal copy. Although, in some cases the attacker might possess more than one

copy, or a group of users might create a coalition to frame the watermarking scheme. The attacks

based on the comparison of copies and finding the positions where the copies differ are called

collusion attacks.

Figure 2.10: A collusion attack. The colluded image has the message ’0000??’ embedded

The figure Figure 2.10 depicts a scenario where the four images have different messages em-

bedded. The visual aspect for all the images is the same. When the users 1 and 2 collude, by

comparing their copies they are able to reveal and modify only the positions where their copies

disagree. This condition receives the name of marking assumption [34]. By modifying the posi-

tions where their copies disagree they can output an image with a different message of their own
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by flipping the detectable bits or inserting the unreadable ’?’ symbols. The unreadable symbol is

the symbol that is interpreted by the detector as not being a ’0’ neither a ’1’ when the detector is

based in a soft-decision evaluation. In some cases those symbols may not exist; If the detector

provides hard-decisions it only outputs the values ’1’ or ’0’. For the case shown in Figure 2.10

only the users 1 or 2 can be accused because the colluded copy possesses a part of the message

that is common only to both users 1 and 2 which is the first 4 bits ’0000’.

Figure 2.11: A collusion attack, outputting a copy accusing an innocent user.

Figure 2.12: A collusion attack, no attacker is caught

In this same example, if the colluders 1 and 4 change all the positions where their copies

disagree they are able to generate the sequence ’001111’ as seen in Figure 2.11. The messages of

the users 1 and 4 are totally different and therefore they are able to identify all the watermarking

positions. This scenario might lead the users to create a colluded copy framing an innocent user

with a given probability. For the example on Figure 2.11 the user 3 is accused without being guilty.
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This type of erroneous judgement is called false positive error FP and this error rate is designated

by ε1. Alongside with the chance of accusing an innocent user, there is also the hypothesis of not

accusing any user. If the retrieved message does not permit any kind of judgement no guilty user

can be caught. The image 2.12 illustrates the case when the users 1 and 4 collude outputting an

image with all the message positions set to ’?’. This type of error is called false negative FN and

is represented by ε2. Both the false positive and false negative rates should be very small, however

an useful scheme must always have the rate ε1 close to zero. In [35] the value for the FP rate is

kept as ε1 � ε2. As the utilization of different watermark messages for each user is not enough

to assure the creation of a scheme resistant against collusion attacks [34], the fingerprinting codes

are used.

2.2.2 Collusion-Secure Fingerprinting for digital images

The importance of transaction watermarking schemes has already been presented and its applica-

bility into the mass market products as in on-line stores are a tangible reality. Typically, transaction

watermarks codes are randomly generated codes with a Cyclic Error Control CRC or Error Cor-

recting Codes ECC block integrated on the messages. Though, as seen in the previous section, the

utilization of transaction codes are not sufficient to assure that the scheme is secure against col-

lusion attacks. Whereas transaction watermarking codes are based on randomly generated codes

with an extra block for error control, fingerprinting codes are mathematically generated codes ac-

cording to a probability distribution, without any error control block. In fact, the utilization of

any error control code would attempt the recovery of a given watermark message, leading to one

guilty user, whereas the fingerprinting codes are designed to catch more than one user in most of

the cases.

Now in order to understand the fingerprinting schemes, some basic parameters must be under-

stood. Those parameters are listed below.

Alphabet size
The alphabet size corresponds to the number of different characters for the fingerprinting

characters. For example in a binary alphabet, which is the most common case the alphabet

∑ is defined by ∑ = {0,1}. Therefore the alphabet size is two. In [35] Škoric reduced

the alphabet size to a maximum of q ≤ 16 characters due to the constraints of decoding

complexity and perceptual quality parameters during the characters extraction.

Code Length
The length is the total number of characters from the alphabet ∑ that constitutes the finger-

print code and is usually denoted by the letter m.
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Number of Users
The number of users is given by n and corresponds to the total number of possible finger-

printed copies. For mass market applications the number n is much larger if compared to

acceptance testing5 distribution for example.

Number of Colluders
The number of colluders usually is denoted by c. In order to represent the maximum number

of colluders that the code is secure against the parameter co is adopted.

Error probability
A fingerprint code is said to be secure against a maximum collusion of size co with a tracing

error probability of at most ε . Furthermore, regarding the tracing algorithm errors two

different types of error rates are considered: the false positive rate FP, denoted by ε1 is the

rate for the number of accused innocent users. The other error rate considered is the false

negative rate FN given by ε2, and represents the rate of the tracing algorithm not catching

any guilty user belonging to the collusion of c pirates as described previously.

Rate
The rate R is given by Equation 2.7. In the case of c0 = 1, i.e. no collusion exists, the rate

can be simplified to R = log|∑ | therefore R = 1. The reciprocal of the rate gives the length

of the codes when compared to the trivial case.

R = log2
n
m

(2.7)

2.2.3 Collusion-Secure Fingerprinting Schemes

The first known fingerprinting scheme was introduced by Boneh and Shaw in [34]. With the de-

velopment of this topic new schemes appeared such as the Tardos codes. Nowadays, of the main

objectives for the fingerprinting codes is to reduce their length in order to embed them efficiently

into most of the multimedia contents. For small collusions a fingerprinting code can be efficiently

embedded into most of the contents because the code length is not too large. However, the chal-

lenge appears when the number of colluders increases, and consequentially the codes, that grow

to way too large lengths turning the utilization of the fingerprints impractical for many multimedia

contents. Hereunder some of the most important fingerprinting schemes are listed.

The Boneh And Shaw Approach

As discussed before, the marking assumption was introduced in [34] as the main condition

to be fulfilled. The attackers cannot detect and alter the positions where their copies agree.

5Acceptance testing is the tests performed to a product prior to its distribution. Generally it consists in the creation
of few copies distributed for some testers who will evaluate the product in order to check if it complies with the given
requirements.
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In case of altering those positions, it should be by performing an attack in order to remove

the mark. Although, these attacks would probably degrade the work quality. In this same

approach the codes are distributed over a binary alphabet, with n users and an error proba-

bility ε (in this approach the rates ε1 and ε2 are not decoupled, i.e. the chance of accusing an

innocent user and accusing no one is the same) that is small. With the number of users n and

the error ε it is possible to determine the number d of repetitions, i.e., the number of ones

or zeros necessary to represent one watermark bit. Each user will receive a watermarked

copy with a different number of zeros and ones. For example, the first customer will receive

a watermarked copy marked with ’1’ in all the positions, the second customer will receive

a copy with all values set to ’1’ but the first d block, The same procedure is made for all

the n customers. The last customer will receive a copy with all values set to ’0’ as can be

seen in the table Table 2.1. Subsequently it is immediate to note that the length m is equal

to m = (N−1)×d or it can be represented by the Equation 2.8.

m = O(c4
0log(N/ε)log(1/ε)) (2.8)

With the help of a secret key, the fingerprinting code undergoes through a permutation pro-

cess in order to increase the security. The permutation process allows to avoid the colluders

to identify any particular d-block. However this scheme presents a few drawbacks when

compared to other approaches. First, the code length is too large for larger collusion sizes

and the security is reduced when compared to other fingerprinting schemes; Because in

this approach the chance of accusing an innocent user is the same of accusing no one, the

probability of accusing an innocent user is high when compared to other schemes as well

[34, 3].

A: 111111111
B: 000111111
C: 000000111
D: 000000000

Table 2.1: Fingerprinting codes for a number of 4 users and d = 3

Tardos Approach

Gábor Tardos introduced in [36] an approach based on probabilistic generated fingerprint

codes.

Tardos proposed the generation of a matrix with the dimensions n×m, in which the number

of rows represents the number of users and the number of columns represents the code
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length. The objective of this approach is to reduce the code length and the result achieved is

given by Equation 2.9, that is ε-secure against a coalition of c0 users.

m = O(c2
0log(n/ε)) (2.9)

The fingerprinting code denoted by Fncε has the size m and follows the distribution over

the pairs f = (X ,σ), where X is the input matrix n×m and σ is the accusation algorithm.

The construction of the function f = (X ,σ) is made by picking the independent numbers

pi = sin2ri distributed alongside [t,1− t] with t = 1/(300c0) for all 1 ≤ i ≤ m positions of

the fingerprinting code Fncε . The value ri ∈ [t ′,π/2− t ′] with 0 < t ′ < π/4 and sin2t ′ = t.

Afterwards, the positions X ji of the matrix are selected independently from the alphabet

∑ = {0,1} (in this case the alphabet is binary) and P[X ji = 1] = pi. Now, the accusation

functions U ji is computed by using the pi values and the matrix X accordingly to Equation

2.10.

U ji =


√

1−pi
pi

if X ji = 1

−
√

pi
1−pi

if X ji = 0
(2.10)

the values pi are independent and the matrix X is filled independently columnwise accord-

ingly to the probability distribution. The process is made for all the columns until the matrix

X is generated.

The function σ will accuse j on the pirated copy y ∈ {0,1}m if the condition on Equation

2.11 verifies with Z = 20clog(1/ε) as the threshold parameter for the accusation algorithm.

m

∑
i=1

yiU ji > Z (2.11)

During the algorithm construction Tardos proposes a lower bound of Equation 2.12 as

derivation of Equation 2.9.

m = 100c2
0log(1/ε) (2.12)

Škoric Approach (Improved Tardos Fingerprinting)

On [35], Škoric proposed an improved scheme with a smaller lower bound for the Tardos

approach. The constant 100 on Equation 2.12 was reduced to a constant equal 4π2. Tardos

approach only considers the bits marked with a ’1’ as being informative, however, the bits

marked with a ’0’ can be considered as carrying as much information as the ’1’ marked bits.
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Consequently the accusation sum from Equation 2.11 can be altered since all the bits count.

The new accusation sum is given by Equation 2.13.

S j =
m

∑
i=1

yiU(X ji, pi) (2.13)

The U pair can be defined by Equation 2.14. Due to the symmetry of the occurrences

for X = 1 and X = 0 the distribution function verifies the 0←→ 1 symmetry. Then, the

symmetry is set by doing g0(p) = −g1(1− p). Where g0 and g1 are measure functions for

the suspicion arising for observing yi for a given X ji and pi.

U(X ji, pi) =

g1(pi), if X ji = 1

g0(pi), if X ji = 0
(2.14)

Škoric also decoupled the two different types of errors; the FP and FN errors. In his approach

he assumes the case that ε1� ε2 as the condition that is much worse accusing an innocent

user. The results achieved with the decoupling of the errors ε1 and ε2 show that the tardos

codes can be reduced to a lower bound of m = 4π2c2
0lnε

−
1 1. An improvement for larger

collusions sizes c0 ≥ 10 were achieved as well. The Škoric modified length is given by

Equation 2.15.

m =
4

µ2 c2
0lnε

−1
1 (2.15)

Where µ = 2
π

. The equation 2.12 is reduced from 100 to approximately π2.

Even though with the utilization of optimized schemes such as the improved Tardos scheme,

the length of the fingerprint codes still being too long to be applied in single images. Facing this

fact, two different solutions might be studied. The first solution is the reduction of the fingerprint-

ing code lengths so the codes can be embedded into a single image. For the Tardos scheme for

example, in order to decrease the code lengths the collusion size should be small and the error

rate ε1 should be relaxed. These constraints turn the application of fingerprints limited. Although,

even with the limitations, schemes with this characteristics can be very useful in some specific

cases e.g., testing versions or pre-release copies. In those cases the number of users is very limited

and a scheme using a reduced number of users and a small collusion is perfectly suitable. Some

approaches for 2-secure fingerprinting schemes were presented. Schäfer et al. [2] presented a fin-

gerprinting scheme with a zero FP rate for limited number of users and a collusion of 2 colluders.

The Tardos fingerprinting codes are too long for large collusions to be embedded into one

single image, thus limiting its applicability in this type of content. However, a fingerprint code

can be embedded in a set of images instead of one image only. By increasing the number of
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images the payload is increased, and consequentially longer codes can be embedded into a set of

images. Considering this scenario, fingerprinting for image set may be an useful solution to many

applications where a set of image is available, e.g. video-games textures or e-books for children.

In those two cases the number of images allows the embedding of a fingerprinting code that is

capable to be secure against larger collusions. Typically, Video-game textures possess more than a

couple of thousands of textures 2.2 making them the ideal candidates for this type of applications.

Name of the game Number of Textures
Dungeon Siege 3 4186
Fallout 3 12261
Total War Shogun 6360

Table 2.2: Number of textures in some video-games

2.3 Robust Hashing for Images

When the watermark message, in this case a fingerprinting code is split and embedded into several

images, the correct identification of each image issue assumes a critical role for the watermarking

scheme. If the images are not identified in their right sequence, the code cannot be retrieved

correctly. Attending to this fact, a method for identifying the images on the set and identifying

them on the right order should be considered. The immediate solution is achieved by using the

images names as an ID for each image. However, using the file name offers no security because it

can be changed with no cost for the attackers and renders the detector useless. Other options are:

using a database with the images on the set and by matching the images with the database images

or even by the use of identification algorithms. The problem with these approaches is the high

computational cost and the difficulty of implementation.

A faster method would be using the cryptographic hashes to identify the images on the set.

Cryptographic hashes are algorithms that receives as input a certain block of data and returns a

fixed size message. This algorithm presents good security characteristics because even slight mod-

ifications on the code can alter completely the message string. However, when the cryptographic

hashes application are addressed into the image processing field, slight change can be understood

as an attack. For example, a simple JPEG compression would be enough to completely modify

the hash, thus rendering useless the hashing algorithm.

Robust hashing algorithms share common features from cryptographic hashes and identifica-

tion algorithms, in order to be robust against small distortions that the image can suffer but also

secure and fast enough. In the past years the employment of image robust hashing algorithms

increased significantly and several approaches have been proposed. Xiang et Al. proposed in [37]

an image hashing algorithm based on the image histogram features. The scheme aimed to be ro-

bust against geometrical distortions by using the histogram in order to identify each image. This

approach was revisited by Xiang in [23] and the DWT histogram was used in order to be secure
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against a larger row of attacks. Steinebach et Al. proposed in [38] a fast robust to the most common

image processing attacks hashing algorithm that achieve a low rate of false alarms.

Now, an example of a robust hashing algorithm will be illustrated. The algorithm described is

the same used for the implementation of the proposed solution.

2.3.1 Steinebach et Al Approach

The following approach is the hashing algorithm presented in [38]. The algorithm consists in

splitting the image into several blocks in order to create the hash.

The algorithm construction starts with the conversion of the images to gray scale values followed

by a normalization to a fixed-size. The hash consists in a N bits string. The image will be split

in N different blocks without overlapping. For each block the mean value Mi, i = {1,2, ...,N}
is computed in order to generate the string {M1,M2...,MN}. After the computation of all the Mi

values the median value Md of the string sequence is computed. Lastly the hash is normalized to

a binary sequence given by

h(i) =

0 if Mi < Md

1 if Mi ≥Md

The figure Figure 2.13 illustrates the creation of a hash table. The example uses an N = 256.

The current approach is proven robust against common post processing operations (e.g. JPEG

compression, salt & pepper noise, low-pass filtering, etc.) and integrates pre-emptive measures

against mirroring.

Figure 2.13: Steps of a hash creation. The image is split into several blocks, the mean value for
each block is computed and by last, the image is normalized to a binary value using the median
value.
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Chapter 3

Proposed Watermarking algorithm for
sets of images

In this chapter first the proposed watermarking algorithm scheme will be introduced. Hereafter,

the integration of the fingerprinting codes and the utilization of the robust hashing algorithm for

the proposed scheme are presented.

3.1 Proposed Robust Watermarking Algorithm

The presented watermarking algorithm is developed in order to be used with the container water-

marking technique [4]. This strategy consists in a two phase watermarking procedure. First in the

pre-processing stage, the cover work has its watermarking regions identified. The watermarking

regions are specific parts of the cover work that are suitable for embedding the watermark message,

e.g., in an image it can be some parts of the image or even the whole content. In video watermark-

ing these regions may be located in some specific frames. Afterwards, every embedding position

is watermarked with the bits ’0’ and ’1’ and stored in a container. The second stage is based on

the rendering of the watermarking regions into the final watermarked work. Upon request, the

watermark message is generated. In this case, the watermark messages are collusion-secure fin-

gerprint codes. The fingerprint code may have the value ’0’ or ’1’ and accordingly to the values,

the final watermarked word is rendered with the files on the container. For example, an image has

an embedding position C(i), i = {0,1} where C(0) represents a ’0’ embedded into the image and

C(1) represents a ’1’ embedded. If a ’1’ is requested, the embedder just has to take the container

file C(1). This embedding procedure strategy is faster when compared to the traditional strategies

that perform all the embedding procedure upon the request of the message sequence, and turns the

algorithm more suitable for real-time requirement applications, e.g. online stores.

The algorithm application uses several images to embed the fingerprinting code, i.e. the fin-

gerprinting code will be split and embedded in among the images of the set. Let S be a set with

s images defined by Equation 3.1. All the images on the set will be integrated with a part of the

fingerprinting code to be embedded. Now let ωS be the watermarking message to be embedded

29
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in S with length m. Each image from the set S will be integrated with a part of the watermark ωS

accordingly to Equation 3.2, where ω1 represents the part of the message that will be embedded

into the image I1 and so on. In a nutshell, the watermark will be split in several parts in order to

be embedded in the images.

S = {Ii | i = 1,2, ...,s} (3.1)

ωS = {ωi | i = 1,2, ...,s} (3.2)

The watermarking embedding process will split each image of the set into square blocks with

size N in which only one bit is embedded. The reason of embedding only one bit is to reduce the

size of the container. For example, if only one bit is embedded into each block, it will be necessary

to create two blocks in the container for each position that will hold the value ’0’ and ’1’. Now

if two bits are embedded into each block the possible sequences are ’00’, ’01’, ’10’ and ’11’,

increasing thus the number of data for each block by 2b where b is the number of bits embedded

into each block. For more demanding applications of watermarking in images e.g. video-game

textures, where the number of textures can exceed the thousands of images as seen in the table

Table 2.2 the container size might be too large. Therefore, the container size will be at most the

double of the size of the set, i.e. if the set has 100 Megabytes of data, then the size of the container

will be at most 200 Megabytes.

For each squared block its DWT is computed and the low frequency sub-band histogram is

extracted. The purpose of using the DWT transform is increasing the robustness against the most

common signal processing operations e.g. JPEG compression, median filtering or high-pass filter-

ing.

In order to embed and detect the watermark message correctly, it is necessary to identify each

image in the set. Each image will hold an amount of data relative to different positions of the

watermark message, therefore the need for identification of the images appear. The identification

of the images will be made by using the robust hashing algorithm presented in the chapter 2.

3.1.1 Watermarking embedding

The following embedding algorithm presented takes into account the embedding in one image at

a time, i.e., an image Ix from the set S = {I1, ..., Ix, ...., Is} has integrated in it a watermark message

W belonging to the watermark code ωS, where ωS = {ω1, ...,ωx, ...,ωs}.
From the original image is extracted its height and width in order to know how many blocks fit

in it. The maximum number of bits to be embedded in an image is given by Equation 3.3. In case

of the occurrence of remaining regions where a block cannot be fitted in, these parts are ignored

for embedding and are only used for the reconstruction of the watermarked file. Remaining region

is the name given to a part of an image where no block can be fitted, i.e. the dimensions of the

square block N×N exceeds the available dimension on the remaining region. For example, if an

image of size 90×150 pixels where N is set as 128 pixels block, the whole image is ignored.
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Figure 3.1: Block diagram for the watermarking embedding scheme

After the selection of the block its first level DWT is computed using the Haar Filter. Af-

terwards the histogram of the low frequency sub-band is extracted, since the watermark will be

embedded only on this part of the image.

Figure 3.2: Selection of the blocks with size N in an image. The red region on the right side is not
considered for embedding.

Tblocks =

⌊
W ×H

N2

⌋
(3.3)

After the DWT computation, the DWT low frequency sub-band block is given by LL(u,v) =
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{ll(u,v) =| u = 1,2,3, ...,R,v = 1,2,3, ...,C}. Now, let HLL be the histogram of the DWT low-

frequency sub-band of a given block. The histogram is given by Equation 3.4. Where L is the

number of bins in the histogram. The vector hLL represents the count vector of the coefficients on

each bin of the histogram.

HLL = {hLL(i) | i = 1,2,3...L} (3.4)

The bin width for the histogram is given by

Width =
maxCoefficient−minCoefficient

L
(3.5)

Where MaxCoefficient and minCoefficient are respectively the maximum and minimum values

for the computed coefficients of the block LL(u,v). Subsequently, the correspondent position on

the histogram vector hLL for each DWT coefficient is given by

i =
inputCoefficient−minCoefficient
maxCoefficient−minCoefficient

(L−1) (3.6)

The embedding will consist in changing the value of the DWT coefficients in specific parts of

the histogram in order to change the bins so the watermark is embedded. However, it is necessary

to guarantee that after the IDWT computation the coefficients changed will be correctly computed

also. In other words, if the number of bins L selected is too big, the changes of the coefficients

for one bin to another represents adding a small constant that is the value given by Equation 3.5,

whereas if a number of bins L selected is too small then the constant given in 3.5 is too big.

Now for example, if a histogram has L = 500 bins. If a coefficient belonging to the bin i is

changed to the immediate neighbour bin i+1, when the IDWT is computed this change will be lost

due to the rounding errors because the change is too slight. Therefore, in order to try to preserve

the histogram shape, the value of L will be set to 256, that is the number of bins in the gray scale
domain, that is the domain used for this approach.

Afterwards, the mean value V is calculated using the equation 3.6, and this shall be the ref-

erence point for the embedding region on the histogram. The reason for using the mean value

is to ensure that the bins on the histogram have enough coefficients to embed the watermark

[22, 37, 23, 24]. However using this condition in order to ensure having more samples is not nec-

essarily fulfilled, in some specific cases and this issue is hereafter discussed on the next subsection.

The part of HLL that is used for embedding and detection corresponds to a number of inter-

vals centred in the mean value. The number of bins considered for embedding varies within the

embedding range U given by

U = [(1−λ )V ,(1+λ )V ] (3.7)

with λ ranging within λ ∈ [0.4,0.6]. The parameter λ corresponds to a multiplicative param-

eter that gives the interval where the histogram is more consistent. Usually the bins located at
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the ends of the histograms do not hold pixels or have fewer samples than bins located around the

average value [37, 22, 24]. For this reason the parameter λ is used in order to avoid those bins.

For this approach the parameter λ is set to be always 0.6 in order to achieve a larger B interval as

possible without considering the ends.

Now let B1 and B2 be two different bins of the histogram belonging to the U interval. The two

bins are selected based on a randomization factor provided by the secret key K. By selecting the

bins using the key provided, the security of the algorithm is increased because the positions of the

bins B1 and B2 are not known by the attackers if they do not know the secret key. Both bins B1 and

B2 are the centres of two different regions located in the interval U . The size of the regions should

be equal for both and the total size of them is given by

r = 2M+1, M ∈ N∧M ≥ 0 (3.8)

Where the parameter M corresponds to the number of bins selected in each direction of the

center of one region. As the objective of the algorithm is to be resistant against geometrical

attacks, one characteristic of those types of attacks should be considered that is the possibility

of interpolation errors. In most of the geometrical attacks the pixels of the image undergo an

interpolation to recreate the attacked image. This type of operation might change the pixels values

and consequentially they will be located in a different bin than the original. In order to avoid this

effect to prejudice the watermark, the number of bins for each region is augmented by an M factor.

The works [37, 22, 24] use the same technique to increase the robustness of the embedding. In

those papers the M factor indicates the number of bins to be selected to each region. In this work

the factor M stands for the number of neighbouring bins on the left and the right for each selected

bin in M. For example, if M = 0 it means that the regions centred in B1 and B2 will consist solely

on the center bin. When a geometrical attack occurs, the coefficients that belong to those bins

might be changed to neighbouring bins, thus removing the watermark. In order to increase the

robustness at least one extra bin should be considered in each direction, i.e. M should be set to

M ≥ 1.

Both bins B1 and B2 and its neighbours belong to the regions G1 and G2 respectively. G1 and

G2 are denoted by

Gi = {hLL( j) | j ≥ Bi−M, j ≤ Bi +M} j,M ∈ N i = {1,2} (3.9)

The regions G1 and G2 should be disjoint. Additionally, another region called disposal region

will be considered. Disposal region is the name given to the regions located on the surrounding of

both groups G1 and G2 as illustrated in Figure 3.3. These regions are used when the coefficients of

the bins of the groups G1 or G2 are reassigned for inside or outside of the groups. The implemented

algorithm uses two disposal regions for each region, one at the left and the other at the right with

the same size r from G1 and G2.

The watermark is embedded by modifying the ratio of the energies from the groups G1 and

G2 as seen in Figure 3.4. The objective is to rearrange the energies of those groups in order to
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Figure 3.3: subgroup selected on the histogram. The bins marked in red represents an embedding
region whereas the gray marked bins represents the disposal regions.

achieve the ratio r given by Equation 3.10.

ratio =

log(G1
G2)≥ log(T ) i f ω(i) = 1

log(G1
G2)< log(T ) i f ω(i) = 0

(3.10)

Henceforth, log will be denoted to represent the basis 10 logarithm, i.e. log10. T is the thresh-

old for embedding, and T should be a positive number larger than 1, T > 1, T ∈ R and ω(i)

corresponds to the bit of the ith position of the message to be embedded. For example, if ω(i) = 0,

the ratio is computed by performing the summation of the bins in G1 and G2 and dividing them

afterwards. If the ratio is smaller than 1
T then no operation is needed, otherwise it will be necessary

to modify the coefficients from the disposal groups of G2 assigning the coefficients to G2, and at

the same time modify the coefficients from G1 to its disposal groups until the ratio is equal or

smaller than 1
T .

When a coefficient from a disposal group is modified to a group itself, its new value depends

on the position of the coefficient given by Equation 3.11. In other words, it depends if the disposal

group is located at the right or at the left of the group. If a value from one of the groups G1 or G2

is modified, its new value is given by Equation 3.12.

b′ = Bi + sign(b−Bi)

⌊
| b−Bi | −M

2

⌋
(3.11)

The value b is the bin index from the disposal group located on the left or the right side of the

group G1 or G2. Its value after reassignment to the groups G1 or G2 is denoted by b′.

b′ = b+ k(M+1) ,k = {−1,1} if b = Bi

b′ = b+ sign(b−Bi)(| b−Bi |+M+ k) ,k = {0,1} otherwise
(3.12)
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Figure 3.4: Illustration of a set of bins belonging to the embedding region. Illustration a) represents
the case when there is no watermark embedded i.e. G1

G2 ≈ 1. The illustration b) represents the case
when a ’1’ is embedded, thus increasing G1 and decreasing G2, assuring the condition G1

G2 ≈ T . In
the illustration c) is depicted the case when a ’0’ is embedded into the block making G2

G1 ≈ T

Now b is a bin index of the group G1 or G2, and b′ represents the bin index of b after modifi-

cation to one of the disposal groups, and the value of k is randomly selected from the set.

The number of modified coefficients from the groups G1 and G2 are denoted by the parameters

δ1 and δ2. Those parameters are non-deterministic i.e., they are not selected prior to the embed-

ding. Nevertheless, these parameters can used to know how many coefficients were changed in

order to embed the bit. The calculation method is given by the equations

δ1 +T δ2 ≥ T G2−G1 i f ω(i) = 1
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δ2 +T δ1 ≥ T G1−G2 i f ω(i) = 0

After the watermark embedding the groups G1 and G2 will be modified to G′1 and G′2 respec-

tively. The modified groups G′1 and G′2 are given by

G′1 = G1 +δ1

G′2 = G2−δ2

if a ’1’ is embedded. If a ’0’ is embedded then the groups G′1 and G′2 are given by

G′1 = G1−δ1

G′2 = G2 +δ2

After embedding, the IDWT for the block is computed generating the watermarked block.

3.1.2 Watermarking detection

Figure 3.5: Watermark detection procedure.

The watermarking detection is performed receiving as input parameters the watermarked im-

age I′, the secret key K and the block size N as illustrated in Figure 3.5. First, the number of bits

that are embedded in the image is estimated by using the dimensions of the watermarked image I′

and the block N. Therefore, the dimensions of the watermarked image, even after an attack should

be the same as the original image. Once again, the number of blocks in the image is calculated
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by using the Equation 3.3. Afterwards, the detection algorithm is performed blockwise comput-

ing the first level DWT for each block and extracting the ratio. The ratio is computed using the

same method as the embedding. First the centres B1 and B2 of the regions G1 and G2 are selected

with the assistance of the same secret key used for embedding in order to set the randomization

seed correctly for the selection of B1 and B2. The summation of the bins of regions G1 and G2 is

computed, and finally the ratio is computed.

ω
′(i) =

1 i f log(G1
G2
)≥ τ

0 i f log(G1
G2
)<−τ

(3.13)

The value ω ′x(i) corresponds to the ith bit in the sequence of the image I′x, where i= {1, ...,Tblocks}.
The detection process is repeated for all the Tblocks of the watermarked image until the watermark

ω ′x is extracted. The parameter τ is the decision threshold. Usually the value of the threshold τ is

τ ≥ 0.

After extracting all the bits in all the images of the set S the message ω ′S is reconstructed

accordingly to Equation 3.2.

3.1.3 Algorithm improvements

After the implementation and testing of the algorithm presented in the previous section, some tests

were performed in order to evaluate the performance of the proposed scheme. In order to increase

the performance of the algorithm some improvements were made. These improvements are listed

bellow.

3.1.3.1 Blocks selection constraint

According to [22, 37], the mean value V of an image is used as the center of the interval U for

embedding because it represents the region where the bins have more occurrences of the DWT

coefficients, and consequentially the embedding is more robust. However, in this approach the im-

ages are split into several blocks of size N, and the chance of selecting blocks that are not suitable

for embedding, e.g. background only, exists. The blocks that are not suitable for embedding are

called bad blocks.

Now, an example in how the blocks can be bad for embedding even though the whole image

is a good candidate for embedding is depicted. In Figure 3.6 an image having a good histogram,

depicted in Figure 3.7 is shown. The DWT histogram of the whole image is more or less constant

around the average value V making the image a good candidate for embedding. Differently, the

block histogram depicted by 3.8 is not a good candidate for embedding, because around the mean

value there are several bins with a small value of coefficients and at the same time other bins,

more precisely located near the end of the histogram, belong to a region of the image that might

represent a local background. Local background regions are described by regions on the blocks

that can be interpreted as the background of the blocks. For example, in Figure 3.6 the block is

characterized by having a large homogeneous region. This homogeneous region of the block is



38 Proposed Watermarking algorithm for sets of images

understood as a local background, though in the whole image context this region does not belongs

to the background of the image.

By modifying a large number of coefficients the watermark may become visible in the image

because it creates visual artifacts in this local background. For that reason this types of blocks

should be avoided in order to keep the transparency.

Figure 3.6: Grayscale image and one extracted block of size 256x256 pixels

Figure 3.7: Extracted first level low frequency sub-band histogram of the image 3.6

When the bins that have just a few coefficients or no coefficients are called bad bins [37]. The

bad bins occurrence is more common around the block ends, although in some particular cases the

occurrence of the bad bins may be around the average value. For example, considering one square

block of size N2 where half of its coefficients are located on the bin with the value 0 and the other

half on the bin with value 255, the mean value is given by mean =
(0×N2

2 )+(255×N2
2 )

N2 ≈ 128. All

the bins on the histogram except the bin ’0’ and ’255’ are bad bins of the histogram and are not

suitable for embedding. This effect is depicted in Figure 3.9 where most of the values are situated

in the ends of the histogram. As expected, the image histogram does not have enough coefficients

around the average value as illustrated in the histogram depicted in Figure 3.10. The same effect
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Figure 3.8: Extracted first level low frequency sub-band histogram of the block 3.6

is equally observed for a selected block in Figure 3.11. Therefore, in the presence of cases where

the block does not have enough coefficients around the average value, the block will be discarded.

Figure 3.9: Picture of a moon and an extracted block with size N = 256.

Figure 3.10: Histogram of the figure Figure 3.9.

In order to avoid the bad blocks, an evaluation of the histogram is made to check if the block

is suitable for embedding prior to the embedding. The constraint of the block hold the background

mostly and the constraint of having bad bins. First, in order to reduce the probability of embedding

on the background, the bins of the U interval is analysed. The analysis is made by performing the

following steps.
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Figure 3.11: Histogram of the block shown in the figure Figure 3.9.

Extract the U interval
First the U interval is determined by accordingly to the interval defined by Equation 3.7.

Check the weight of each bin in U
The whole block contains N2 coefficients, although since only the low frequency sub-band

is used the number of coefficients available is reduced to N2

4 . The weight of each bin of U

is computed by dividing the occurrence of the bins by the value N2

4 in order to obtain the

weight. The number of coefficients of the bins of the U interval is also computed.

Remove the bins that constitute a narrow and tall region
A narrow and tall region is defined as being a small set of neighbouring bins (this approach

selected between 5 to 20 consecutive bins) that have more or less the same coefficient oc-

currence but have much more than the surroundings bins. The method to measure the coef-

ficient occurrence is due to the weight of each bin. If some region with this characteristic is

found in the interval U , the bins are not considered for embedding.

Compute the average of coefficients remaining on the interval
If the number of coefficients is less than half of the original value. The block is not consid-

ered as being good for embedding.

Now, in order to avoid the embedding in a interval with too many bad bins, the interval U

should not have more than a certain number of bad bins. The number of bad bins and the mini-

mum number of coefficient in each bin that will make the block be discarded for embedding were

computed based on empirical tests. The maximum number of bad bins allowed in the interval was

10% of its total size, whereas the minimum number of samples in a non-bad bin is set to 10. If an

interval presents more than the maximum number of bad bins allowed, the block is also discarded.

If both requirements for bad bins and background are met the region is selected as being proper

for embedding.
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3.1.3.2 Possibility of sharing the disposal region

The case of sharing the disposal region was analysed in order to measure the robustness of the

algorithm if a shared region is allowed between the groups. Considering the histogram HLL, the

histogram contains L different bins and the interval U for embedding contains K bins, K < L , K ∈
[(1−λ )×V ,(1+λ )×V ]. For the selection of the two centres of regions B1 and B2, these bins

are selected based on the randomization factor provided by the secret key K. Now two different

scenarios for the selection of the regions G1 and G2 will be regarded:

The disposal region can be shared between the two neighbours
In this case, the centres B1 and B2 are selected based on the randomization factor provided

by the secret key attending to the only constraint that is | B1−B2 |≥ (2r). This means that

the only constraint applied is that the G1 and G2 are disjoint separated by two times the size

of the region r. In fact, the minimum distance allowed for these groups is in the case where

they share the same disposal region, as illustrated in Figure 3.12.

The disposal region cannot be shared between the two neighbours
Now for this scenario, the centres B1 and B2 are selected in the same way of the previous

scenario but now attending to the constraint | B1−B2 |≤ (3× r). In fact, now in addition

to the regions G1 and G2 being disjoint, the disposal regions of both regions G1 and G2 are

also disjoint. This approach is illustrated in Figure 3.4a).

Now, let U be an interval with i bins. If an attacker who knows the algorithm tries to pick

randomly two different bins the chance of he selecting the right bins are higher when the disposing

regions are also disjoint because less r bins are available once he pick the first bin. Therefore, using

the shared disposal region provides an improved security. On the other hand, when the disposal

regions are shared a coefficient that has been moved from one group to the disposal region, could

be reassigned again to belong to the other region. This situation is undesirable because it might

lead to visible artifacts on the watermarked image and the robustness could be reduced due to the

rounding errors.

Figure 3.12: The groups G1 and G2 share one disposal region. The total number of bins occupied
in this case is 26

A set of 10 images with variable size was tested in order to verify which of the two solutions

performed out well. The test consisted in comparing the ratio differences in two occasions: when
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the blocks were watermarked before saving and after saving the image and detecting the ratio

again. If the difference of the ratios is small it means that the robustness is good, otherwise it

means that rounding errors are influencing the watermark robustness. In Figure 3.13 it is possi-

ble to observe that the results achieved by using the disjoint disposing regions provides a higher

robustness. The selected solution was using disjoint regions.

Figure 3.13: Results for the sharing the disposal region test.

3.2 Integration of the fingerprinting codes

The integration of the fingerprint is performed by embedding fingerprint bits into the blocks of

the image set. The fingerprint should be split in several parts accordingly to Equation 3.2 and

integrated into one image at a time. The embedding procedure starts when a copy of a set of

images is requested. The embedding procedure is depicted in Figure 3.14 and is described bellow.

Figure 3.14: Process of rendering the fingerprinted image set upon request with a fingerprinting
code.

Generate the watermark message
In order to generate the watermark message, first the fingerprint should be generated. The

length of the fingerprint should be at most the same of the total number of block in the set

of images. Although the number of blocks in the set of images may exceed the length m of
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the fingerprinting code. Attending to this fact, a redundancy can be applied. For example,

if a fingerprint code ω with length m = 6 is integrated in a set of images containing two

images and each image is capable to be integrated with 6 bits. The total number of blocks

will be 12, and therefore each fingerprinting bit can be repeated once. In this approach, the

method used to generate the repetition of the bits is made using the randomization based

on the secret key as illustrated in Figure 3.15. The generated watermark message ω is then

integrated with the first 6 bits in the first image and the remaining 6 bits in the second image.

This phase of generating the watermark sequence consists in the first stage of the watermark

embedding upon the request of the content and when the fingerprint is generated.

Figure 3.15: process of shuffling the fingerprint code and assigning to n blocks. In this example
the fingerprint code is of length m = 6 and the total number of blocks is given by n = 12. Each
fingerprint bit can be repeated once.

Rendering the Watermark
The embedding of the shuffled watermarking message is made during the rendering phase.

The rendering phase consists in get on the container the specific block marked as ’0’ or ’1’

for each position given by the watermarking message. The whole process of rendering the

image is depicted in Figure 3.14.

The sequence of the images should always be the same for embedding and detection in or-

der to detect the watermark bits on the right order. The robust hashing program identifies the

watermarked images and then the detector can perform the detection of each image in the right

order.

3.2.1 Number of blocks in an image set

Let S be a set of images with S = {Ii | i = 1, ...,s} where Ii is the ith image of the set. The size

of the set, i.e., the number of images is denoted by s. For each image Ii there is a number ji
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of possible blocks to embed the watermark message. The blocks in each image are denoted by

si = {bi( j) | j = 1, .....,Tblocksi}, where bi( j) represents the block of the ith image in its jth position.

Finally the total number of blocks in one set is given by

nblocks =
s

∑
i=1

Tblocksi

∑
j=1

1 (3.14)

Since only one bit will be embedded per block, the length of the watermark message will be the

same as the number of blocks nblocks. The number of blocks, i.e. the length of the watermarking

message should be at least the same as the length m of fingerprints. Let m be the length of a

fingerprinting code for a group of n users secure against a number of c colluders. If m > nblocks

then it is not possible to embed a fingerprinting code into the set.

For the case that m ≤ nblocks it is possible to embed the fingerprinting code into the set. If

nblocks exceeds m, repetitions for each watermark bit will be embedded. The number of repetitions

is denoted by Equation 3.15. The number of blocks left to create the repetitions may not be

sufficient to repeat all the fingerprint code bits unless the parameter nblocks is at least nblocks ≥ 2m.

Since the repetition factor may not be extended to all the bits of the fingerprint code, another

parameter called remaining blocks (lblocks) is calculated. The parameter lblocks corresponds the

number of fingerprinting bits that can be repeated one more time beyond nblocks. This parameter

can be described as seen on Equation 3.16. For example, if a fingerprint code with size m = 100

is given and the image set has nblocks = 231 blocks suitable for embedding. Every fingerprint code

can be embedded twice (Rblocks = b231/100c= 2). However, mod(231/100) = 31 blocks remain

unused. In order to use all the blocks available on the set the first 31 bits of the fingerprinting code

will be replicated another time.

Rblocks =
⌊nblocks

m

⌋
(3.15)

lblocks = mod
(nblocks

m

)
(3.16)

The equation that shows the relations among all the parameters, number of blocks nblocks,

repetitions rblocks, remaining blocks lblocks and fingerprinting code length m is given by

nblocks = mrblocks + lblocks (3.17)

3.2.2 Hash database generation

The hash database is constituted by the hashes of the images and its blocks. For each image its hash

is computed and then stored in the database. Afterwards, the blocks of the image are evaluated

in order to check its suitability for embedding. If the block is suitable for embedding the hash is

stored, otherwise there is no need to store the hash and the block is not used for embedding. The
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process is done successively until all the hashes for the images and according blocks are stored in

the database.

Figure 3.16: The hash tables creation for images and blocks.

The reason for using the hash of both images and blocks is simple. The detector should be

able to know which blocks have a watermark embedded, since that during the container creation

some blocks may be unused because they are not suitable for embedding. Hence the hashes of the

blocks are used for detection. Another important aspect is that some blocks belonging to different

images may have similar hashes. In order to avoid confusion, the hashes of the images are used

also.
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Chapter 4

Implementation

This chapter will be devoted to the implementation of the algorithm proposed on the past chapter.

A description of the implementation and the tools used is made for the algorithm and the tools to

be used on the tests and some of the selected attacks introduced in chapter 2 will be studied more

in detail.

4.1 Watermarking Program Implementation

The implementation for the proposed algorithm was made using C++ programming and the library

OpenCV 1. Another two additional implementations developed by Dr. Ing. Huajian Liu member

of Fraunhofer SIT were used; A 2D-DWT library implementation in C++, and the robust hashing

tool were used for the algorithm proposed in chapter 3.

The implemented watermarking algorithm, when in the embedding mode, outputs the water-

marked image and a file with the ratios of the blocks. Whereas in detection mode, the water-

marking algorithm outputs the message containing ’0’ or ’1’ and the detector responses. Typically

when a watermarking program used for embedding, at least the secret Key K and the message ω

with length m is provided. This implementation beyond the parameters mentioned before needs

two more input parameters; one is the block size N, and another the embedding strength T. The

block size is of size N = 128n×128n with, n = {1,2,3,4}. The embedding strength T is variable

accordingly to the values T = {2,3,4,6,16,30}.
The correct input parameters needed for the detection process are: the block size N, the key

K and the message length m. A false committal of these parameters implicate detection errors,

i.e. the detector is not able to read the message correctly. In order to increase the security of the

algorithm, the block size is provided as a part of the secret key.

The images used were converted to a lossless format (Windows bitmap) and only the gray scale

channel was used. For the tests many different sizes of images were used as seen on appendix A.

1OpenCV is the shortening for Open Source Computer Vision and is a library of programming functions for real
time computer vision. The utilization for this library on the thesis scope is to use in more simple applications for image
processing operations
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The high resolution images used were downloaded from the CASED repository of images2. Other

images used were downloaded from the Signal and Image Processing Institute website,SIPI3.

4.2 Selected Attacks

Now, the implemented attacks will be presented. As discussed previously, the watermarking for

image set scheme will be destined to works that after an attack to the images, the aestheticism

should be preserved. In this testset an attacked image is considered as suitable for using when after

some common removal and geometrical attacks the appearance still similar to the watermarked.

The removal attacks, as already discussed in chapter 2, are based on degradation of the image

in order to remove the watermark message, e.g. JPEG compression, brightness adjustment or

Gaussian filtering. The selected removal attacks for the presented scheme are listed in the table

Table 4.1.

Type of attack Attack parameters
JPEG compression Q = 80 a

Contrast adjustment ±20
Bright adjustment ±40
Gamma correction γ = 0.9
Gaussian Blur filtering 2 pixel radius b

Median filtering 2 pixel radius
Sharpen filtering 2 pixel radius

aQ represents the quality factor for JPEG com-
pressions.

bThis corresponds to the Window size. In this case
a window with dimensions 5×5 was used.

Table 4.1: Set of removal attacks applied into the selected images

The second category of attacks performed was geometrical attacks. Accordingly to chapter 2,

geometrical attacks aims not to remove the watermark message but instead, altering the message,

that it is no longer readable by changing the pixels. The most common geometrical attacks are

rotation, cropping and scaling. However, these attacks have the disadvantage of heavily modifying

the visual aspect of the image. Two constraints are imposed for the geometrical attacks: the

first consists in preserving the dimensions of the watermarked image, and the second consists

in preserving the visual aspect of the images are used to select the attacks. From the three most

straightforward attacks, rotation, cropping and scaling only the rotation and scaling are considered.

Two other attacks based on combination of geometrical distortions were selected; the random

bending attack (RBA) and pre-warping using the Markov Random Fields (MRF). The random

bending attack was performed by the Stirmark tool software. As seen on chapter 2, this attack

was introduced by Petitcolas et al. in [27].
2This thesis was developed in CASED Center for Advanced Security Research Darmstadt facilities.
3http://sipi.usc.edu/database/database.php?volume=misc

http://sipi.usc.edu/database/database.php?volume=misc
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Type of attack Attack parameters
Light rotation angle = 0.5o

Rescaling 85%→ 117.65% a

RBA Q = 90 b

MRF pre-warping dmax = 4 ,N = 8 c

aAfter scaling, the image was rescaled back in or-
der to preserve the original size.

bThe attack is combined with a JPEG compres-
sion.

cThe value for the maximum displacement is
given by dmax and the displacement matrix has the
size N.

Table 4.2: Set of geometrical attacks applied into the selected images

4.2.1 Attacks implementation

The majority of the image enhancement attacks were performed using the software Irfanview4.

The following attacks were performed using the Irfanview tool: JPEG compression, brightness

and contrast adjustment, gamma correction, Gaussian blur, sharpening, rotation and scaling. The

median filtering attack was implemented using the Mathworks R© Matlab software.

4.2.2 Random Bending Attack

As introduced previously the random bending attack is a specific attack available in the Stirmark

tool for image benchmarking. The attack consists in a three step geometrical modification of the

input image [27, 39]. The algorithm construction was presented in [28] as:

• The first step consists in applying the following transform

x′

y′
=

t10 + t11x+ t12y+ t13xy

t20 + t21x+ t22y+ t23xy

Where x′ and y′ are the new coordinates and x and y the original coordinates. The matrix

T = {ti j} is a general transformation matrix.

• The second step of the transform is a pixel shifting based on the position of the pixels rela-

tively to the dimensions M×N of the image. The displacement should be maximum (dmax)

at the center of the images and none at the borders.

x′′ = x′+dmaxsin(y′
π

M
)

y′′ = y′+dmaxsin(x′
π

N
)

4The Irfanview tool is a freeware image viewer with many editing options available, such as image compression,
filtering and compression
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• The last operation consists in a random local displacement for each pixel position

x′′′ = x′′+dmaxsin(2π fxx′′)sin(2π fyy′′)randx(x′′,y′′)

y′′′ = y′′+dmaxsin(2π fxx′′)sin(2π fyy′′)randy(x′′,y′′)

Afterwards the geometrically distorted image undergoes a JPEG compression factor before

finishing the attack.

4.2.3 pre-warping using MRF

A C++ implementation of the pre-warping using the Markov random fields was performed within

the framework of this thesis. The proposed approach made in [28] was intended to be applied into

collusion-secure schemes. Although the very same approach can be used as a geometrical attack

as well. For that reason a transcoding of the Matlab program of [28] had to be implemented, so

that in this thesis the MRF could be used as an attack.

4.2.3.1 The MRF

As mentioned before the algorithm uses the Markov random fields characteristics to generate the

displacement to be applied into the images. In order to introduce the MRF the labelling outlook

will be introduced as the mathematical representation. Two types of elements are considered for

the labelling; a set of sites and a set of labels.

Let S be a discrete set of sites m , S = {1, ...,m}. A site is represented as either a point or a

region in the euclidian space. The set of labels represent the status of the regions contained in S

and is represented by L. The labelling problem consists in labelling each label from L to a site S.

Naturally, all the sites are connected by different sites, i.e. regions or points. The surrounding sites

of a site in S are called neighbours. The neighbourhood system is defined by N= {Ni | ∀i ∈S},
where Ni is the set of neighbours for the ith site. From the neighbouring system two properties are

verified:

1) The site cannot be neighbour to itself.

2) the neighbouring relationship should be symmetric.

Lastly, the clique concept is introduced and is defined by c. A clique is a subset of sites in S,

and it is either a single site c = {i}, or a group of neighbouring sites c = {i, i′}. Each single site

clique is denoted by {C1,C2,C3....} and the collection of cliques are represented by C as being

C =C1
⋃

C2
⋃

C3...Cm.

Now, F = {F1, ....,Fm} is a family of random variables defined on the set S in which each

random variable fi assumes a value in L. The family F receives the name random field. For any f

on F defined as F = {F1 = f1,F2 = f2, ....,Fm = fm} = f , the family F is called a Markov Field

on S only if the following two parameters are satisfied:
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• P( f )> 0,∀ f ∈ F, this is known as positivity.

• P( f | fS−{i}) = P( fi | fNi), this property is called Markovianity.

The fS−{i} is the set of labels at the sites in S−{i}, whereas fNi = { f ′i | i′ ∈Ni} stands for

the set of labels in the neighbourhood on the ith site. The sets of variables in F are considered

as a Gibbs random field (GRF) on the sites S regarding the neighbouring system N only if the

configuration P( f ) obeys a Gibbs distribution

P( f ) = Z−1e−T−1U( f ) (4.1)

The Z is a normalization parameter constant and is defined as ∑ f∈F eT−1U( f ), whereas T is the

temperature constant and U( f ) is the energy function. The energy function is given by the sum

of the clique potentials denoted by Equation 4.2, while P( f ) is the probability function for the

occurrence of happening a given configuration f .

U( f ) = ∑
c∈C

Vc( f ) (4.2)

4.2.3.2 The pre-warping MRF

In the implemented algorithm the random field is the variable F and the set S is the pixels of the

image. The value assigned to each variable on the field represents the displacement for a pixel,

i.e., each random variable f is denoted by two components x and y. The random variables relation

with the random fields F is represented by

Fi←→ fi = ( fx, fy) ∈ L×L

As seen previously an MRF is determined by the Gibbs distribution and the neighbourhood

system is already defined. The neighbourhood considered is the first order neighbourhood of

adjacent pixels for each given pixel (x,y).

Figure 4.1: The neighbourhood for the pixel v.
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The potential function is represented by a bivariate normal distribution

V((x,y),(x̃,ỹ)) =
1

2πσxσy
exp

(
−[ ( fx− fx̃)

2

2σ2
x

+
( fy− fỹ)

2

2σ2
y

]

)
(4.3)

The variables fx and fy are the components of the displacement vector f(x,y) associated with

the pixel (x,y) shown in Figure 4.1 as v , whereas (x̃, ỹ) is one of the points belonging to the

neighbourhood of the pixel v in Figure 4.1. Analogously to fx and fy, the values fx̃ and fỹ are

the components of the displacement vector f(x̃,ỹ). The components of the standard deviation σ are

given by σ = (σx,σy). The MRF in this approach is a minimization problem to the energy for

the equation 4.3. The objective is to only create the displacement field, and in order to achieve

this field the equations 4.1 and 4.3 are used. The algorithm initializes the displacement field with

random values assigned to each pixel (x,y). The values for each pixel in the image are independent

of the other pixels and they are represented by

L1×L2, L1 = { f ∈ Z :−c1 ≤ f ≤ c1} and L2 = { f ∈ Z :−c2 ≤ f ≤ c2}

The values for c1 and c2 are calculated based on the dimensions of the input image. The initial ran-

dom field is a noisy version of the final displacement field. The final displacement field is achieved

by iterating the process until the minimum energy exceeds a minimum threshold. Afterwards, the

displacement field is applied to the image using an interpolation method.

Figure 4.2: A pre-warping attack example. The image on left the is watermarked image and the
image on the right side is the watermarked image after a pre-warping attack.

The algorithm presented in [28] introduced an improvement based on the intelligibility of

the warped images. The application of the pre-warping applies small distortions that, even though
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being local, they might cause many visible undesired effects. The Figure 4.2 shows the application

of a pre-warping attack using the MRF without any correction. As it is possible to notice, the image

on the right is very similar to the one on the left however, the details on the bars that look twisted

affects severely the image quality.

These undesired effects is visible in specific shapes of the images. In this case the bars look

twisted, but also in some other cases round shaped objects may look elliptical-shaped after the

attack. In order to avoid these effects a correction of the warped image using a edge detector is

made. The edge detector used is the Rothwell. A C++5 implementation of the Rothwell detector

was used in order to implement the improvement. The objective of the algorithm is to identify

regions where the image cannot be altered such as round regions or bar shaped regions. The

advantage of the Rothwell detector in comparison to other edge detectors is a higher accuracy in

detecting L shaped forms as illustrate in Figure 4.3, whereas more simple filters such as Sobel or

Prewitt do not possess this characteristic.

Figure 4.3: The rothwell edge detection.

The result with the image corrections is shown in Figure 4.4. It is possible to notice the

correction made by pre-empting the distortion of the bars.

5http://www.marathon.csee.usf.edu/edge/edge_detection.html

http://www.marathon.csee.usf.edu/edge/edge_detection.html
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Figure 4.4: A pre-warping attack correction demonstration. The image prior the correction is
presented on the left, and the corrected image is presented on the right side.



Chapter 5

Evaluation and Results

This chapter will be devoted to the presentation of the final results achieved with the implementa-

tion of the algorithm proposed within this thesis. First, a discussion on the results obtained for the

transparency achieved face to the algorithm characteristics is presented. Afterwards, the results

regarding the robustness is presented considering the attacks discussed on the previous chapter.

5.1 Transparency Results

Test number average PSNR
1 53.94
2 53.96
3 53.24
4 53.97
5 53.82
6 55.00
7 49.95
8 54.93
9 52.99
10 52.45

Table 5.1: Average PSNR for each watermarked set

The transparency results are given by the PSNR of the watermarked images compared to the

original. Because only a small percentage of the pixels is modified, the watermark message barely

causes any difference of the watermarked image when compared to the original. The PSNR aver-

age for the watermarked set when compared to the original is over 50dB for a embedding threshold

of T = 3 as illustrated on table 5.3. For the test 7 the embedding threshold was T = 6 and the PSNR

for the watermarked set was 49.95dB. The results shown on [22] presents a more reduced PSNR

which is around 45dB. The average value the differences for a watermarked image and the original

are smaller than the decimal i.e. Avo−Avw ≤ 0.01. On the table 5.2 it is possible to see the results

for some of the images. The images described on the table are available in appendix B.
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Features Lena Baboon Plane Drop Peppers
Avo 124.11 129.69 179.13 103.26 120.46
Avw 124.10 129.69 179.13 103.27 120.46

PSNR 53.71 52.15 55.68 52.33 52.12

Table 5.2: PSNR and average of the pixels for different images marked with T = 3. Average PSNR
for each test image set

Considering the attacks introduced in the previous chapter, the PSNR was measured for one

test. The results show that the images suffer a severe degradation in most of the cases. The

geometrical attacks present the lower PSNR averages. The explanation for the pre-warping MRF

attack and the Stirmark RBA is that the pixels of the images are changed from their original

positions. This measure of similarity cannot be fully applied to these two attacks once that the

aestheticism still being preserved as previously seen. However, both the rotation and the scaling

attacks present a low PSNR as well. The image degradation is mainly due to the interpolation

errors when the images are manipulated to recover the original size.

Attack name PSNRav

Watermarked 53.94
Gaussian blurring 28.18

Brightness adjustment 20.47
Contrast adjustment 34.61
Gamma correction 28.47
JPEG compression 31.73

Median filtering 25.83
Sharpen filtering 29.56

Pre-warping 16,91
Stirmark RBA 15,21

Rotation 17,08
Scaling 17.11

Table 5.3: Average PSNR for each watermarked set

5.2 Attacks results

The first tests implemented have different results for different sets of images. The objective for

realizing several tests was to measure the payload considering the size N for the blocks and the

number of images on the sets. The table 5.4 shows the number of blocks suitable for embedding

in each set. The embedding strength threshold picked was T = 3 similarly to the approaches given

in [22, 24].
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The tests consisted in attacking the images accordingly to the selected attacks selected on

chapter 4. The detection threshold τ shown in Equation 3.13 selected was τ = log(1.5). The

different block size parameters selected were N = {256,384,512}.

test block size (N) number of blocks
1 256 68
2 384 17
3 512 17
4 256 2744
5 384 1249
6 512 665
7 512 665
8 256 818
9 384 313
10 512 168

Table 5.4: Number of blocks possible to embed for each test with different block sizes

The number of blocks varies accordingly to the number of images on the set and the size N

of the blocks. The set ’6’ and ’7’ were tested with the same parameters, with the difference that

the embedding threshold for the set ’7’ was T = 6. Furthermore, on the table 5.4 it is possible to

notice from the tests ’2’ and ’3’ that even though the block size is different, the number of blocks

is the same. The explanation for this is illustrated by Figure 3.2. The image set used on the tests

’1’,’2’ and ’3’, favours the embedding using the block size 512 or 256 because smaller regions are

left without being used.

Removal Attacks

Henceforth, all the results shown on the tables correspond to the bit error rate (BER). The

table 5.5 illustrates the results concerning the removal attacks described on table 4.1. The

JPEG compression attack and the Brightness adjustment attacks presents a detection rate in

almost all of the cases. The worst cases are due to both the median filtering and contrast

enhancement attacks that presents an BER of around 40% in some cases. By comparing

the tests ’6’ and ’7’ it is possible to evaluate the influence of the threshold T increasing. A

larger robustness to almost all the selected attacks is achieved by doubling the embedding

threshold T . The results of the tests using a larger block size are more satisfactory. However,

as seen on table 5.4, the payload in some cases is drastically reduced.

Geometrical Attacks

The geometrical attacks implemented differ from the attacks performed in [24] in such a

way that the attacks in this thesis considered should preserve the aspect of the image, i.e.

after the attack the size should remain the same and the aestheticism should be degraded the
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Attack name Tests numbers
1 2 3 4 5 6 7 8 9 10

Gaussian blur 0.088 0.000 0.000 0.122 0.087 0.086 0.069 0.137 0.133 0.113
Brightness adjustment 0.000 0.000 0.000 0.017 0.011 0.006 0.006 0.036 0.003 0.000
Contrast adjustment 0.353 0.191 0.176 0.206 0.184 0.167 0.151 0.238 0.185 0.160
Gamma correction 0.176 0.176 0.059 0.146 0.118 0.110 0.097 0.143 0.105 0.102

JPEG Q = 80 0.000 0.000 0.000 0.101 0.065 0.054 0.050 0.066 0.048 0.042
Median Filtering 0.412 0.294 0.176 0.325 0.250 0.227 0.151 0.364 0.345 0.333
Sharpen Filtering 0.074 0.000 0.000 0.099 0.066 0.063 0.054 0.111 0.089 0.065

Table 5.5: Removal attack bit error rate for the removal attacks using τ = log(1.5).

less as possible. Therefore the scaling attacks and rotation should be applied twice to guar-

antee that the attacked image returns to its original size. The pre-warping attack only applies

the distortion, whereas the Stirmark RBA is combined with geometrical distortion and com-

pression. As it is possible to observe, the pre-warping MRF attack achieves a the most

successful rate of detection in these set of attacks. The most effective attack is the Stirmark

RBA, that excludes completely the watermark message by destroying around 70% of the

watermark message in some cases. The figure Figure 5.3 illustrates the detector responses

for the Stirmark RBA with compression. The responses obtained with the pre-warping MRF

attack, also illustrated in 5.3b, shows a detector response where the distribution of the ’0’

responses are clearly separated from the ’1’ distribution. In contrast to the pre-warping dis-

tribution, the Stirmark RBA distribution generates a Gaussian shaped distribution because

both ’0’ and ’1’ responses overlaps with each other. The same effect of the RBA is verified

with the scaling and rotation attacks.

5.3 Results Improvement

The results previously illustrated considers an detection threshold τ = log(1.5). The parameter τ

implies the existence of a small region R that is given by

R =]− log(τ), log(τ)[

Attack name Tests numbers
1 2 3 4 5 6 7 8 9 10

Pre-warping MRF 0.044 0.000 0.000 0.337 0.199 0.141 0.119 0.103 0.048 0.038
Stirmark RBA 0.588 0.574 0.353 0.668 0.650 0.641 0.437 0.585 0.566 0.238
Light rotation 0.515 0.412 0.294 0.551 0.492 0.467 0.327 0.566 0.534 0.506

Scaling 0.588 0.574 0.412 0.486 0.432 0.287 0.270 0.482 0.478 0.457
Table 5.6: Geometrical attack bit error rate for the removal attacks using τ = log(1.5).
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If the detector outputs a value V ∈ R, the detector shall not output any response, i.e. not a ’0’ nor

a ’1’ will be outputted, but instead the output is the quote mark symbol ?. The threshold used on

the previous section created an interval R =]− log(1.5), log(1.5)[⇔ R =]− 0.176,0.176[ where

no response ’0’ or ’1’ was generated. Now, the tests will consider the parameter τ ′ = log(1.0) and

the new region R′ will be given by R′ =]−0.000,0.000[. This means that all the values should be

considered (excluding when the detector outputs the 0.0 value). The explanation given to do that

is that all the values should be considered because many of the bits embedded should be weakened

but they should preserve the embedded value even though the value is too weak to be detected

with a larger threshold. The approaches presented in [24, 22] use this detection threshold to detect

the watermark message.

The results obtained with the new detection threshold τ ′ improved significantly compared to

the previous value. The table 5.7 illustrated the results where comparatively to the results obtained

previously it is possible to notice a better performance for the algorithm. Most of the errors are

reduced to a scale of ±5%. The most effective attacks still being the median filtering and contrast

adjustment. However even these errors present a reduced rate when compared to the previous

results.

Attack name Tests numbers
1 2 3 4 5 6 7 8 9 10

Gaussian blur 0.000 0.000 0.000 0.086 0.054 0.053 0.034 0.061 0.056 0.054
Brightness adjustment 0.000 0.000 0.000 0.011 0.008 0.006 0.003 0.127 0.003 0.000
Contrast adjustment 0.184 0.176 0.118 0.206 0.113 0.111 0.109 0.131 0.102 0.099
Gamma correction 0.118 0.059 0.059 0.146 0.81 0.069 0.068 0.060 0.058 0.046

JPEG Q = 80 0.000 0.000 0.000 0.062 0.056 0.050 0.022 0.029 0.016 0.012
Median Filtering 0.176 0.059 0.059 0.250 0.162 0.100 0.090 0.164 0.137 0.125
Sharpen Filtering 0.015 0.000 0.000 0.054 0.045 0.045 0.032 0.042 0.042 0.042

Table 5.7: Removal attack bit error rate for the removal attacks using τ = log(1).

The results for the geometrical attacks improvement were greatly improved as seen in the table

5.7 when compared to the previous results on 5.6. Now the Stirmark RBA can be reduced to a rate

of ±15% of error, whereas the pre-warping algorithm can be generally reduced to much smaller

error rates. The results presented for the rotation and scaling attacks are much smaller as well.

Attack name Tests numbers
1 2 3 4 5 6 7 8 9 10

Pre-warping MRF 0.029 0.000 0.000 0.246 0.121 0.101 0.098 0.053 0.026 0.018
Stirmark RBA 0.353 0.235 0.176 0.454 0.442 0.380 0.243 0.322 0.275 0.137
Light rotation 0.309 0.235 0.118 0.333 0.269 0.266 0.179 0.322 0.249 0.226

Scaling 0.382 0.294 0.253 0.269 0.215 0.140 0.136 0.226 0.182 0.179
Table 5.8: Geometrical attacks bit error rate for the removal attacks using τ = log(1).

With the analysis of the results obtained it is possible to notice that the tests results 8-10 are

generally better than the results achieved in 4-6. The differences on these tests are especially due
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to the images used for embedding. While the tests 4-6 uses images of different sizes, including in

high resolution, the tests 8-10 employs reduced size images.

(a) The image on bottom was resized to 40% of its original size shown on top. The extracted blocks have
the same size N

(b) The two histograms for the blocks in the figure above. The histogram on the left belongs to the smaller
image, the one on the right side belongs to the larger image.

Figure 5.1: Influence of using larger images for embedding.

Accordingly to the algorithm presented on chapter 3, a constraint for selecting the blocks was

applied in order to exclude blocks that are do not contain much information, i.e. mostly constituted

by background colors intensities. The smaller the block is, the bigger is the probability of selecting

blocks that are prone to be local backgrounds. Local backgrounds, was defined as any kind of

region that when considered the whole image, its pixels does not represents a background region,

but if this same region constitutes the largest part of one block the background effect is created.

Therefore, once the proposed approach is based on blocks, the histograms should be evaluated

based on its local characteristics.



5.3 Results Improvement 61

The figure Figure 3.6 seen before illustrates these cases, of local backgrounds. Now, address-

ing the problem to the results by analysing the figure Figure 5.1a,both blocks have the same size

but the block of the smaller image holds more information than the block from the larger im-

age.Now, by analysing the first level DWT low frequency sub-band histograms of both blocks,

illustrated by the figure Figure 5.1b it is possible to notice the difference of both histograms. The

histogram belonging to the block of the smaller image (on the left) has a stable neighbourhood

around the mean value whereas the histogram from the block of the bigger image (oh the right

side) has a more unstable neighbouring region. Both regions possess enough samples to be suit-

able for embedding, however the difference is that the region of the smaller image is more stable.

Satisfactory results were achieved when the block size is big enough to hold enough infor-

mation about the images. However, with the increasing of the block size the number of blocks

available is reduced. Recalling the reason why one bit is embedded into each block, was because

of the applicability of this approach with the container watermarking strategy. If one bit is em-

bedded into each block, only two pre-watermarked blocks of each block should be stored on the

container. As seen before that with the increasing of the number of bits the number of blocks

could increase significantly. Another issue that should be considered is the blocks size and the

remaining region. Due to the requirement for block size to be of a standard size N, several images

might have some regions discarded or in some cases, when the block size exceeds the image size,

the whole image can be discarded.

The increasing of the threshold T provides a larger resistance against most of the attacks and

the threshold can be augmented to the infinity. However, the probability of appearing visible

artifacts in the watermarked image increases. The reason is because a large number of coefficients

might be addressed from one region to another.

The main scope for this approach is to employ the watermarking scheme into the image-set

fingerprinting. It has been discussed before the large size of the fingerprinting codes usually

constitutes a barrier to its application into the image domain. However, with this thesis it has been

possible to see that if the set is large enough, a larger number of bits can be embedded. The table

2.2 shows that the size of the sets for video-games present a large number of textures which makes,

video-games a suitable candidate for this algorithm. This algorithm presents another improvement

relatively to the approaches presented in [24, 22] that is the preservation of the mean value. These

approaches requires that the content owner embed the same number of ’0’ and ’1’ in order to

preserve the mean value, however, the proposed approach can be extended to be applied to embed

several bits regardless of the sequence without modifying the mean value.
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(a) Gaussian blur attack distributions for the de-
tector responses

(b) Brightness adjustment attack distributions
for the detector responses

(c) Contrasts adjustment attack distribution for
the detector responses

(d) Gamma correction attack distribution for the
detector responses

(e) JPEG compression attack distribution for the
detector responses

(f) Median attack distribution for the detector re-
sponses

(g) Sharpen filtering distribution for the detector
responses

Figure 5.2: fig:Detector responses for the removal attacks on the test 10.
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(a) Pre-warping attack distribution (b) Stirmark random bending attack distribution

(c) Scaling attack distribution (d) Rotation attack distribution

Figure 5.3: fig:Detector responses for the geometrical attacks on the test 10.
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Chapter 6

Conclusion and Future work

As concluding remarks, the main outcome for this thesis was the introduction of the first water-

marking approach for sets of images. One of the main challenges of the scientific community

nowadays regarding fingerprinting codes is to reduce the size of these codes for larger collusions

in order to turn the fingerprinting codes applicable for images. Notwithstanding, the current length

capable to be achieved for fingerprinting codes still being able to be used when these fingerprints

are meant to be integrated in sets of images. Therefore, this approach presents itself as an ideal

candidate to be applied in contexts where the cover work consists in more than one image, such as

video games textures, e-books for children and digital comics.

The results presented in Table 5.7 and Table 5.8 show that when the selection of the blocks

holds enough information, the embedding achieves large robustness to the most common attacks

and some of the geometrical attacks for a detection threshold of τ = 1. Nevertheless, there are

several parameters that are yet to be optimized such as the decision parameters to check if the

blocks are suitable for embedding, the optimal size N for the blocks and the embedding strength

T . The results show that, as expected, a larger embedding strength T results in more robust

watermarks, however it is yet to decide the maximum ratio to be used for this strength because

visual artifacts appear with the increasing of the strength. In order to optimize the algorithm,

decision making methods can be applied in a future improvement, such as the gradient descent.

The utilization of a sliding window for the block N and the method of the gradient descent could

be a good strategy to find a proper position in the image for the embedding positions. Other

alternative methods to be exploited are the utilization of the image processing techniques in order

to find regions of the images more suitable for embedding and setting be block in these positions.

The size of the set of images used for the testset is much more reduced than the number of

images that should be available for a video game scenario. Therefore, for a video game application

the number of blocks and consequentially the payload would increase drastically compared to the

total of blocks seen on 5.4 allowing the embedding of much larger fingerprinting codes.

This approach also inflicts less influence in the mean value V for the watermarked image

when compared to the approaches [24, 22]. This means that the probability of wrongly selecting

the mean value is decreased when the flooring function is used for selecting the centre bins B1 and

65
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B2.

The results show also that a viable solution to achieve larger robustness would be to sort

the images based on their resolutions into k different levels. It has been seen in 5.1a that the

robustness of the algorithm does not lie only on the size of the blocks, i.e. number of samples.

A higher robustness is achieved when the histogram is more stable. This means that even having

large blocks in high resolution images does not ensure a robust embedding if the histogram is not

stable enough around the mean value.

The current approach proposes embedding only one bit into each block. In this way, by using

the container strategy the container total size would be at most the double of the total data of all

the images of the set. If the number of bits embedded per block is increased for 2 instead of only

1, the new size for the container would be at most four times the original size of the data. Despite

the increasing of the container size, the fingerprint length would be of the double compared to

the length proposed for this approach. The increasing of the container can applied in case the

number of images available is smaller. For example, e-books for children and digital comics

usually contains many images but not as many as video-games. Therefore, for these applications

increasing the size of the container could be a reasonably strategy for future applications.



Appendix A

In this annex the tables with the information of the images used for the algorithm tests are pre-

sented. The tables Table A.1, Table A.2 and Table A.3 represent three different sets used for the

tests. The table Table A.1 consists only in small sized images and is used for the tests 1 to 3. The

table Table A.2 uses the same images from Table A.1 in addition to high resolution images and is

used for the tests 4 to 7. Lastly, the table A.3 consists in the same images from A.2, but the high

resolution images are resized 40% of their original size and some other images are added.

number of test Image size in Mega pixels number of images
1.048 1

1-3 0.262 13
0.066 4

Table A.1: Set of Images used for the tests 1-3
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number of test Image size in Mega pixels number of images
14.033 2
12.000 2
8.958 1
8.872 1
7.990 2
6.016 1
5.947 2
5.252 1

4-7 4.9152 15
3.871 3
3.773 1
3.763 1
3.508 1
3.146 6
1.920 7
1.229 1
1.048 1
0.262 13
0.066 4

Table A.2: Set of Images used for the tests 4-7
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number of test Image size in Mega pixels number of images
2.841 2
2.430 2
2.401 1
2.373 1
2.340 1
2.021 1
1.813 1
1.796 1
1.619 7
1.219 4

8-10 1.204 2
1.064 1
1.048 1
0.995 15
0.784 6
0.764 1
0.762 1
0.711 1
0.637 6
0.389 7
0.262 13
0.249 1
0.066 4

Table A.3: Set of Images used for the tests 8-10
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Appendix B

In this annex some figures used for this thesis writing are illustrated. Some of the images were

renamed, all images were resized for displaying.

Figure B.1: Drop.bmp

Figure B.2: peppers.bmp
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Figure B.3: Lena.bmp

Figure B.4: Baboon.bmp

Figure B.5: plane.bmp
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