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Abstract 

Due to the increasing popularity of the Internet, problems with current mechanisms 
for its management are becoming apparent. In particular, it is increasingly clear that 
the Internet network does not provide sufficient support for the efficient control and 
management of traffic, i.e. for Traffic Engineering. 

This dissertation addresses the problem of traffic engineering on the Internet from an 
Artificial Intelligence perspective. It argues that Internet traffic engineering should be 
automated instead of being performed reactively as response to undesirable network 
states. It presents and evaluates mechanisms for Internet traffic engineering based on 
Artificial Intelligence methods. 

This dissertation also discusses a suitable architecture for the application of the pro­
posed mechanisms. It argues that the proposed mechanisms are able to support a 
wide range of services useful for both users and operators. Finally, in a network of 
the size of the Internet consideration must also be given to the deployment of the 
proposed solutions. Consequently, arguments for and against the deployment of these 
mechanisms are presented and the conclusion drawn that there are a number of feasible 
paths toward deployment. 

The work presented argues the following: firstly, it is possible to implement mecha­
nisms within the Internet framework that extend current protocols and algorithms and 
enable traffic engineering to be carried out by operators; secondly, that applying these 
mechanisms reduces human intervention together with the management problems 
faced by operators and at the same time the efficiency with which the network can be 
run is improved; thirdly, that these improvements can correspond to increased network 
performance as viewed by the user; and finally, that not only the resulting deployment 
but also the deployment process itself are feasible. 
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Resumo 

Devido à crescente popularidade da Internet, torna-se aparente alguns problemas com 
os mecanismos actuais da sua gestão. Em particular, é cada vez mais notório que a 
rede Internet não apresenta o devido suporte para controlar e gerir o tráfego. Isto é, 
para a realização de Engenharia de Tráfego. 

Esta Dissertação aborda o problema da engenharia de tráfego na internet com ênfase 
nas questões de inteligência artificial. Argumenta que a engenharia de tráfego deve 
ser automatizada e não realizada apenas em resposta a estados indesejáveis da rede. 
Apresenta e avalia mecanismos para a realização de engenharia de tráfego na internet 
baseada em métodos da inteligência artificial. 

Esta dissertação também discute uma arquitectura apropriada para a aplicação dos 
mecanismos propostos. Argumenta que os mecanismos propostos são capazes de 
suportar diversos tipos de serviços úteis tanto para os utilizadores como para os 
operadores. Finalmente, numa rede com as dimensões da internet deve ser tomada 
em consideração a aplicação das soluções propostas. Consequentemente, argumentos a 
favor e contra a aplicação destes mecansimos são apresentados e conclui-se que existem 
alguns caminhos viáveis para a sua aplicação. 

O trabalho apresentado argumenta que: Primeiro, que é possivel implementar mecan­
ismos dentro do quadro da Internet que extendem os protocolos e algoritmos actuais 
e permitem que a engenharia de tráfego seja realizada pelos operadores; Segundo, que 
aplicando este mecanismos reduz-se a intervenção humana nos problemas de gestão 
enfrentados pelos operadores, ao mesmo tempo que é melhorada a eficiência com que 
a rede é gerida; Terceiro, que os melhoramentos correspondem a uma melhoria do 
desempenho da rede vista pelo utilizador e; Finalmente, não só a resultante interligação 
destes mecanismos na rede mas também o próprio processo de interligação é viável. 
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Preface 

One of the global challenges that nations face at the beginning of the new millennium 
is the construction of the so called Information Society. The Information Society, as 
discussed today in the United Nations, is a vision of a new society centred on people, 
inclusive, and development-oriented. 

In this context, the Information and Communications technologies play a fundamental 
role on the shortening of distances and time, two traditional obstacles to progress and 
welfare of peoples. These technologies, by their own nature, can reach all corners of 
the world and benefit millions of people. Where all of them may create, access, use and 
share information and knowledge, allowing individuals, communities and peoples to 
realize their full potential in promoting sustainable development and improving their 
quality of life. 

A key aspect on the construction of the Information Society is connectivity. The 
universal, ubiquitous, equitable and affordable access to information and knowledge 
constitutes one of the pillars of the Information Society and at same time a technolog­
ical challenge. In this context, the Information and Communication technologies are a 
cornerstone on the undertaking of this challenge since they provide access in any place 
and almost instantly to information and knowledge by individuals, organisations and 
communities. It is therefore of fundamental importance to provide data, voice, image 
and video services in a single integrated telecommunication environment, in order 
to allow technically and affordably the access in a single technological support, to a 
wide range of services, from best effort to interactive real-time video communication. 
Here, the Internet and its protocol suite play a fundamental role, due to its technical 
characteristics and economical benefits. 

A fundamental step on the convergence to an Internet-centric access to information 
and knowledge is the improvement of the Internet reliability as well as the guarantee of 
its quality of service. This shall be accomplished by service providers operating their 
networks accordingly, mainly through the realization of mechanisms that allow pro­
viding effectively and efficiently these services with the required quality levels. Thus, 
the research for these mechanisms becomes a fundamental step on the consolidation 
of the Internet as a feasible technology to access information and knowledge. In this 
context, we present in this dissertation a proposal based on an Artificial Intelligence 
approach to the realization of these mechanism on an automated basis focused on the 
management of traffic within the core of Internet networks. 
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Chapter 1 

Introduction 

The emerging information society demands communication services that allow inte­
grated use of audio, image, video and text data within a single telecommunication 
environment. Network services providers must therefore operate their networks to 
provide such services to end-users. The process of managing the allocation of network 
resources to carry traffic subject to user-specified quality of service constraints is known 
as Traffic Engineering. The goal of Traffic Engineering is to increase efficiency of 
network resources utilisation, while assuring that quality of service constraints are 
met. 

Traditionally, Internet traffic engineering activities have been performed with direct 
human intervention. However, these activities are becoming more demanding and 
data intensive. This is specially noticed in large-scale public IP networks, due to 
the growing network size, complexity and multi-service operation. On this scenario, 
the fundamental challenge that traffic engineering poses to artificial intelligence is the 
realization of automated control capabilities that adapt quickly and cost-effectively to 
significant changes in network state, while maintaining stability. This would ideally 
be accomplished pro-actively using forecasting techniques to anticipate future trends 
and applying actions to obviate the predicted undesirable future states. 

This dissertation addresses the problem of Internet traffic engineering from an Artificial 
Intelligence point of view. It argues that the traffic engineering process model may be 
formulated as an adaptive feedback control system, in which a team of agents act on 
behalf of the traffic engineer, monitoring the network state and intending actions with 
the goal of driving the network to a desired state, or a state with maximised expected 
utility. 
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The work presented argues that a Multi-Agent System architecture that extends 
current network management systems provides mechanisms for efficient control and 
management of traffic in a scalable, resilient and fault-tolerant way. It argues that such 
architecture encompasses activities such as: (i) sensing the network, (ii) forecasting 
future traffic demands, (iii) mapping traffic demands onto network resources, (iv) 
allocating spare capacity to the traffic demands projections, (v) and keeping network 
resilience. 

As far as forecasting future traffic demands is concerned, this dissertation argues that 
an ILP system extended with numerical reasoning capabilities is suited for automating 
time series analysis and forecasting. It argues that such an ILP system can integrate 
expert knowledge and human judgement naturally. It improves on current approaches 
based on Expert Systems because it provides extended search capabilities, reducing 
human judgement through the reliance on empirical decisions. It also argues that it 
can outperform current statistical methods, in the experiments made and, moreover, 
can discover new time series forecasting models. Thus providing means by which 
software agents can build forecasting models autonomously. 

In the context of mapping traffic demands onto network resources, this dissertation 
discusses network optimisation algorithms for network management. It presents a 
formulation that copes with multi-service traffic using linear optimisation algorithms. 

In what relates allocating spare capacity to the traffic demands projections, the work 
presented argues that a planning algorithm for reasoning under uncertainty that 
maximises expected utility may be extended to allow the implementation of con­
servative and risk aversion policies. It argues that such policies improve on simple 
maximisation of the expected utility under specific conditions of uncertainty, providing 
means by which an agent can autonomously derive a plan for his actions, under 
diverse uncertainty scenarios, and, hence, cope with the uncertainties arisen from 
traffic demand projections. 

1.1 Main contributions 

The contributions are organised into three groups: the overall system architecture; the 
forecasting automation method and; network optimisation process. 

This dissertation proposes a multi-agent architecture that copes with fault-tolerance, 
survivability, resilience, scalability, data spatially distributed and extensibility issues 
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of telecommunication applications. 

It also proposes a mechanism for the realization of automated proactive traffic engi­
neering using forecasting techniques. The forecasting techniques are also automated 
based on a Machine Learning formulation that merges research on Expert Systems and 
Inductive Logic Programming for automating time series analysis and forecasting. 
Several proposals are made to extend Inductive Logic Programming so that these 
tasks could be accomplished. Some of these proposals are even generalisable to other 
Machine Learning techniques. The results obtained in experimental data provided 
evidence supporting the proposals and even have shown improvements on current 
forecasting techniques. 

The process of managing pro-actively the allocation of network resources is based 
on a network optimisation model that supports the formulation of quality of service 
constraints and rationalises network resources utilisation. The experimental results 
have shown an increase on the efficiency of resource usage. 

This dissertation also proposes a resource allocation mechanism based on a planning 
algorithm that considers forecasting uncertainties. Several proposals are made to 
enhance the planning algorithm that are generalisable to other applications. The 
experimental results have shown a reduction on the service degradation and on the 
number of configuration changes on the network. 

1.2 Thesis structure 

The structure of this dissertation is as follows. Chapter 2 introduces Internet traffic 
engineering and makes a comparison of several traffic engineering systems, relating 
them with this work. Chapter 3 presents the architecture of the system and highlights 
the advantages of using a multi-agent approach to the system architecture. Chapter 4 
introduces methodologies for time series analysis and forecasting and presents an 
experiment made with a traffic demand time series. Chapter 5 presents our time series 
forecasting automation methodology. Chapter 6 presents our approach to network 
dimensioning. Chapter 7 presents our approach to plan network configuration changes. 
Finally, chapter 8 draws the conclusions, presents a summary of each chapter, and 
points out future work. 



Chapter 2 

Traffic Engineering Automation 

2.1 Introduction 

The telecommunications infrastructure is a world in transition. There are a num­
ber of trends that contribute to this fact: convergence of traditional telephony and 
data network worlds; shifting of boundaries between public and private networks; 
complementary evolution of wireline, wireless, and cable network infrastructures; the 
emergence of next generation integrated broadband multimedia networks; and the 
information superhighway. 

In such a changing environment service providers try to preserve their investment on 
the network infrastructure by choosing network technologies that are optimised for fast, 
profitable service creation and service delivery across data, optical, wireless and voice 
networks, making new services possible and deliverable while seeking profitability, 
minimising future capital investments and reducing network operation expenses. 

Classical IP does not meet many of these requirements, which lead to the develop­
ment of the Multi Protocol Label Switching (MPLS) and the Differentiated Services 
(DiffServ) framework. [ACE+01]. 

MPLS DiffServ reduces complexity of network operation, addresses scalability, facili­
tates traffic engineering, and interoperability of multi-vendor equipments on the one 
hand, and supports diverse service levels on the other. This technology enables the 
network carriers to provide differentiated services and customers to develop network 
applications that require different service levels such as HTML web pages, video 
stream and voice over IP. The access to these services is dependent on the user profile 

22 



CHAPTER 2. TRAFFIC ENGINEERING AUTOMATION 23 

established in the Service-Level Agreement (SLA). 

SLAs specify the service contract, which covers a wide range of issues, including 
network availability and bandwidth guarantees, payment models and other legal and 
business formalities. The SLA contains a Service Level Specification (SLS) that 
characterises aggregated traffic profiles and the Per Hop Behaviour (PHB) to be 
applied to each aggregate. The PHB identifies a particular forwarding treatment that 
is applied to an aggregated traffic profile in order to assure a given Quality of Service 
(QoS). 

To automate the process of SLS negotiation, admission control and configuration of 
the network devices, a new component called Bandwidth Broker (BB) may be added to 
DiffServ networks. Figure 2.1 is a schematic representation of two DiffServ Networks 
managed by two BBs that interact to negotiate SLSs. 

Bandwidth Bickers 
(perform admissions control, 
manage network resources, 

'configure leaf and edge de*ices)N 

Leaf Rouler 
(poke, mark flows) 

EgrBss 
Edge Router 

(shape aggregates) 

Ingress 
Edge Router 

(classify, police, mark aggregates) 

Figure 2.1: Bandwidth Broker and the DiffServ architecture. 
[TAPF01]) 

(Adapted from 

Due to the complexity and large number of functionalities of a bandwidth broker, the 
overall behaviour is abstracted into a functional architecture composed by a Traffic 
Engineer (TE), Policy Management and SLS Management components. 

The SLS Management is responsible for negotiating SLSs with other peer Autonomous 
Systems and users. The Policy Management is responsible for providing a high level 
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interface that dynamically extends the management system functionality. The TE is 
responsible for selecting paths which comply with the contracted SLS. 

The SLS is mapped into Per-Hop Behaviours that assure a given QoS using DiffServ 
mechanisms for the aggregate flow. However, in order to provide end-to-end QoS guar­
antees, DiffServ mechanisms should be extended with intelligent Traffic Engineering 
functions. These Traffic Engineering functions will be the focus of this dissertation. 

2.2 Traffic Engineering 

Traffic engineering is defined by the Internet Engineering Task Force (IETF) as the 
aspect of network engineering dealing with the issue of performance evaluation and 
performance optimisation of IP networks [ACE+01]. Traffic Engineering must effi­
ciently map traffic demands onto network topology and adaptively reconfigure the 
mapping to changing network conditions. 

Following Awduche [ACE+01], traffic engineering methodologies are classified into two 
basic types: (i) time-dependent and (ii) state-dependent. 

In time-dependent traffic engineering, traffic control algorithms are used to optimise 
resource utilisation in response to long time scale traffic variations (hours, days, 
weeks). Time-dependent mechanisms use historical information on traffic patterns 
to pre-program the Label Switch Path (LSP) 1 layout and traffic assignment. An 
example of a time-dependent algorithm for global resource optimisation is proposed 
by Mitra [MR99a]. The algorithm formulates the traffic engineering problem with 
multiple classes of services and multiple paths as a linear multi-commodity problem. 

State-dependent mechanisms are used to deal with considerable variations in the 
actual traffic load that could not be predicted using historical information. These 
mechanisms are used to deal with adaptive traffic assignment to the established LSPs 
according to the current state of the network (traffic utilisation, packet delay, packet 
loss, etc). Examples of state-dependent algorithms are constraint based routing and 
load balancing among multi-paths. Constraint based routing attempts to route new 
connection requests minimising delay subject to the resource constraints. Load balanc­
ing attempts to distribute traffic across multiple paths between an ingress and egress 

lrThe setup of explicit routes, also known as Label Switch Path (LSP), between two nodes in 
a network reduces operation complexity and is one of the MPLS features which faciliatates traffic 
engineering. 
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nodes. A packet enters the network in an ingress node and exits the network in an 
egress node. A route is a sequence of nodes between the ingress and egress nodes. A 
packet transverses the network using a given route. 

In our approach, we have constrained ourselves to use only MPLS features for traffic 
engineering. Therefore, we cannot change the traffic control mechanism that already 
exists in routers. We must, otherwise, deploy our system externally to the network 
and carry out the control actions using embedded MPLS functionalities. 

In this context, our control actions are subject to a relatively high time delay, since 
they must be sent via network messages to all routers on the network. Therefore, 
an approach that operates in larger time scales is preferred. Consequently, we pro­
pose automating time-dependent traffic engineering mechanisms. We should remark 
that state dependent and time dependent are complementary techniques. If applied 
together, they mitigate the effect of short and long term traffic variations on the 
network performance. 

2.3 Traffic Engineering Automation Systems 

Time-dependent TE systems may be categorised under two dimensions: (i) off-line 
and on-line systems along one dimension, and (ii) centralised and distributed systems 
along a second dimension. 

On-line TE systems calculate LSPs as incoming requests arrive. Off-line TE systems 
use all paths information to calculate the minimum cost path placements. 

Centralised TE systems make all routing decisions in a centralised manner. In de-
scentralised TE systems, the ingress node is responsible for calculating a route to the 
egress node. 

Rates [AKK+00] is an online routing server that calculates LSP placements in a 
centralised manner using a minimum interference algorithm. This approach can lead 
to degenerate scenarios where the network is in a very sub-optimal state. In this 
case, Rates does not re-route currently established LSPs for network re-optimisation 
in an automated manner. It provides a manual mechanism instead. Constraint Based 
Routing (CBR) shares similar characteristics with Rates' approach, but is a distributed 
solution. Rates is reportedly faster and more reliable on re-routing upon link-failure 
than link state algorithms like CBR. Both approaches calculate the LSP placements as 
incoming requests arrive. Thus, an optimal solution cannot be guaranteed. This has 
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been the reason pointed out for developing off-line routing servers [XHBNOO, TAPF01]. 
By taking all LSP requirements, link attributes, and network topology information into 
account, the centralised routing server calculates the global optimum LSP placements 
for the projected traffic utilisation. Nevertheless, since the offline routing goal is to 
minimise global resource usage, this may lead to routing plans with saturated links, 
specially if a linear cost function is chosen, as it may be difficult to accommodate 
new requests. This problem can be avoided if we can re-route existing connections 
to accommodate the new requests. However, this is often infeasible since it may be 
necessary to re-route a large amount of LSPs. This issue has no standard solution 
although it has been tackled by currently deployed off-line routing servers. 

Generally, off-line routing supports more efficient protection mechanisms than CBR, 
since it shares protection capacity that is assumed to be exempt of simultaneous 
failure [XHBNOO]. An important feature of centralised routing is to be faster on 
re-routing upon link-failure than link-state algorithms like CBR [AKK+00]. 

An example of an off-line routing server is TEQUILA [Fle02]. In this approach, routing 
plans are calculated based on forecasts of traffic demand. Several LSP configurations 
are calculated for each period of the day (morning, evening, night). One inconve­
nient of this solution is that it cannot adapt to changing traffic patterns caused 
by topology changes, new LSP requests and variations on user's behaviour. While 
deploying static configurations is suboptimal re-routing large amounts of LSPs may 
be infeasible. Chapter 7 describes our approach to this issue. We have developed 
a planning algorithm to derive a plan for LSPs placement that minimises re-routing 
accounting for forecasting error uncertainties. 

Mitra [MR99a] models the problem of intra-domain provisioning as a linear multi-
commodity problem, where the objective is to maximise revenue. This approach 
has the advantage of using polynomial time algorithms to calculate LSP placements, 
making it applicable to on-line traffic engineering. One drawback of using a linear 
function of link load to drive the optimisation is the possibility of saturating LSPs. 
This has two consequences: (i) increase in the queueing delay, and (ii) if the method 
is used in off-line routing there is the possibility of not being any remaining capacity 
left to accommodate the placement of new LSP requests. In our approach we propose 
to mitigate the problem of link saturation by introducing constraints in the maximum 
link utilisation, setting it to a predefined level or estimating it adaptively, during 
problem solving. TEQUILA [PT02] uses a non-linear multi-criteria formulation of the 
multi-commodity problem. This approach has the advantage of having a better load 
distribution over network links but it is a computationally more demanding solution. 
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We propose an intermediary solution between these two that is capable of operating 
with on-line requirements and coping with load balancing and differentiated services. 

Our approach to network dimensioning is based on a linear multi-commodity for­
mulation, which has a polynomial time solution. The issues of load distribution 
are handled by introducing constraints in the maximum link utilisation, as noticed 
by Mitra [MR99a]. To cope with more restrictive demands of real-time traffic and 
differentiated services, we transform the delay and packet loss requirements into con­
straints for the maximum Hop count, delay and packet loss for an admissible LSP. 
This approach is similar to [PT02]; however our proposal is more general because it 
allows the incorporation of several QoS restrictions. A comprehensive discussion of 
our approach to the issue of network dimensioning is presented in Chapter 6. 

TEQUILA uses exponential smoothing to forecast traffic demands. We have compared 
several methodologies for forecasting traffic demands. The results are presented in 
Chapter 4. Due to the dynamic and diversified nature of traffic demands, several 
traffic patterns may exist. The usage of a single model in such cases may be inadequate. 
We thus propose to automate traffic forecasting in order to allow the consideration 
of several forecasting models. Chapter 5 presents our approach to the forecasting 
automation problem. 

2.4 Conclusions 

The traffic engineering automation problem has several dimensions with no optimal 
solution for all aspects. This gives rise to trade-off solutions. We have given an 
overview of the currently available solutions and provided a comparison of traffic 
engineering automation systems. We have discussed the issues of automating TE 
centred on the aspects of network dimensioning and traffic forecasting. We have 
demonstrated, using references to related work, that on-line routing algorithms like 
CBR do not guarantee optimal LSP placements, and off-line network dimensioning 
algorithms are constrained by the amount of LSP re-routings that are feasible on an 
MPLS network. We have discussed trade-off solutions to the problem. The problem 
of traffic forecasting has been addressed in this chapter as one of the dimensions of 
traffic engineering for network provisioning. We have analysed other approaches and 
compared them to our work. The intent of this chapter was to introduce the problem 
and establish a parallel with similar work in the area, in order to give the reader a 
context for the subsequent chapters, where our approach is further developed. 



Chapter 3 

Multi-Agent System Architecture 

3.1 Introduction 

Telecommunications applications pose strong requirements to software systems such 
as: reliability, real-time performance, openness, security and other integrated man­
agement and mobility. These challenging requirements fit naturally in the Software 
Agent paradigm [HB98b] and are the motivation for intelligent agent technology in 
this application domain. 

In this chapter we present the system architecture and justify the multi-agent system 
approach. The goal of this chapter is to situate the system into a network scenario 
and articulate the multi-agent system functionalities with those currently provided by 
the network. 

We have followed an approach based on the Principle of Minimum Intervention1 in a 
sense that we extend the already available network control architecture with a Network 
Management Layer. This layer relies on the currently available control functions 
to perform reactive actions. An example of such functions are the path restoration 
mechanisms currently available on MPLS networks. 

The Network Management Layer is called upon a fault or any extraordinary change 
in the network state to perform a contingency plan in order to drive the network to 
an optimised state of utility. This contingency plan will be kept until the fault or the 
extraordinary event is deemed solved. 

ïAlso known as the principle of subsidiarity which states that higher layers should not interfere 
with lower layers taking over its functions 

28 
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The Network Management Layer periodically monitors network state through per­
formance and fault monitoring facilities of communications networks. Examples of 
such facilities are: Fault and performance alarms (see SNMP Protocol traps [Ros91]); 
and performance data collected from network elements like Routers, Interfaces, and 
telecommunication devices responsible for the data transmission at lower levels. 

The periodical monitoring of the network state allows to keep track of the overall sys­
tem dynamics, which gives the possibility of building up models of the traffic patterns. 
These models allow the Network Management Layer to perform advanced network 
management functions like proactive network optimisation as suggested in [ACE+01]. 

The Network Management Layer specifies a behaviour based on the Principle of 
Rationality [NewOl]. The principle of rationality states that if the agent knows that one 
of its actions will lead to a situation preferred according to its goal, then it will intend 
that action, which will then be taken if it is possible [PW]. However, in dynamical 
environments, under uncertainties, actions have different levels of confidence on the 
one hand, and the knowledge about the world has temporary validity, on the other. 
These factors interact continuously over time, changing the level of confidence on 
actions. Thus, the expected result of an action, at a given state of the world, may 
vary with time. Therefore, we complement the rationality component with adaptive 
fit capabilities [And90, BoyOl] which also consider learning and uncertainty on the 
reasoning process. Thus the solution proposed includes both components of rationality 
and adaptive fit. 

The Network Management Layer is comprised by Deliberative Agents that optimise, 
plan, and build forecasting models in order to keep the network in an optimised state 
of utility. The optimisation is a rational component while planning under uncertainty 
and building forecasting models are adaptive components. 

The overall architecture includes Deliberative Agents deployed in the Network Man­
agement Layer, and Routing Agents deployed in the Network Elements. Such an 
architecture devises an hybrid-hierarchical multi-agent system. 

Our purpose in this chapter is not to provide a detailed review of intelligent agent 
in telecommunications and communications network management, we leave this to 
others [Nan97, HB98b]. Rather than presenting an in-depth analysis and critique on 
the field, we introduce in turn the key concepts and indicate how they are related to 
the application domain. Where appropriate, we provide references to more detailed 
work. 
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Section 3.2 discusses related work found in the literature. Section 3.3 introduces 
software agents and multi-agent systems. Section 3.4 presents the architecture of the 
multi agent systems and articulates the requirements of the application domain with 
multi-agent system abilities. Finally, Section 3.5 draws our conclusions. 

3.2 Related Work 

In the artificial intelligence literature we may find two different approaches to the 
problem of network management: One is swarm-intelligence routing [CD98, KA99, 
SR97, MJ93, Whi97], another is multi-agent systems for network management [WR90, 
ÍDANM96, HB98a, CCL98, Vil02]. 

3.2.1 Swarm-inte l l igence rout ing 

Swarm-intelligence [DGP+87b, DGP+87a] is an emergent behaviour found in some 
natural species that exhibit s elf-organising [YG62, NP77] capabilities. There are 
several mechanisms that lead to self-organisation. Random (or directed) changes can 
instigate self-organisation, by allowing the exploration of new state space positions. 
These positions exist in the basins of attraction of the system (see Section 4.4.3 
for definition) and are inherently unstable, putting the system under stress of some 
sort, and causing it to move along a trajectory to a new attractor, which forms the 
self-organised state. Noise (fluctuations) can allow metastable systems (i.e. those 
possessing many attractors - alternative stable positions) to escape one basin and to 
enter another, thus, over time, the system can approach an optimum organisation 
or may swap between the various attractors, depending on the size and nature of 
the perturbations [Luc03]. For the interested reader Self-Organisation is a branch of 
Complex Systems Theory. The importance of the study of self-organising systems is 
to discover which are the properties of systems that lead them to organisation and 
stability. 

There are several applications of self-organisation mechanisms in artifical intelligence. 
Examples are un-supervised learning (discovery of patterns in data, learning how data 
is organised) in artificial neural networks [JKL90, Koh84] and organising groups of 
autonomous robots [GDM092, TGGD90]. 

Self-organising mechanisms may be applied for discovering stable states (with optimum 
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organisation) in systems, for which we may not have an analytical approach. The 
usage of such methods in network routing is debatable. Network routing is a problem 
of graph theory, which has many network optimisation algorithms with well supported 
mathematical analysis. See [RA093, Ber98, Bie02] for a comprehensive introduction, 
discussion and analysis of the several methods. 

One of the drawbacks of Swarm-intelligence approaches is that it may take a con­
siderable time to learn the best routing path between network nodes [SR97, MJ93]. 
Another specific problem to stochastic routing algorithms such as Ants-Routing and 
AntNet is the routing-lock [KA99] problem, which prevents the algorithm to respond 
on topology changes, locking on a previously learned route. 

All these approaches to swarm-routing [CD98, TA02, SR97, MJ93, KA99] explore the 
environment, collecting state information from the network upon which they attempt 
in some sense to find the shortest-path to a destination. The information collected 
characterising the state of each network link may be structured in order to comply 
to a link adjacency matrix with the correspondent distance metric assigned to each 
link. In this scenario the Dijkstra's algorithm finds provably the shortest path to a 
destination. However, all approaches did not follow an analytical formulation. 

We propose to analyse a swarm-routing system to illustrate the approach presented in 
the above paragraph. 

3.2.1.1 Analysis of a Swarm-Routing System 

AntNet [CD98] approach to network communications routing may be categorised as a 
vector-distance algorithm, where the distance to a node is measured using the round 
trip delay. This is an extension to the RIP [Rek88a] routing protocol that incorporates 
probe packets to check link delays. The probe packets are in this case replaced by ants. 

AntNet provides better delay and roughly the same figures for network utilisation 
than SPF [Rek88b] and OSPF [Moy89] routing protocols. However, the solution 
has a control overhead 25 times greater than OSPF [CD98] requiring, on average, 
a proportional increase in processing power at each node, for processing routing 
messages. It is not possible to assure the ant concentration at nodes near the network 
minimum cut, which overloads router's CPUs on that region. Up to now the only 
provable guarantee about the number of ants in a node or a link is that it will be 
finite [SSY+]. 



CHAPTER 3. MULTI-AGENT SYSTEM ARCHITECTURE 32 

AntNet convergence time is greatly larger than OSPF [TA02]. OSPF algorithm and 
other link-state algorithms have poor convergence rates because they rely on the 
exchange of information among routers to propagate network state information. Since 
both rely on the same principle then, their convergence rate will be approximately 
equal. OSPF only updates the information that changed while AntNet uses the same 
propagation mechanism to learn the new route network-wide. Therefore, in case of 
link failure OSPF has a faster convergence rate. In a worst case scenario AntNet will 
keep routes because of the routing-lock problem [KA99]. 

A non-intuitive idea of routing in communications networks is that the shortest path 
(whatever distance means here) is not the goal of network management. The goal of 
network management is to optimise resource utilisation while assuring a given service 
level to the carried traffic. That is the reason why RIP, SPF and OSPF approaches 
have been replaced by MPLS: to provide means for traffic engineering to optimise 
resource utilisation and to reduce processing power in network nodes as so as to speed­
up recovery time after link failure. Therefore, approaches like [TAPF01] are preferable 
because using simple routing protocols, with very low overhead, they provide Traffic 
Engineering with functions that increase resource utilisation on OSPF by 30% while 
assuring the required service levels. In our approach, we have obtained an increase of 
roughly 25% using linear programming algorithms. 

AntNet improves on SPF, a link-state routing algorithm that also uses probe packets, 
because it uses a window algorithm to calculate the delay statistics, which smooths 
the variations, and avoids oscillation on the network routing. However, measuring 
round-trip delay is a poor estimate of the network delay, since the traffic in the up 
and down stream links are not balanced on the one hand, and on the other hand, 
measuring one way delay is difficult because network routers' clocks are not perfectly 
synchronised. A better approach is to estimate the link utilisation (see [TA02] for 
proposals on this field) and infer the delay using a queue theory model. An example 
of this technique is the Kleinrock function [Kle64]. A discussion and assessment of 
delay on the Internet with recent queue models explained and experimented may be 
found in [KT01]. These techniques would potentially reduce the overhead of AntNet 
because only updates are broadcasted. An increase in the accuracy of delay estimation 
would also be expected. 

A possible improvement on this vector-distance algorithm is to allow each ant to 
store in the node it passes the time spent travelling the path between adjacent nodes 
and the sequence id. This allows each node to create a matrix with the experienced 
delay and packet-loss of each link. This would improve overall performance and reduce 
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convergence time because we would have complete information on network links, which 
allows the usage of Dijkstra's algorithm to find the route to an egress node that has 
the shortest end-to-end delay. In this scenario, Dijkstra's2 algorithm finds provably 
the route with shortest delay, which is, in last analysis, the goal of AntNet. 

3.2.2 Multi-Agent Systems for network management 

Telecommunications management has traditionally been tackled via a tried and trusted 
centralised approach. For circuit-switched type telecommunications networks, the 
dynamics of the logical configuration was kept to a minimum with, for example, fixed 
bandwidth reservations [HB98a]. MPLS DiffServ allows the realization of specialised 
services which requires the monitoring of the provided Quality of Service while keeping 
an optimised level of resource utilisation. 

An approach used to tackle this problem is to distribute control and allow specialised 
agents to handle localised tasks [WR90]. Another approach for reducing complexity 
is to consider hierarchical control [ÍDANM96] Our approach explores the strengths 
of each of these methods and distinguishes them from the used on [HB98a] not only 
because it adapts to control functions already performed by agents deployed in network 
elements but also because the maximised utility factor is resource usage efficiency 
instead of QoS. In [Vil02] an architecture for coordinating bandwidth management and 
path restoration is proposed. It distinguishes from ours because it uses a subsumption 
architecture at each network node, while our approach is based on hybrid hierarchical 
control architecture with reactive agents deployed at each node plus a network-wide 
Network Management Layer, including deliberative agents. 

3.3 Multi-Agent Systems Concepts 

This section introduces key concepts like Intelligent Agents, Multi-Agent Systems 
(MAS) and a description of the internal architectures considered in this particular 
MAS. 

2 There are other algorithms for finding the shortest path to a destination. We focus on this 
algorithm since it was used in [CD98] to compare with AntNet 
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3.3.1 A g e n t 

An agent is a computer system that situated in some environment is capable of flexible 
autonomous action in order to meet its objectives [JSW98]. An agent should receive 
sensory input from its environment and perform actions that change the environment. 
It should act without direct intervention of a human or other agents, maintaining 
control over its actions and internal state. Agents must respond in a timely manner 
to changes that occur in their environment and maintain a goal-directed behaviour. 
Nevertheless, they should interact, when appropriate, in order to complete their goals 
or to support other agents or human activities. 

3.3.2 M u l t i - A g e n t S y s t e m 

A Multi-Agent System (MAS) may be defined as a loosely coupled network of prob­
lems solvers that work together to solve problems which are beyond the individual 
capabilities or knowledge of each single problem solver [DL91]. In a MAS, each agent 
has incomplete information or capabilities for solving the problem. There is no global 
system control, data is decentralised and computation is asynchronous, which means 
the normal functioning of each agent is independent of each other. 

3.3.3 Agent internal architectures 

The Agent Internal Architectures considered in this work will be described according 
to Norvig and Russel approach [RN03]. The agents developed for this MAS may be 
classified into learning and utility-based agents. 

Utility based agents allow deciding which course of action to take in scenarios of choice 
with multiple conflicting goals, with different importance and different likelihoods of 
success. Figure 3.1 (a) presents an utility-based agent model. An utility based agent 
embodies Sensors, Effectors, a memory representation of the State of the World, the 
capability to predict how the world evolves according to the execution of its actions, 
information regarding the set of desirable States of the World and the utility of each 
one. According to this model, the agent should be able to compute a course of action 
to a goal state with maximum expected utility. 

Learning agents allows to decide adaptively the course of actions to take in scenarios 
of dynamic, incomplete or unknown characteristics of the environment or domain. 
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Figure 3.1 (b) presents a learning agent model. A learning agent embodies Sensors, 
Effectors, a Performance Element that maps a State of the World into an Action to 
take, a Learning Element that discovers the mapping function between a state of the 
world and the action that maximises the performance measure, a Problem Generator 
or Database to train the Learning Element and a Critic Element that evaluates the 
performance of the actions executed, driving the action and response of the Learning 
Element. According to this model, the agent should be able to learn a mapping 
between a state of the world and an action that satisfies the performance standard 
externally established. 

Performance standard 

à 
What the world 
is like now 

What it will be like 
if I do action A 

How happy | will be 
in such a state 

What action I 
should do now 

Agent 

m 
3 < 
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3 3 » 
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feedback 

Agent 

(a) (b) 

Figure 3.1: Schematic representations of the internal architecture of two agent types: 
(a) Model of an utility-based agent; (b) Model of a learning agent 

3.4 Architecture 

The goal of our architecture is to achieve maximum integration with regular network 
mechanisms and protocols, extending these mechanisms to provide dynamic bandwidth 
management, proactive optimisation and efficient path restoration mechanisms. The 
system itself must be scalable, reliable and fault tolerant. This section presents an 
architecture that tackles these issues. 

The system performs dynamic bandwidth management based on an optimisation 
algorithm, which is executed periodically and recalculates network routes. The routes 
are modified according to the expected utility of each calculated route. Simulation 
studies [KMS+01] demonstrated that a bandwidth management system in a DiffServ 
architecture can be effectively used to provide QoS for real time applications like Voice 
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over IP. Moreover, these studies also indicate that an admission control mechanism, 
similar to the proposed in Chapter 6, increases profits by improving network resource 
utilisation. 

The tasks of network dimensioning, forecasting and path restoration are performed 
by three types of agents. All these agents are deployed at the Network Management 
Layer. There is one network dimensioning, path-restoration and traffic forecasting 
agent logically associated with each network element. However, only a single network 
dimensioning agent is active network-wide at a given time. On each router a routing 
agent is deployed. Figure 3.2 presents an overview of the multi-agent system and 
illustrates some of the interactions among its agents and the managed network. A 
description of the specific agents are given in the next sub-sections. 

Figure 3.2: Multi-Agent System Architecture 

In this work we deal with core networks. The traffic is aggregated at the edge of 
the network into flows according to the service level. The routes will be calculated 
for these aggregated flows, so the term flow is always referred to the aggregated flow, 
unless otherwise noted. A network administrated by an operator is usually divided into 
administrative sub-domains. Each domain has Operating Support System (OSS) with 
a performance monitoring system that includes databases with historic measurements 
of the experienced traffic demand of each flow. Those databases are used by forecasting 
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agents to build forecasting models of the traffic demands. Each forecasting agent is 
associated with a network element. The agent builds forecasting models and receives 
forecast requests for all the flows originated in the network element with which the 
agent is associated. 

The performance optimisation is carried out by a single network dimensioning agent for 
efficiency and efficacy reasons. By taking all network information into the optimisation 
process, the agent is able to calculate global optimum LSP path placements, while 
reducing communication overhead in the computation of the solution. The network 
dimensioning agent is elected at the system start-up and switched back to another 
agent in case of communication or software fault. The details regarding the fault-
tolerance mechanism are described in section 3.4.5. The network dimensioning agent 
requests to each forecasting agent the forecasts for the expected traffic demands of each 
aggregated flow. The set of all flows comprises the traffic demands matrix, which is the 
input of the optimisation algorithm. The matrix with optimal routes is compared to 
the matrix of currently deployed path placements. The routes are modified according 
to the expected utility, which considers forecasting uncertainties and current traffic 
demand. 

A fast restoration mechanism is a desirable feature of communication networks. When 
a fault affects a path, the traffic is switched to the backup path. To achieve fast 
restoration there are schemes based on pre-planned paths. In these schemes, backup 
paths can share their bandwidth to increase efficiency. The path-restoration agents 
calculate backup paths for each link originated on its router as well as the router itself. 
The path restoration agent communicates to the routing agent the pre-planned backup 
paths. Routers switch to the pre-assigned backup path in case of failure. The network 
failures are signalled to the system that triggers the route re-optimisation procedure 
in order to drive the network to an optimised state of utility. 

The agents internal architecture will be described in detail by specifying their percep­
tions, actions, goals and environment; using Russell and Norvig approach [RN03]. The 
network dimensioning agent is an utility-based agent - its description is presented in 
section 3.4.1. The traffic demand forecasting agent is a learning agent - its description 
is presented in section 3.4.2. The path-restoration is an utility-based agent - its 
description is presented in section 3.4.3. 

The fault tolerance and security issues are addressed at platform-level. Section 3.4.5 
presents a more detailed description of the followed approach. Security is achieved 
through Authentication, Authorisation and Accounting. Deliberative agents will login 
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in the framework in order to communicate and exchange messages. The Routing 
agents is a third-party agent that uses a different login scheme based on SNMP. Thus, 
Deliberative agents will also need to make a login in the SNMP agents to which they 
are binded. 

The Interoperability with the network and external systems are addressed at agent-
level. Section 3.4.6 presents a more detailed description of the followed approach. 

Scalability is achieved through the association of agents to each node of the network. 
This way the number of agents is directly proportional to the number of nodes, 
and therefore, to the network size, allowing the distribution of computations and 
processing. The network dimensioning agent is distributed across network nodes to 
increase redundancy, but for efficiency reasons, computations are performed centrally. 
Nevertheless, the results obtained during simulations using real network topologies 
allowed us to conclude that the response time is satisfactory for the size of problems 
considered. 

3.4.1 Network Dimensioning Agent 

The goal of the network dimensioning agent is to deliver the maximum traffic demand 
while assuring the service levels required by the traffic carried out. 

This is done by looking at the future traffic demands and finding for each flow a 
network path between the ingress and egress nodes that satisfies the stated goal. The 
optimisation is based on linear programming model described in chapter 6. The output 
of this algorithm is a plan for routing the future traffic demands. 

Now, let us consider the present traffic demands and the uncertainties of our forecasts. 
In this scenario, the agent faces the problem of how to mix the current and future 
routing plans minimising the number of re-routed connections and the probability of 
discarding traffic (failure to carry all demands). The formulation proposed for this 
problem was based on a decision-theoretic planning algorithm, which decides which 
connections should be re-routed in order to achieve the intended goal. The utility of 
a plan is measured by the delay and probability of discarding the traffic. Chapter 7 
presents our proposal for such an algorithm taking into consideration several decision-
theoretic approaches. 

The output of the algorithm is a routing plan that mixes routes that are currently 
deployed with those that were pro-actively optimised, reducing the number of re-
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routes and simultaneously maximising the expected utility of the initial deterministic 
plan that considers average demands. 

The forecasts for the traffic demands are calculated by the traffic forecasting agent. 
The information on how the world evolves is, therefore, obtained interacting with the 
forecasting agents. The information regarding what the world is like now is obtained 
from sensors that supply current average levels of traffic in each flow. The effectors are 
logically coupled to the network through routing protocols that re-configure routing 
tables located at each router. 

3.4.2 Traffic Demand Forecasting Agent 

The goal of the traffic demand forecasting agent is to keep the accuracy of the forecasts 
at a required level of performance. This is done by inducing forecasting models from 
data. The time evolution of the traffic demand is called a time series. Chapter 4 
introduces the key concepts of time series analysis and forecasting. Chapter 5 presents 
our approach to the task of automating the modelling of the traffic demand time series. 

The agent tasks are composed of three steps: Inducing a model, doing forecasts and 
assessing the accuracy of the forecasts. 

Inducing a model takes two input parameters: the level of desired accuracy for the 
model and the significance level of the statistical tests that assess the degree of fitness 
of a given model to the data. The level of desired accuracy (maximum generalisation 
error) is estimated using our proposed theoretical limit stated in section 5.4.3. The 
level of significance states how probable it is for the induced model to capture the 
deterministic structure3 of the traffic demand time series. 

The assessment of the forecasts accuracy is based on the same principle used for 
evaluating the induced models. When the forecasts accuracy becomes under a given 
threshold, the model is deemed outdated and a new one is induced. 

The traffic demand forecasting agent purpose is to create models of the environment 
for supporting the decision process of the network dimensioning agent and the path-
restoration agent. This agent is connected to sensors that monitor average traffic 
demand on each flow. The problem generator is replaced by a database of historic 
records of the average traffic demands. This database is assessed through the 

3In the Wold's theorem sense in which a stochastic process under general conditions is composed 
of two parts: one completely deterministic and the other completely stochastic 



CHAPTER 3. MULTI-AGENT SYSTEM ARCHITECTURE 40 

3.4.3 Path-Restoration Agent 

The goal of the path restoration agent is to calculate backup paths and global routing 
plans that maximise the expected utility of the network in case of link or node failure. 

This is done by a systematic generation of what-if-scenarios of link and router failures. 
Only one link or router failure is considered at each time. For each scenario the backup 
paths are re-calculated for all flows. The structure of this agent is similar to the 
network dimensioning agent extended with the what-if-scenarios generator and the 
network alarms handling procedures. 

The agent has two procedures that work at a larger and shorter time scales. 

At a longer time scale, the agent calculates backup paths for what-if-scenarios. The 
agent pre-programs these backup paths in the reactive agents (routing agents) deployed 
in the network elements. This avoids communication latency during the network 
failure, potentially minimising information (packet) loss during that period. The agent 
also calculates global routing plans optimised for each failure scenario. This routing 
plan may be configured in the network after a failure had been detected, thus reducing 
the recovery-time. 

At shorter time scale, the agent acts upon a network failure to implement a pre­
planned routing scheme calculated specifically for that fault scenario, which maximises 
the overall expected utility of the network. The short time scale operation preempts 
the longer one, including the network dimensioning agent. 

The information regarding the current state of the environment is obtained from 
sensors that supply current average levels of traffic demand and alarms signalling 
faults or exceptional events, like uncommon bandwidth requests. The effectors are 
logically coupled to the network through routing protocols that re-configure routing 
tables located at each router. 

3.4.4 R o u t i n g A g e n t 

The routing agent is basically a reactive agent that provides a set of functionalities 
and acts as a response to a given environment state or a request from another agent 
that is authenticated and authorised for that. Those requests from external agents 
are performed through the standard communication interface using the SNMP proto­
col [CF90]. This agent and its communication protocol is documented in the IETF 



CHAPTER 3. MULTI-AGENT SYSTEM ARCHITECTURE 41 

standards and will not be modified by our architecture. 

The routing agent is responsible for forwarding traffic, exchanging routing information, 
calculating routes and performing path-restoration. Through SNMP we may access 
the following network management functions within the routing agent: (i) performance 
monitoring, (ii) alarm notification, and (iii) router configuration. 

In this architecture, the routing agent communicates with both Path-Restoration and 
Network Dimensioning agents, namely it forwards alarms to the path restoration 
agent and receives configuration change requests from both. Although both Path-
Restoration and Network Dimensioning agents may perform configuration requests to 
change the route layout, only the path restoration agent may change the backup paths 
of the router. 

3.4.5 Fault-tolerance mechanism 

Multi-agent systems are distributed cooperative applications susceptible to both hard­
ware and software failures. Thus, fault tolerance is required. By ensuring the con­
tinuity of computations in spite of failure occurrences, fault-tolerant mechanisms are 
essential in critical domains such as telecomunications. 

It has been shown that replication is the most efficient reliability technique in the 
presence of failures [GS97]. Therefore we have selected a fault-tolerance mechanism 
based on this technique. 

There are two main types of replication protocols: active and passive. 

In the active protocol all replicas process every input message concurrently. While in 
the passive protocol all input messages get processed by a single replica which transmits 
its current state periodically to the other replicas in order to maintain consistency. 

Active replication strategies lead to a high overhead; however, they provide a fast 
recovery delay, which is suitable for telecommunications applications with real-time 
constraints that require short recovery delays. 

DARX [MSBG01] is a multi agent system platform that provides several schemes 
of replication. It supports different replication strategies and group membership 
management to dynamically add or remove replicas; and it also provides atomic and 
ordered multicast inside every replication group. 

The number of replicas and the internal strategy of a specific task are totally hidden to 
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the other application tasks. This is an interesting feature since it enables the software 
agent developer to abstract from the selected fault-tolerance mechanism. 

3.4.6 Interoperability with the network and external systems 

The best way to capture an up-to-date routing table is by configuring the intra-domain 
routing protocol on the Network Management System. The system appears as one of 
the nodes of the network to all other network devices as well as to the routing protocol. 
The very nature of the routing protocol enables the system to capture topological 
as well as routing information of the complete network. The system has access to 
performance events and historic traffic demand records through the interface with 
the network Operating Support System (OSS), which includes management systems 
available on each administrative sub-domain. 

3.5 Conclusions 

This chapter intended to substantiate the proposed architecture and to establish a 
parallel with similar work in the area, providing the reader with a context for the 
features claimed by this architecture. 

We presented a multi-agent system architecture that tackles the scalability, reliability, 
fault-tolerance, openness, security and real-time requirements of this problem. 

We presented the internal architecture of the agents considered in this work, and 
provided arguments that support the deployment of reactive agents inside network 
elements to reduce communication latency. 

We argued that the adaptability of reactive agents, with local knowledge of the 
world, may be enhanced by exchanging information with deliberative agents that have 
network-wide knowledge. In this specific point, the proposed architecture distinguishes 
from other approaches. This allows the response of reactive agents to network faults 
to approximate those performed by agents with network-wide knowledge and thus, 
network-wide optimality. 

For the full description of our proposals in the field of Time Series Analysis and Fore­
casting Automation, Network Dimensioning and Planning of Path Re-Configurations, 
please, refer to subsequent chapters 5, 6 and 7, where our approach is further 



CHAPTER 3. MULTI-AGENT SYSTEM ARCHITECTURE 43 

developed. 



Chapter 4 

Time Series Analysis and 
Forecasting 

4.1 Introduction 

Time series analysis and forecasting has very important applications in the physical, 
environmental, social and life sciences domains. The purpose of time series analysis 
is to gain insight about the data underlying process in order to infer meaningful 
conclusions about the time series. An important application of time series forecasting is 
to prevent undesirable events to occur by applying corrective or contention measures. 
However, time series applications range from the design of discrete control systems 
to the analysis of the effects of unusual events to a system. This makes time series 
modelling an important topic of adaptive systems and machine learning disciplines. 

The importance of time series analysis in the context of traffic engineering is to 
provide a means to capture trends and patterns in the usage of network resources. 
This knowledge allows traffic engineers, or a suited autonomous agent, to pro-actively 
respond to possible undesirable future states or optimise the management of the 
network resources. 

In the following sections of this chapter we introduce the time series issues relevant to 
our study. Section 4.2 introduces the basic concepts of time series. Then, we provide 
an overview of the two most important theories of time series analysis and forecasting: 
Prediction theory, in Section 4.3; and Nonlinear Dynamics theory, in Section 4.4. 

Section 4.5 introduces stationary time series models. Section 4.6 introduces non-

44 
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stationary and seasonal models. Section 4.7 introduces nonlinear time series models. 
Section 4.8 introduces a procedure and provides insight about time series analysis. 
Section 4.9 presents the results of applying the above mentioned time series analysis 
methodology to network traffic forecasting. Finally, in Section 4.10, we draw the 
conclusions of this chapter. 

4.2 Time Series 

Time series is a sequence of observations of a given process' variables. 

Xt,Xt+i,... ,Xt+n 

The present work is focused on equally spaced observations, but it is possible to find 
time series randomly sampled over time. 

An intrinsic time series feature is the dependence among observations. Time series 
analysis is concerned with techniques to explore those dependences, building dynamic 
models and drawing conclusion about data. 

When solving a real world problem, we can make a priori inferences about the char­
acteristics of the underlying process that has generated the observations. Therefore 
a systematic characterisation of time series analysis techniques is a good starting 
point for the model selection process. Two approaches to time series modelling can 
be tracked back to prediction theory and nonlinear dynamics theory. The following 
sections introduce both approaches to time series analysis and forecasting. 

4.3 Prediction Theory 

One of the most important problem in the study of time series is that of predicting 
a future value of a process, given a record of its past values. This problem is clearly 
of interest in economical systems and in the analysis of many types of physical sys­
tems. The pioneering work of Wiener [Pri81] on Prediction Theory was stimulated 
by the problem of predicting the future path of an aircraft in connection with the 
control of anti-aircraft guns (also known as the problem of fire-control). More recently 
[BR94] [Whi63], prediction theory has been playing a fundamental role in the theory 
of stochastic control systems. 
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The prediction problem can be stated as follows: Given the observed values of a 
(random) process at some of its past points, predict the value it will assume at some 
specific future time point. Thus, we are given observations up to time t, i.e. we are 
given values of Xv, v < t, and wish to determine the value of Xt+T, where r > 0. This 
situation is illustrated in Figure 4.1. 

Time Series Example 
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Figure 4.1: Diagram of a time series prediction problem 

The predicted value of Xt+T is calculated as a function of the observations, Xv, v < t. 
To determine the function that is the most accurate predictor, Prediction Theory 
generally uses the Mean Square Error (MSE) [Pri81]. We denote the predicted value 
of X(t + r) by Xt+T. The accuracy is the inverse of the quantity MSE, where MSE is 
defined as the average over all realizations of the process' squares of the differences: 

MSE = E ( * t + T X t + T) (4.1) 

The problem of finding a function / of the given observations as a predictor for Xt+T 

with best accuracy is trivial if we allow free choice of any function. Then, the best 
choice of / , in the sense that minimises MSE, is the conditional expectation of Xt+T 

given Xv, v < t, which is denoted by Xt+T = E[Xt+T\Xt,Xt-i,... ,Xt-n] ■ However, 
this solution is of little use in practice since it is not possible to compute the conditional 
expectation unless we have a very detailed knowledge of the probabilistic structure 
of the process. We therefore consider very simple functions of the observations. 
The classical theory developed by Wiener and Kolmogorov deals only with linear 
functions [Pri81]. If the process is Gaussian, then there is no loss of generality because 
the conditional expectation of Xt+T is a linear function of Xv, v < t; so the optimal 
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predictor would be: 

oo 

Xt+T = YlavXt-v (4.2) 
v=0 

This mathematical problem was first solved by Kolmogorov and Wiener and can be 
regarded as filtering out the noise disturbance Nt so as to reveal the underlying process 
xt. 

More recently, Box and Jenkins [BR94] have developed a recursive algorithm to com­
pute the predictors of discrete parameter processes that satisfy finite parameter linear 
models with a parsimonious number of parameters. 

4.4 Nonlinear Dynamics Theory 

The importance of nonlinear time series analysis techniques in the modelling of data 
communications traffic has been increasing since the discovery of self-similarity in Eth­
ernet traffic traces [RK96a]. Today nonlinear analysis techniques are employed in sev­
eral traffic modelling tasks. Rueda [RK96b] presents a survey of traffic characterisation 
techniques with applications of nonlinear time series methods. Willinger [WWE96], 
proposes a very comprehensive guide to self-similar traffic and performance modelling 
for modern high-speed networks. 

We now introduce some fundamental concepts of nonlinear time series analysis like 
Lyapunov exponent, fractal dimension, delay embedding and attractor. 

4.4.1 Overv iew 

While time invariant linear systems can be described quite well with the methods 
presented in the previous section, non-linearity makes the application of those methods 
inappropriate. 

Although a switching models methodology proposed by Tong [Ton90] can be con­
structed with a set of linear models, it contributes little to the understanding of how 
the system works. A possible approach to non-linear time series is non-linear dynamics 
theory, which encompasses nonlinear time series analysis. 

The main theory underlying nonlinear time series analysis is the geometric theorem 
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called embedding theorem by Takens and Mané [TSC91][Tak81]. The theorem states 
that: Given an n-dimensional dynamical system with finite n, the internal dynamics 
of that system can be reconstructed from a time series with a single state variable 
Xi(t), and it will be topologically identical to the true dynamics of the system. 

If we can observe some scalar quantity of some vector function of the dynamical vari­
ables, then the geometric structure of the multivariate dynamics can be unfolded from 
this set of scalar measurements in a space made out of new vectors with components 
consisting of the scalar quantity shifted by some delay T. These vectors define a 
motion in a d-dimensional Euclidian space. 

The importance of this theorem to time series analysis is that one can reverse engineer 
the full dynamics of a multi-dimensional system, by using the observed data of only 
one characteristic. For instance, one can predict the emitted power of a laser only by 
observing past data of the photonic emission. 

The theorem does not provide ways to estimate the time lag T and what dimension 
d to use. We will present approaches for the calculation of d in Section 4.4.4, and for 
the calculation of m in Section 4.4.5. The next Section presents the delay coordinate 
embedding method. 

4.4.2 Delay Coordinate Embedding 

The most important phase space (or state space) reconstruction technique is the 
method of delays. Vectors in a new space, the embedding space, are formed from 
time delayed values of the scalar measurements: 

Sj = [Xn_(m_i)T, Xn_(m_2)r) • • • i Xn\ (4-3) 
v v ' 

m elements 

The number m of elements is called the embedding dimension, the time is generally 
referred as the delay or lag. Embedding theorems by Takens [Tak81] and by Sauer 
et al. [TSC91] state that if the sequence {^n} consists of scalar measurements of 
the state of a dynamical system, then, under certain generic assumptions, the time 
delay embedding provides a one-to-one image of the original set x, provided m is large 
enough. 

If N scalar measurements are available, the number of embedding vectors is only 
N — (m — l)r . Which increases the need for a reasonable choice of the delay so the 
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structure we want to exploit should persist up to the largest possible length scale. 
Moreover, we always have to deal with a finite amount of noisy data. Both noise and 
finiteness will prevent us from having access to infinitesimal length scales. This issue 
gains special importance when analysing fractal dimension systems. 

The embedding vectors obtained by this method, describe a motion trajectory in the 
m-dimensional space, arising the concept of Attractor that we present in the next 
section. 

4.4.3 Attractors 

Informally, an attractor is simply a state into which a system settles [MeiOO]. Thus, 
in the long term, a dissipative dynamical system may settle into an attractor. An­
other definition of attractor is a set in the phase space that has a neighbourhood in 
which every point stays nearby and approaches the attractor as time goes to infinity. 
The neighbourhood of points that eventually approach the attractor is the basin of 
attraction for the attractor. See Figure 4.2 for motivational examples. 

The boundary of a basin of attraction is often a very interesting object since it 
distinguishes between different types of motion. Typically a basin boundary is a 
saddle orbit, or such an orbit and its stable manifold. A crisis is the change in an 
attractor when its basin boundary is destroyed. 

An alternative definition of attractor is sometimes used because there are systems 
which have sets that attract most but not all initial conditions in their neighbourhood 
(such a phenomenon is sometimes called riddling of the basin). Thus, Milnor defines an 
attractor as a set for which a positive measure of initial conditions in a neighbourhood 
is asymptotic to the set. 

The definition of attractor is important to the understanding of the dynamics invari­
ants described in the following paragraphs. 

4.4.4 Mutual information 

Kolmogorov and Sinai quantified, by means of an entropy, the rate of information 
generated by two orbits moving apart in the reconstructed phase space. Pesin related 
the rate of information generation with the rate of growth of distances by ergodic 
theorems [KS97]. Using the Kolmogorov Entropy I(j) as a nonlinear correlation 
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(a) (b) 

(c) (d) 

Figure 4.2: Plots of several attractors examples: (a) Lorenz Attractor ­ The "Butterfly 
Wings" problem in weather forecasting; (b) Rossler Attractor ; (c) Cisco IOS TCP/IP 
sequence number attractor ­ Attack vulnerability 20 %; (d) FreeBSD TCP/IP sequence 
number attractor ­ Attack vulnerability 0.0 % 

function, one can determine when values of s(n) and s(n + r) are independent and 
useful as coordinates in time delay vector. This leads us to the definition of the average 
mutual information as a methodology for the choice of d in the delay embedding 
reconstruction. 

The time delayed mutual information was suggested by Fraser and Swinney [FS86]. 
Unlike the autocorrelation function, the mutual information also takes into account 
nonlinear correlations. One has to compute 

«') = !>. ■»(*£) <«» 
where for some partition on the real numbers pi is the probability to find a time series 
value in the i­th interval, and Pij{r) is the joint probability that an observation falls 
into the i­th interval and at observation time r falls into the j­th. 
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There are good arguments that if the time delayed mutual information exhibits a 
marked minimum at a certain value of r, then this is a good candidate for a reasonable 
time delay, d. 

However, these arguments have to be modified when the embedding dimension exceeds 
two. 

4.4.5 False nearest neighbours 

The false nearest neighbour method was first proposed by Kennel et al. [MBKA92] to 
determine the minimal sufficient embedding dimension m. The idea is quite intuitive. 
Suppose the minimal embedding dimension for a given time series Xi is m0. This means 
that in a mo-dimensional delay space, the reconstructed attractor is a one-to-one image 
of the attractor in the original phase space. More specifically, the topological properties 
are preserved. Thus the neighbours of a given point are mapped onto neighbours in 
the delay space. Due to the assumed smoothness of the dynamics, neighbourhoods of 
the points are mapped onto neighbourhoods again. Now, Suppose an m-dimensional 
space with m < m0. Because of this projection, the topological structure is no longer 
preserved. Points are projected into neighbourhoods of other points to which they 
wouldn't belong in higher dimensions. These points are called false neighbours and 
are not typically mapped into the image of the neighbourhood, but somewhere else, so 
that the average "diameter" around the neighbourhood becomes larger. So, basically, 
by calculating the Euclidean distance among neighbour points ||SJ — Sj\\, and then 
calculating the radius 

n ll5i+l - g j + l | l ,. _\ 
R- ~ IK-, ,11 (4'5) 

we can claim that this point is a false nearest neighbour if it exceeds a given heuristic 
threshold Rt [MBKA92]. 

A critérium to establish when a embedding dimension is high enough is the fraction 
of points for which Ri is zero, or at least sufficiently small. 

The introduction of the false nearest neighbours concept and other ad-hoc instruments 
was partly a reaction to the finding that many results obtained for the genuine invari­
ants, like the correlation dimension, has been spurious due to caveats of the estimation 
procedure. In the latter case, serial correlations and small sample fluctuations can 
easily be mistaken for nonlinear determinism. 
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4 .4 .6 L y a p u n o v E x p o n e n t s a n d F r a c t a l D i m e n s i o n 

The mathematical analysis of the dynamical invariants enables transformations of the 
data-like coordinate changes no matter how topologically the system is observed. The 
two most common invariants of a dynamical systems are: (i) the Lyapunov exponent 
A, which measures how fast neighbouring trajectories diverge, and (ii) the fractal 
dimension dc, which measures how much of Rn a trajectory occupies. The name 
fractal was coined because it can take a fractional dimension of W1. 

4.4.6.1 Maximal Lyapunov Exponent 

Let Si and Sj be two points in the phase space with Euclidean distance S0 = ||SJ -Sj\\. 
The distance at time n between the two trajectories emerging from these points is 
<5A„ — ||si+A„ - Sj+Anll- Then the maximal Lyapunov exponent, A is determined 
when: 

A= lim l i m i - l n ( ^ (4.6) 
A„-K» 60-*0 An V "0 / 

A n-dimensional system has n As, each measuring the expansion rate, in one direction 
(dimension), of the distance between two neighbouring trajectories. Positive A implies 
exponential growth of the perturbation over that dimension, negative A implies expo­
nential convergence of the perturbation and a zero A implies a less than exponential 
growth. The maximum Lyapunov exponent may be used to estimate the maximum 
time horizon of a prediction that will have error bounded to predefined value. For 
that, we may re-write eq (4.6) as ôAn < S0eXAn in order to estimate the maximum 
time horizon An which keeps the distance between trajectories less than or equal to 

4.4.6.2 Fractal Dimension 

The fractal dimension is defined as: 

£55 log (i d ,m!2£™> (4.7) 

Where e is an infinitesimal discretisation of the state space in a e-box, let e -> 0, and 
count the resulting number of boxes. N(A,e) is the number of closed balls of radius 
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e > 0 need to cover a set A. Fractal dimensions are flexible to characterise objects 
whose description is between dimensions, like the cantor set. 

System attractors can be classified by dynamical invariants like the Lyapunov expo­

nent and fractal dimension. Combinations of both invariants define three kinds of 
attractors: 

1. A stable fixed point has n negative As and fractal dimension dc 

2. A limit cycle has one zero A and n — 1 negative As and fractal dimension dc. 

3. A chaotic attractor has one zero A, at least one positive A and generally non 
integer fractal dimension dc 

Inferences about a nonlinear system are generally less wide­range than linear methods. 
Nevertheless, linear methods are not applicable to nonlinear systems and the only 
analysis methods to choose are purely stochastic, which gives poor insight about the 
phenomena. The alternative is to centre the analysis in the target attractor type, 
basin geometry, dynamical invariants, etc. 

4.5 Stationary Time Series Models 

In this section the commonly used linear time series models are defined. 

4.5.1 Autoregressive Moving Average Models 

The fundamental assumption of time series modelling is that the value of the series at 
time t, Xt, depends only on its previous values (deterministic part) and on a random 
disturbance (stochastic part). Furthermore, if this dependence of Xt on the previous 
p values is assumed to be linear, we can write 

Xt = faXt-i + faXt_2 + ■■■ + 4>pXt-P + Zt (4.8) 

where fa, fa, ■ ■ ■, 4>v are real valued constants. Zt is the disturbance at time t, and it is 
usually modelled as a linear combination of zero­mean, uncorrelated random variables 
or a zero­mean white noise process denoted by {Zt} 

zt = zt + e1zt-i + e2zt_2 + ... + eqzt_q (4.9) 
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The constants <j>\, </>2, ■ ■ ■, <f>p and 9U 92,..., 0q are called autoregressive (AR) coef­

ficients and moving average (MA) coefficients, respectively. The designations are 
justified by the resemblance of eq. (4.8) with a regression model and eq. (4.9) with a 
moving average (The average of a given time series during a time period q). Combining 
(4.8) and (4.9) we get 

Xt - <f>iXt.x ­ <kXt-2 ­ . . . ­ 4>pX-P = Zt + 0iZi_! + 02Zt_2 + ■■■ + 8qXt-g (4.10) 

This defines a zero­mean autoregressive moving average (ARMA) process of orders p 
and q, or ARMA(p,d). In general, a constant term may occur on the right­hand side 
of (4.10) meaning a nonzero mean process. A detailed description of this method can 
be found in [BR94] 

4.6 Non­stationary and Seasonal Models 

In this section we first introduce a special class of non­stationary ARMA method 
called the autoregressive integrated moving average (ARIMA). Then we define seasonal 
ARIMA (SARIMA) processes. We outline the key concepts of stationarity and state 
the conditions on the model parameters that ensure these properties. 

4.6.1 Time series differencing 

The trend of a time series X(t) may be removed by differentiating the times series. 
The differencing operator may be defined as VX(t) = X(t) - X(t ­ 1) for all t. The 
differencing operator may be applied recursively over the previously differenced series, 
resulting in first order differencing, second order, ... , n order differencing. A first 
order differencing may remove a linear trend, a second order differencing removes the 
trend in the slope, and so on. 

4.6.2 Stationarity and Invertibility 

Applying a z transform to a model we obtain a function in the z­plane. The unit circle 
on the z plane characterise the behaviour of system regarding stability. A system with 
all zeros outside the unit circle is assumed to be stationary and invertible. Having 
zeros on the unit circle enables an ARMA model to be applied to non­stationary time 
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series. The number of zeros in the unit circle d is equivalent to differencing the time 
series d times. 

4.6.3 Autoregressive Integrated Moving Average - ARIMA 

When the time series is not stationary, the methods of analysing stationary time series 
cannot be used directly. The time series should be differenced first before applying 
a stationary ARMA model. However, the stationary ARMA models introduced in 
Section 4.5.1 can be generalised to incorporate a special class of non-stationary time 
series models. 

This class of non-stationary models is defined by 

(1 - B)U(B)Xt = d(B)Zt (4.11) 

where d is a non-negative integer, <j)(x) and 6{x) are polynomials of degrees p and 
q, respectively, B is the backward shift operator defined as BjXt = Xt-j and the 
operation (1 — B)Xt = Xt — Xt-\ is called differencing the time series. 

Equation (4.11) defines an autoregressive moving average model of order (p,d,q), 
adapted from the ARMA model allowing the polynomial having d roots equal to 
unity, and the rest of the roots lying outside the unit circle. Or, in other words, if 
Xt is non-stationary, then after differencing the time series d times the differenced 
series is stationary and satisfies the restrictions of an ARMA process. Therefore, any 
ARIMA(p, d, q) series can be transformed into an ARMA(p, q) series by differencing d 
times. 

The ARIMA model is used to model homogeneous non-stationary time series. For 
example time series that exhibit non-stationarity in level, or in level and in slope can 
be modelled as ARIMA(p, l,q) and ARIMA(p, 2, q) respectively. 

4.6.4 Seasonal ARIMA Process 

Sometimes there can be seasonal or cyclic components in a time series. By this we 
mean the recurrence of some recognisable pattern after some regular interval that we 
call the seasonal period and denote by s. For example, in the monthly data of the 
atmospheric temperature there is a recurring pattern with a seasonal period of 12 
months, which is clearly the period of the seasons. 
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A pure seasonal model is characterised by nonzero correlations only at lags that are 
multiples of the seasonal period s. This means that the time series at time t, Xt, 
depends on Xt-„ Af_2s, A t_3s, ...only. In general, we can define a pure seasonal 
ARMA model of orders P and Q and of seasonal period s by 

x t -$ 1 x t _ s -$ 2 x i _ 2 s - . . . -$ p x f _ p s = zt+e1zt-s+e2zt-2s+...+eqxt_qs (4.12) 

If we define the seasonal AR polynomial $(AS) as 

$(XS) = 1 - ^Xs - $ 2A 2 s - . . . - %X** (4.13) 

and the seasonal MA polynomial <d(Xs) as 

e{xs) = 1 + Qxzs + e2z2s + ... + eqxqs (4.14) 

4.12 can be rendered more compactly using the backward shift operator as 

<S>(Ba)Xt = S(Bs)Zt (4.15) 

The pure seasonal models defined by (4.12) are often not very realistic since they are 
completely decoupled from each other. In reality, of course, few time series are purely 
seasonal and we need to take into account the interactions or correlations between the 
time series values within each period. This can be done by combining the seasonal and 
regular effects into a single model. A multiplicative seasonal ARMA model of seasonal 
period s and of seasonal orders P and Q and regular orders p and q is defined by 

<j){B)${Bs)Xt = 6{B)e(Bs)Zt (4.16) 

Here <f>(B) and 0(B) are regular AR and MA polynomials defined in (4.8) and (4.9). 

To generalise the model defined by (4.16) to include non-stationary cases we define 
the seasonal difference to be (1 - B)sXt = Xt - Xt-a. A multiplicative seasonal 
autoregressive integrated moving average (SARIMA) process of period s, with regular 
and seasonal AR orders p and P, regular and seasonal MA orders q and Q, and regular 
and seasonal differences d and D is defined by 

(1 - B)d{l - Bs)D<t>{B)${Bs)Xt = 9(B)Q{Bs)Zt (4.17) 

We will use SARIMA(p,d ,q )(P, D, Q) to refer to the model defined by (4.17). In 
typical applications D = 1, and P and Q are small. 
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4.6.5 Holt-Winters Models 

The Holt-Winters method has proven through the years to be very useful in many 
forecasting situations. It was first suggested by C.C. Holt in 1957 [Hol57] and was 
meant to be used for non-seasonal time series showing no trend. He later offered 
a procedure (1958) that does handle trends. Winters(1960) [Win60] generalised the 
method to include seasonality, hence the name "Holt-Winters Method". 

Holts initially modelled the series with one equation to the level at and one to the 
trend bt. Winters added a third equation ct to capture directly the seasonality. The 
implicit prediction model is 

Yt = at + bt + ct + et (4.18) 

Where at is the level of the trend, bt the slope of the trend, ct the correction term for 
seasonal variation, and et a random term. For additive seasonality, at,bt and ct are 
estimated as: 

ât = a(Yt - ct_s) + (1 - a)(ât-i + bt-i) 
< bt = P(ât-ât_1) + (l-/3)bt-1 (4.19) 

k et = 7 ( V ; - â t ) + (l - 7 ) C Í _ S 

For multiplicative seasonality each component at,bt and ct are estimated as: 

ât = a(Yt - ct_8)(l - a)(ât-i + 6t_i) 
bt = 0(ãt-àt-1)O.-p)bt-1 (4.20) 
Ct = 7 ( y í - â í ) ( l - 7 ) c i _ s 

4.7 Non-Linear Time Series Models 

In this section we introduce some simple nonlinear time series models. We present 
methods that fit locally or globally into the phase space. The local linear fits are very 
flexible, but can be ineffective on parts of the phase space where the points do not 
span the available space dimensions and where the inverse of the matrix involved in 
the solution of the minimisation does not exist. Global function results depend on 
how far the chosen regression function fp is suited to model the unknown nonlinear 
function, and on how well the data are deterministic at all. However, they have the 
attractive feature of describing globally the dynamic of the system. 
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4.7.1 Simple Nonlinear Prediction 

When the time series is expected to have more than a simple nonlinear component it 
is preferable to make local approximations in phase space because the autocorrelation 
of the system is more difficult to capture globally. Local approximations have the 
property of being robust. However, this approach has the drawback of short forecast 
lead times. 

The simplest approach to local approximations is to keep only the zeroth order, that 
is, approximate the dynamic locally by a constant. In a delay embedding space all 
neighbours of sn are sought if we want to predict sn+fc. The forecast is simply the 
average over the future of the neighbours Un: 

These methods require the delay coordinate embedding procedure to calculate \Un\ 
neighbours and has input the minimal number of neighbours over which the predictions 
will be made. 

4.7.2 Local Linear Prediction 

If there is a good reason to assume that the relation sn +i = /(s„) is fulfilled by the 
experimental data in good approximation for some unknown / and that / is smooth, 
predictions can be improved by fitting local linear models. They can be considered as 
the local Taylor expansion of the unknown / , and are easily determined by minimising 
the Sum of the Squared Errors (SSE) 

SSE = J2 fo+i - a^ - 6")2 (4 '22) 

Sj€Un 

with respect to an and bn, where Un is the e-neighbourhood of sn, excluding sn itself, 
as before. Then, the prediction is sn +i = ansn + b„. The minimisation problem 
can be solved through a set of coupled linear equations, a standard linear algebra 
problem. Locally linear approximation was introduced by Eckmann [JEC86] and 
by Farmer [FS87]. We should note that the straight least squares solution is not 
always optimal and a number of strategies are available to regularise the problem 
if the matrix becomes nearly singular and to remove the bias due to the errors in 
the "independent" variables. These strategies have in common that any possible 



CHAPTER 4. TIME SERIES ANALYSIS AND FORECASTING 59 

improvement is bought with considerable complication of the procedure, requiring 
subtle parameter adjustments. 

4.7.3 Global Function Fitting 

The local linear fitting is very flexible, but can be ineffective on parts of the phase 
space where the points do not span the whole available phase space dimensions and 
where the inverse of the matrix involved in the solution of the minimisation does not 
exist. Therefore, many authors suggest the use of global nonlinear functions to fit the 
data. This approach requires the solution of: 

SSE= Yl (Si+i-fP(sj))2 (4-23) 

where fp is now a nonlinear function in closed form with parameters p, with respect 
to which the minimisation is done. Polynomials, radial basis functions, neural nets, 
orthogonal polynomials, and many other approaches have been used for this purpose. 
The results depend on how far the chosen function fp is suited to model the unknown 
nonlinear function, and on the degree of determinism of the data. We have adopted 
fitting radial basis functions [BL88, Smi92] and polynomials [Cas89] because in 
these two models the parameters p occur linearly in the function fp and can thus 
be determined by simple linear algebra, and the solution is unique. 

Although global models are useful to infer the structure and properties of the underly­
ing system, they should be tested using an iterative procedure. The prediction errors, 
even if small in size, could be systematic and thus repel the iterated trajectory from 
the range where the original data is located. It can be useful to study the dependence 
of the size or the sign of the prediction errors on the position in the embedding space, 
since systematic errors can be reduced by a different model. 

Global models are attractive because they yield closed expressions for the full dynam­
ics. One must not forget, however, that these models describe the observed process 
only in regions of the space which have been visited by the data. Outside this area, 
the shape of the model depends exclusively on the chosen regression function. In 
particular, polynomials diverge outside the range of the data and hence can be unstable 
under iteration. 
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4.8 Time Series Analysis Methodologies 

Time series analysis and forecasting requires the accomplishment of several tasks before 
successfully building a time series model. Some of those tasks obey to a precedence 
order. This may be further explored to establish a methodology for time series analysis. 
An instance of such a procedure is the Box-Jenkins methodology [BR94]. The Box-
Jenkins methodology attempts to provide a versatile tool for time series analysis and 
forecasting so that one may obtain good results in practice. The methodology consists 
in 4 steps that may be iterated until an acceptable model for forecasting is found: 

1. Tentative Identification; 

2. Estimation; 

3. Diagnostic Checking; and 

4. Forecasting. 

The Box-Jenkins methodology for time series analysis and forecasting usually employs 
ARIMA class of models. However, it is sufficiently general to be applied to other 
model classes with few enhancements required. Nevertheless, we here put in evidence 
some steps and enumerate some extensions to deal with more general cases: 

• Selection of data transformations 

• Selection of outlier handling procedures 

• Selection of the forecasted variable 

• Selection of independent variables 

• Exceptional forecast handling procedures 

• Model class identification 

• Selection of parameter estimation method 

• Model Selection 

• Model Combination (or Model Averaging) 

• Selection of ways to use human judgement 
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Although data transformation is intrinsically included in the Tentative Identification 
procedure of the Box-Jenkins methodology, it resumes to deal with non-stationarity. 
Some time series may include several seasonal components that should be identified 
before proceeding to model fit. We will present a brief explanation of the above steps 
in the next sections. 

4.8.1 Selecting variables to be forecasted 

Defining the variables to be forecasted usually is quite evident. However, in some cases 
there are no observations for the variable, and the variable has to be constructed. In 
this case it has to be decided what variables to forecast instead, in order to obtain 
information about the variable of interest. An example of a constructed variable is 
the production index of a country. 

4.8.2 Selecting data transformations 

Sometimes the variables must be transformed in order to remove seasonality or non-
stationarity before they can be used for forecasting purposes. Some models cope 
with non-stationarity and non-seasonality. However, it is usually required to fully 
identify the non-stationarity order or seasonality period to parameterise such models 
adequately. Thus, whether or not data transformations are made, the procedures to 
identify such features are indispensable to check the conditions for applying forecasting 
models. 

4.8.3 Se lect ing outl ier handl ing procedures 

Often the historical data contains exceptional values of variables. A central decision 
concerns how these should be detected and eliminated or otherwise handled. Some 
potential ways are replacing the values with smoothed ones [Wei90], or using robust 
estimators that don't place much weight on the outliers [Hub77]. 

4.8.4 Selecting independent variables 

There are model classes where there are no explanatory variables. Such models are 
called extrapolation models (or time series models) in forecasting. They include classes 
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such as ARIMA, SARIMA and Holt Winters models. However, external variables often 
improve dramatically forecasting performance, since they provide extra information 
about the deterministic features of the process. The problem is to decide which 
external variables are to be taken into account in forecasting. 

4.8.5 Selecting model classes 

An important decision is to select the model classes that are used when forming the 
forecasts. Often the attention is focused on only one or a few classes of models, 
but with the multitude of potential classes (ARIMA, transfer function, regression, 
exponential smoothing, various neural network models, etc.), each having its own 
strengths, weaknesses and applicability, which is very constraining. On the other hand, 
each new potential model class increases the amount of work required at execution 
time. There are several possible ways to determine the class of models more suitable 
to fit the data. Box and Jenkins [BR94], for example, advocate a pattern recognition 
approach based on inspecting the autocorrelation structure of the process. Another 
approach is to consider the problem as a search for an optimal model structure in the 
space of all possible model structures. However, exhaustive search through all possible 
model classes is computationally expensive, and usually not possible. Therefore, 
decisions have to be made on how to go through model classes in order to find the 
best according to a specified critérium used. Selecting this critérium is also a part of 
the time series analysis strategy. 

4.8.6 Model Identification 

A model structure is a set of models within a model class where the variables to be used 
have been selected, the equations connecting them together have been formulated, but 
where there is the possibility that some unknown parameters in the equations must 
be set [Lju87]. Many model classes, such as ARIMA and S-ARIMA, have an infinite 
number of possible model structures; other model classes, such as the Holt-Winters 
models, contain only a few. Selecting a suitable structure from a model class is called 
model identification [BR94]. 
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4.8.7 Selecting parameter estimation method 

Parameter estimation is the last stage in constructing a tentative model. There 
is a plethora of methods for parameter estimation for each model class, and what 
is best in a given situation depends on the data and usage context. Furthermore, 
parameter estimation methods implicitly or explicitly optimise a given critérium. If 
the optimisation is explicit, the critérium has to be supplied. 

4.8.8 Selecting model validation criteria 

Model validation is the essential criterion in deciding whether a model fits well data, 
and which of a given set of models is the best. However, it is usually not at all evident 
what criterion to use. When deciding whether a model is good enough, various criteria 
can be used; the most common ones relate to whether the residuals are a white noise 
process. 

4.8.9 Model selection criteria 

Choosing a model selection critérium is usually case dependent. For example, the 
least-squares error criterion is good when the data is relatively regular, but if the data 
contains many outliers, some linear criterion may be better. 

There are also more sophisticated approaches to select a model. We can use, for 
instance, model selection criteria based on the Occam's razor principle. To cite some, 
we can select the Bayesian Information Critérium (BIC), The Akaike Information 
Critérium (AIC) and the Minimum Description Length (MDL) critérium. In which 
situation each one should be used depends on the type of data we have in hands. 

4.8.10 Selecting exceptional forecast handling procedures 

Sometimes the forecasts, despite being formed by well fitted models or renowned 
experts in the field, are out of range with expectations (also called catastrophes). 
Exceptional values should be detected, and, if possible, more reasonable estimates 
should be proposed [MLM93]. Decisions are needed on how to handle these: how to 
detect them (by simple rules, by some statistical tests, or by some other means), how 
to eliminate them (by using forecasts from alternative models, by filtering the forecasts 
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afterwards, etc.) or whether to eliminate them at all and just warn the user. 

4.8.11 Selecting models combination procedures 

It is generally known [CH98] that combining forecasts from many models often yields 
more accurate forecasts than the forecast of a single model. Furthermore, some 
models might be used in cascade, the first model giving input to the second etc. Also 
multivariate models can be thought of as being composed of several models. Deciding 
whether, and in what way, to interlink models is a part of the time series analysis 
strategy. 

4.8.12 Selecting ways to use human judgement 

Defining whether and how to use human judgement is a difficult task. Although the 
accuracy of judgemental forecasts is, on average, inferior to statistical ones [MW89], 
it is often necessary to incorporate human judgement into forecasts; this is the case, 
for example, when forecasting the market performance of a new product. However, in 
many cases there is no advantage in using human expertise, or the costs and nuisance 
out weight the advantages. Deciding when forecasts or modelling would benefit from 
human judgement is a matter of judgement in itself. If it is to be used, it is to be 
decided how to avoid the pitfalls of human reasoning [MW89] and how to combine 
human and statistical forecasts. 

4.9 Applying Time Series Analysis Methodologies 

In this section we will apply the forecasting methods to a particular data set that 
describes the time evolution of a network link workload. 

The importance of these experiments is to demonstrate the suitability of the described 
methods to forecast network load and to identify possible obstacles to the automation 
of time series analysis and forecasting. 

We will explore several time series forecasting methodologies. The detailed description 
of the experimental setup, analysis techniques and model's parameterisation, can be 
found in [Alv02]. The models used in the experiments include: seasonal ARIMA, 
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Holt-Winters and three nonlinear dynamics models: local linear regression; polynomial 
fitting and radial basis function fittings. 

4.9.1 Experimental Settings 

The time series under analysis consists in the workload of a link of the Abilene Data 
Communications Network 1. The workload is defined as the transmitted information 
per second, expressed in bit per second. There are several granularities available for 
this data. Due to processing power and storage capacity issues, we have picked up the 
2 hours aggregation period. 

We have studied several intrinsic characteristics of this time series using linear and 
nonlinear time series analysis tools. We have calculated and plotted Autocorrelation 
Coefficients Function (ACF), Partial Autocorrelation Coefficients Function (PACF), 
the frequency spectrum, among other nonlinear time series analysis techniques. 

We have observed in the ACF two major seasonalities: one with a period of 12 samples, 
which corresponds to a day cycle; and the other with a period of 84 samples, which 
corresponds to one week cycle. The sample ACF also suggested the presence of trend, 
more specifically a trend in the level of the time series. Based on this information, we 
may identify which classes of models are suited for this time series. We propose the 
usage of two stochastic models that cope with seasonality and non-stationary in time 
series: SARIMA and Holt-Winters. We have identified the model structure of each 
one and in Section 4.9.2 we present the forecasting results. 

We applied nonlinear time series analysis techniques to estimate the embedding pa­
rameters. In a first approach, we have used approximately 1/3 of the total sample size 
and then all available data. In both studies, the embedding parameters maintained 
constancy. The delay of the embedding was 7 and the dimension was 11. The 
dimension of the embedding suggests the use of stochastic methods, since nonlinear 
dynamics methods are generally more suited for systems with a lower dimension. 
To look for evidence of nonlinearity in the time series we calculated the maximum 
Lyapunov exponent. The results were inconclusive due to a strong presence of "noise" 
in the time series that obfuscate the nonlinear signal component. 

We have decided to apply nonlinear time-series analysis techniques even in the absence 
of solid evidence of nonlinearity in the time series because the sample size was not big 

available from http://www.internet2.org 

http://www.internet2.org
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enough to reject this hypothesis. Supported with other results of applying nonlinear 
time series models to traffic time series [RK96b] [WWE96], we have completed our 
nonlinear analysis and fitted three models to the embedding. The results are now 
presented. 

4.9.2 Results and Discussion 

The results of the preliminary experiments are now presented and discussed. Table 4.1, 
presents the summary of results of fitting the models to the time series. To evaluate 
the models we measured on unseen data the Forecasting Mean Square Error (FMSE) 
and the Forecasting Mean Absolute Error (FMAE). 

Figure 4.3 plots the predictions of the traffic workload. The fitted models were used 
to predict the time series with a forecasting horizon of 30 samples, which is equivalent 
to 2.5 days or 60 hours. 

Forecasting Algorithm 
SARIMA(0,l,l)x(84,0,l,l) 
Local Linear Regression (k=90) 
Polynomial Regression Fit (p=3) 
Radial Basis Function (k=39) 
Holt-Winters(T=84)  

FMSE (107 bps2)) 
3,6 
4,3 
6,4 
6,5 
26,8 

FMAE (103 bps) 

5,1 
5,5 
6,1 
6,9 
15,2 

Table 4.1: Results on forecasting the link workload of the Abilene communications 
network with a time horizon of 60 hours. The link workload is measured in bits per 
second (bps) 

The model with best performance is the SARIMA(0,l,l)x(0,l,l) parameterised with a 
seasonal period of one week and with regular and seasonal AR orders 0, with regular 
and seasonal MA orders 1 and with regular and seasonal D order 1. This can be 
regarded as a simple constatation of the rule of thumb that recommends applying 
nonlinear models only to low order dynamical systems. 

The local linear regression model, fitted with 90 samples on the embedding, achieved a 
performance not very far from the SARIMA model. This model has a behaviour similar 
to a filter [MW89], removing the noise from the attractor orbits. This characteristic 
of the model helps revealing the deterministic dynamics of the system, which explains 
the FMSE of the model being only 18% worse than SARIMA. 
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Figure 4.3: Plots of results on forecasting the link workload of a communications 
network with a time horizon of 60 hours: (a) SARIMA with seasonal period of 1 week; 
(b) Local linear fit; (c) Global function fits: Radial basis function and Polynomial 
Function; (d) Holt­Winters model with seasonal period of 1 week 

Global function fits to the embedded time series were not able to capture so well the 
dynamics of the system. This method scored 47% worse than the local linear regression 
method and 75% worse than SARIMA FMSE. This can be explained by the fact that 
the dataset is too small and global function fitting describe the observed process only 
in regions of the space which have been visited by the data. Outside this area, the 
shape of the model depends exclusively on the chosen functional relationship, which 
seems not appropriate. An additional problem concerns the least squares is not always 
optimal, and can introduce some bias due to the errors in the "independent" variables. 
In particular, the polynomials tend to diverge outside the range of the data and hence 
can be unstable, which explains the poor fit to the data. 

The Holt­Winters method was the last method applied. Holt­Winters methods are 
known to deal with seasonal data very well. However, in our experiment it achieved 
the worst performance because it has not been able to capture the trend in the time 
series. 
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4.10 Conclusions 

As demonstrated in the first sections of this chapter, time series analysis and forecast­
ing is a very broad research topic. To successfully forecast a time series one is faced 
with the requirement for a large amount of analysis and insight about the domain. 
Therefore, an autonomous-agent may find difficulties in collecting information to 
characterise the time series regarding some important characteristics like: seasonality, 
trend, nonlinearity, non-stationarity, uncertainty, etc. This information is essential 
to proceed with the selection of those classes of models that are best suited for 
fitting the time series. Those tasks require currently a considerable amount of human 
intervention analysing graphics and crossing the collected information with domain 
knowledge. Beyond this step, the tasks are more amenable to automation, since they 
consist essentially in comparing summary statistics, for instance: comparing confidence 
intervals of validation tests or selecting among models using some statistical criterion. 

The preliminary experiments illustrated that it is possible to forecast the workload 
of a communications network, under some confidence interval. The explored methods 
were able to track, relatively close, the curve of observed workload of a network link 
during approximately 60 hours. 

The work done for the preliminary experiments in analysing a specific time series and 
testing the reported methodologies was quite large. This led us to an important issue 
on this class of autonomous agents that need to make decisions pro-actively: How to 
automate Ume series analysis and forecasting? Next chapter describes our approach 
to deal with this issue. 



Chapter 5 

Automating Time Series Analysis 
and Forecasting 

5.1 Introduction 

Time series analysis and forecasting automation has been a research topic in Artifi­
cial Intelligence (AI) with the goal of reducing the human intervention and provid­
ing a tool for practitionaires and non-expert users. For example, Expert Systems 
(ES) have been used to automate time series forecasting in domains like: water 
supply [MB99], audit risk assessment [CS94], marketing planning [ECR90], electrical 
load forecasting [GVEDZ95] [HHC+90] [MLM93], energy demand forecasting [CHL98] 
and product demand forecasting [HL94] [Lo94]. Other AI approaches include: Neu­
ral Networks [CS94, GVEDZ95, NLT99], Dempster-Shafer theory [ECR90], Fuzzy 
Logic [Hie94], probabilistic reasoning [HL94] and Case-Based Reasoning [NLT99]. 
These methods have been applied with different degrees of success and some of them 
compare better than models crafted by humans. For instance, Reilly [Rei03] claims 
that autobox outperform experts due to the exhaustive search-based approach, which 
considers alternative sequences to model augmentation. 

Time series analysis requires decision-making based on theoretical and empirical results 
and also on human judgements. Expert Systems automate time series analysis and 
forecasting by dividing the task into a logical sequence of steps in which a Human may 
be prompted to make judgements based on its own knowledge. However, expert Sys­
tems have to rely on Machine Learning methods to estimate model parameters [KarOO], 
to select the amount of sample data for fitting models [Lan96], to forecast time series, 

69 
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to identify features in time series, and to select criteria to detect outliers [KarOO]. 
However, all the knowledge needed for time series analysis cannot be learned by 
forecasting systems in a sensible time. Hence, our proposal is to integrate that 
knowledge in the learning process, reducing the hypothesis space of the learning 
task. Inductive Logic Programming (ILP) is a Machine Learning paradigm that can 
naturally include domain knowledge in the learning process. A key aspect of ILP 
systems is the use of domain knowledge and training examples to induce models. 
Among the benefits of our approach is the possibility of inducing new knowledge, 
which results from relaxing model structures and letting the ILP system to "discover" 
the best arrangement for a given dataset. Another key aspect is the reduction of 
human judgement in time series forecasting by transforming it into decisions based on 
empirical results driven by systematic search. 

The rest of this chapter is organised as follows: Section 5.2 presents related work. 
Section 5.3 gives a brief overview of the ILP framework. Section 5.4 presents our 
proposals to improve numerical reasoning in ILP systems. Section 5.5 introduces our 
approach to time series analysis and forecasting, using ILP to automate several steps of 
the methodology presented in the previous chapter. Section 5.6 evaluates our proposals 
and compares the experimental results with other statistical approaches reported in 
the literature. Finally, in Section 5.7 we draw the conclusions. 

5.2 Related work 

Several approaches to the task of automating time series analysis and forecasting may 
be found in the AI literature. Expert and Decision Support Systems have been used 
for selecting a model class [ECR90, Lo94, RJV96], to identify a model [BA97, MB99, 
HQ93] and to formulate the actual forecasts [GVEDZ95, Hie94, HHC+90]. More 
specific applications include: handling of special events in data [HHC+90]; automa­
tion of data manipulation [MB99]; plausibility checks of intentions data [MLM93]; 
judgemental estimation of external variables [CHL98]; evaluating forecasts [HQ93] 
and combining forecasts [FC92, BA97, HQ93]. 

ILP systems already have been used to induce knowledge for Expert Systems and to 
construct intelligible predictive models for data drawn from diverse domains. These 
include biochemistry (King et al. [KMLS92, KMSS96] and Muggleton et al, [MKS92]), 
engineering (Feng, [Fen91], Dolsak and Muggleton, [DM92]), language processing 
(Zelle and Mooney, [ZM93], Cussens, [Cus97]), environment monitoring (Dzeroski 
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and Dehaspe, [DDRW94]), and software analysis (Bratko and Grobelnik, [BG93]). 
Numerical domains have received little attention in the ILP community, and the 
application of ILP to predict time series was not tackled until our work in [AAO03]. 

5.3 Inductive Logic Programming Framework 

Inductive Logic Programming (ILP) is a Machine Learning methodology born from 
the intersection of Machine Learning, Logic Programming and Statistics research. The 
goal of ILP is the automatic induction of models from examples and domain knowledge. 
The hypothesis description language is First Order Logic (FOL). The motivation for 
using First Order Logic is twofold: use of a more expressive representational formalism 
than propositional logic, leading to an improvement in the intelligibility of the induced 
models; and facilitate the incorporation of domain (background) knowledge in learning 
process. 

An ILP systems maps the hypothesis generation process into a search through an 
ordered space of hypotheses. The process of conjecturing hypotheses consists in 
combining different items of the background knowledge with the goal of explaining 
the provided examples. The set of hypotheses explaining the examples of a dataset is 
termed a theory and usually consists of a set of Horn clauses. 

5.4 Improving Numerical Reasoning In ILP 

Current ILP approaches [SC99] to numerical domains usually carry out a search 
through the model (hypothesis) space looking for a minimal value of a cost function like 
the Root Mean Square Error (RMSE). Systems like TILDE [BRR98] are of that kind. 
One problem with the minimisation of RMSE in noisy domains is that the models 
tend to be brittle. The error is small when covering a small number of examples. The 
end result is a large set of clauses to cover the complete set of examples. This is a 
drawback on the intelligibility of ILP induced models. This aspect is also an obstacle 
to the induction of a numerical theory, since we end up with small locally fitted sub­
models, that may not correspond to the overall structure of the underlying process 
that generated data. Another drawback of most ILP systems, with the exception 
of Aleph [Sri04], is that the search procedure is usually an iterative greedy set-
covering algorithm that finds the best clause on each iteration and removes the covered 
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examples. This procedure may not find an optimal solution for the learning problem, 
thus leading to sub-optimal overall theories. 

In this section, we propose improvements on the numerical reasoning capabilities of 
ILP systems. In particular we will address the problem of: noise handling; stopping 
critérium and theory-level search. 

Our proposals for noise handling are based on a statistical approach to model val­
idation; model selection; and model averaging. These techniques improve current 
ILP systems by checking the goodness-of-fit of the induced hypotheses, mitigating the 
over-fitting of hypotheses and model selection uncertainty. 

The proposals made for theory level-search include a search framework and a pruning 
method. Theory-level search mitigates the problem of inducing sub-optimal theories in 
numeric domains by ILP systems that are based on a greedy-set covering algorithms. 

The stopping critérium proposed is based on the PAC [Val84] method to evaluate 
the learning process. The stopping critérium derived is based on fundamental results 
established on the model validation step, allowing to abbreviate the hypothesis search 
based on a measure of performance. 

5.4.1 Search I m p r o v e m e n t s 

In ILP, each hypothesis generated during the search is evaluated to determine its 
quality. A widely used approach in classification tasks is to score a hypothesis by 
measuring its coverage, that is, the number of examples it explains. In numerical 
domains it is common to use the RMSE or Mean Absolute Error (MAE) as a score 
measure. Algorithm 1 presents an overview of the procedure and identifies the steps 
that were subject to modifications according to our proposals. 

In this section we present two improvements at the clausal-level search. We propose 
an improvement to step 4 where a hypothesis is checked if it is a satisfactory approx­
imation of the underlying process that generated the data. We propose the use of 
statistical tests in that model validation step. Our proposal for step 6 is inspired on 
the PAC [Val84] framework. 

We use the terms hypothesis, model and theory with the following meaning in this 
chapter. A hypothesis is a conjecture after a specific observation and before any 
empirical evaluation have been performed (they are clauses in our framework). A 
model is a hypothesis that has at least limited validity for predicting new observations. 
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Algorithm 1: Basic cycle of a greedy set-covering ILP algorithm 
1: repeat 
2: repeat 
3: synthesise a hypothesis 
4: accept a hypothesis (Model Validation) 
5: update best hypothesis (Model Selection) 
6: until Stopping Criterion satisfied 
7: Remove explained examples 
8: until "All" examples explained 

A model is a hypothesis that has passed the model validation tests. A Theory is a set 
of hypotheses that has been confirmed through empirical evaluation. 

5.4.2 Model Validation 

In most applications, the true nature of the model is unknown, therefore, it is of 
fundamental importance to assess the goodness-of-fit of each conjectured hypothesis. 
This is performed in a step of the induction process called Model Validation. Model 
Validation allows the system to check if the hypothesis is indeed a satisfactory model 
of the data. This step is common both in Machine Learning and Statistical Inference. 

There are various ways of checking if a model is satisfactory. The most common 
approach is to examine the residuals, defined as follows. 

Definition 1 (Hypothesis Residuals) The residuals from an induced hypothesis hj 
are the differences between the responses observed at each combination values of the 
explanatory variables and the corresponding prediction of the response computed using 
the induced hypothesis. Mathematically, the definition of the residual z, for the ith 

observation in the data set is written, Zi = y% — hj(xi), where yi denotes the ith response 
in the data set and Xi represents the list of explanatory variables at the corresponding 
values found in the ith observation in the data set. Therefore, residuals are the random 
process formed from the differences between the observed and predicted values of a 
variable. 

As a consequence of the Wold's theorem [Lju87], the behaviour of the residuals may 
be used to check the adequacy of the fitted model. 
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Theorem 1 (Wold's Theorem) Any real-valued stationary process may be decom­
posed into two different parts. The first is totally deterministic. The second totally 
stochastic. The stochastic part of the process may be written as a sequence of serially 
uncorrelated random variables z with zero mean and variance a2. The stationarity 
condition imply a <oo, thus z is a White Noise (WN) process denoted by: 

z~WN(0,a) (5.1) 

According to condition (5.1) of the Wold's theorem, if the fitted model belongs to 
the set of "correct" functional classes, the residuals should behave like a white noise 
process with zero mean and constant variance. 

Hypotheses whose residuals do not comply with condition (5.1) may be rejected using 
specific statistical tests that check randomness. The Ljung-Box test [Lju87], defined 
below, is one of such tests. 

Definition 2 (Ljung-Box Test) The Ljung-Box test is based on the autocorrelation 
function. However, instead of testing randomness at each distinct lag, it tests the 
"overall" randomness based on a number of lags. For this reason, it is often referred 
to as a "portmanteau" test. More formally, the Ljung-Box test can be defined as 
follows. The null hypothesis is the data is random. The test statistic is: 

QLB = n(n + 2)J27^ (5.2) 

Where n is the sample size, r(j) is the autocorrelation at lag j , and h is the number 
of lags being tested. The Significance Level is a. The hypothesis of randomness is 
rejected if: 

QlB > Xl(l-a);h) (5-3) 

where xfh-aYh) *s ^ e Percent point function of the chi-square distribution. 

The null hypothesis of the Ljung-Box test is a strict white noise process. Thus, 
residuals are independent and identically distributed (i.i.d.). According to the defini­
tion of statistical independence, namely condition (5.4), residuals are incompressible. 
Muggleton and Srinivasan [MSB92] have also proposed to check noise incompressibility 
for evaluating hypothesis significance but in the context of classification problems. 

Other statistical tests may be incorporated to check our assumptions regarding error 
structure, like tests for normality. The use of residuals for model assessment is a very 
general method which applies to many situations. 
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Definition 3 (Statistical Independence) Let Xi,x2,...,Xi be a sequence of ran­
dom variables. The variables Xi are statistically (mutually) independent if: 

E [g1(xl)g2(xJ)} - E [gi(Xl)} E [g2{x3)\ = 0 V i#j, V5l)ff2 (5.4) 

Where g\,g2 are any continuous function. Notice that this is much stronger condition 
than uncorrelation: 

E [XiXj] - E [A,] E [X3] = 0 V ^ , (5.5) 

Condition (5.4) means that there is no function that captures the relationship between 
these random variables. 

The formulation presented in our approach considers that only noise is statistically 
independent, which is an assumption based on the Wold's theorem and verifiable by 
the Ljung-Box Test. 

5.4.2.1 Other Relevant Statistical Tests 

We have found two types of tests that are useful for the purposes established in this 
section: goodness-of-fit tests for measuring the compatibility of a random sample 
with a theoretical probability density function; and lack-of-fit tests for assessing the 
correctness of the functional part of a model. 

Tests performed over the residuals of the fitted model can assure that no systematic 
error or process drifting exists. By verifying the autocorrelation function of the 
residuals one can infer if the residuals are random, or on the contrary, if they are 
correlated between them. Several tests can be computed for this purpose. The 
PACF [Que49] and ACF [Dan56] test over the bounds of the autocorrelation residuals 
can detect significant correlation spikes at medium and high lags. The BDS [WABL96] 
test can be applied to assure a non-linear independence of the residuals of a model 
driven by independent and identically distributed (i.i.d.) errors. 

A statistic test that assures the functional part of the model is correctly specified and 
no significant terms are missing is the F-Test [SC89] as reported in [CR67]. The joint 
usage of those tests can prune the search space by rejecting models that fit poorly to 
data and therefore increase the chances of finding an hypothesis with the functional 
part correctly specified. 
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5.4.3 Stopping Criteria 

A method to evaluate the learning performance is to define a bound 6 on the probability 
of the learned hypothesis error being greater than e. Thus, a stopping critérium would 
be when the probability of the error being greater than the accuracy e is less than the 
confidence interval Ô. 

P(\z\ >e)<S (5.6) 

This method for evaluating learning is called Probably Approximately Correct (PAC) [Val84]. 

Different degrees of "goodness" will correspond to different values of e and S parame-
terised in eq. (5.6). The smaller e and S are, the better the learned hypothesis will be. 
If we integrate the stopping critérium into a top-down breadth-first search strategy 
then, this algorithm finds the first clause with the smaller number of literals that 
satisfies the stopping critérium. 

The calculation of P(\z\ > e) depends on residuals characteristics. To simplify the 
analysis we are assuming these random variables are indexed by a parameter, say 
i £ I, where / is called an index set. Therefore, our series of differences e, constitutes 
a random process [Wei04]. We consider two processes: 

1. Gaussian White Noise 

2. Strict White Noise 

White Noise residuals are an indicator that the hypothesis fits well to the data, that 
is, the residuals are uncorrelated. Gaussian White Noise is less general in practice 
because it implies testing residuals for normality besides uncorrelation. 

5.4.3.1 Gaussian White Noise 

In this approach, we set Model Validation step with a normality test besides the test for 
White-Noise process described in the previous section. A stationary Gaussian process 
is also strictly stationary and thus, the joint distribution of Gaussian process is also 
a Gaussian distribution. A Gaussian distribution may be fully characterised by the 
ensemble mean and variance [BD91]. Therefore, we may use the normal distribution 
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function $>(z) [Wei04] to calculate the probability of the error at data-point \ZÍ\ being 
higher than e: 

P(\zi\ > e) = 2 x (o.5 - $ ( ^ ) ) (5-7) 

As we have pointed out ji — 0 and therefore, equation (5.7) may be simplified removing 
the /i term. Equation (5.7) bounds the generalisation error because it is dependent 
only on the first and second order moments of the distribution, which are constant in 
a strictly stationary process. 

5.4.3.2 Strict White Noise 

In this section we propose to calculate the bound, Ô, for any unknown distribution. 
First we address single-clausal theories and then, we extend the results to multi-clausal 
theories. 

Theorem 2, proves the existence of the bound, S, for an hypothesis and provides a 
procedure to calculate the error probability for a given accuracy level. Corollary 1, 
generalises the bound on the error probability to a complete theory. The proofs of 
both theorems rely on the convergence in probability mode, defined as follows. 

Definition 4 (Convergence in probability) Letxi,x2,... ,xn be a sequence of ran­
dom variables. We say that xn converges in probability to another random variable x, 
i.e. xn —> x, if for any e > 0, P(\xn — x\ > e) —> 0 as n —> 00 

Theorem 2 (Bounding Error Probability of an Hypothesis) Let z be the resid­
uals from the hypothesis hi. Assume z is independent and identically distributed (i.i.d.) 
with distribution variance a2. Then the probability of the error being greater than e is 
bounded by: 

2 

P(\z\ >e\hi)<5, 6^~ (5.8) 
eA 

Proof 1 Let the residuals z\, z2,..., zn be a sequence of i.i.d. random variables each 
with finite \i and o. if z — (z\ + . . . + zn)/n is the average of z1,z2,..., zn, then, it 
follows from the week law of large numbers [BD91J that: 

z-Z-*n (5.9) 
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Let the sample variance be 

3 = 1 J'=l 

, where z is the sample average. It follows from the Slutski 's lemma [BD91] that: 

S n ^ a (5.10) 

Assuming the residuals z of the hypothesis hi pass the null hypothesis of the Ljung-Box 
test, then they will comply with a strict white noise process with zero mean and finite 
variance, yielding thereby: 

H = 0, a<oo (5.11) 

Following Conditions (5.9) and (5.10), each observation may be considered drawn 
from the same ensemble distribution. Thus, the sample mean and variance of the joint 
distribution converge to the ensemble mean and variance. Moreover, condition (5.11) 
states that both values are finite and, therefore, for allé > 0, the Chebishev's inequality 
bounds the probability of the residuals value, z, being greater then e to: 

P(\z\ >e\ht)<Ç (5.12) 

We highlight the importance of the Ljung-Box test to assure i.i.d. of residuals. Only 
i.i.d. allows the application of the convergence axioms, which in turn allow the applica­
tion of the Chebishev's inequality. The stationarity condition per se does not allow to 
consider that each observation was drawn from the same ensemble distribution, which 
prevents the direct application of Chebishev's inequality, and, therefore, to arrive at 
the derived conclusion presented here. 

Corollary 1 (Bounding Error Probability of a Theory) Let H be a set of hy­
pothesis (clauses) induced for a given theory T. Assume: 

P(\z\ >e\hi)<6, Vht€H (5-13) 

then, for theory T, the probability of the error, z, being greater than e, is bounded by: 

P(\z\>e)<5 (5.14) 
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We recall that just one clause is learned at each time and the examples covered by 
that clause are removed, thus the same examples cannot be used to learn two clauses. 
When using a theory for prediction, only one clause of a non recursive theory predicts 
the output variable, that is, for a given instantiation of the input arguments of a 
predicate only one and the same clause is used for predicting the output argument. 
Thus all clauses of a non-recursive theory act as they were mutually exclusive regarding 
example coverage, i.e. 

htnh3 = $ V î#j (5.15) 

We also recall that the prior probability of hi, P(hi) may be estimated calculating 
the frequency of /i, on the training set and dividing it by the coverage of the theory. 
Because the sum of the frequencies of all hypotheses is equal to the theory coverage, 
then 

^P(ht) = l (5.16) 
VhtEH 

Proof 2 Let conditions (5.15) and (5.16) hold, then it follows from the total proba­
bility theorem that: 

P(\z\ > e) = J2 P ( M > e I hi)P(hi). (5.17) 

Let condition (5.13) hold, then we may substitute P(\z\ > e \ hi) by 6 in equation 
(5.17), yielding thereby: 

P{\z\ > e) <5 Y^ p(hi) (5-18) 

Since Y2y P{K) = 1 and because we assume P(\z\ > e \ hi) < S, VheH > then: 

P(\z\>e)<S (5.19) 

5.4.4 M o d e l Se lec t ion 

The evaluation of conjectured hypotheses is central to the search process in ILP. Given 
a set of hypotheses of the underlying process that generated data, we wish to select the 
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one that best approximates the "true" process. The process of evaluating candidate 
hypotheses is termed model selection. 

A simple approach to model selection is to select the hypothesis that gives the most 
accurate description of data. For example, select the hypothesis that minimises RMSE. 
However, model selection is disturbed by the presence of noise in data, leading to the 
problem of over fitting. Thus, an hypothesis with larger number of adjusted parameters 
has more flexibility not only to capture complex structures in data, but also to fit 
noise. Hence, any critérium for model selection should establish a trade-off between 
descriptive accuracy and hypothesis complexity. Figure 5.1 illustrates this trade-off. 

low bias 
high variance 

,.-'' test set 

""~---̂ _^^ training set 
. - *. 

low Model Complexity high 

Figure 5.1: Typical behaviour of the test and train error of a learning algorithm as a 
function of the model complexity 

We now present a statistical-based definition of hypothesis complexity for numerical 
domains. 

5.4.4.1 Hypothesis Complexity 

Defining a theoretically well-justified measure of model complexity is a central issue 
in model selection that is yet to be fully understood. In Machine Learning, some 
authors have proposed their own definition of complexity. Dzerovski [DT93], proposes 
a complexity measure based on the length of a grammar sentence in the Lagramge 
system. Muggleton [Mug96] proposes a complexity measure based on the number of 
bits necessary to encode an hypothesis. 

Both of these complexity measures are sensitive to the hypothesis functional form. 
This is clear since both penalise each literal added. We argue that the functional form 
is not a good approximation to measure the complexity of a real-valued hypothesis, 
since any real-valued function can be accurately approximated using a single function 

high bias 
low variance 
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class. This follows directly from Approximation Theory results. Two examples are 
the Weierstrass and Kolmogorov theorems, defined below. 

Theorem 3 (Weierstrass theorem) For any continuous function f(x) and any pos­
itive e, there exists a polynomial of degree m, pm{x), such that \f{x) — pm(x)\ < e Vx 

Theorem 4 (Kolmogorov superposition theorem) Any continuous multidimen­
sional function f{x\,..., xm) can be represented as the sum ofm + 1 functions. These 
functions are called universal functions because they depend only on the dimensionality 
m and not on the functional form of f. 

Following theorem 4, the sum of universal functions is proportional to the dimen­
sionality m. This highlights the role of dimensionality on a definition of hypothesis 
complexity. A few arguments on computational complexity and estimation theory 
also support this claim. Since the machine learning algorithm is given a finite dataset, 
models with fewer adjusted parameters will be easier to optimise as they will gener-
ically have fewer misleading local minima in the error surfaces associated with the 
estimation. They will be also less prone to the curse of dimensionality, defined as 
follows. 

Definition 5 (Curse of Dimensionality) For high-dimensional functions it becomes 
difficult to collect enough samples to attain high density. High-dimensional learning 
problems are more difficult in practice because low data density requires stronger, more 
accurate constraints on the problem solution. 

They will require less computational time to manipulate. A model with fewer degrees 
of freedom generically will be less able to fit statistical artifacts in small data sets 
and will therefore be less prone to the so-called "generalisation error". Finally, several 
authors (Akaike [BA02]; Efron [Efr86]; Ye [Ye98]) have proposed measures of model 
complexity which in general depend on the number of adjusted parameters. Conse­
quentially, the adopted measure of complexity in this work is the number of adjusted 
parameters to data. 

5.4.4.2 Model Selection Criteria 

There are several model selection criteria suitable for the adopted measure of model 
complexity. Among these, we may find: (i) Akaike Information Critérium (AIC) [BA02]; 
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Critérium Definition  
~Alc = -21n(L) + 2fc 
AICC = -2ln(L) + 2k^£ri 

BIC = - ln (L) + ln(n)fc 
MDL = - ln(L) + k + \n{n)k 
Legend n number of samples 

k number of parameters 

Table 5.1: Model Selection Criteria 

(ii) Akaike Information Critérium Corrected for small sample bias(AICC) [BA02]; (iii) 
Bayesian Information Critérium (BIC) [Sch78]; and (iv) the Minimum Description 
Length (MDL) [BA02]. 

Table 5.1 presents the definitions of the model selection criteria. 

The estimation of an hypothesis likelihood function, L, with k adjusted parameters, 
requires a considerable computational effort and the assumption of prior distributions. 
In this context, the Gaussian distribution plays an important role in the characterisa­
tion of the noise, fundamentally due to the central limit theorem. Assuming error is 
i.i.d. drawn from a Gaussian distribution, then the likelihood of an hypothesis given 
the data [BA02] is: 

ln(L) = - | ( 1 + ln(2vr) + ln(ar
2)) (5.20) 

where o2
r = \ YT%=\ zh a n d z a r e t h e residuals. 

Analytical model selection criteria like AIC and BIC are asymptotically equivalent 
to leave-one-out and leave-v-out cross-validation [Sha97]. However, they have the 
advantage of being incorporated in the cost function. Not requiring to split the dataset 
into groups or finishing the induction process before its application. 

When these hypotheses have different coverages, Box and Jenkins [BR94](pg. 201) 
suggest the normalisation of those criteria by the sample size. This approach has the 
advantage of indirectly biasing the search to favour hypothesis with higher coverage, 
and consequentially, theories with less clauses. 

Other authors presented similar work in this area. Zelezni [ZelOl] derives a model 
selection critérium under similar assumptions that requires the Muggleton's complexity 
measure, which according to the adopted definition of complexity is unsuitable for our 
purposes. It also requires the calculation of the "generality" function for each induced 
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hypothesis. His formulation does not estimate the modal value of the likelihood, so 
the final equation includes the usually unknown nuisance parameter of the hypothesis, 
which somehow limits its practical use. 

5.4.4.3 Choosing a Model Selection Critérium 

Model selection criteria have different characteristics, thus, it is essential to clarify its 
application conditions to numerical problems in ILP. 

The use of AIC is recommendable if the data generating function is not in any of the 
candidate hypotheses and if the number of models of the same dimension does not 
grow very fast in dimension, then the average squared error of the selected model by 
AIC is asymptotically equivalent to the smallest possible one offered by the candidate 
models [Sha97]. Otherwise, AIC cannot be asymptotically optimal, increasing model 
complexity as more data is supplied [Sch78]. 

The use of BIC and other dimension consistent criteria like MDL is advisable if the 
correct models are among the candidate hypothesis, then the probability of selecting 
the true model by BIC approaches 1 as n —> oo. Otherwise, BIC has a bias for choosing 
oversimplified models [Sha97]. 

Since except rare instances the true model is not known, or usually intractable, the 
use of AICC for prediction is then preferred. 

5.4.4.4 Dealing with Model Selection Instability 

The model selection process usually consists in choosing only one best description for 
the data discarding the remainder, even if there is evidence supporting all models. 
However, because there is noise in the data we cannot be certain that the ranking of 
models is correct. It would be possible to select another best model if another dataset 
was available, raising instability in model selection [Bre96]. In such case, a subset of 
models may be used for prediction instead of a single best model, reducing in this way 
variance in model selection. 

Possible techniques for considering the prediction of a set of hypotheses are bagging, 
boosting and model averaging. In bagging, models are trained from bootstrap resamples 
of the data and weighted equally. This may prejudice in some cases both stable and 
unstable learning algorithms. In boosting, each additional model is chosen to (attempt 
to) repair the inadequacies of the current averaged model by resampling biased towards 
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the mistakes. This method reduces both variance and bias at the cost of requiring a 
relatively large dataset. However, such framework is not applicable directly on time 
series problems. A possible alternative to both methods is model averaging. 

5.4.4.5 Model Averaging 

Model averaging consists in computing an estimate of the predicted value by weighting 
the predictions of candidate theories. 

The issue of finding the weights to assign to each theory prediction is addressed by a 
modification in raw AIC values. First we compute the AIC differences [BA02] for all 
theories: 

A2 = A I Q - m i n A I C (5.21) 
i 

We will select from the set of candidate theories those with substantial level of empirical 
support. Thus we have included only theories with A, < 3, as suggested in [BA02]. 

It follows that the relative likelihood of a theory hi given the data is expressed by: 

L(hi | x) oc exp ( - | A , ) (5.22) 

if the relative likelihood is normalised by the sum of likelihoods we obtain the Akaike 
weights: 

«* = V H 7 Í T Ï ( 5 - 2 3 ) 

J2iL(hi \x) 

The Akaike weight is considered the weight of evidence in favour of theory i being the 
actual best theory from the set. We may use the weights Wi to average predictions of 
each candidate theory. This method may also be applied to BIC values. For that we 
can convert the raw BIC values to "Schwarz" weights by replacing the AIC values in 
equation (5.21) by BIC values. Model averaging performs better than model selection 
and consistently reduces generalisation error. Section 5.6 presents an experiment that 
provides empirical support for that and compares model averaging and bagging in a 
time series prediction application. 
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5.4.4.6 Hypothesis Averaging and Theory Averaging 

We have devised two techniques to reduce model selection uncertainty and bias: 
Hypothesis Averaging and Theory Averaging. 

Hypothesis Averaging consists in selecting a set of hypotheses with substantial em­
pirical support and averaging the predictions made by each hypothesis using Akaike 
weights. 

Theory Averaging consists in producing several theories using a complete search strat­
egy at theory level [Sri04], then averaging theories of the underlying process using 
Akaike weights. 

We have made two experiments to assess the importance of the proposals. The exper­
imental results show improvements on the model selection criteria (see section 5.6.9). 

5.4.5 Search Strategy and Pruning at Theory-Level 

Algorithm 1 (in Section 5.4.1) may lead to the induction of theories with very sub-
optimal overall accuracy in numeric applications. This is even more critical in learning 
settings where a relatively large number of predicates are given as background knowl­
edge and the ILP system is allowed to estimate several parameters at induction time. 
This may be attributed to two causes: (i) There could be an infinite number of models 
that pass on the e neighbourhood of the observed examples in agnostic learning; (ii) 
In most ILP systems, the search procedure is usually an iterative greedy set-covering 
algorithm that finds the best single clause on each iteration. Thus, Algorithm 1 may 
not find the solution with best overall accuracy for the learning problem. Hence, we 
may need to rely on other search algorithms if one wants to assure that. 

Srinivasan [Sri04] has proposed and implemented several Theory-Level Search meth­
ods based on randomised search techniques within the Aleph system. In fact, the 
Theory-Level Search (TLS) problem has an astonishing computational complexity, 
which usually prevents the application of a complete search strategy at theory-level. 
This directed us to an alternative approach based on three premises: (i) the final 
theory should have the prediction accuracy bounded by user-given parameters; (ii) 
the computational complexity of the search should be controlled by parameters that 
bound the search space; and (iii) The search strategy should make use whenever 
possible of justifiable pruning, without compromising condition (i). 
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This formulation has at least one important outcome. If the background knowledge 
provided to the ILP system does not allow the induction of at least one clause that 
comply with the accuracy level required by the user, the search is immediately stopped, 
allowing the user to reformulate the problem and to provide the ILP system with an 
alternative background knowledge definition. 

An implication that follows directly from Corollary 1 is that condition (i) is possible to 
achieve if each clause of the theory also complies with the accuracy level required by the 
user. Second, because the upper limit on the error probability of a theory is comprised 
of a linear summation of terms and each term is always positive, then condition 5.17 
may be considered a lookahead function since naturally one seeks for theories with 
the most stringent bounds on the error probability. Thus, we may implement a search 
strategy that allows the pruning of clauses based on the accuracy of the best theory 
found so far, while assuring a predefined level of accuracy for a theory. 

In TLS, the search space may be represented as a tree, where each node corresponds to 
a clause, hi. If one follows a complete search strategy, the search space would be huge 
since right at the first level of the tree, the number of clauses would be potentially 
all nodes of the lattice transversed by the greedy set-covering algorithm. Each clause 
would originate new sub-trees, in their turn, leading to an explosive combinatorial 
setup. In our approach only the first K clauses complying with the model validation 
tests and satisfying the stopping criterion are considered in each iteration of the set-
covering algorithm. Moreover, since the user specifies the number of clauses to be 
retained at each iteration, the search is potentially even more abbreviated because 
only a partial sub-set of the lattice is explored on each iteration. IndLog uses a 
breadth-first search strategy to synthesise clauses. Thus, the partial sub-set explored 
consists of the upper levels of the lattice, where clauses are also more general. 

Let K be the number of clauses specified by the user to be retained at each iteration of 
the set-covering algorithm. Then we may draw an upper bound on the computational 
complexity of the search. 

5.4.5.1 Search Complexity 

Let us study the complexity of the search in TLS, defined as a function of the number of 
set-covering algorithm iterations (reduction steps). Each clause induced by algorithm 
1 is an iteration. Let n be the sample size and c be the minimum number of examples 
covered by an induced clause (c is usually configurable). Then, the maximum number 
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of iterations, m, for covering the entire dataset would be: 

n 
m < - (5.24) 

Let K be the number of clauses retained in each iteration. Then, the maximum number 
of iterations, r, required for a complete search in TLS is bounded by: 

m 

r<53fc' (5-25) 
i = l 

The maximum increase in the number of iterations is bounded by: 

X < z - '= 1 (5.26) 

m 

The overall maximum number of theories generated would be: 

r < km (5.27) 

The above equations illustrate the importance of the K parameter in the definition 
of the TLS search space and consequentially in the control of the search space by the 
user. The number of iterations, is highly influenced by the parameter K, as well 
as the overall number of theories generated, r. A popular approach to control the 
complexity in ILP systems is to limit the maximum number of nodes constructed. 
The number of nodes constructed depends on the lattice search procedure. Knowing 
the search type, the K parameter may be therefore translated to the number of nodes 
constructed using a simple algebraic relation, allowing to specify the search space using 
that popular parameter. 

5.4.5.2 Pruning 

The previous section developed mathematical relationships between the number of 
hypotheses generated and the computational complexity of TLS, which highlighted 
the importance of an efficient search framework, namely through the inclusion of 
pruning mechanisms wherever is possible. A pruning strategy would be to cut-off 
whole branches of the search space where it can be proved that the best theory lies 
else where. In this context, we propose to use branch-and-bound search algorithm to 
implement that pruning strategy. This algorithm would cut whole theories from the 
search space where it can be proven that the branches below a given clause hm have 
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provably a worst upper bound on the error probability than the best theory found 
so far, T*. The proof that a whole branch may be excluded from the search if the 
lookahead function is condition (5.17) is given by theorem 5. Figure 5.2 presents an 
schematic representation of the theory-pruning method and the lookahead function. 
This is an intuitive lookahead function, since the goal is to search for theories with 
most stringent bounds on the error probability. The rules underlying the pruning 
method follows directly from condition (5.17) of corollary 1. 

hmff /OO Prune T' iff Pf^>e)<PfU>4 

/7n0V={h1>h2,hra,..,hn}:^^|>e)=!Z^I >etfHh) 
i=1 

Figure 5.2: Pruning theories based on its descriptive accuracy 

Theorem 5 (Pruning a branch) Let P*(\z\ > e) be the accuracy of the best theory 
found so far. Let P (\z\ > e) be the accuracy of a partial theory T . Let Hm be the set 
of clauses that forms theory T'. The best theory lies else where and the whole branch 
below theory T may be excluded iff: 

P*{\z\>e)<P'(\z\>e) (5.28) 

Proof 3 The accuracy of the partial theory T is given by: 

P\\z\ > e) = J2 P (N > e I hi)P(hi) (5.29) 

At best, the optimal error probability of any remaining clauses on subsequent branches 
would be: 

P(\z\ > e | hi) = 0 (5.30) 
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Thus, the optimal error probability of all remaining clauses of theory T is: 

Y^ P(\z\ >e\hl) = 0 (5.31) 
v h,e í í 

If condition (5.28) holds, then condition (5.32) also holds due to the neutrality property 
of element zero. Which means that even if all remaining clauses would have zero error 
probability, the partial theory is already worse than the best theory found so far. 

P*{\z\ >e ) < P'{\z\ >e ) + 0 (5.32) 

5.4.6 Supporting Numerical Reasoning in ILP systems 

Some ILP systems are implemented in Prolog, which is a language with a deficit in 
numerical reasoning capabilities, IndLog is one of this kind. We propose to overcome 
this Prolog drawback by providing an interface to a Statistical Computing System. 
That system provides a more powerful language for numeric processing - The R 
language [RP]. The R language is an interpreted language that runs in its own 
shell, therefore an interface between the Prolog interpreter and the R interpreter was 
built. The R language is released with many built-in numerical processing capabilities 
together with a large number of numerical analysis libraries. Its main strength is the 
easy inclusion of new packages. Many of the models referenced in the literature can 
be found in the packages of the R-Project. Furthermore, many of the mathematical 
functions and statistical algorithms that support decisions of a " time series analysis 
expert" are provided in the companion packages. This makes the R Language packages 
suitable to provide the necessary background knowledge definitions for time series 
domains and also to supply the numerical routines used in some steps of the ILP 
system. 

We have also developed a library of numerical procedures in the C programming 
language which supplies extra algorithms, some of them not found in the R Language, 
which can be called from the Prolog interpreter. 

This supporting software infrastructure is provided as a Prolog dynamic library, mak­
ing the numeric algorithms accessible by the background knowledge of the ILP system. 
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5.5 Automating Time Series Analysis and Fore­
casting using an ILP System 

The methodology for time series analysis and forecasting presented in section 4.8 is 
now addressed and techniques for its automation proposed. 

We highlight the importance of two issues that may be easily tackled by an ILP 
system: the combination of judgement and quantitative methods, and the use of 
domain knowledge in time series forecasting. 

The combination of judgement and quantitative methods in time series forecasting 
was first proposed by Makridakis and Hibon [MH79]. After this, a survey by Arm­
strong [FC88] identified the need to integrate judgement and extrapolation. Bunn 
and Wright [BW91], in literature review, concluded that judgement and statistical 
forecasting methods should be integrated . Furthermore, Lawrence, Edmundson and 
O'Connor [LC86] and Sanders and Ritzman [SROb] have provided empirical support 
for that claim. 

The use of domain knowledge in time series forecasting has been suggested to increase 
reliability in forecasting [RWL01]. Domain knowledge can be easily incorporated in 
any ILP system capable of numeric reasoning. 

These tasks are naturally addressed by an ILP system. The next sub-sections presents 
our approach to the automation of a methodology for time series analysis and fore­
casting described in chapter 4. 

5.5.1 Model identification 

We provide two alternatives to implement Model Identification in ILP: (i) The use of 
statistical methods for model identification that are provided by the interface to the 
Statistical Computing System and (ii) the execution of a systematic search for model 
parameterisation. The first approach is usually less computationally intensive. 

5.5.2 Selecting variables to be forecasted 

The system must be informed of which variable is to be forecasted. Hence, the user 
must select and specifically declare in the configuration of the ILP system which 
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variable will be predicted. 

5.5.3 Selecting data transformations 

The identification and processing of data transformations are possible in the ILP 
system by chaining lazy-evaluated predicates that perform data transformations. The 
result of each data-transformation-predicate feeds the input of the next one, in a 
pipeline fashion. This approach allows the successive execution of several data trans­
formation operations to the time series. 

5.5.4 Selecting model classes 

We propose an hybrid approach to select which class of models to fit. The classes of 
models which are presumably suited for the data must be selected and activated. Then, 
the ILP system makes a systematic search in the models space for the best description 
of the sample data. Our system is provided with an interface to a large repository of 
time series models, which facilitates the human intervention in this process. 

5.5.5 Selecting model structures 

We propose an hybrid approach to select which model structures to use. The user 
must select and activate which structures are presumably suitable for the data. Then, 
the ILP system makes a systematic search in the models space for the best description 
of the sample data. This facilitates the discovery of new structures as illustrated 
in experiments (see Section 5.6.7). We provide mechanisms for reducing the search 
space, namely through the use of grammars. 

5.5.6 Selecting independent variables 

We propose to select the most appropriate variables automatically following a generate 
and test approach. This task is particularly important due to the requirement for an 
exponentially increase in sample size for a linear increase in the number of predictor 
variables in order to densely populate higher dimensional spaces. The choice of which 
variables should be used is made empirically by systematically searching the space of 
variables in the model. To cope with the dimensionality problem the model selection 
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procedures use a penalty for the model complexity that indirectly bias the selection 
towards lower dimensional models. This facilitates the choice of the correct (asymp­
totically) model dimensions and the appropriate independent variable as illustrated in 
the experiments (see Section 5.6.6). 

5.5.7 Selecting parameter estimation methods 

The selection of Parameter estimation methods usually follow a trade-off between 
estimation accuracy and computational complexity. Some statistical methods like 
Burg AR Estimator [BD91] attempt to provide this trade-off, and others like Maximum 
Likelihood Estimator (MLE) are very demanding computationally. The preference of 
which methods to use is left, in last analysis, to human judgement. Nevertheless, we 
usually prefer estimators that make a trade-off between accuracy and complexity. 

5.5.8 Selecting model validation criteria 

Model validation may be performed by tests of lack-of-fit or goodness-of-fit. One of the 
most general ways to verify the degree of fitness to data of an hypothesis is to check if 
residuals are a white noise process. When fitting nonlinear models the BDS [WABL96] 
test checks for a non-linear dependence in the residual series. Both tests are provided 
in the background knowledge to be used in other experiments. We have also provided 
tests that check the lack-of-fitness of specific models. However, the usage of statistical 
tests are subject to significance level. We rely on human judgement to arbitrate such 
settings. 

5.5.9 Selecting outlier handling procedures 

The procedures for handling outliers consist, first of all, in selecting a statistical test 
for outliers detection. An example is the Grubbs's test [Gru69]. Such test requires the 
assumption of a given distribution that must be selected using human judgement. The 
significance level of the statistical test should be arbitrated using human judgement. 
The handling procedure after detecting outliers may be to remove the sample or to 
replace it by smoothing the sample region in the sample space. This procedure may 
be processed in the Statistical Computing System for which we have provided an 
interface. 
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5.5.10 Selecting exceptional forecast handling procedures 

Exceptional handling forecasts procedures are domain specific. The procedure for 
handling exceptional forecasts may be coded in the background knowledge and is 
activated during the forecast to correct the exceptions. 

5.5.11 Selecting model combination procedures 

Combining forecasts from many models often yields more accurate forecasts than using 
the forecasts of a single model [CH98]. Model combination is fully provided using a 
generic statistical approach reported in Section 5.4.4.5. 

5.5.12 Selecting ways to use human judgement 

We propose the integration of human judgement through the incorporation in the 
background knowledge of rules that may represent judgement decisions on the sample 
data, used models, parameter values, forecast accuracy, and model structures. These 
features are supported through the usage of grammars, background knowledge and 
system settings. 

5.6 Experiments 

In this section, we report on the empirical evaluation of our proposals. We compare the 
results with statistical methodologies reported on the time series forecasting literature. 
We have selected non-linear time series datasets, since they usually present a greater 
challange to prediction. The datasets under study were collected from a broad range 
of domains, including engineering, social and life sciences. The predominant estrategy 
used was to compare the results obtained with an ILP system that was modified with 
our proposals and the same ILP System without the proposals activated. 

5 . 6 . 1 O v e r v i e w 

The experiments are devided in two parts. The first part consists in a toy experiment 
which evaluates the model validation and model selection proposals. The second part 
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consists of experiments 2, 3 and 4, which basically induces a model for predicting the 
future value of a time series. In these later experiments, the ILP system was provided 
with same background knowledge and datasets, with the purpose of evaluating the 
impact on forecasting performance of the proposals made. These later experiments 
illustrate the usage of an ILP system on scientific discovery tasks. In that sense, 
these experiments have been inspired in Colton and Muggleton [CM03] application 
of an ILP system to mathematical discovery. Although these experiments reports on 
learning multiple clause theories, they are related with Zelezni's [ZelOl] work since 
they also learn a numeric function. 

5.6.1.1 Summary of experiments 

Experiment 1 consists of a functional class separation in the absence of noise. The goal 
is to evaluate the model validation and model selection techniques in optimal condi­
tions, in order to evaluate the proposals before advancing for real data experiments. 

Experiment 2 Consists of a time series forecasting problem. The goal is to evaluate 
the model validation and model selection techniques in real data. 

Experiment 3 Consists of a time series forecasting problem. The goal is to evaluate 
the Theory Level Search techniques in real data. 

Experiment 4 Consists of a time series forecasting problem. The goal is to evaluate 
the Theory and Hypotheses averaging techniques in real data. 

5.6.2 T h e Learning Task 

We propose to learn a class of non-linear time series models related with the Threshold 
Auto-Regressive (TAR) model [Ton90]. 

The TAR model is a nonlinear time-series process composed of linear sub-models. 
Each amplitude switched AR process is constructed for a specific amplitude range 
or subregion. The AR model to be used at time n is determined by the amplitude 
x(n - D) where D denotes a time-delay. The AR model for sub-region m is activated 
if the following constraint is true: Rm < x{n - D) < Rm+1 The variable x is the time-
series observed, m is the index denoting the sub-region, Rm denotes the threshold 
amplitude in the region m. 

The goal of these experiments is to discover a new time series model structure. In a 
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regular TAR model, the value for the time delay, D, is constant for all subregions m. In 
these experiments, we program the ILP system to discover whether allowing different 
D values for each sub-region results in improvements in forecasting performance on 
the test set. 

5.6.3 Datasets 

The following datasets were used in the experiments: 

• Artificial dataset 

• Canada's Industrial Production Index 

• USA Unemployment rate 

• ECG of a patient with sleep apnea 

• VBR Traffic of an MPEG video 

The artificial dataset was generated using two equations described in Section 5.6.6. 

The Canada's Industrial Production Index was used in experiments reported in [SvD03]. 
We have used the logarithm of the first-differences from the period of 1960 until the 
year 2000. The train and test sample have of 430 and 49 examples respectively. 

The USA Unemployment Rate was used in experiments reported in [1LMT98]. We 
have used the first-differences of the Quarterly Unemployment Rate from the period 
of 1939 until the year 2000. The train and test sample have 165 and 19 examples 
respectively. 

The ECG of a patient with sleep apnea was used in experiments reported in [KRS+99]. 
We have used heart rate sub-sampled in 1/4 ratio from the periods between 0 and 
1500s. The train and test sample have 350 and 350 examples respectively. 

The VBR Traffic of an MPEG video was used in experiments reported in [JT98]. We 
have used the bit count for I frames 31000 to 32100 of the full motion video "James 
Bond". The train and test sample have 1000 and 100 examples respectively. 
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5.6.4 Benchmark models 

We have used the ILP system IndLog [CamOO] to induce switching models for non­
linear time series. We have compared the results with structural, seasonal, linear and 
nonlinear time series models. 

In this set of experiments the theories induced by the IndLog system (ILP), is compared 
with the following models: Auto-Regressive Integrated Moving Average (ARIMA); 
Threshold Auto-Regressive (TAR); Markov Switching Autoregressive (MSA); Autore-
gressive model with multiple structural Changes (MSC); Self-Excited Threshold Auto-
Regressive (SETAR); Markov Switching regime dependent Intercepts Autoregressive 
parameters and (H)variances(MSIAH); Markov Switching regime dependent Means 
and (H)variances (MSMH); Bivariate Auto-Regressive models (Bivariate AR); and 
Radial Basis Functions Networks with structure optimization (RBFN). These models 
are used for comparison with the results discussed in the papers presented in sec­
tion 5.6.3. 

In all experiments the statistics used to compare the models is the Forecast Root Mean 
Square Error (FRMSE). All forecasts use lead time of one sample period. 

5.6.5 Background Knowledge and General Settings 

This section describes the general settings of all experiments except for the toy exper­
iment presented in section 5.6.6. 

We have provided IndLog with 12 AR(p) models, p ranging from 1 to 12; three model 
archetypes consisting of two, three and four amplitude intervals with 12 delay choices, 
D ranging from 1 to 12. The interval amplitude is calculated dividing the peak-to-peak 
value of each series by the number of intervals used in the archetype. 

5.6.6 Startup experiment - An artificial dataset 

To illustrate the impact of the proposals made for model selection and model validation 
we a simple experiment. The goal of the experiment was to confront the ILP system 
with a functional relationship separation problem using only one independent variable. 

In the experiment, four parameters were varied: (i) Sample Size - Recall Number 
relationship of the ILP system, (ii) usage of the model validation step in the hypothesis 
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search, (iii) significance level for the errors and deviations, and (iv) the usage of a model 
selection procedure. 

The model validation tests selected were a Ljung-Box-Pierce test of the residuals 
correlation, the F-Test for lack of fit and the determination coefficient test for an 
informative output. 

The Sample Size - Recall Number relationship is derived for usage in dataset separation 
in Section 5.6.6.1. 

The equations modelled in the experiment are described in section 5.6.6.2. 

The experiment uses the multi-linear regression and the equation-fitting algorithm, so 
the results will be expressed in the form of equations. A grammar of valid models was 
defined and provided scale type information to avoid nonsensical theories. 

The following equations were used to generate the dataset: 

0.5Í + Ow + Om t> 6.0 
t2 - 6i + Ow + 0m + 6 t < 6.0 y={ '2 , . * . " „ " « (5-33) 

Where t is time measured in seconds since 1970, w is the week day represented by the 
natural numbers between 1 and 7, m is the minute of the day represented as integer 
numbers between 0 and 1440. 

5.6.6.1 Recall Number 

The recall number is a limit on the number of possibilities of a non-deterministic 
predicate. 

This is a guiding rule to estimate the sample size versus the data set size, (predicates 
that do some kind of sampling in the train dataset, during the saturation phase of the 
induction process): 

r = i - i + a (5.34) 

IFI is the data set size, S is the chosen sample size and a is the standard deviation of 
the uniform distribution given by the formulae: 

o = Vi (5-35) 
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Given that the samples are not deterministically partitioned but drawn from a uniform 
distribution pattern, we add the standard deviation to compensate some drifts around 
the deterministically calculated intervals. 

Alternatively we can use the number of different examples of the dependent or in­
dependent variable. This would be a better guiding rule since it would potentially 
lead to a minor number of recalls to be used, and therefore speeding-up the induction 
process. 

5.6.6.2 Results 

The equations l. induced by IndLog are presented in table 5.2. 

Step Model 

t + 2.075 sin(0.490t + 3.590) 
0 

t< 1.5 
t> 1.5 

i2 - 6i + 6 
0 

t < 5.75 
t > 5.75 2 y 

, 0.5Í + 3 t >8 .5 
3 y = I -0.533u> - 3.887m - 0.002Í + 27,684 4 < w < 7 

l 2.805Í - 12.561 t < 8.5 

4 y 
0.5t + 0u; + 0m t > 6.0 
t2 - 6i + 0w + 0m + 6 t < 6.0 

Table 5.2: Models induced 

The results from the experiment were compiled in table 5.3. 

The inclusion of the model validation procedure during the hypothesis search is repre­
sented as "Model Validation". The confidence interval is represented as "Confidence 
Interval". The usage of the recall number formulae is represented as "parameterisa-
tion". The usage of the AIC criteria was described as "Model Selection". The error 

Models are represented as systems of equations to improve clarity of the text. The output of the 
ILP system is composed by first-order horn-clause theories 
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Step ID 1.0 2.0 3.0 4.0 
Model Validation NO YES YES YES 
Confidence Interval 99.9% 99.9% 95.0% 95.0% 
Parameterisation NO NO NO YES 
Model Selection NO NO YES YES 
Train Results 
RMSE 0.95 ~ 0 0.550 8.09x10-14 
MAE 0.762 ~ 0 0.328 3.98x10-14 
Coverage 91% 34% 100% 100% 
PE 1.13 ~ 0 ~ 0 ~ 0 
Test Results 
RMSE 2.749 0 0 0 
MAE 2.631 0 0 0 
PE 3.91% 0% 0% 0% 
Coverage 100% 0% 100% 100% 

Table 5.3: Summary of results 

statistics are the Mean Square Error represented as "MSE" and the Mean Absolute 
Error, represented as "MAE". Coverage is represented as percentage of the total data. 
The percentage error is represented as "PE". 

5.6.6.3 Results Discussion 

A plot of the induced models is presented in figure 5.3. Figure 5.3 (a) shows a model 
with the functional part incorrectly estimated. Figure 5.3 (b) shows the effect of an 
incorrect parameterisation of the recall number and sample size in the ILP system. 
Figure 5.3 (c) shows the effect of correctly selecting the functional part of the model, 
to follow the principle of minimum description length and to parameterise correctly 
the ILP system. 

The step 2 was not plotted because the induced model has four dimensions. It can be 
analysed recurring to Equation 2. It shows a negative example of the Occam's razor 
principle. The model is too complex and the information retrieved from analysing the 
equations is not demonstrative of the process behaviour. 
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(a) (b) 

(c) 

Figure 5.3: Plots of results on forecasting the link workload of a communications 
network: (a) Step 1 - No model validation, selection and evaluation; (b) Step 3 - Bad 
parameterisation of the ILP system; and (c) Step 4 - All features enabled and ILP 
system configured using recall number formulae 

5.6.7 Assessing Model Validation and Model Selection 

5.6.7.1 Overview and Goal 

This experiment aims at the collection of empirical evidence for the proposals made 
on model validation and model selection as well as to illustrate the potential of ILP 
systems to deal with numerical problems. 
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5.6.7.2 Procedure 

The experiment consists in two steps. The first step consists of running the ILP 
system IndLog without any of the proposals mentioned in this dissertation activated. 
In the second step, the ILP system is ran over the datasets with the model validation 
and model selection procedures activated. The results are collected and presented in 
table 5.4. 

5.6.7.3 Experimental Settings 

We have configured the model validation step with Ljung-Box test with a p-value set 
to 0.75. The model selection critérium used was the AICC. The presented values are 
the average RMSE of the test set, using the nonoverlapping block bootstrap with block 
lenght approximately of one fifth of the sample size. 

5.6.7.4 Results and Discussion 

This section presents the results obtained for each dataset described in Section 5.6.3. 
Those datasets were studied in several papers. Each paper used a different set of 
classes of models therefore the classes of models used in the comparison are different. 
Nevertheless, in Table 5.4 all datasets have an AR model that may be used as a 
reference when comparing the results across datasets. 

The observed recall number on the test set for the Unemployment, Production, VBR 
Traffic, and ECG datasets is respectively: 100%, 96%, 94%, and 78%. 

The ILP system consistently induced models with best forecasting performance in 
the test sets of all datasets presented. This allows us to conclude that the proposed 
modifications to the ILP search mechanism makes an ILP system adequate for learning 
time-series models and for discovering new model structures. 

In all datasets, the ILP system was configured to allow the induction of the TAR 
model proposed in the cited papers. However, all models induced by the ILP system, 
used different D values in the constraint that selects each sub-region. This is perhaps 
an indicator of the superior flexibility of this structure to capture implicit seasonality 
and/or complex switching behavior in those time series. 

A limitation of current ILP systems is that it is not possible to assure that an induced 
theory will have a total example coverage, which may lead to theories that do not 
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Model Unemployment Production VBR Traffic ECG 
ILP* 0.91 0.85 0.93 0.82 

ILP 1.11 1.04 0.96 0.93 
AR 1.04 0.98 0.94 0.97 
SARIMA 1.00 1.00 - -

MSA 1.19 - - -

MSC - 1.00 - -

MSMH - 0.98 - -

MSIAH - 1.20 - -

SETAR - 1.19 - -

TAR 1.00 - 1.00 -

RBFN - - - 1.00 
Bivariate AR 1.20 - - -

Benchmark RMSE 1.59E-1 4.44E-3 12.93E3 4.53 

Table 5.4: Summary of results of the Relative FRMSE of the ILP algorithm and other 
benchmark models for the selected datasets. ILP* stands for the ILP system with our 
proposals activated and ILP is the same ILP system with our proposals deactivated 

predict the complete set of unseen examples. 

5.6.8 Assessing Theory Level Search 

5.6.8.1 Overview and Goal 

In this experiment we evaluate the importance of Theory Level Search (TLS) on 
the forecasting performance. The goal is to verify if the TLS approach improves 
on currently used greedy-set covering algorithms. 

5.6.8.2 Procedure 

The experiment consists in two steps. The first step is to run the ILP system IndLog 
over the datasets with model validation and model selection activated. The second 
step consists of running IndLog over the datasets with TLS activated altogether with 
model validation and model selection. 
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5.6.8.3 Experimental Settings 

We have set the branching factor K, to 3, and configured the model validation step 
with the Ljung-Box test, which was set with a p-value of 0.75. The model selection 
critérium used was the AICC. 

5.6.8.4 Results and Discussion 

Dataset RMSE Ratio benchmark RMSE 
Unemployment 0.99 1.42E - 1 
Production 0.99 3.77E - 3 
ECG 0.98 3.71 

Table 5.5: Relative improvement on the FRMSE of Theory Level Search 

Table 5.5, presents a summary of the experimental results. The benchmark RMSE 
regards to the values obtained using the ILP system with both model validation and 
model selection techniques as reported in table 5.4. 

From this table we conclude that Theory Level Search usually improves the FRMSE 
over the tradional greedy-set covering algorithm with our proposals for model valida­
tion and model selection activated. 

The limitations found are related with the trade-off between computational complexity 
and forecasting accuracy, mainly because there is no formal way to predict the optimal 
setup. 

5 . 6 . 9 A s s e s s i n g H y p o t h e s i s A v e r a g i n g a n d T h e o r y A v e r a g i n g 

5.6.9.1 Overview and Goal 

In this experiment we evaluate the importance of Hypothesis Averaging and Theory 
Averaging on the forecasting performance. 

We which to determine if there are some improvements in the prediction accuracy 
over model selection criteria like AIC and BIC used in theory level search, resulting 
from the usage of Hypothesis Averaging and Theory Averaging techniques for handling 
noise in numerical reasoning. 
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Dataset Hypothesis Averaging Theory Averaging Benchmark RMSE 
Unemployment 0.99 0.99 1 .41E-1 
Production 0.99 0.98 3.73E - 3 
ECG 0.98 0.99 3.63 

Table 5.6: Relative FRMSE resulted from averaging hypothesis and theories after 
applying ILP using a model selection critérium 

5.6.9.2 Procedure 

The experiment consists in three steps: in first step the TLS search procedure is 
activated and all theories induced are collected. In the second step, theories with 
substatial empirical support are selelected and the akaike weights calculated for each 
theory. Finally, the array of theories is used to predict unseen examples in the test 
phase. 

5.6.9.3 Experimental Settings 

We have set K = 3 and configured the model validation step with the Ljung-Box test, 
which was set with a p-value of 0.75. The model selection critérium used was the 
AICC. 

5.6.9.4 Results and Discussion 

Table 5.6 present the results on the relative improvement on the best hypothesis 
found using TLS according to the setup used in the previous experiment, presented 
on Table 5.4. 

The results of the experiment on Assessing Hypothesis Averaging and Theory Aver­
aging procedures show improvements over the previous approach for model selection. 

The importance of this technique is marked by its ability to make predictions that 
are better in absolute RMSE value than the best of the originating theories, which 
indicates a better ability to generalize and reduce model selection bias. The results 
were consistently better than model selection only which suggests a better ability to 
reduce model selection instability and variance. 

The hypotheses averaging procedure introduces additional computational complexity 
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as well as requires extra parameterization of the ILP system, which may turn its usage 
cumbersome in some cases. 

5.7 Conclusions 

In this chapter, we have proposed and evaluated improvements on the numerical 
reasoning capabilities of ILP systems. These improvements include: the incorporation 
of a noise handling mechanism based on model selection and model averaging; a 
proposal for a theory-level search framework; and a stopping critérium for abbreviating 
search inspired on the PAC learning formulation. 

Our proposals were implemented in the IndLog ILP system and evaluated on time 
series modeling problems reported in the literature. The ILP results were better than 
other statistics-based time series prediction methods. 

Model selection based on a information-theoretic approach reduced the complexity of 
the generated theories and improved prediction accuracy. Model Averaging improved 
the prediction accuracy by reducing bias and model selection variance. 

Theory level search improved prediction accuracy by searching a larger space of the­
ories, instead of using a greedy approach. The articulation of theory level search and 
model averaging improves prediction accuracy by reducing model selection bias and 
variance at theory level. 

Experimental results indicate that including a model validation procedure during the 
hypothesis search assures that models will have the functional part correctly induced. 
No significant terms will be missing. No systematic error or process drifting will exist. 

The proposals made for model validation, model selection and for measuring the 
learning performance can be generalised to other machine learning techniques dealing 
with numerical reasoning. 

The ILP system discovered a new switching model based on the possibility of varying 
the delay on the activation rule of each sub-model of a TAR model. 

We may conclude that ILP provides a good framework for combining expert knowledge, 
human judgement, and statistical methodologies for time series forecasting. The 
knowledge combination process has the potential to extract information about the 
time series features, while allowing the discovery of new knowledge. 



Chapter 6 

Network Dimensioning 

6.1 Introduction 

This chapter focus on provisioning the network for its traffic demands. 

The importance of network dimensioning is to provide an approximation to global 
optimum routing while assuring quality of service requirements of the current and 
projected traffic demands. 

This chapter is organised as follows. Section 6.2 provides an outline of the network 
dimensioning problem. Section 6.3 makes a comparison between several approaches 
to network dimensioning. Section 6.4 introduces our optimisation model for network 
dimensioning. Section 6.5 presents the results of simulation for the proposed optimi­
sation model, and finally Section 6.6 presents the conclusions. 

6.2 Network dimensioning characterisation 

Network dimensioning has essentially two kinds of objectives: resource-oriented and 
traffic-oriented. The resource-oriented objectives envisage the optimisation and ra­
tionalisation of network resources utilisation in order to prepare network provisioning 
for future traffic demands. The traffic-oriented objectives aim at the fulfilment of the 
Quality of Service (QoS) requirements of the traffic demands. 

A system that pursues those objectives is subject to technology restrictions and domain 
requirements. These restrictions may be configuration protocols latency, queue capac-
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ities, network capacity and dimension. The domain requirements to which a system is 
subject are availability, fault tolerance, scalability and response time to quick traffic 
variations. 

The traffic and resource-oriented objectives lead to different solutions if optimised in­
dependently. On the one hand we want to minimise the resource usage for provisioning 
the network, on the other hand we want to provide the maximum QoS possible to the 
routed traffic. These objectives comply with a min-max formulation where, in some 
way, we must establish a trade-off to reach an acceptable solution. 

The technology constraints limit the response times of the control actions and influence 
the architecture of the solution. On the one hand we need fast response time to accept 
new LSP requests and respond to quick traffic variations, on the other hand we need 
to keep the network operating in an optimal global state. These are the main lines 
of the problem; the solutions proposed may be categorised in three kinds of systems: 
on-line; semi-online and off-line systems. On-line systems may operate in a centralised 
or distributed manner, while semi-online and off-line systems are mainly centralised 
solutions. For details in the advantages and implications of each operating mode, 
please, refer to chapter 2. 

Now that we have presented the problem let us characterise the solution. The solution 
must be scalable and capable of load balancing; besides that it must avoid link 
saturation and cope with network capacity overloading; finally it must guarantee the 
QoS of routed traffic and keep the network operating in an global optimum state 
guided by the resource and traffic oriented objectives. 

6.2.1 Scalability 

An important property of the solution is scalability so that a network with tens to 
hundreds of nodes can be handled. This feature constraints the operating mode of the 
system and the optimisation problem formulation. On-line and semi-online systems 
must have quick response-times, thus linear-programming formulations that lead to 
polynomial time solutions are preferable. Off-line systems have less stringent response 
times requirements, allowing computationally expensive solutions using non-linear or 
stochastic formulations like the one in [MR99b]. 
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6.2.2 Link overloading 

Link overloading degrades network performance by increasing delay [Kle64]. Saturat­
ing link capacities may render an LSP request infeasible even if, globally, the network 
resources are not completely consumed. This situation is particularly serious if we are 
running an off-line or semi-online system. In this case, the on-line routing algorithm 
may fail to find a route and will have no solution other than abort the request. To 
cope with this issue the optimisation problem formulation may follow two approaches: 
to use a non-linear objective function that is a power law of the link load, or restrict 
the maximum link load. The first solution enables the incorporation of a non-linear 
function derived from queue theory [Kle64] allowing to minimise the overall delay. 
Restricting link load has the advantage of enabling a linear programming formulation 
of the network dimensioning problem, which may be important if operating in on-line 
or semi-online schemes. However it may lead to sub-optimal resource allocation when 
the network is heavily loaded. 

6.2.3 Load balancing 

Load balancing is guaranteed by means of distributing traffic by multiple paths based 
on the network state, responding to fast traffic variations and offering the potential 
of better network-wide load balancing. MPLS supports multiple paths from source to 
destination and therefore it offers the potential of better network-wide load balanc­
ing. However, the LSP placement of those paths must be calculated by the network 
dimensioning algorithm. A formulation that takes this issue into account is therefore 
preferable. 

6.2.4 Feasibility 

There are situations in which the committed traffic demand surpasses network capac­
ity, and in which it is not feasible to calculate a network routing plan that include all 
traffic demands. When the network enters such state, access control mechanisms will 
partially or totally discard some traffic demands. The problem formulation should be 
able to cope with this issue by indicating the ratio of discarded traffic demands, and 
preferably, minimising the financial cost of these actions. 
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6.2.5 Traffic QoS guarantees 

The differentiated services architecture for network routing imposes different con­
straints in the way traffic is routed through the network. Each service class has different 
quality of service requirements that must be handled in the problem formulation. For 
instance, Real-time services such as voice and video may have admissible routes which 
are severely restricted in their number of hops. While on the other hand, "best-effort" 
traffic may be handled with less stringent requirements for delay and jitter. The 
solution should be aware of such differences and be capable of pursuing traffic and 
resource objectives subject to this constraints. 

6.3 Related work 

In this section we compare three time-dependent traffic engineering automation sys­
tems concerning the above described characteristics. 

We have used a linear programming approach to the formulation of the network 
dimensioning problem. Linear programming formulations may be solved by primitives 
that are polynomial time algorithms [Ber98, RA093] and that scale well with the 
number of nodes. This capability may be important if we expect to operate in a 
semi-online basis to perform reconfigurations for larger batches. In [MR99a], Mitra 
proposes the linear programming multi-commodity algorithm for on-line and semi-
online routing. Aukia [AKK+00] argues that global optimisations may be infeasible 
for practical reasons when large amounts of LSP must be re-routed. 

Minimising a linear function may overload some links. This is contrary to the principle 
of load distribution. In [PT02] a multi-criteria nonlinear objective function based on 
the Kleinrock function [LFK73] is used to avoid overload links. Instead of minimising 
a convex function of the link load, we maximise network throughput and revenue while 
restricting the maximum load of a link. 

The residual bandwidth may be managed by an on-line routing algorithm to accom­
modate new LSP requests. The solution proposed in [MR99a] is to maximise network 
revenues, but as alerted in His paper and more generally in [Ber98], this leads to 
overloading links with best revenues. 

A minimum congestion formulation with link capacity constraints, may render the 
problem infeasible in overloading conditions [Bie02]. We propose the use of a Max-
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imum Concurrent Flow (MCF) formulation [SM90]. The MCF and the minimum 
congestion problems are easily seen equivalent and both have important applications 
in telecommunications [Bie02]. The MCF approach has the advantage of coping with 
overload situations, where the minimum congestion formulation may be infeasible. 
Since MCF does not directly maximises a function of the link load, it will not overload 
links with best revenue. 

Having multiple LSPs between an origin and source pair may be used by load balancing 
algorithms deployed in the nodes to distribute traffic more evenly between links on the 
network. We have adopted an alternative representation that allows the establishment 
of multiple LSPs between each egress and ingress nodes. In this chapter we will use 
flows as an alias for traffic trunk. A traffic trunk is an aggregation of a set of traffic 
flows characterised by similar edge-to-edge performance requirements [LR98]. 

Real-time services, such as voice and video may have admissible routes which may be 
severely restricted in their number of hops. We constrain the delay and packet loss to 
which an LSP is subject by defining constraints on the maximum transmission delay 
and packet loss for each LSP. This is possible by keeping statistics for the delay, jitter 
and packet loss rate per link; this approach is similar to the one presented in [PT02]. 

The next section present the formalism of the solution. 

6.4 Network dimensioning model 

We consider a network with J\f nodes and Ai x M directed links. Each link (i,j) 
connecting node i to node j has capacity cy-, delay dy- and packet loss p^. 

For each service class s <E S there are K bandwidth demands. We denote the bandwidth 
demand from source node i to destination node j by 64j(fc) and the revenue as r^k). 

The objective to be maximised is the network throughput and revenue as stated in 
equation (6.1), which has one component for each class of service s. 

W° = E E A«(*K(*0 VsGS (6.1) 
(i,j)6ATfc=l,...,/C 

Where Ay(fc) is the throughput of the demand by(fc) carried. The throughput may 
be smaller than unity, meaning that only a X(k) part of the traffic demand bxj(k) was 
feasible to route. 

In the case study, each class of service is oblivious to the presence of other service 
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classes. We consider three layers, another for real time traffic, one for prime rate 
traffic and one for best effort traffic. This approach is quite similar to the described 
in [MR99a], however we do not consider a step for resource conservation. 

In each iteration a service class is considered, beginning with the most delay sensitive 
service class. The residual capacity of each step is used for provisioning the next 
service class. 

Without loss of generality, we may use the same model for all service classes 1. Each 
flow may be customised tuning the constraints expressed by equations (6.5) to (6.7) 

Putting all together we have the following model: 

maximize: 

subject to: 

E E M*)ry(*0 (6-2) 
(iJ)eAfk=l,...,K 

J^Xijik) -J2^(k) = A(fc)stf(fc), V(i, j ) eAf,k = l...K (6.3) 
3 3 

E ^ y ( f c ) < M C y , V(Z,J)€AA (6.4) 
k 

J2J2XM < v{k)bl3{h), V(i,j)£M, k = 1.../C (6.5) 
i 3 

E E d i 3 X i Á k ) < *(fc)6y(fc), V(i,j) EAÍ,k = l...)C (6.6) 
» 3 

E E ^ ^ W ^ Ak)bij(k), V(i,j)eAf, k = l...K (6.7) 
« 3 

Xij(k)=0, V ( i = j ) s M, k = \...K (6.8) 

0 < Xi:i{k) < bij{k), V(i,j)etf,k = l...K (6.9) 

0 < A ( f c ) < l , fc = l.. ./C (6.10) 

òy(fc), i = ifc 
.s;j(7,') <; -bij(k), i = j k (6.ii) 

0, otherwise 

Our objective stated in equation (6.2) is to maximise flow revenue. If routing all flows 
is not feasible, then the solution will route preferably higher revenue flows. However, 

1 Multi-path formulations may depend on the algorithm selected for solving the problem see [Ber98, 
RA093] for a detailed discussion 
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if it is feasible to route all flows, this reduces to a throughput maximisation problem. 

In equation (6.3) we express the flow conservation constraints, where the term Ajj(fc) 
expresses the throughput of flow 6y(fc) that will be carried in the network. Equation 
(6.4) constrains the link load to be less than or equal to a predefined level \x of the 
total available capacity Cy of each link. 

In Equations (6.5), (6.6) and (6.7) we limit the maximum number of nodes u(k), the 
maximum delay S(k) and the maximum packet loss n(k) which an admissible solution 
for routing flow frjj(fc) should have. 

We should notice that a continuous linear programming formulation subject to ca­
pacity constraints may divide flows by several paths. Which makes the solution of 
E i ^ * i j ( f c ) = u(k) the average number of nodes the traffic demand transverse. 

bij(k) 

Equations (6.8) and (6.9) remove redundant decision variables for links that do not 
leave the node and reduce the volume of the polyhedron, respectively. 

Equation (6.10) limits the throughput of traffic demand k between 0 and 1. Where 1 
expresses full bandwidth carried. 

6.5 Simulation results 

In our experiments we have compared the link load distribution of a Shortest Path 
Formulation (SPF) with the model presented in section 6.4. 

We have defined the total throughput of the network as the sum of the capacities of 
the first-hop links emanating from all edge nodes. In our experiments we have started 
with 40 % load of the total throughput as the medium load condition and scaled up 
to 120% for a pathogenic load condition. 

For each link (i,j) we have measured the link load u,v defined in equation (6.12) 

Uij = E fc^ jW (6.12) 

Figure 6.1 shows the maximum, average and standard deviation of the link load 
distribution for the different traffic load profiles. We can see that the algorithm succeed 
in reducing the maximum link load below 1 for all cases, while SPF algorithm produces 
solutions up to 2 times the maximum link capacity. 
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While load increases, the average link load increases slightly, since the algorithm uses 
paths with larger number of links than the shortest path, and therefore the same load 
is accounted in more links than in the SPF case. We can also see that the traffic load 
is balanced over the network as the standard deviation of the link load utilisation is 
less than half of SPF for high load profiles. 

(a) (b) (c) 

(d) (e) (f) 

Figure 6.1: Plots of average, standard deviation and maximum link load of a 
communications network for several traffic profiles: (a) load at 40%; (b) load at 70%; 
(c) load at 80%; (d) load at 90%; (e) load at 100%; (f) load at 120%. The dark colour 
represents the results obtained by our approach. The bright colour represents the 
results obtained using a Shortest Path Algorithm 

6.6 Conclusions 

Our proposed model is capable of mapping common QoS requirements, like packet loss, 
delay and bandwidth into the problem formulation. It is also possible to incorporate 
jitter in the model in the same way we have incorporated delay; this may be important 
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for interactive traffic like Internet telephony. The proposed model is capable of 
distributing traffic across the network by introducing constraints that require link 
utilisation not exceeding a certain level, which may be either pre-specified or obtained 
adaptively. If the load committed to network exceeds the network capacity, the model 
discards traffic minimising economic loss. The formulation allows the placement of 
multiple LSPs between an egress and ingress node. The problem may be solved using 
polynomial primitives, which makes it suitable for on-line or semi-online operating 
modes. 



Chapter 7 

Planning Connections Re-routing 

7.1 Introduction 

Agents situated in dynamic and unpredictable environments require several capabili­
ties for successful operation. Such agents must monitor the world and respond appro­
priately to important events. The agents should be able to accept goals, synthesise 
plans for achieving those goals, and execute the plans while continuing to be responsive 
to changes in the world. In addition, the agents should be able to re-plan as changes 
in the world render their plans obsolete and to reason about uncertain information. 

This chapter describes our approach to the problem of selecting which routes should be 
changed whenever a new routing plan is calculated for the forecasted traffic demands. 
The algorithm aims at the minimisation of the overall number of connections re­
routing subject to link capacities and traffic demands. Reducing the overall number 
of re-routes is particularly important in MPLS, since on the one hand, re-routing a 
high number of connections may be infeasible in practice or at least operationally 
undesirable [AKK+00]; on the other hand, if the allocated capacity is greater than 
demand, the probability of congestion is smaller; thus, the utility of such network state 
is higher, therefore such routing configuration should be kept. An illustrative example 
where a connection re-routing shall be avoided is when the forecasted demand is less 
than the currently allocated bandwidth and there is spare capacity to maintain that 
configuration. By preserving previous routes whenever possible, the traffic engineer 
reduces the overall number of configuration changes, and if enough resources are 
available, no configuration changes will occur during several operation cycles. 

In this approach, the planning algorithm establishes a trade-off between a large number 
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of configuration changes and inefficiently affecting the resources of the network to 
traffic demands. These decisions are made under an uncertainty scenario, therefore, a 
decision-theoretical approach was followed. 

The next section presents an overview of planning under uncertainty using artificial 
intelligence methods. Section 7.3 presents an overview of decision theory methodolo­
gies with applications in a very broad range of conditions. In Section 7.4 we present 
an overview of the decision problem addressed in this chapter. Section 7.5 shows the 
probabilistic model used. Section 7.6 shows the decision model used. Section 7.7 
presents the experiments. Finally, in Section 7.8 we draw our conclusions. 

7.2 Planning under uncertainty 

Planning is a fundamental characteristic of intelligent behaviour. Therefore, a vast 
body of research has been devoted to the establishment of theories, problem represen­
tation and algorithms. 

A plan is a sequence of actions that leads a system to a goal state. When the planning 
system knows its initial state, the exact effect of its actions and there are no exogenous 
interference in the environment, planning is exclusively a logic deduction problem. The 
agent is omniscient in its world and therefore, sensing the environment is not required 
because the agent can predict what state the world will be as it executes the plan. 

However, there are several sources of uncertainty that affect planning systems. The 
agent may have partial or full ignorance of its initial state, the state transition descrip­
tion may be stochastic, the environment perception may be incomplete or subject to 
exogenous interferences. In brief, uncertainty arises in planning systems from incom­
plete models of the world. Either because the required information is inaccessible, too 
complex or impossible to include in the model of the system. 

Therefore, when planning programs are used to provide courses of action in real-world 
settings, such as medical treatments, high-level robot control or disaster relief, they 
must consider that actions may have several different outcomes, some of which may 
be more desirable than others. They must ponder the potential of a plan achieving a 
goal state against both the risk of driving the system to an undesirable state and the 
cost of performing that plan. 

Under these circumstances, decision theory [LR57] provides an attractive framework 
for assessing the strengths and weaknesses of a particular course of action. 
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The agent models the state of the world as a distribution over possible states. Given 
a probability distribution over the possible outcomes of an action in any state, and a 
preference function over outcomes, we can define an utility function on outcomes so 
that whenever the agent would prefer one plan over another, the preferred plan would 
have higher expected utility. The task of the planner then seems straightforward to 
find out the plan with the maximum expected utility. 

Feldman and Sproul's [FS77] published one of the earliest works in decision-theoretic 
planning. More recently we have seen a resurgence in work on planning under un­
certainty. We may put forward reasons for this. The recent advances in Bayesian 
inference [Pea82]. The success of Markovian approaches in areas such as speech 
recognition and the closely-related reinforcement learning techniques have encouraged 
work in planning using Markov Decision Processes (MDP) and most notably partially 
observable MDPs [Lit96]. 

An open issue seems to be the problem of separation of utility assessments from risk 
assessments in subjective evaluations and the attempt to place probability measures on 
situations that are, in fact, unknown [FL02]. We address this problem in section 7.5. 
But first, we will introduce some fundamental concepts of decision theory in the next 
section. 

7.3 Decision Theory Methodologies 

Mathematical decision theory is concerned with decision making under conditions of 
uncertainty. The central idea of mathematical decision theory is that a numerical 
utility function can be used to evaluate decisions [CM59]. 

The central theorem of decision theory shows that an optimal strategy can be se­
lected using a single numerical value that summarises the advantages of a set of 
actions [Fis70]. This theorem states that: if various outcomes have known utilities 
and known probabilities of occurrence, then any admissible strategy is equivalent to 
one which maximises expected utility. 

Decision methodologies under uncertainty can be grouped in Game-Theoretic, Prob­
abilistic and methodologies that do not specify an utility or loss criteria like procras­
tination. 

Game-Theoretical approaches involve uncertainty resulting from conflicting objectives 
and private knowledge of players. 
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Probabilistic approaches define a quantitative expression for the likelihood of an event, 
then apply the expected value maximisation principle, also called "Bayes principle". 

The former approach is the most widely advocated rule in decision theory, and there­
fore, the followed approach in this chapter. It suggests that the option with the largest 
expected value should be chosen. Calculation of the expected value of a decision option 
requires the availability of the probabilities attached to each possible environmental 
state. In cases where this can not be done, subjective probabilities are attributed to 
each possible environmental state. 

The following paragraphs are an overview of the probabilistic approaches to method­
ologies for deciding under uncertainty. 

We start by the case where decision variables are deterministic. If A and B are two 
plans, plan A is preferred to B, that is A y B if, and only if, the utility of plan A, 
U(A), is greater than the utility of plan B, U(B). This is simply formulated by: 

A y B «=» U(A) > U{B) (7.1) 

If the decision variables are not deterministic, but the probabilities of the states of 
nature are known, the agent should then select the plan with better expected utility. 

A y B <=> P(A)U{A) > P(B)U{B) (7.2) 

If the exact value of the probabilities of the states of nature are unknown, the problem 
can be formulated as a range of probability distributions over the possible states of 
nature. Assuming a continuous range of probability distributions, IT, the lower bound 
for plan A can be defined by pL{A), and an upper bound as pu(A). The difference 
between pu(A) and pL{A) can be regarded as some measure of uncertainty, referred 
as Knightian uncertainty. 

Since there is not a unique probability distribution, decisions can no longer be made 
by maximising expected utility because it could happen that an action that maximises 
an expected utility under some probability distributions could not be optimal under 
others. 

To cope with this, two approaches to decision-making under Knightian uncertainty 
were derived: Relaxing Independence Assumption and Relaxing Completeness. 
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7.3.1 Relaxing Independence 

Relaxing independence means that if A and B are two games, and A is preferred 
to B, that is A y B, then a mixture of A and a third game D is better than a 
mixture of B with D. In situations where there is no unique probability distribution, 
this argument will not hold, instead a weaker version of independence, which Gilboa 
and Schmeider [GS89] call constant-independence assumption, will hold. In this case 
a constant act is declared and a mixture of A and C will be preferred to a mixture of 
B and C. 

This weaker definition of independence and uncertainty aversion provides a theoretical 
foundation for Wald's minimax decision rule. This rule formalises the idea that in 
situations where there is uncertainty about the probability distribution to apply, or no 
distribution at all, the action to apply should be the one holding their least possible 
loss. We denominate a decision policy based on the minimax assumption a risk-
aversion 1 policy. 

If A and B are two plans, plan A is preferred to B, that is A y B, if and only if, 
the minimum expected utility of plan A, regarding probability p, that is EpU(A), is 
greater than the minimum expected utility of plan B, for any probability p belonging 
to the set of probabilities IT. 

Formally, Gilboa and Schmeidler specify the decision rule as: 

A >- B <^> mmEpU(A) > mmEpU(B), pen (7.3) 
p p 

Under this assumption the theory allows points that are indifferent to a given constant 
act, C, to be represented by two indifference curves. The indifference act is represented 
by a line with 45°. The points above the indifference curve C will have slope equals 
to ^p ,Ay The points below the indifference curve C will have slope 1 ^ L ^ ^ . 

7.3.2 Relaxing Completeness 

An alternative approach to characterising preferences and describing the appropriate 
decision rule is to maintain the independence assumption but relaxing the completeness 
assumption. Completeness implies that a decision maker faced with two gambles 
will be able to compare them and state a preference relation between them. By 

1in a sense that selects actions that comprises the minimum risk expressed in terms of utility 
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dropping the completeness, it is possible to make decisions that are not consistent 
with each other. In order to prevent intransitivity, Bewley introduces the inertia 
assumption [Bew88]. This assumption states that the status quo must be kept unless an 
alternative that is clearly better under all circumstances is presented. We denominate 
a decision policy based on the inertia assumption a conservative policy. Formally this 
decision rule is: 

A y B ^> EPU(A) > EPU{B), Vp e TT (7.4) 

The Gilboa-Schmeidler preferences takes into account only the worst case scenario. 
The decision rule proposes actions that minimise the downside of the worst case. 
The Bewley preferences explores the outcomes under all probability distributions, 
not focusing in the worst case scenario. Given a range of probability distributions 
that are possible over the future period, it is theoretically possible to establish a 
range of utilities that are consistent with these probability distributions. The inertia 
assumption keep the current plan unchanged if the utilities lie in within this range. 
Consequentially, it is possible that the same routing plan will prevail for several periods 
if the utility of all connections satisfies satisfies condition (7.4). Therefore, the Bewley 
formulation of Knightian uncertainty has the potential to explain the behaviour of 
some network management policies. 

7.4 Problem Formulation 

In this application, we are interested in planning what connections should be re-routed. 
For that, we need to articulate the uncertainties of the forecasted demands with the 
success probability of performing a connection re-routing action. For the purposes 
of this chapter, a connection re-routing will have any of the following meanings: the 
action of allocating a bandwidth pipe, or LSP, between two points in the boundary of 
the network; the action of changing the route or bandwidth allocation of an already 
established connection. In this context, connection re-routing has the final goal of 
supplying a bandwidth demand. That action is considered successful if, during a 
given period of time, the allocated bandwidth is sufficient to supply the demand. 

For planning the re-route of the connections, we have followed an approach based on 
the branch-and-bound algorithm, as devised by [FS77]. That algorithm explores the 
search space formed by the combinations of actions derived from both current and 
new routes. With the advantage of avoiding to explore portions of the tree where it is 
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possible to show that the optimal plan lies elsewhere. 

Since branch-and-bound compares partially complete plans, the utility model should 
be formulated as a sum of terms attributable to each step of the plan. So, a very 
important characteristic of the utility function is additivity, because it permits the 
calculation of the utility of the partial path to be local and incremental rather than 
global. 

A function with that property is the expected utility of the plan. Calculated as the 
mathematical expectation of the utilities of the individual outcomes, in this case the 
outcome of an individual connection re-routing action. The partial utility of a connec­
tion is calculated as function of the traffic goal of reducing end-to-end delay. We are 
interested in synthesising a plan with the Maximum Expected Utility (MEU), or just 
the Maximum Utility (MU). The only special feature of this algorithm is considering 
a feasibility procedure that evaluates the capacity constraints of the network. Risk 
aversion and conservative decision policies may be coded in the feasibility procedure 
using decision rules reported in eq. 6.3 and eq. 6.4. 

Notice that the expected utility is a measure of the merits of the strategy expressed 
by the plan. Thus, if we use the expected utility as a measure when searching for good 
plans, we do not guarantee good outcomes, only good strategies. 

7.5 Probabilistic Model 

This section provides an uncertainty model for assessing the success probability of a 
configuration action. 

The uncertainty model considered for the forecasting errors (residuals) is the Gaussian 
white noise. The Gaussian white noise has also a Gaussian joint distribution with 
constant first and second order moments. Because the Gaussian Probability Density 
Function (PDF) is completely characterised by the first two moments, it is possible to 
model the success probability of a given configuration action. 

In this section, we are particularly interested in exploring the importance of the resid­
uals variance as well as the estimation errors of the first and second order moments. 
Namely, how uncertainty and risk influences choices of actions, and how it can be used 
to model the behaviour of the traffic engineer. 

There is also the possibility of not considering only one single uncertainty model. 
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For example, when we do not know the distribution of the errors, or we do not 
want to assume a single distribution due to the lack of prior knowledge or empirical 
support, we may consider several uncertainty models and apply a decision-theoretic 
approach to planning based on Knightian uncertainty. The decision rules described 
in section 7.3 are useful for that purpose, Namely, Independence and Completeness 
relaxation assumptions. 

To simplify our analysis, we will consider a single uncertainty model that considers 
uncertainty on the distribution parameters. Without loss of generality, the procedure 
devised here is applicable to the case where more than one uncertainty model is 
considered. For that, we only need to obtain a lower and an upper success probability 
that satisfies the conditions stated in section 7.3, then apply a procedure similar to 
the described in this section. 

The present approach considers uncertainty on the mean and variance of the probabil­
ity distribution of the actions. The mean and variance, are estimated from residuals 
using a finite sample size thus, subject to uncertainty. In this case, the variance's 
index of precision defines an upper and lower bound where the population variance 
lies, for a given confidence interval. 

Let the bandwidth demand of flow k at time t be represented as bt{k) and the forecasted 
bandwidth demand for the same flow and time instant be represented as bt(k). Let the 
bandwidth allocated in the network to route flow k at time instant t be represented 
as dt(k). 

The forecast errors et(k), were modelled with a Gaussian distribution with zero mean 
and the variance o{k)2. This approach is similar to Boelhje and Lins [BL98] and 
Manfredo and Leuthold [ML01]for measuring and describing risk. 

Since the error affects forecasts, the forecasted bandwidth is a stochastic variable with 
a Gaussian Probability Density Function (PDF), with mean bt(k) and variance a(k), 
i.e., bt(k) = bt(k) + et{k), et(k) ~ N(0, a{kf). 

The probability of the forecasted bandwidth being smaller than the currently allocated 
in the network, P(bt(k) < dt(k), can then be estimated by evaluating the area between 
their respective intervals of the normal distribution function. 

P ( M * ) < * ( * ) ) = « ( * ( * y ) (7-5) 

Where $ is the area between the respective intervals of the normal distribution func-
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tion, as shown in figure 7.1. 

Ù 
±-z 

Figure 7.1: The definition of $(6) 

The parameters of the error distribution are estimated from historical forecast errors, 
therefore, from error theory, the standard error of the mean is: 

* *<* , = - 7 - (7-6) 

The standard error is most often used to express the uncertainty in the mean of a 
variable, but it is also more generally applied to express the uncertainty associated 
with any form of a central estimate. Thus one can speak of the standard error of a 
quantity whether or not it is the mean of a set of measurements. 

The standard error of the variance is: 

Let us take a look in the standard error of the mean. As we can see, due to errors, 
the population mean can lie anywhere inside the interval ± p^- Figure 7.2 plots the 
PDF of both extrema of the mean and compares it with the expected value - the PDF 
in the middle. 

Now, Let us take a look in the standard error of the variance. As we can see, due 
to errors, the population variance can lie anywhere inside the interval àio(k)2 J^-^ 
around the sample estimator. Figure 7.2 plots the PDF of both extrema of the standard 
deviation and compares it with the expected value - the PDF in the middle. 

How can we articulate the sample errors and uncertainty? How can we define an upper 
and a lower probability of success? 
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(a) (b) 

Figure 7.2: The effect of uncertainty on the distribution parameters: (a) The effect 
of estimation error on the mean of the forecasted error; (b) The effect of estimation 
error on the variance of the forecasted error 

It seems that we can define a general upper and lower bound on the probability of 
success by simply taking both extrema of the standard errors and defining two PDFs for 
the forecasted demand. Doing that we will have two distinguished indexes of precision 
that give origin to two distributions, that originate the lower and upper bound on the 
probability of success. The PDF for the forecasted demand that originate the lower 
bound on the probability of success is defined by: 

PL[bt{k) < dt(k)) = $ — - ^ j 

the upper bound on the probability of success is defined by: 

(7. 

Dfun\ , n ^ ^rft(fc) - òt(fc) + <r-6(fc) Pu{bt(k) < dt{k)) = ${ — 
'ff(fc) 

(7.9) 

Using equation 7.8 and 7.9 one can define an upper and lower bound on the success 
probability of a configuration action. Using these equations one may apply the decision 
rules presented in equations 7.3 and 7.4, to each plan or to each node generated by 
the branch-and-bound algorithm, implementing conservative and risk-aversion decision 
policies. 

First we calculate the utility of the current routing plan for the forecasted demands, 
and then the utility of the new routing plan optimised for the demands forecasted. 
Then, one creates a model in which the probability of each state of the nature is 
considered, and for each state, the utility of each plan is calculated, giving us a 
framework for applying the enunciated decisions rules. We will call this framework a 
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decision model. 

7.6 Decision model 

Instead of applying only one method for decision making in the planning algorithm we 
propose to evaluate each method separately and then try combination of methods in 
order to discover the framework which minimises the number of configuration changes 
and at same time maximises the network resources utilisation. We are also interested 
in modelling the behaviour of the traffic engineer facing the same decisions. 

We apply this decision rules alternately and compare then each outcome with the a 
posteriori decision. Then we will compare the decision arisen from the combination 
of decision rules and compare with an a posteriori decision. The next section present 
the results of our experiments. 

7.7 Exper iments 

These experiments aim at the study of the relationship among uncertainty, risk and 
performance in planning under Knightian uncertainty. The performance of the plan­
ning algorithm was controlled by the following parameters: 

• The level of uncertainty - expressed in terms of standard error; 

• The level of risk - expressed in terms of standard deviation of the forecast error; 

• The standard deviation of the demand. 

The performance metric is the demand failed to supply, caused by missed connection 
re-routing actions. The performance metric is calculated based on the real observed 
value of the demand. 

7.7.1 Experimental setup 

The experiment consists in generating plans in response to changes in bandwidth 
demand, that occurs at fixed granularity. These changes are denominated events. 
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Each session consists of sequences of fifty events with a predefined level of uncertainty, 
risk and bandwidth demand variation that allows to obtain the load discarded. 

In each session, the range of standard error values is in [0.1,0.6], the range of the 
forecasting error values is in [0.1,1.0] and the range of the bandwidth demand variation 
is in [0.2,2.0]. All intervals were subdivided in 10 values. All combinations of values 
were explored giving an outcome of 50 x 103 plans generated. 

7.7.1.1 Traffic P a t t e r n s 

We have collected performance data from the Abilene network [Int] during 4 months. 
The data collected showed several traffic patterns on the demand. These traffic 
patterns are illustrated on figure 7.3. 

The importance of these patterns on the realization of this experiment is concerned 
with issue of selecting a pattern to generate the demand flow of the 50 events that 
characterise each session. 

The observed traffic patterns of the demand consists mainly of two kind of patterns: 
Figure 7.3(a,b) show patterns with complex determinism and relatively low noise 
variance; Figure 7.3(c,d) show patterns with simple determinism but with low and 
high noise variance respectively; 

We now discuss which patterns shall be selected to be included in the experiments. 
Figure 7.3(c) presents the pattern which is the most simple to predict, because as the 
simplest determinism. It potentially causes the least critical consequences in case of 
wrong prediction, due to the low noise variance, the magnitude of the prediction error 
would also be low, and consequentially, would have a low impact on the network state. 
The pattern of Figure 7.3(d) has the potential to cause the most critical consequences 
in case of a bad prediction. Although the determinism is simple, it has a relatively high 
noise variance, which may cause high magnitude prediction errors putting the network 
in a pathogenic state. The first two patterns presented in Figure 7.3(a,b), have a very 
low impact on real network scenarios due to the low noise variance, and also because 
the series presents good predictability as the results obtained on chapter 4 show. 

The conclusions taken from this analysis suggests to vary the traffic patterns of the 
demand between Figure 7.3(c) and (d) in order to generate the flow of the 50 events 
that characterise each session. 
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(a) 
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(b) 
Tralfc Load AUi-Han Link 

(c) (d) 

Figure 7.3: Plots of the traffic load of several links: (a) Traffic load on the Chicago-
Indianapolis link; (b) Traffic load on the Atlanta-Houston link; (c) Traffic load on the 
Cleveland-Indianapolis link; (d) Traffic load on the Houston-Kansas link 

7.7.2 Experiments results 

Figure 7.4(a) represents the performance of plans generated under Knightian com­
pleteness relaxation rule and maximum expected utility. In the abscissa we have the 
ratio between standard deviation of the bandwidth demand, ad(k), and the standard 
deviation of the forecast error, a(k). We denominate this signal to noise ratio in the 
graphics tag, an define it formally in equation 7.10. 

SNR 
a(k) (7.10) 

In the ordinates we have the standard error of the estimated variance. In the z axis 
we have the plan performance metric, which is the load discarded. 

Figure 7.4(b) is the performance of plans generated under the SPF and MCF algo­
rithm. SPF is a legacy routing algorithm, MCF is our proposal for semi-online routing. 
In the abscissa we have the SNR. In the z axis we have the plan performance metric, 
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which is the load discarded. This session considered a standard error of the estimated 
variance of 2.31. 

Figure 7.4(c) is the performance of plans generated under Knightian completeness 
relaxation rule and maximum expected utility. In the abscissa we have the SNR. In 
the z axis we have the load discarded. This session considered a standard error of the 
estimated variance of 0.31. 

Figure 7.4(d), is the performance of plans generated under Knightian completeness 
relaxation rule and maximum expected utility. In the abscissa we have the SNR. In 
the z axis we have the load discarded. This session considered a standard error of the 
estimated variance of 2.31. 

Corn parison of the load discarded by two optim satbn alyorith ms 

(a) (b) 
Comparison of the load discarded by two decision poleias Comparison of th* load discarded by two decision policias 

(c) (d) 

Figure 7.4: Plots of the load discarded: (a) A comparison of maximum expected 
utility and conservative decision policies applied to planning under uncertainty; (b) A 
comparison of both SPF and MCF optimisation algorithms for a planning scenario; 
(c) A comparison of both maximum expected utility and conservative decision policies 
applied to planning under uncertainty (uncertainty=0.31); (d) A comparison of both 
maximum expected utility and conservative decision policies applied to planning under 
uncertainty (uncertainty=2.37) 
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7.7.3 Results analysis 

Figure 7.4 (a) allows us to conclude that planning maximising expected utility is much 
more vulnerable to uncertainty when the "signal/noise" ratio is small. This gives us 
an indication of which methodology should be used under such severe conditions of 
uncertainty and "noise". 

Figure 7.4 (b) allows us to illustrate the improvement on the load discarded using the 
MCF optimisation algorithm. 

Figure 7.4 (c) allows us to illustrate the differences between the plan generated 
using maximum expected utility and conservative decision policies. In this scenario of 
relatively low uncertainty, both plans present relatively similar performance. 

Figure 7.4 (d) allows us to illustrate the differences between the plan generated 
using maximum expected utility and conservative decision policies. In this scenario of 
relatively high uncertainty, the conservative decision policy outperforms the maximum 
expected utility for medium values of "signal/noise" ratio. 

In this uncertainty model, the upper and lower probability are symmetric. The risk 
and uncertainties associated to each bandwidth demand are equal to all flows, thus the 
plans generated maximising utility, expected utility and considering the integrity relax­
ation decision rule have all similar performance. Therefore, the combination scheme 
of planning algorithms was not useful because the majority of planning algorithms 
outputs identical plans, with the exception of the conservative decision policy. 

7.8 Conclusions 

We have experimented the usage of probabilistic decision rules in the problem of 
planning changes in a network configuration. 

We studied the performance of Knightian decision methodologies applied to planning 
in artificial intelligence under diverse conditions of uncertainty and risk. The exper­
iments' results allowed us to identify the conditions in which those methodologies 
should be applied. Namely, we achieved good results in conditions of severe risk and 
uncertainty applying completeness relaxation decision rule under Knightian uncer­
tainty. The remaining regions are amenable to planning algorithms that maximise 
expected utility. 
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We have proposed a scheme of voting to compare plans made using different decision­
making methodologies. The results obtained were similar to maximising expected 
utility. 



Chapter 8 

Conclusions 

This chapter summarises the work described in this dissertation, proposes areas in 
which further work is required and draws the final conclusions. 

8.1 Summary 

This dissertation has addressed issues of Internet traffic engineering that are suitable 
for an Artificial Intelligence approach. 

Chapter 1 motivates the need for traffic engineering on the Internet and presents 
arguments for an Artificial Intelligence approach. 

Chapter 2 discusses Internet Traffic Engineering and decomposes the problem into 
several dimensions. It gives an overview of the currently available solutions, providing 
a comparison of traffic engineering automation systems from several perspectives. It 
discusses trade-off solutions for routing, network dimensioning, path restoration and 
traffic forecasting issues. It analyses other approaches and establishes a comparison 
between them and our work. 

Chapter 3 presents an architecture based on a multi-agent system for dealing with the 
network management issues of Internet traffic engineering. The architecture supports 
the deployment of reactive agents inside network elements to reduce communications 
latency. It is proposed to enhance the adaptability of reactive agents, with local 
knowledge of the world, by exchanging information with deliberative agents that have 
network-wide knowledge. Allowing reactive agents' actions to approximate those per­
formed by agents with network-wide knowledge and thus, network-wide optimality. It 
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concludes arguing that such hybrid architecture responds to the scalability, reliability, 
fault-tolerance, openness, security and real-time requirements of this problem. 

Chapter 4 presents an overview of two theories for time series analysis and forecasting. 
It concludes that time series analysis and forecasting is a very broad research topic 
that requires a considerable amount of human intervention analysing graphics and 
crossing the collected information with domain knowledge, being therefore a challenge 
to Artificial Intelligence methodologies. 

Chapter 5 discusses an approach to time series analysis and forecasting automation 
based on ILP. It presents improvements in the numerical reasoning capabilities of 
ILP systems to cope with this issue, some of the proposals are generalisable to other 
Machine Learning methodologies. It concludes that ILP provides a framework for 
combining the expert knowledge, human judgement, statistical methodologies for time 
series forecasting and empirical results. The knowledge combination process has the 
potential to extract information about the time series features, while allowing the 
discovery of new knowledge. 

Chapter 6 discusses a linear model for network dimensioning. The proposed model is 
capable of mapping common QoS requirements like packet loss, delay and bandwidth 
into the problem formulation. It is capable of distributing traffic across the network 
and of performing admission control by discarding traffic that minimises economic 
loss. It concludes that suitable adjustments on model parameters can approximate 
the performance of a non-linear model formulation in polynomial time. 

Chapter 7 discusses the issue of connection re-routing. The proposed planning al­
gorithm implements three decision policies: (i) Maximum expected utility; (ii) Risk 
aversion and (iii) conservative decision policies. It argues that under severe conditions 
of uncertainty and risk a conservative approach has better results. It concludes that 
the number of path reconfigurations may be reduced and the network efficiency may 
be improved by reducing the load discarded. 

8.2 Future Work 

This dissertation addresses the problem of time-dependent traffic engineering. We 
propose, as future work, the research on artificial intelligence methods to improve 
state-dependent traffic engineering process models. 

The proposals for future work will be addressed in a per-chapter basis. 
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Chapter 3. Security is a major issue in telecommunications applications. The agents 
platform should be extended with such functionality to deal with security issues. The 
development of an on-line demonstration software would be a plus. Specially, with 
features to simulate network failures and different traffic patterns. The simulator shall 
provide a comparison with a legacy network routing protocol, using traffic performance 
statistics. This would enable us to assess the proposed system suitability for on-line 
routing. 

Chapter 5. Empirical study of other Model Selection Criteria. Namely, SIC [SM03] 
because it copes with root mean square error minimisation. Improve the F-Test 
implementation to be full compliant with the proposal in [WM93]. Include more 
statistical forecasting models in the background knowledge. Synthesise an algorithm 
for Model Class Selection based on the proposals stated in [ECR90, Lo94, RJV96] 
and integrate the resultant algorithm in the ILP framework. 

Chapter 6. There are several algorithms that solve the multi-commodity problem, 
although recent proposals [Ste92, KPP95] for optimisation with polynomial time 
may be a good improvement for upgrading the system for on-line routing as pro­
posed in [AKK+00]. The parallelisation of the optimisation algorithm will be an 
essential step in the convergence to an on-line routing approach, namely in very 
large networks. Bertsekas [Ber98] proposes an auction algorithm that allows the 
distribution of computation. Another interesting approach is stochastic optimisation 
algorithms [UP01]. These algorithms include mechanisms to cope with multi-service 
availabilities, sharing guard capacity among flows that are assumed to be statistically 
independent, increasing resource efficiency. 

Chapter 7. There are several planning algorithms that cope with uncertainty. Markov 
Decision Processes (MDP) and Bayesian Inference approaches [Bly99] seem two promis­
ing research directions. An interesting challenge is to implement conservative and risk 
aversion policies in both algorithms. Another direction to further improvement is to 
develop a planning tool with the three approaches above. This would speed-up the 
research in several areas not directly concerned with planning. An example is robocup. 

8.3 Conclusion 

It is the thesis of this dissertation that Artificial Intelligence methodologies may 
be applied to the traffic engineering process model. The presented methodologies 
improved on legacy architectures and mechanisms in the following issues, (i) Provide 
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an architecture for network management that copes with telecommunications require­
ments such as: resilience, fault-tolerance and real-time, (ii) Optimise network routing, 
using periodical and alarm-driven mechanisms, improving resource usage efficiency, 
(hi) Optimise pro-actively network routing, using autonomously forecasting techniques 
that capture traffic trends, improving the efficiency of resource utilisation in a semi-
online fashion, (iv) Reduce the number of re-routed connections, using a planning 
algorithm that improves efficiency of resource usage, allowing effectively a semi-online 
approach. 

This dissertation applied and evaluated the above methodologies. Chapters 2 and 3 
presented arguments for supporting claim (i) Chapter 6 provided empirical evidence 
that supports claim (ii). Chapter 7 provided empirical evidence for supporting claim 
(hi) and (iv). 

In summary, this dissertation has argued that deployment of the proposed mechanisms 
for Internet traffic engineering would help the operator to satisfy service level require­
ments, in a resource-efficient way, without changing current network routing protocols 
or traffic control mechanisms. 



Appendix A 

Acronyms 

ACF Autocorrelation Coefficients Function 

AIC Akaike Information Critérium 

AR AutoRegressive 

AUT Aie U-Theil 

BDS Brock Dechert Scheinkman test 

BIC Bayesian Information Critérium 

DiffServ Differentiated Services 

CAIC consistent AIC 

CAICF Corrected AIC with Fisher information 

CBR Constraint Based Routing 

ECG ElectroCardioGram 

FOL First Order Logic. 

FOIL First Order Inductive Logic. 

FreeBSD Free Berkeley Software Design 

FRMSE Forecasts Root Mean Square Error 

ILP Inductive Logic Programming 
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ILP* IndLog Program with prunning and noise handling improvements 

IOS Internal Operating System 

IP Internet Protocol 

KLI Kullback-Leibler Information 

LSP Label Switch Path 

MAE Mean Absolute Error 

MAS Multi-Agent Systems 

MCF Maximum Concurrent Flow 

MDP Markov Decision Processes 

MEU Maximum Expecte Utility 

MDL Minimum Description Length 

MIS Model Inference System 

MLE Maximum Likelihood Estimatior 

MML Minimum Message Length. 

MPEG Motion Picture Experts Group 

MSA Markov Switching Autoregressive 

MSC Autoregressive model with multiple structural Changes 

MSE Mean Square Error 

M U Maximum Utility 

NAIC Normalized AIC (by sample size) 

NBIC Normalized BIC (by sample size) 

OLS Ordiary Least Squares 

OSPF Open Shortest Path First 

OSS Operating Support System 
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PAC Probably Approximately Correct 

PACF Partial Auto Correlation Function 

P D F Probability Density Function 

P H B Per Hop Behaviors 

QoS Qualtity of Service 

RIP Routing Internet Protocol 

RMSE Root Mean Square Error 

SIC Subspace Information Critérium 

SLA Service-Level Agreement 

SLS Service Level Specification 

SPF Shortest Path First 

SSE Sum of the Squared Errors 

TAR Threshold AutoRegressive 

TCP Transport Control Protocol 

TE Traffic Engineer 

TLS Theory Level Search 

U R B A U-theil Root mean square error Bic 

VBR Variable Bit Rate 
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