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Abstract

The work in this thesis presents an approach towatlde effective
monitoring of business processes using Case-Baseas&iing (CBR)
The rationale behind this research was that busingmocesses
constitute a fundamental concept of the modern woahd there is a
constantly emerging need for their efficient cortroThey can be
efficiently represented but not necessarily monédrand diagnosed
effectively via an appropriate platform.

Motivated by the above observation this researchrspad to which
extent there can be efficient monitoring, diagnosisd explanation of
the workflows. Workflows and their effective repmastation in terms
of CBR were investigated as well as how similariheasures among
them could be established approprigte The monitoring results and
their following explanation to users were questidnas well as which
should be an appropriate software architecture lova monitoring of

workflow executions.

Throughout the progress of this research, sevemb ©f experiments
have been conducted using existing enterprise systewhich are
coordinated via a predefined workflow business e Past data
produced over several years have been used for rtheds of the
conducted experiments. Based on those the neces&aowledge
repositories were built and used afterwards in orde evaluate the
suggesting approach towards the effective monitgrand diagnosis of

business processes.

The produced results show to which extent a bussnpsocess can be
monitored and diagnosed effectively. The resultsoaprovide hints on
possible changes that would maximize the accuradytle actual
monitoring, diagnosis and explanation. Moreover theEresented



approach can be generalised and expanded furthenterprise systems
that have as common characteristics a possible Wonkrepresentation

and the presence of uncertainty.

Further work motivated by this thesis could invegstie how the
knowledge acquisition can be transferred over wboWf systems and
be of benefit to large-scale multidimensional empteses. Additionally
the temporal uncertainty could be investigated e, in an attempt to
address it while reasoning. Finally the provenarofecases and their
solutions could be explored further, identifying reelations with the

process of reasoning.

Vi
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Part I: The Research Problem Chapter 1 Introduction

Chapter 1

| ntr oduction

“The most incomprehensible thing about the world is that it is

’

comprehensible.’

Albert Einstein

Modern organisations employ a large number of bessprocesses and
procedures to ensure the accomplishment of theialgoThe effective
management, monitoring and troubleshooting of th@secesses is of

paramount importance to the organisation.

With the help of business processes large, compleganisations can
precisely set their goals, refine their procedureechmanisms and
manage their multi-dimensional resources regardlesstheir actual
diversity, coherence and internal complexity. Howeyvthis complexity
in combination with the accumulative communicatibbad among any
internal/external stakeholders can cause a sigaifitcoverhead to the

business processes while increasing in size andean

Business processes for more than twenty years [Dpwet & Short,
1990] have been seen as tightly connected with nmfation and
communication technologies which are used extengiven current
world economies. Latest advances have shown thairthpplication in
communities and organisations enhances innovatioramatically,

increases productivity and affects the current st@ms globally. The
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10" Global Information Technology Report [World EconamForum,
2011] highlights how their application is affecting 138conomies
globally, constituting over 98 per cent of the gbdbgross domestic
product (GDB).

Business processes can be relatively complex, tiesr monitoring is
usually a human task. However, nowadays their mommntg requires
automation due to the high complexity of information within gresses
and the large volume of data involved challenge associated with the
monitoring of business processes is whether thely ba automated by

using specialised software.

This work has been triggered by the above challenldeinvestigates
whether there can be automated monitoring as wellugp to which
extent this monitoring can be applied. This chaptexplains the
rationale behind this work as well as the formulhtesearch questions.
Finally a summary of this thesis is presented.

1.1 Rationale

The term business process is relatively new. Howewide implied
concept has existed for a long time. Business psses can be regarded
as procedures that contain several steps/stageshtdmee to be satisfied

towards a pre-defined goal, result or product.

Business processes nowadays are being controlled andbtmitored via
enterprise computer systems where their orchestmatiis being
controlled by software systems. The monitoring ohyacomplex
situation is usually a non-automated task that desi within the
responsibilities of human managers. These manapare to deal with

any emerging, complex or unanticipated situations.

Traditionally business process managers deal withcpss monitoring

in a non-automated way. However, nowadays the nundfeprocesses
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involved in a typical business function is quiteghiand complex. The
volume of data that has to be considered, evaluaed be subject to
monitoring is equally high. Given the above, a dkabe and an
opportunity are being created: firstiy investigate whether there can
be sufficient and effective monitoring to businegsocesses and
secondly, if this is the case, up to which extelmitstmonitoring can be

automated.

Since Business processes are of such importanaééomodern world,
their definition from a technological aspect shodld defined formally
Current standards, such as UML, BPMN and WS-BPEBMI| 2007],
provide the essential formalism for effective anffieient Business
Process representation across industries, ensucimgsistency among
procedures. An efficient representation of a busieprocess can
promote its consistency, improve communication in terms of the
definition of operations (e.g. who is supposed to what) as well as

afford easier (e)design/ (e)implementation of its consisting parts

A typical example that can illustrate the above a loan approval
procedurein the banking sector. A loan approval is a businpsescess
that consists oA number of sub-processes. These can be sedigure

1-1 and can include:

e an initial application, containing the borrowing eds of the
client, information regarding his/her income, lidibies, assets,
previous loans, etc.

e the wunderwriting process where supporting documerdse
provided along with the credit history of the custer

e the processing stage which requires contact wité borrowers,
the realtor, the appraiser, the loan officer, theedit report
company, the title company and the escrow compabBgsf West
Bank, 2012]

e the loan closing document and funding stage where final
documentation follows and the loan can be chardsest as

finished
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[nitial Loan
Application
Underwriting |[—— Credit Report
Processing |—— Appraisal |—— Title — Open Escrow
Loan
Crocuments
Funding

Figure 1-1: Loan approval business process [East West Bank, 2012].

As seen in figure 1-1 the loan process involvesigndicant number of
systems that may residen the same company or be outsourced to
others (e.g. the credit approval). The workflow tfe above process
can be captured into some formal or diagrammatipresentationbut
its monitoring should be conducted via an expertaoteam of experts.
This has to be done manually in order to deal wath unanticipated
situation or problem. An efficient representatiohloavs the modular
approach of the process design, allowing parts tw® d¢hanged on
demand (e.g. allocate the credit checks to a défdr credit rate

agency, add a different part to the Processing pattc.)

Since business processes are of such wide use,r tleéficient
management is important. Modern business processagament (BPM)
covers business processes across organisational ndmries,
coordinating the flow of information among vendoend allowing
adaptation to changing conditions in a synergismanner [Liu, Li &
Zhao, 2009. However, in reality this constitutes a perenniablplem

which states a hard to avoid business challengéickent management

4
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means that in any current enterprise, that encagiesl business
processesijts “operational efficiency is maintained at sufficienthigh
levels, such that the return on investment is susthle enough to
justify its continued existenc¢e[Bandara et al., 2007].

Current business process technologies, althoughctiomal enough in
terms of modelling, are failing to meet challenges terms of
governance, organisational strategy, process desigd finally their
actual executionTherefore there is a challenge to enhance the exgst
amalgamation of technologiesith a top level intelligent management
of their underlying process Moving even further from the design,
representation and execution of a business procelss, challenge is
whether we can effectively monitor, analyse in de@nd remove the
fuzziness associated with the complexity of busBiesxecution
Another challenge is to be able to provide feedbaackhe investigated
system based on the knowledge that a monitoringesyshas collected.
A key challenge is also how to coordinate the eixigttechnologies and
the information collected by a process monitoringstem to provide

feedback and effective management in a practical effective way.

In most processes nowadays a common phenomenoreimglobserved:
while reaching a stage of automation, the volumeaaf acquired data
is significantly higher compared to the volume then be controlled
by human managers and existing tools [Rozenfeld)730A descriptive
example relating to the above is the control of cunrecamera
surveillance systems worldwide. From their initiapplication, their
control was considered relatilae trivial, having allocated a certain
number of staff over a limited number of devices.owkver, the
numbers have significantly climbed up recent years both in terms of
operating devices and data generated, making teéficient monitoring
significantly harder. London metropolitan policeraaunced some years
ago that it cannot deal with the volume of infornoat generated by its
surveillance systems [CNET, 2009]. The control ath systems can be
regarded as really intensive task and a way to automate it @obk of

significant benefit. Of course the question raisat this point is to

5
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which extent this monitoring can be automated. Considering the
business processes and the challenges associated thiem, this
research is investigating the feasibility of applgi intelligent
monitoring based on theunique characteristics.

Business process managers dealing with problemsitications appear
to work mainly by remembering previous sequencesewvénts. These
events are associated with past problematic exeastiwhich have
been subject to remedial actions and/or some re¢ifbec The managers
are reusing this knowledge, gainddly previously applied solutions
taking into consideration the characteristics ofethinvestigated
process. This is very similar to the Case-based sRaang paradigm.
Case-based Reasoning (CBR) [Kolodner, 1993] is antifigial

Intelligence technique that operates in a similarayw reusing
knowledge and adapting it to the problem in haftdis therefore worth
investigating its application within the concept tlusiness process

monitoring.

1.2 Main Research Question

The main research question that this thesis isexrhlio answer is the

following:

Can Business Processes be intelligently monitored and diagnosed

with the use of software techniques?

More specifically, can techniques based on Case-based Reasoning
(CBR) assist effectively in the intelligent monitoring and diagnosis of

business processes?

CBR systems offer an effective approach to realdgimroblems in a
number of cases [Kolodner, 1993]. CBR techniquewvehdeen used

across different environments in order to suppdré tdecision-making

! Actions and events throughout this thesis refer to the same entity.

6
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process for human correspondents. The choice of dBRlue to its
main characteristic to mimic the way that human exp apply their
experience to problem solving by remembering similgast
experiential cases. This constitutes a natural apph to problem
solving making it the most obvious way of pursuinlgis research
Other artificial intelligence methods and technigusuch as Artificial
Neural Networks (ANNs) or Rule-based Systems (RB&ah be used
but they carry a number of disadvantages that miklear application to
this problem challenging. A detailed discussion aedjng these will

follow in Chapter 2.

This thesis investigates whether CBR techniques lcamused to address
the problem of monitoring and diagnosis of a Bussd&’rocess that is
being executedMonitoring is a “real time” or a simulated “real time”

investigation of the current state of a workflowiadgnosis includes the
monitoring along with the provision of the relatedontext and

explanation of the current workflow state. Additi@ihy the state
associated knowledge or advice is provided that nbay useful to a

workflow stakeholder.

Since business processes are being heavily mondtobg human
managers, the need for effective recommendationspisferred to
already-made decisions. A system that is delegatedupport humans
should be transparent through its operation, intitg the rationale
(what, how, why) behind any stated assumption/rec@ndation. This
can be part of the explanation provided in orderhwild confidence
with its users. CBR systems are transparent enoaghd can supply
explanation while presenting their output [Roth-Bhofer, 2004
Sermo et al., 2005; Kapetanakis et al., 2010b]. This adds clarity t@ th
decisions taken and progressively builds confidenicetween the

system and its users.

This research makes an in depth investigation orethbr CBR can be
adopted as a primary means towards the effectiveelligent

monitoring and diagnosis of Business processes.
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1.3 Subsidiary Questions

The main research investigation triggers severabssdiary questions,

which are briefly described belaw

What is a suitable representation of a business process execution to

allow the effective application of the CBR process?

While attempting to monitor a business process nleed for computer
representation of business process attributes anmtesr emerges.
Business processes can be defined in a standardised via BPMN,

but during the monitoring of a running business @&ss the
representation of thedefinition is not directly used. Most of the
existing standards like BPEL have been developed clarify the

insights of a business process to humans as weltoasepresent the
choreography of actors working within the system.

Existing business process systems follow instruesiamrchestrating the
running of systems services based on human-desighediness
processes descriptions. However, such systems dmt have
mechanisms to monitor these processes. A CBR approto the
intelligent monitoring of business processes reggira mechanism to
measure similarity between real execution instancefs business
processes. These process execution instances wvellrdferred to as

traces for the rest of this thesis.

In order to reuse knowledge from similar workflowend define the
similarity among them a suitable formal represemdatis required. A
formal workflow representation is needed in ordes achieve its
efficient monitoring. Current business modellingastdards offer an
accurate representation of the business proceddewever they lack in
terms of formalism since there can be multiple drént
representations for the same process. A suitablgeagentation should
follow a mathematical formalism and allow only onepresentation for

a business process execution.
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What are effective similarity measures between workflows?

A system that monitors a business process shouldabke to reuse
knowledge from similar past cases. Past cases fitbm knowledge
repository should be associated with a monitoredecan order for this
to happen an appropriate similarity measure sholbidapplied among
the business process instances. A similarity measrould be defined
but the structural complexity of workflow cases neakthis a challenge.
This is especially the case in systems where temp@aspects and
uncertainty are involved. In such systems the sgcte establishment

of suitable similarity measures is even more chadjieng.

How can the monitoring process and results be explained to users of
the system?

In order for the monitoring to be effective and due the fact that
similarity measures are not always clear to human% important to
provide an insightinto the similarity between cases. Humans have
difficulty understanding the similarity between cpared temporal
sequences. Therefore visualisation of the simihlarmeasures can be
used to extract reflective insights that combinel aaxplain the process
context, the associated knowledge and the suggegiemspective
actions.

The system should be able to provide the necessafgrmation in
order to convince the human operators why somethmthe same with
something else, how was that measured and what thasevidence
from the past that leads towards the suggestedoactin a system that
monitors business processeg is also worth investigating the
provenance of a particular case along with the wiayneighbours were
retrieved and suggested.

What software architecture will support a CBR system to effectively

monitor business process execution?

Usually the orchestration and execution of a busm@rocess involves
complex, enterprise-wide systems, which can be moran one in

number. In order foran intelligent monitoring system to work

9
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efficiently, it has to be compatible with currentasdards. Additionally
it should provide an architecture that allows it be deployed easily
within an existing enterprise system. Most workfleaystems are real
time systems so an efficient monitoring system ddowave close
integration to operations and should not affect ithentegrity and
operational efficiency. Workflows and systems thatntrol workflows
are subject to continuous changes, something thakes the definition
of a suitable architecture a necessity. Finally lkamwledge is to be
used across systems, it is important to have arhiégcture that can
work for more than a speciaks system and/or a speciadd format.
Knowledge acquired from the operation of a systewmeroa number of
years should be transferable between different nars of the system
and to and from other systems that work in a simMeay. An example
of that could be borrowed from the banking sector.edldy the
knowledge stored in a system that works for yearsloan approvals
contains knowledge that could be useful for a sgsteorking on the

approval of mortgages after being subject to theassary adaptations.

1.4 Thesis Outline

Chapter 2 provides the necessary theoretical backgd that current
research has been based on in terms of businessepsostandards,
workflow representation and visualisation, log mmgi graphs, graph
similarity, similarity algorithms and the generahte theory. Chapter 2
also refersto the existing work on CBR systems as well as its
application in the workflow domain. The motivatigrius the discussion

of the approach adopted in this thesis is also pnésd.

Chapter 3 contains discussion regarding the motosatbehind the
conducted experiments, as well as the followed apph in terms of
the methodology of this research. The algorithmedidor similarity
measures are presented as well as indicators thad lto the derived

architecture of the proposed system.

10
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Chapter 4 discusses the findings in terms of thetesmn validation
using a wide range of datasets. Tiheange varies from simplified to
more complex ones The rationale and conclusions from &

experiments are also presented covering a numberspects.

Chapter 5 provides an extensive description andlweataon of the
architecture which was implemented for the needs iatelligent
business process monitoring. For the needs of thesearch the
framework was deployed on a second enterprise workfsystem to
evaluate the suitability of the architecture. Thetended evaluation of
the architecture on the new case study is presenasd well as
enhancements to the architecture that have beerldped and tested
to ensure the portability and transparency of theopmsed system

across a wider range of business process monitosihgations.

Chapter 6 discusses how the concept of explanatias been adapted
to enhance the effectiveness of intelligent monihgr of business
processes The provision of explanation and provenance in the
proposed system is shown and evaluated using base ctudy systems.
The related research work is discussed here alonth whe related

experiments and conclusions.

Chapter 7 contains the conclusions of the thesisva as the results
found throughout ths research investigation. The key research
contributions are presented and appraised. Disiounso©n how this
research work can be extended and future plansféother work are
also included.

11
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Chapter 2

Motivation: Intelligent Management of Business Processes

2.1 Introduction

Business processes define a relative wide spectmafmthe modern
industrial world. Business processes can definecimely the required
procedures within an organisation, ensuring aspestsch as the
industrial standards, the quality and faultless t®n of a production
chain, delivery of services, etc. The flow of a bnsss process can be
definedby a team of qualified organisation experts. Theiteros to pin
down with accuracy how tasks, actors and resoulttase to be used in
order to achieve a pre-specified goal.

Current standards and representations of businesxegsses give an
insight into their definition. Workflows can showotw the processes
are being executed and modified over time. The B8R technology
can give answers to questions like whathere or when something
occurred within the execution of a business processowever,
adequate answers cannot be provided to questioks: liwhy this
incident took place in such way?, or what should #ene in this
unanticipated situation?, in other words to undanst and manage the

business process in an intelligent way

Workflows have been proven an effective way towardée
orchestration and choreography of a business procplring et al.,
2004). Therefore their effective monitoring is neededorf the

establishment of an intelligent business processnagament. To

12



Part I: The Research Problem Chapter 2 Literature Review

achieve that Artificial Intelligence (Al) could besed, to assist the
workflow monitoring by using any available past expence. Case-
based Reasoning could be identified as a potentgahnique towards
the above goal This chapter gives an overview of existing CBR
systems that have worked effectively in the aredsewent mining,

agile workflows and other related interdisciplinafiglds.

When a Business process is being executed it cavergge a significant
volume of data that can be stored in a variety ofnfats via physical
means. The data produced is usually relatedhe executed actions in
either a loose (informative) or a tight (criticalyay. Based on the
existing data an authorised manager can recrea¢eettecuted path of
the business process. This path can afterwards alevaformation

related to what happened in an investigated paseca

In order to follow the execution of a business pgss the need foits

precise representation is being formulated. Toveards actual
representation a workflow could be used since itkernal structure can
be efficient A workflow can be formulated by sequences of eveats
tasks which are being triggered by specific actoles, already defined
in the system. Such an approach seems expedient tiswidre precise

representation of a business process execution.

While a business process is being executed a nunoieactions can
take place. These actions may be relateddifferent processes and
could have a certain sequence. Actions could bekénodown into

smaller pieces where each of them can constituteagsic atomic event
element in the structure of the business procesdielV a business
process is being executed a lot of such eventsbaieg generated and

captured.

The executed snapshots of a business process ang lbased on events
and their related temporal information. Towards theffective
interpretation of such events and their temporalatens it seems

fundamental to be able to understand their followegquence.

13
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Understanding of thie temporal flow seems vital as well. This flow
could be possibly represented in terms of a timeotty which can

identify the reference of specific events in timathvindicators like

what happened first, what next, etc. The value loé time theory is

being stressed when there ssneed to extract information from the
consecutive executed session$ a business process. In such cases
formalised temporal approach is needed in order e able to

understand and measure the similarity of the diéfertime traces.

The mining of the events and their representatiomiworkflow seems
an obvious approach towards the monitoring of aibass process.
However, the sequences of events may not contaimeaningful
context if they are not presented in an appropriatey. The same
applies when attemptingo estimate the similarity among different
sequences, since the sequences by themselves cémenobmpared. In
order for this to happen, the event sequences cduddrepresented in
terms of a graph and then the overall problem pi@gato the area of
graph similarity. Graph theory could b use in such case.

Business process workflow instances could be pdgsibpresenéd by
graphs. Based on this representation Case-basedsd?eag (CBR)
techniques could be applied afterwards, in order extract useful

patterns that could assist human actors in decisimaking.

The work in this thesis deals with the wide concepft Business
Processes and investigates whether they can beestlip efficient
Monitoring and Diagnosis. In order to be able tofald smoothly the
conducted work, some fundamental entities regardiBgsiness
Processes have to be defined in advance. Since wbek overall
operates within the context of Business process#seir existing
standards will be initially presented this chapter.

This chapter investigates how workflows relat®® the business
processes in terms of their effective representatend their related

technologies that can be used for their effectivenmoring. The

14
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execution of a business process can lead to a pdo of a large
volume of events and their relevant temporal infathon. Therefore

the current state in the time representation isngeinvestigated.

Since monitoring involves temporal data the crucidhctor of

Uncertainty in Temporal Data is also discussed mnaatempt to provide
a solid workbench for the rest of the thesis. Thwpose of the current
chapter is to present the work conducted in thevabbelds and present

their internal association on which the currenteaasch has been based

The research investigation in this thesis is highéyated with the area
of Artificial Intelligence using Case-based Reasomi (CBR). This
chapter presents an overview of the area as welthasrelated work in
CBR with Business Processes. Finally CBR work coctéd in the area
of Workflow adaptation is presented in addition tloe work on CBR

applications on Workflows and Business Processapeetively.

The rest of the chapter is organised as followsct8:m 2.2 discusses
business processes and their existing representaitandards. Section
2.3 relates to the representation of business psses as workflows
the concept of workflow control and its intelligenmanagement
Section 2.4 analyses how sequences of events cbaldepresented in
terms ofa temporal time theory as well as which other theerexist in
the area. Section 2.5 presents an overview of tlB&RGnd its various
application aspects in general systems, event-ngnimand the
workflows. The concepts of uncertainty, adaptatiand the temporal
role in CBR are also discussed in the same sectikonally section 2.6
presents the conclusions of this chapter along vathrief summary of

its visited concepts.
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2.2 Business Processes & Standards

Business processes can be found in a wide rang&pepfications. Their
operational spectrum is significantly wide includinegal organisations
(such as governments or non-governmental organesaji corporations
(either of profit or not-for-profit ones international organisations,
universities, partnerships and even companies ofraaher small,

medium, large and very large size.

It could be questioned whether business processegdightly connected
with processes, what is their actual interrelationwhether they have
any connection overall. An early definition thatud possibly help
goes back to 1776. Adam Smith at his book WealthNations first
referred to what could be characterised as an amcesf a process.
That was actually one of the first definitions fan industrial process
and is quoted below. At this point is worth mentiog that Smith gave
the process definition in order to be able to expla product chain
process: the pin factory product chain. "One mamwls out the wire,
another straights it, a third cuts it, a fourth pts it, a fifth grinds it
at the top for receiving the head; to make the headuires two or
three distinct operations; to put it on is a peaulibusiness, to whiten
the pins is another; it is even a trade by itsadfgut them into the
paper; and the important business of making a @inin this manner,
divided into about eighteen distinct operations, ie¥h in some
manufactories, are all performed by distinct hantlsough in others
the same man will sometimes perform two or threetlodm." [Smith,
1910].The above definition gives relevance on howe tprocess was
identified even from a long time ago in terms an industrial

perspective.

Business processes are related with the induspracesses, preserving
a different perspective compared with the abovestrative example. A
Business process could be defined as a “structured, measured set of

activities designed to produce a specific outputr fa particular
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customer or markét [Davenport, 1993]. A possibly more simplistic
definition can be found from Hammer & Champy (1998)here a
business process can be referred to as a “collection of activities that
takes one or more kinds of input and creates arpouthat is of value
to the customet. Using the word customer in a definition for business
processes could be inappropriate since the meaningcwdtomer is
rather focused and indicates sales, something thay mislead the
reader. Business processes are widely usable andigbtly connected
to the term of customer. As a result a more diractd generalised
definition can be formulated. A Business Processldobe regarded as
“a set of practices performed to achieve a givenppse and satisfy a
business need” [Phillips, 2004].

Business processes can be defined to serve a spgmufpose that ha
to be run once. Alternatively they could illustrate business pattern
that could be repeated eternally. Organisationvehadentified early
the need for business process standardisation ssngmificant amounts
of their resources and budget were spemtthe fundamental stage of
design. In many cases no matter how good the ihidiesign wasit had
to be followed by a redesign of either the wholesitness process or
parts of it. The main reason for that was due te tack of standards in
design which led to unavoidable misunderstandingsl &onsequently
to a whole series of glitches

Generally non-standard designs lead to a potemrablematic system
implementation. That successively can lead to ificiént maintenance
of the on-going arrangement§he operational landscape can become
even worse if a change has to be appltedan existing business model.
A working business model which is subject to comdta&hanges can
have multiple interactions among actors. The larmganbers of actors
and interactions lead to higher levels of complgxiThis complexity
seldom allows the smooth operation of a model;sitmore possible to
lead to successive faults. An eternal fault seqeenoavoidably leads

to a major redesign or overall restoration of th®gess.
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The standardisation of a business process offeesrdguired guarantee
for the development of large systems. Based on tihatre is no issue
on where, when or how the various components arplemented, since
the final product will comply with a set of genehalaccepted rules.
These broadly accepted rules fortify the produchsere its integrity

and can easily integrati¢ into new operational components.

Careful design based on a widely acceptable rule-sed its
correspondent procedures, allows collaboration agowifferent
vendors regardless of their software engineeringoldéo and
methodologies. Moreover specialised vendors can iggblved within
any development and/or desigh phase of a systermand#rds offer the
necessary sanctuary for clear system definition andide
familiarisation. The enforcement of standards alselps systems to

escape the curse of being black boxes and as dtrese-use boxes.

A set of standards$or a business process should cover the “definition,
orchestration and choreography of business proc®sfi€apetanakis et
al., 2009a]. The need for standards is triggerednfrthe need of a
widely acceptable formalism in the representatiorf business
proceses. Formal standards have been developed towards a more
specific, clear and widely acceptable business pssc Their presence
eradicates up to a certain extent the hassle offedéiht business
process semantics, different proprietary formatsl atissimilarities in
run time representations [IBM, 2007]. Business p®sses attain the
necessary interoperability via these globally adeap rules and
definitions and can be used afterwards with relatiease across
different industral vendors Reasonably this can work effectively
towards their benefit.
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2.2.1 Business Process Representation

Business Process Standards can ensure that onaesiadss process is
defined in one of their universally acceptable nodas, it can be
transferred to a different system without informatiloss.An imposed
standard can also ensure that additions, removats aterations of the
initial prototype will run in the same way acrosgssems that support

the addressed standard.

Towards the broad standardisation of Business Psses, OASIS
(Organization for the Advancement of Structured dmhation
Standards) has proposed the WS-BPEL [OASIS, 2003as] “an
execution language to describe the behaviour ofifbess processes in
a standards-based environmé&ntBM, 2007]. WS-BPEL or BPEL in
short, describes the orchestration among businesscgsses and

external actors via web services.

BPEL enables the execution of web transactions miée environment

of business processes. Transactions can be eith#rirwthe processes
or among the processes. The processes themselves beareither

Executable or Abstract [IBM, 2003]. Executable pesses are meant to
support behavioural characteristics or interacti@mong business
process actors whereas Abstract ones are meanupgpat the business
process descriptive characteristics. Abstract peses may never come
in action and this could be a reason why an abstibarsiness process

intentionally keeps its operational information dieh.

The Web Services used in BPEL can be formulatedeims of the Web
Services Definition Language (WSDL) [W3C, 2001]. tAbugh Web
Services face limitations such as the lack of staersistence or
message cohesion, BPEL manages to overcome thesiations by
assigning the important roles to the persistent tparof the
infrastructure. These parts are the two edges oé thstablished

communication: the actual business processes.
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Since the BPEL standard does not deal with all theeds of
representation in the world of Business Processsasyeral proposed
extensions have been derived. Most of them are dhase BPEL in
order to meet the market needs. BPEL4People [IBMSAP, 2005] is
an extension to BPEL that covers the aspect of p@wple specifically
interact and generally contributt® a business processhile it’s being
executed. BPEL4People refers to scenarios [IBM &PSA003 where
the focus is on the people involved while everythirs built on top of
the native BPEL language.

Other extensions like BPELJ and WS-Business Activideal with
current limitations of the language and assist tBesiness Process
engineers. BPELJ [IBM & BEA Systems, 2004] takesvaxtage of the
power of Java programming language and BPEL atgame time WS-
Business Activity [OASIS, 2007b], an OASIS recogads standard,
provides a coordination framework of how the invetl long-running

activities in a Business Process should collaborate

The Business Process Management Initiative (BPMBd aObject
Management Group (OMG) provide another standard tlog effective
representation of a Business Process called Busifrescess Modelling
Notation (BPMN) [OMG, 2011]. BPMN allows Businessroeess
Architects to define a Business Process to a higbhel and be able to
drill-down to any sub level depending on the outeorthey want to
accomplish. BPMN operates like a bridge for the twital components
of modern systems, the design level and the IT apfienal level. Via
BPMN it is possible to explain the key aspects oBasiness Process
not only in terms of definition but also in termd @s choreography
and orchestration. BPMN, where used, ensures thesistency across

users who deal with the processarvariety of ways.

XML Processes Definition Language (XPDL) [WIMC, 280 is a
standard produced from the Workflow Management @oah (WfMC).
XPDL deals with the elementary issue of archivingN diagrams
XPDL provides a secure way in the form affile format where BPMN-
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defined business processes can be initially arcthiaed subsequently
transferred among vendors. This alleviates the stes of possible
process misinterpretations, misuses and malfunctioMoreover it
maintains cohesion among vendors with differentpmssibilities such
as process modelling, analysis and execution. Nawyadthe exchange
of Business Processes can be characterised as ifietpbldue to the

efficiency of the XPDL standard.

As the literature shows the existing standards offeprecise way for
business processes to be efficiently and indisplytabefined, stored
and transferred among vendors. The existence anftbreament of
business process standards helps towards the etdic of the
consequent design and redesign efforts of the bassnprocesses. They
also eliminate the confusion for different approashin the notation of
the same business process. The target for standiagli and

homogenising a business process has been achieved.

Standardisation ofa business process via widely acceptable formats
and notations provides a secure way for depictingditing and
following pre-defined procedures. This can covee thrimitive needs
for the operations of business processemeir efficiency and following
maintenance. However, nowadays there is a tremesdoumber of
executed operations coordinated via business preees [World
Economic Forum, 2011]. Although their structural edes and design
topology are covered with the existing standardeytlseem inefficient
in terms of monitoring. A reason for that is thdtet monitoring takes
place on the already executed business processimgesswhich the
current standards are not designed to cover (thes eepresentation
standards). Thereforé is questionable whether they can be effective
in terms of the upcoming and exponentially increasimonitoring

needs.

Current observations regarding the above, cleathtes that a business
process can be represented pretysieut not necessarily monited with
the existing standards. For the needs of the mamtpan appropriate
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set of technologies and techniques has to be usbadk set of imported
technologies could probably be liaised with workifil® since they can
offer an in depth approach while the business psscds being
executed. Section 2.3 will investigate the potehtthat workflows

offer towards that direction.

2.3 Business Processes as Wor kflows

As shown in section 2.2.1 Business Processes canrdpresented
efficiently in a globally acceptable format that mcaensure data
integrity across platforms. An imposed challengeeafhaving a well-
represented business process, is to understand wéaits actual
outcome while being executed. An indicative exampdé that is
whether a human expert isble to answer the questions “Who? What?
When? In a business procé&sgVirdell, 2003], when the latter is being

executed

The answer to question Who should be given by beabte to indicate
clearly the actors and the interfered componentaihusiness process.
This relates to the involved human roles, availalgl®ups, provided
services, etc. Answers related to the above queassioould also be able

to reveal the hierarchy among the components oflthsiness process.

The answer to What question should relate to whatioms canbe
performed by the business process participants. An answeukh also
list all available operations and transactions asllwas the level of
authorisation that these actors have regarding dperations. A sub-
guestion inside What could also be on whether thailable types of

actions are automated, manual or a combinationhofte.
Finally, the answer to When question should indecat

e when does a process sta

e when does it finish
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e how could the indicated participants know when &rform
e what is the duration of a process
e when can a task be characterised as completed, ipgndailed,

etc.

Workflows could be suggested as an effective appho&o the above
challenges. Their default structure allows the sepa definition of the
business process h¢w) from the implementation of the actual
enterprise system. This division allows possiblerkfbtow adaptation
[Reichert & Dadam, 1998] when new business needsuocIn such
occasions the workflows need to adapt in order todble to meet the

on-going, changing business process requirements.

A workflow representation seems convenient when ldep with

business processes. Via the workflow an appropriataelel can be built
to describe the process, whereas at the same tihheopmerational
aspects can be inspected thoroughly. This can alfawher process
optimisation. The related actors, stakeholders andnagers can be
highlighted in this context in combination with tineassociated roles,

tasks, dependencies and overall requirements.

Mentzas et al. (2001) did an investigation on hote tworkflow
technology can possibly assist in the business @sscmanagement.
Managers could use workflows in an attempt to realipossible
similarities of an investigated case compared widses that happened
in the past. This approach could identify differescin behaviour
possible abnormality and at least a general behavipattern for an
inspected process. Towards this direction procedsrded workflow
management systems (WFMSs) [Georgakopoulos etl®95; Leymann
& Altenhuber, 1994] offer the necessary stabilitgrfthe development
of business applications since they depict the wawhich a business
process should be executed. Via Workflow managemeBtusiness
Processes can have their workflows defined in teahsole allocation,

task coordination and executionThis also offers the opportunity for
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(re) design and (re) implementation of their tagksmeet new needs

and unanticipated changes.

A key advantage while using workflows is the signédnt freedom that
exists in terms of the operational perspectives.riWimws can offer a
large variety of leveraged perspectives inside arperational
environment. This can be of significant advantage the whole

hierarchical ladder of involved actors in an orgsational context.

2.3.1 Workflow Types

Workflows can be distinguished in several types dxh®n the type of
their operational context. These types accordingtdes (1993) could
be generalised in three categories: the Productworkflow, the

Administrative workflow and the Ad hoc workflowThese categories
derive from the nature of the workflow applicatidmmain and they are

briefly outlined below.

Production Workflows

The Production workflows relate to complex, heauyugstured

applications, manufacturing product chains, banlogess chains and
product development life cycles [Bate$993. A common pattern for
these procedures is that they are task-driven. Pe®ple who are
allocated to certain tasks can communicate with blet person in the
product chain, seeking approval or continuing thewf of the process.
Since Production workflows depict the current stagfethe production

cycle, they can anticipate heavy customer interactiAs a result they
may need constant revision in order to meet thegomg changing

requirements.

Administrative workflows

Workflows that deal with the forms of a specific sta could be

characterised as Administrative workflows [Bates99B]. These are
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usually simple tasks that contain certain sequdnsi®ps, something
like a checklist. These steps have to be condudbed specific order,
following a pre-specified protocol. An example ofh a&Administrative
workflow might be the process of data-backup incampany. Details of
the backup task could be that it has to take platel.00am every
night, it should start with section A that has thmost valuable
information (e.g. payroll data), followed by sectioB that has the
employees working data, move on with backiang-transactions of
non-importance, etc. The main purpose of those workois to
automate a well-defined cycle of operations thatqgisite simple and
does require seldom modifications. Such workflowsuld be used for
the automation, clearing and maintenance of indeperationsof a
company since they do not deal with external stakdhrs such as

customers or other companies.

Ad hoc —weakly structured workflows

Finally Ad hoc workflows [Bates, 1993] present daférent approach to
the workflows seen so falrAd hoc workflows reside at the area that the
above categories do not. This category is relat@depetitive processes
that do not necessarily include a structured precesd pre-defined
actors. An example of the scope of Ad hoc workflowsuld be the
compilation of a new document such as a sales repar project
proposal, a product evaluation report, etc. Suckksacould require
actors across a wide range of departments and ddndafierent skills.
Their structure is usually vague and in some cadess hard to be
identified.

These workflows could be regarded wrongly as groapay the
predecessor of workflows, where many users wereova#dld to share
information among them. However, groupware did nbave any
intelligent diversion of activities and it was nbnked to a particular

business process compared to the workflow.

As seen from the above workflows can have differéyyies depending

on their operational domain Workflows can describea process

25



Part I: The Research Problem Chapter 2 Literature Review

thoroughly as well as highlight the relevant opeéoatl aspects. Their
advantages can be even more, offering leveragedspgeativesto a

business process, allow different diagrammatic @pemnal views, etc.
The following section refers to them in more detail

2.3.2 Workflow Advantages

Workflows lead to automation of processes allowithgir stakeholders
to interact among them in a more effective, produetway. Workflows
can define the necessary filter to discriminate amahe productive
and non-productive parts of a process. This cantdbate significantly
to areas such as the business process redesign raenmiodelling
depending on the current and/or any anticipateddsee

The workflow technology can actively promote thig Butomating the
flow of information. More specifically workflows:

o “They can automate the flow of information throughout the
entire enterprise.

e They can integrate individuals, their roles and dtons.

e They can easily be tailored to model the individgawork style
and decision-making. Users only need to deal wikle task at
hand.

e They can formalise business procedures within ysystem. They
do this by providing workflow tools that manage see
procedures. This means you can control and auduryousiness

processes more effectively.” [Bates, 1993]

Workflows help in understanding how an enterpriserks, identifying
in parallel behavioural patterns and repetitive ks This results to
better comparability and can represent efficientlye flow of actors in
a process execution. This allows the detection lé hon-productive

activities that afterwards eoabe eradicated.
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Since in modern businesses everything is about rmf&tion, the
workflow technology can provide the ability to bgnthe right
information at the right time without spending vahie resources in

harvesting it manually.

Since the executed processes lead to the generaticavents it would
not be wrong to say that workflows are event-drivelrhe tasks that
take place within a certain system, triggered by thystem users
(actors), could be regarded as events (if they sileple) ora series of
events based on their complexity.

While a system is operating, several tasks/eventseries of events
take place. If this is within the context of a wdldkw, the next step of
the process could be envisaged and the task coaldobwarded to the
right person in order to continue the flow ahehd to the completion of
the task. Since the workflow is aware of the proged that has to be
followed there are fewer error margins. A reasomr tbat is that the
human factor is absent from the definition of theopess and there is
no interaction with physical means (objects thavédo be transferred

in order to move to the next task, letters that @daw be sent, ety

2.3.3 Workflow Perspectives

Based on the workflow advantages, as seen in sec2i@.1, companies
and organisations are using them to increase tpheoductivity [Kueng,

2000], ensure their procedure efficiency and preserve tuality of

their services. Procedural efficiency in a compatgn be ensured by
the constant satisfaction of the business requingtmeln order for this
to be accomplished its business procedures havehange along with
the given requirements and/or the anticipated peoid.

Odgers et al. (1999) tva identified three possible classes of problems
that workflow systems may face. These are the Origatnonal Issues
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the Retain of control whilst decentralising behawioand the Load

Balancing

Organisational issues within a business can relatehe hierarchical
structure that the business follows. This can be terms of the
production chain, communication with internal ortemnal stakeholders
and the allocation of responsibilities. Since thamedels differ from
business to business there may be difficultieasexchanging product
information, communicating with the organisationhgees of other
companies (could be suppliers, customers or botlp)ppointing
potential problems or anomalies, etc. Due to theghhirange of
differences in organisation schemes it is hard staelish a widely

applicable workflow model, automate it and effictghmonitor it.

Workflows can run in several areas within one orgsaion taking into
account its unique characteristics like: its corttee.g. operational
domain), its procedures (e.g. quality procedured}, topology (e.g.
different departments and their location), etc. BEaworkflow could
have its own behaviour but the overall monitoringhosld be
centralised. Monitoring can become problematic amslufficient due to
the nature of the decentralisation (less controlgode project
management, limited visibility of the overall pigk). The need to

overcome these problems seems essential

Workflows can define the way processes, actors amsburces should
cooperate within an operational context. Howevdhere is no
indicator on how the workload is being distributethis results to the
so-called load balancing problem. Processes can getrloaded due to
internal or external factors, having as a resulé¢ dreation of prolonged
task queues. If the queue exceeds a certain lilnrhay result to even
unprocessed-task returns to their originators [Odget al., 1999].

The problem can be distinctive and hard to avoid areas where a
workflow is deployed within more than one organi®at. An example

could be the workflow for the manufacing of an aircraft’s engine
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where: The aircraft company may design the actuadire, send it for
the components-assembly to a differesrie, outsource its testing ta
second one, assign the payments to a third, etcsdoh cases some
parts of the workflow are regarded as external 6ast for the
organisations, and therefore there can be limitexhtcol over them.
This in terms of the load balance problem can hagsea consequence
the “flow of the work not to be able to shut down” [Odgers et al.,
1999].

Having workflows to control the procedures denothat they may need
to be adapted or change in order to meet the omgobusiness
requirements as well as theotential problems that may occur.
Consequently a new need is being formulated, thedntor intelligent
workflow management. Via intelligent management fihexibility of a
workflow system is increased, allowing fast, prompdsponses to a

constantly changing environment.

2.3.4 Workflow management with Petri nets

Towards the efficient definition, orchestration andontrol of

processes, significant work has been conducted Wigdmeworks based
on Petri nets [Van der Aalst, 1998]. Petri netsyented by Carl Adam
Petri [Petri, 1962], have beemsed for the “the description and
analysis of concurrent processes which arise inteys with many
componentd [Scholarpedia, 2008]. Petri nets are being composed by

states and transitions that refer to substances amedhctions
accordingly. An example of a petri net used to megant a production

net can be seen in figure 2-
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Figure 2-1: Example of a production net represented in terms of a petri net [Scholar pedia, 2008].

Another example of petri nets with relevance to theorkflow

complexity that they are capable to depict can berdn figure 2-2.
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Figure 2-2: The central part of the switching mechanism of lambda phage and its hybrid functional Petri
net (HFPN) description [CSM L, 2010].

Petri nets have been used to model and analyseegs®s across a wide
range of applications like hardware, embedded arsdributed systems
as well as the area of workflows. Van der Aalst &&4(2004) indicate
several advantages of Petri nets like their forrdefinition, graphical

nature, expressiveness and subjectivity to a varietf analysis
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techniques. Their advantages, along with the faattthey are vendor
independent, make them a powerful design languagetlie definition

and representation of workflows.

Petri nets deal with workflow processes in a deteristic way [Baldan
et al., 2005]. Workflow tasks, conditions and casae being mapped
as transitions, places and tokens respectively [dan Aalst, 1998]. An
example of how this is being conducted can be fownthin the context
of a complaint workflow procedure mapping. The lifeycle of a
complaint could be the following: First the comph&i is being
registered and a questionnaire is being given te plerson that made
the complaint while the complaint is being evaluatelf the
guestionnaire is being returned within a pre-detiremount of time the
complaint questionnaire is being taken into accoatiterwise its result
is being discarded. Based on the outcome of thalpalr evaluation the
complaint is being forwarded in combination withettoutcome of the
guestionnaire. The final outcome of the complaistbieing checked and
finally the complaint is being archived. Figure 2sBows the life cycle

of the complaint depicted in terms of a Petri net.
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processing NOK

Figure 2-3: A Petri net for the processing of complaints[Van der Aalst, 1998].
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Petri nets can represent single cases as shown ttoemfigure above.
However, they could even allow the representatidnnultiple cases
within the same schema. This could lead to possibiring of different
cases, a potentially undesirable outcome since &n clead to
information loss. In order to deal with such cadestri nets offer the
possibility to represent abstraction with the ust high level Petri
nets. High level Petri nets contain nodes that eomtextra information
regarding the exact identity of them. Figure 2-4 oeis the

representation of a high level Petri net.
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Figure 2-4: Tokens have a case identifier which allowsfor the separation of cases[Van der Aalst, 1998].

Petri nets used specifically for the modelling ofolated cases, or
formally workflow process definitions, are referre as Workflow
Nets (WF-nets). A Petri net can be referred as arkflow net if it

meets two requirements: “First of all, aWF-net has one input place (i)
and one output place (0). A token in i corresportdsa case which
needs to be handled, a token in o corresponds ¢tase which has been
handled. Secondly, in a WF-net there are no darygltasks and/or
conditions. Every task (transition) and conditiorplgce) should

contribute to the processing of cases. Thereforeerg transition t
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(place p) should be located on a path from plate place & [Van der
Aalst, 1998].

Given characteristics like expressiveness and fdrsma can be used in
workflow management systems in the form of highdéypetri nets or
colour petri nets. Several tools have used themanls this direction
like Design/CPN [University of Aarhus, 2006] and &xect [EUT/D&T
Bakkenist, 2000]. These tools, based on their faatnah, can work
along with the pre-specified algorithm that the mpentet follows.

However, several limitations exist where:

e patterns involve several instances,

e there are advanced synchronisation patterns

e there are cancelation patterns [Van der Aalst & Hkoede,
2007.

Yet Another Workflow Language (YAWL) has been sugbed as a
more advanced high level petri net approach in ortbe overcome the
previous limitations. YAWL supports a broader ran@é processes
which traditional workflow management systems covEllowever, still
the foundation of this approach refers to an algom-structured
foundation that a petri net provides. If this appacth was to be applied
to a monitoring system the system should be ablegtobeyond its
substance algorithmic boundaries.

Although Petri nets seem a solid and promising amagh towards the
effective representation of workflows there is amtienable drawback
when used for the monitoring of business procesd#sre specifically
if the undergoing process includes elements of uteiaty, unclear
temporal relationships and vague knowledge regagdime process
stages, the intelligent monitoring of a workflow eses beyond the

context of Petri nets as stated above.
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2.3.5 Intdligent Workflow Management

While the scale and complexity of business processses, the need
for their effective management is being formulatédorkflows can be
used to describe the different aspects of a procas$omate itup to a

certain extent and allow the involved stakeholderanteract in a more
proficient way. However, due to the complexity ofogessesworkflow

management is needed in order to deal with the texgsuncertainty,
the present risks in business operations and otheanticipated

situations.

In order to have effective workflow management @émtcriteria should
be fulfilled: the management should be resilientoegh to changes,
follow the dynamics of the operational environmeartd be effortlessly
subject to active or passive monitoring. Traditibnavorkflow
monitoring faces limitations since it is restrictéd sets of hard-coded
rules. These rules are attached to certain evertepas that do not
necessarily depict the on-going changes of a vigerenvironment. An
example could be the rectification of a processttloperates in a
humble way by reassigning roles, changing priostieand/or
redistributing the workload [Stark & Lachal, 1995Another example
can be seen within workflows with the present asation of tasks and
certain roles rather than tasks and individual peipants [Stark &
Lachal, 1995]. In this way the workflow decides wisresponsible for
a certain task based on his / her role, rather thaking into account
any (possibly disruptive) present conditions of tharticipant (illness,
provisional absence, etc.). As a result collisiarsld possible deadlocks

may occur within the process.

Based on the current limitations posed by the triamdial workflow
monitoring systems, a more effective and intelligeray of monitoring
workflows should be articulated. Monitoring shoulbeé flexible enough

to follow the changes of the workflow environmemutonomous in
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terms of learning and collaborative with both thepeoational

environment and its surrounding systems

2.3.5.1 Architecture Technologies

Several technologies that pertain to the efficiemtanagement of
workflows can be seen in the literature such as tigect-oriented
workflow management systems and the intelligent rage This section
will discuss on the above distinct technologieswad! as several others
which are up to a certain extent relevant to thesuch as the OMG
workflow facility, the CORBA and the WIBOs.

Object-oriented workflow management systems offecustomised way
for users who come across them, since they motled workflow
aspects in a granular (object) basi&herefore users with no excessive
knowledge can understand the concept behind a syste a natural
way. Developers can also find familiahis approach since they are
able to work and apply acquainted entities like sboof polymorphism
inheritance and encapsulation, common in objeceonted languages.
Development of an object-oriented workflow manag@meystem can
be structured and subject to rapid changes withmator alterations
Its object-oriented architecture significantly sudises to that. The
TriGSflow system [Kappel et al., 1995] is an exampbf object-
oriented workflow management architecture. TriGS#leonsists of an
object-oriented database system that uses rulegecod and roles to
facilitate a business process model. The systemtaios a rule-based
model and supports object evolution in terms ofeml In that way the
“flexible modelling and enactment of business pres@essis supported,
allowing changes even during workflow execution[Fakas &
Karakostas, 1999].

Object-oriented approaches seem convenient in ternd
implementation and usability. However, they do nptesent the

necessary robustness when dealing with workflow casteon problems.
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A reason for that is that its major focus is on theplementation,
deployment and structural maintenance. However, rgqaisite for
those is the fact that the operational domain will not clgan
significantly. If a change or a sequence of changesurs the system

has to be re-engineered and revalidated.

Workflow Intelligent Business Objects (WIBOs) [Fak& Karakostas,
1999] is another workflow management architecturkiah is based on
the intelligence, autonomy and collaboration amomgrkflows. WIBO
architecture resides within the family of objecti®mted workflow
management. However, it has several extensionsrdemoto overcome
the main limitation of the object-oriented approac&ince they are
objects they contain several gemer characteristics which are
afterwards specialised through restricting or endiag their behaviour.
The objects collaborate among them in order to erea their
efficiency and their mighty learning potential. FRihy WIBOs
incorporate a peete-peer approach in order to maximise their
autonomous character by acting both as clients @edvers while

exchanging messages. Their hierarchy is showhigure 2-5 below.

| |
1

| plays [

Process Role Actor | Resource J
bas L
Activity | Form J

Figure 2-5: “The WIBO hierarchy” [Fakas & Karakostas, 1999].

OMG (Object Management Group) workflow facility ctans a range
of interfaces and appropriate semantics for the cexiomn control,

monitoring and interoperability of workflows. Thenterfaces can be
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defined separalg for each workflow and “include their relationships
and dependencies with requesters, assignments,rasaurced [OMG,
2000].

A different architecture which is based on CORBAshalso been
proposed for workflow management systems. Its kem avas to allow
management exchange of data between models (intkiwg) and the
effective communication among Object Request Brek€ORBs). The
products of the above architecture have a main unit of an ORB “which
enables objects to transparently make and receieguests and
responses in a distributed environmé&riThe Open Group, 1999]. The
products could also provide object services forith&pplications that
could potentiallyshare. These services could “support basic functions
for using and implementing objects, as well as camnfacilities” [The
Open Group, 1999]. The range of the CORBA architeetis quite wide
from full centralisation to full distribution. CORMB although powerful
in terms of the provided functionality has se¢atseveral problems in
terms of the persistencef objects [Silva Filho et al., 1999]. As a
result the standard CORBA references could takeeayMong time in

terms of the development and release phases.

Intelligent agents on the other hand offer a morevalutionary
approach to the problem. Agents are software-basemputer systems
which as Wang et al. (2005) denote they have thdlowing
characteristics:

e Autonomy (they can operate without human coordioatior
intervention)

e Social Ability (they can communicate with other $gms,
agents)

e Reactivity (agents can respond to changes that oadathin their
operational context)

e Pro-activity (they could take initiative within threenvironment
and behave according to their pre-specified behar)o
[Wooldridge, 2009]
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Agents are instructed to perform certain tasks witha specific
environment for which they have some sort of knosde. They have
specific capabilities and a pre-given attitude (hetour) towards their
goals. In order to achieve their goals they havaise their knowledge,
generate a solution plan and then execute the p¥ang et al., 2005].
Agents can collaborate with other agents within dontext of a multi-
agent environment in order to overcome the limitats posed as single

units and achieve higher goals.

Referring to the workflow limitations, as stated gection2.3.5, the
usage of intelligent agents could be of benefitndimgs et al., 2000;
O’Brien & Wiegand, 1998]. Agents could be wused towards the

decentralisation of the workflow control, reactiyjtefficient resource
management, easy interaction and firm decision mgkiThe literature
can show several examples where the agent techiyolbgs been
integrated with workflows in order to assist thefiefent management
of business processes. The Agent-based Process déament System
(APMS) architecture [O’Brien & Wiegand, 1998] is one example of

applied agent technology which has been used terektthe intelligent
management of workflows. APMS has been used in phejects of
ADEPT and BeaT [O’Brien & Wiegand, 1998] wusing multiple

autonomous agents in order to achieve the automatb the process
resources, the decentralisation of organisationaluctures and the
adaptation to environment changes. The adoption AHMS from

organisations, although promising, was accompanlegda significant
cost. Agent Enhanced Workflow (AEW) proposed by dadet al.
(1998) combined a laye of agents “given responsibility for the
provisioning phase of business process managemenwtiilst the

underlying workflow system handles process enactiiig@®dgers et al.,

1999]. Mainly AEW worked as an interface betweenrlfbow systems
and other software tools for the needs of their monng and control.
Another example of using multi-agent system witlihre context of E-

Commerce was presented by Chen et al. (2000). Thaque
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characteristic of that system was that its multiplgents were able to

change their behaviour dynamically based on therapenal domain.

Intelligent agents can be used in a very diversage of cases. An
important advantage they offer is their possiblentnation in order to
be able to solve different problems. Such combiaatican result to
complicated working units as well as architecturésgures 2-6 and 2-7
below show two examples of an intelligent agent aarthitecture of

multi-agents respectively.

Monitoring Planning Agent Information Agent

A J \J

Monitoring Plan Monitored Data Searching Agents “
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Figure 2-6: Structure of an intelligent agent [Wang et al., 2005].

39



Part I: The Research Problem Chapter 2 Literature Review

< P
i Securities Trading System il

e _
iLTrade \"L Ikfade — Repair __ ;LAgreement [

Record Agreement action Transmission
Status

Record

Trade record ¢~ Trade- ¢/~ Agreement-
T Searchi;sg Agent | agreement | transmission
1 * \Searching Agerp \_Searching Agen/‘ TS

Searching Agents

z Further Monitoring /
Monit Pi
lonitoring Plan Request
® =0 /

Monitoring

Planning Agent

dee-récarg Manager
- Monitoring
== Reques

il

N
/ Trade-agreement Manager

Diagnostic Agent |

Monitoring
lan

Organized Data

Diagnostic

User Agent Information Agent }q
A _/ Orginal Pata
/ Intelligent Securities Trading Monotoring System /

Figure 2-7: Architecture of an intelligent multi-agent system [Wang et al., 2005].

Intelligent agents can be flexible over a wide rangf applications and
be a solution to different problems. However, thapproach is not
followed in this thesis since they pose disadvaesgegarding the
security of an investigated system, the lack ofnsitards in terms of
their communication and the extensive work thatreguired for their

training and subsequemmprovement of their “intelligence”.

2.3.5.2 Challenges

The challenges in intelligent workflow managemens a&tated by
Odgers et al. (1999) could be summarised as theadyn process
creation, user centred workflow and the knowledganmgement tools
for process management. Starting from the dynamiacpss creation,
the complexity of the modern customer demands detBor dynamic
business process. These processes should be abladapt and be

personalised successfully to the needs of the aqurnearket.

40



Part I: The Research Problem Chapter 2 Literature Review

Workflows should be user-centred and disassocidted their current
role which is usually restricted to workload alldo@an and performance
measurement. The workflow actors of each organmatishould be
taken into account while imposing a workflow managent in order for

it to be acceptable, usable and sustainable.

Finally each organisation should be able to leantl amprove from its
own procedures and processes. The meaningful imedagpion of the
captured data as well as the information distilbati(in order to be able
to extract valuable knowledge) constitute an on-goinged while
managing the workflows of an organisatiofProactive knowledge
management tools are required in order to achieneeHiective process

management.

2.4 Temporal Logic

For the effective monitoring of workflows, their egution traces or the
active execution instances need to be examined.alUguworkflow

operations leave traces in the form of a timed dveaquence. These
sequences are often being stored in an accessdgeon and they could
be analysed afterwards for security purposes, ferennvestigations,
auditing surveys, etc. After a certain elapsed tisgan these event

sequences are getting archived.

Traces from workflow executions could be used ertla live mode,
which indicates a real-time usage of the generatkeda or at post
inspected mode. The latter indicates that all tiperations have taken
place; data were produced and processed afterwafdese traces seem
a valuable source for the reconstruction of the kftow execution path
within the scope of a business process investigatids a result an
appropriate time theory is being required that capresent events with
the necessary precision. Meanwhile the represeobmatif events along
with their related temporal relationships is an esgal requirement.

Having the data along with their temporal informatiformulates a new
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requirement: the need for pattern discovery idertfion within their
temporal repositories. Pattern discovery is of higihportance sincat

can indicate the patterns that can present eithegr@lematic or a
healthy state of a workflow execution respectively.

The analysis of the temporal information can be sifjgnificant
importance in domains where the diagnosis is proamnin This could be
in areas that deal with behaviour analysis, web igation, network
monitoring, financial transaction monitoring, fraugrevention and
diagnosis, etc. Generally the temporal analysisingperative towards
the understanding of cognitive processes that ideluhuman
interaction. One approach that seems similar to tkeowledge
discovery from workflow traces is the knowledge nmmg from
interaction traces, since it aims to extract patserfrom a temporal
repository. Knowledge mining from interaction tracds discussed

further in the following section.

2.4.1 Knowledge Mining from Interaction Traces

The knowledge extracoin from a temporal repository can be a high
important task in pursit of the accurate information retention. The
processes that incorporate human resouraesheavily reliamt on such
information since at certain cases it is the onlgywto track, inspect
and improve a variety of processes. As a result efféecient processing
of any available temporal information is a concefftat attracts

significant attention.

The analytical approach of the temporal informatiom a particular
domain follows a series of steps. While conductimmgalysis the focus
iS on mining interesting patterns from the availabbehavioural
knowledge. As a first step towards the mining ofteans, the available
information should be gathered from the inspectedndin [Fisher &
Sanderson, 1996]. In areas where the interactiomragnusers and their

application area is being recorded, the constitntiof the desired
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temporal repository can be a plausibly simple taslawever, this is
not the case in areas that actions may occur oetshee context of the

system

Existing literature shows several pieces of work tme knowledge
discovery from interaction traces [Fisher & Sandars1996; Hilbert &
Redmiles 2000]. Work on interaction traces has beemducted with
the focus on extracting knowledge from human adies, a process
that has similarities with the knowledge extractidrom workflow

traces. However, there is a difference among themterms of the
guality of the traces as well as the operationamaon of interaction
traces. An indicative example could be the interagt among car
drivers, something that was actually used from #isher & Sanderson
(1996) for the knowledge mining.

The conducted analysis was focused on the extractib behavioural
interaction patterns by using SPARQL [Prud'hommeauxSeaborne,
2008] request language. SPARQL can be used to qdaty represented
in RDF format. Results extracted from SPARQL queriwere able to
be compacted enough in order to formulate a newceief a rather
abstract but formal description. The acquisition af new formal

description establishes a new piece of knowledgat ttould be added
to the knowledge repository. Towards that directickBSTRACT

[Georgeon, Mille & Bellet, 2006] has been developea knowledge
discovery tool that can calculate the existencamiéraction instances.

However, these calculations do not indicate a cleattern discovery.

In the area of knowledge discovery, work has beemducted by
introducing trace mining techniques towards the amtement of tools
like ABSTRACT. These mining techniques include algorithms that can
iteratively be used to assist the requests of astslyMining techniques
used on traces have been described thoroughly gmCet al. (2008).
Cram et al. have conducted a significant amountwofk on knowledge
discovery at real time, based on interaction tra¢€sam, Mathern &
Mille, 2011]. The above mentioned research work lb@en focused in
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the constitution of a framework that attempts tosabver patterns
among chronicles [Dousson, Gaborit & Ghallab, 1P9@The term

“chronicles’ can refer to any time series of ordered events)

2.4.2 General Time Theory

While business processes are being executed sewatbts take place
in the form of a sequential series. The time amahgm and their
sequential order is of high importance. More spadfly it is

considerably significant:

e whether an event A had happened before, after othat same
time asan event B

e whether there was any interference among them othwither
events

e whether their duration is known or not.

An example that indicates the significance of thegqsence of events
can be borrowed from legal reasoning. Usually ingde case
proceedings several witnesses are summoned tofyegti court. The
sequence of events as described from each witndssr relationship
with other events and their actual duration of thgervals between
events, can be of critical important¢e prove or disprove some facts in

the legal case.

In order to be able to represent the time in calkkes the above, along
with other natural phenomena and activities seveahaories have been
developed. The literature can show three distinkcbices [McDermott,
1982; van Benthem, 1983Allen & Hayes, 1989, Berndt & Clifford, 1996; Ma,
2007 which they differentiate in terms of their selectpdmitive time
unit. Their inspected time elements, which essdiyidefine the whole
theory, can be distinguished into points that reggm®t a certain
snapshot in time, intervals that represent spectfioce duration and a

combination of both the above.
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A brief example of a time representation with pantould be the
spaceship launch which is supposed to take plac&5a36.30 EST. An
example with intervals could be the announcementmeo time
afterwards that the spaceship has successfully meddhe upper levels

of the atmosphere, 1.5 hours after its successuinkch

2.4.2.1 Point-based Systems

The point-based systems, as their name indicates pbaing represented
as an ordered set of points: (P, <). P represents a set of points and <
indicates a relation that orders the set partiadhytotally. In systems
where the time representation is via a point-basgdgtem, intervals are
being represented either with sets of points [Mcmett, 1982; van
Benthem, 1983] or with pairs of points [Bruce, 1972hoham, 1987;
Halpern & Shoham, 1991; Ladkin, 1992] that followspecific order.

A problem that derives when defining intervals akjects, as several
researchers have indicated is the-salled Dividing Instant Problem
[van Benthem, 1983; Allen & Hayes, 1989; Vila, 199a & Knight,
2003]. The Dividing Instant Problem derives whegihg to represent
a boundary point that is in between of two successintervals. An
example given by van Benthem (1983) describes theblem in an

illustrative way:
A fire that had been burning was later burnt out.
Upon the above statement two states can be defined:

The fire was burning and The fire was not burninpieh respectively
hold true throughout two successive point intervalfie intervals can
be defined based on the definition of point-basedteyss as < p p >

and < p, p>. Based on the previous interval representatioa sgstem
is called to answer to the following question: Wdwe fire burning or

not burning at point p?Question 1)
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This, if referred to the open/closed nature of fh@int-based intervals,
it can be reformulated as to which set between;<pp> and < p, p> is
open/closed at the investigated point p. The poesibases in this
situation are the following:

“(a) The fire was burning rather than not burningpat
(b) The fire was not burning rather than burningpat
(c) The fire was both burning and not burning at p;

(d) The fire was neither burning nor was it not bumgiat p” [Ma,
2007]

From the above assumptions, optiomsand d violate the Laws of
Contradiction and Excluded Third mentioned by vaenBhem (1983),

therefore they are ignored. However, choicas b remain without

providing enough reasoning as to which is trae an answer to the
Question 1 above. As a result since there i@ margin for case

misclassification and possible confusiothe approach of point-based
systems has been characterised as indefensibleuasdtisfactory [van

Benthem, 1983; Vila, 1994; Ma, 2007].

Strictly speaking point-based cannot depict timeeménts in a
changing environment that deals with uncertaintync® a lot of
chronological information remains unknown. Thesendae systemsni
real life where the start/end of a time everst roughly known or
completely undefined. An example could be somethiikg John had a
coffee break with Stef before Gabriela coming in ®uring the

morning there wa® power outage that lasted for two hours, etc.
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2.4.2.2 Interval-based Systems

Time intervals were suggested as an alternativerapph to the point-
based systems. An important detail, present in bpthnt-based and
interval-based systems, is that points and intesvadnstitute the most
granular elements of a system respectively. Timeinals seem a more
descriptive way in representing time scenes frone tteal life like

examples of John was playing his guitar the whoft@moon.

If intervals are being taken as primitive temporalits, points in time
can be represented as “maximal nest of intervals that share a common
intersectio” [Ma, 2007]. Alternatively they can be represented as
meeting places of intervals [Allen & Hayes, 1989erBdt & Clifford,
1996].

Allen has proposed his temporal theory [Allen, 198dllen & Hayes,

1989] based on the interval-based approach. Singervals are the
primitive entities Allen used several temporal retms to define the
relationships among them. These relations weretéf®n in number and
were the ‘After’, ‘Before’, ‘Contains’, ‘During’, ‘Equal’, ‘Finished-by’

, ‘Finishes’, ‘Meets’, ‘Met-by’, ‘Overlapped-by’, ‘Overlaps’, ‘Starts’

and ‘Starts-by .

By introducing the above approach Allen managedownercome the
difficulties stated by the Dividing Instant Problemhe reason for that
is that in the Interval-based approach theremosneed to classify points
in terms of whether they belong or not to a certaiberval. According
to Allen points in time are fading, since there aret entities where
things happen or are true. Therefore they were edell from the

temporal ontology overall.

Such an approach although having advantages, itnsemappropriate
to systems that face continuous change [Galton,019®n top of that

there is no negation that certain events take plagexpectedly,
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literally at no time. Therefore it necessary to katime points which

should be used for temporal reference.

Ma & Knight (2003) give an illustrative example ttie interval-based

theory limitations:
A ball was thrown into the air from the east to tlest.

Following the route of the ball there are certairomments where it is
hard to define its position in terms of an intervdlhe moment that the
ball was at the east and just below its apex is ohéhem, which was
immediately followed by the state that the ball watits apex. That
particular moment was immediately followed by theate that the ball

was at the west side and just below its apex.

The point which the ball was at its apex, althougtvial in terms of
time duration, is an example that should be repnésd as a point of
zero duration, rather than an interval or momentlligh & Hayes,
1989]. That specific moment was actually the onlgeoduring the

ball’s orbit that its speed became zero.

Interval-based time theory seems sufficient for amiber of temporal
representations but as Galton (1990) indicated #dcefls some

weaknesses in terms of clarity semantics and completeness.

2.4.2.3 Point & Interval based systems

Points-based time theory and interval-based timeeotly deal
successfully with some aspects of the temporal espntation but they
both fail to represent successfully the whole rarfdegemporal aspects.
Ma & Knight (1994) proposed a general time theorlgewe both points
and intervals are being considered as temporal grimas. General time
theory regards interval-based and point-based tpnienitives as equal.
As a result points are not defined as limits of emtals and

equivalently intervals do not consist of points.
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Another characteristic of the general time theosythat it reduces the
number of the 13 time relations defined by Allen HBayes (1989) to
just one: the Meets relationship. The general titheory takes both
points and intervals as primitive and consists ejsences of triads.

Any triad contains:

% atime elementT) which is a non-empty set of time elements;

% a Meets relationship among T and other elements which ikBimary
order relation over T;

% a duration Dur) which is represented asreon-negative number and

is a function from T to i, the set of non-negative real numbers.

A time element t is called an interval if Dut)(> 0; otherwiset is

called a point.

The basic axioms concerning any triad (T, Meets,rDare stated

below:

Al. Vt, to, t3, ty (Meets (&, t2) A Meets (i, t3) A Meets (&, t2) =
Meets (&, t3))

Axiom A1l indicates that if “a time element meets two other time
elements, then any time element that meets onehe$d two must also
meet the other. This axiom is actually based on iteition that the

“place” where two time elements meet is unique and closely associated

with the time elements[Ma, 2007].
A2.Vt3t, top (Meets(t, t) A Meets(t, §))

“That is, each time element has at least one imnedpaedecessor, as

well as at least one immediate successpvla, 2007].

A3.Vty, to, t3, ty (Meets (i, t2) A Meets (g, ty) =

Meets (&, t4) V3t'(Meets (i, t') A Meets (t', §)) Vat" (Meets (g, t") A
Meets (t", t)))

whereV stands for “exclusive OR”.
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“That is, any two meeting places are either identical or there is at
least a time element standing between the two megeplaces if they
are not idenical/” [Ma, 2007].

A4V tq, to, t3, ty (Meets (g, t1) A Meets (i, t4) A Meets (g, t2) A Meets
(tz, t4)) — tl = tz)

Axiom 4 indicates that the time element between a@wo meeting

places is unique.

Ab5.Vty, t; (Meets (i, tz) = Dur (t1) > 0 v Dur (t2) > 0)

Axiom 5 indicates that time elements with zero diwa cannot meet

each other.

A6.V t1, b (Meets (1, t) = Dur ( @ t2) = Dur(ty) + Dur(t2))

)

“That is, the “ordered wunion” operation over time elements is
consistent wik the conventional “addition” operation over the

duration assignment function, i.e., “Dur”” [Ma, 2007].

For the general time theory T introduced above, tlodlowing two

assumptions are made from real number theory:

Assumption 1. “The set of real numbers is totally ordered by tked-
than-or-equal+to relation ‘<’, where >’ is the “bigger than” relation,

—

that is, not ‘<’ ” [Ma, 2007].

Assumption 2. “ ‘+’ is the conventional addition operator over (non-

negative) real numbeis[Ma, 2007].

Regarding time relations, all Allen’s temporal relations can be reduced
to the ‘Meets’ one. This reduction is being shown in the following

statements:
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1. Equal (13, ) & 3, t” (Meets (i, t1) A Meets (i, t2) A Meets (1, t”’) A Meets (4,
t:’))

2. Before (i1, ) & 3t (Meets (1, t) A Meets (t, 1))

3. OVEHapS(tl, tz)C} at, t, t4(t1:t3 dtAab=te® t4)

4. Starts (tl, tz) S 3t (tz =t e t)

5.During(t;, ) © 3, t4 (b=t @ t1 @ 1)

6. Finishes (tl, tz) & 3t (tz =te tl)

7. After (t1, t) © Before(t, ty)

8. Overlapped-by (i1, t2) < Overlaps (t2, t1)

9. Started-by (t1, t2) & Starts (t2, t1)

10. Contains (t1, t2)< During (t2, t1)

11. Finished-by (t1, t2)< Finishes (t2, t1)

12. Met-by (t1, t2) < Meets (12, t1)

The completeness of the 13 possible exclusive omidations (the 12
stated above plus the ‘Meets relation) between any two time elements

can be simply characterised by a single axiom a®we

Vti, tz (Equal(t, t2) v Before(t, t) v After(ty, t2) v Meets(t, t2) v
Met-by(t;, t2) v Overlaps (1, t2) v Overlapped-by (@t t;) v Starts (i,
t,) v Started-by (1, t2) v During (t, t2) v Contains (1, t2) v Finishes
(t1, t2) v Finished-by (1, t2))

Also the exclusiveness of these 13 order relatiomseds to be

characterised by 78 axioms of the following form:
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vitl, t2 (Relationl (t1, t2)v 'Relation2(t1, t2))

where Relationl and Relation2 are two distinct tedas from the

above 13 relations.

2.4.3 Temporal Logic on Workflows

When business processes are being executed, seeeealts take place
which can be represented in terms of a workflow.cBet work in the
area has provided a logical foundation to define thvents deriving
within the execution of a workflow in terms of theitemporal

correlation.

Petridis, Ma & Knight (2011) have provided a firnoundation for

business process modelling based on the points #&ruwals general

time theory [Ma & Knight, 1994]. Within this represtation approach
the basic workflow entities: actions, events anegasses are reduced
to actions and events. The basic aspects of thigregentation are
stated below.

An action has two folds: “1) an action name that identifies a certain
type of action; and 2) an action instance that refédo an actual
distinct performance of the action at a particutane” [Petridis, Ma &
Knight, 2011]. Action names describe a certain typd non-
instantaneous activity e.g. play baskethaltive a car, etc. A provided
type of action can take place once, more than oocer time, or may

not take place at all.

Action instances are pairs consisting of an actiGa@ and a time
moment (t). Action instances could be representedghort form asais.

For their formalisation it can be written that ai @Name (ai), Time
(ai)) where Name is a function from a set of actimstances Al) to a
set of actions names.Aime is a function from the set o4l to the set

of time moments M. Action instances are distincdan order to denote
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that an action instance takes place over a time srunt the temporal
proposition Performs can be used from reified temgdoogic [Allen,
1984; Ma & Knight, 2001] e.g. Performs (ai, t).

Following the terminology of action and action-iasice above the
definitions of event and event-instance can be adtrced. An event
name is an identifier that can refer to a certaypd of instantaneous
activity, e.g. start a gameswitch the engine on, etc. The set of events
can be referred to as E and the events can be @enas ¢, e, e;... etc.
Events like actions can take place once, more thace, or not at all.

Event instances as action instances can be reptedeams a pair of an
event name and a time point e.g. (e, p) whereEeand p € P.Event
instances can be representedeas ei,... etc. The set of event instances
can be represented d&sl. Each event instance can be written as ei =
(Name (ei), Time €i)), where Name is a function from the set of event
instanceskl to the set of event names. Eime is a function from the
set of event instance€l to the set of time points P. Temporal
proposition Occurs, e.g. Occurs (ei, p) can be udedm reified
temporal logic [Allen, 1984; Ma & Knight, 2001] toepresent that an

event instancesi occurs at a time point p.

Event instances are distinct, thus for any evenstamce ei can be

imposed that “there are two special events associated with anyoac

through the corresponding time moment, i.e. thetig@tion event and
the termination event.” [Petridis, Ma & Knight, 2011] For any
provided action a, the above statement applies datihg these two
events as: instigate-event (a) and termination-é\en.

Equivalently to the definition of events, actionsdatheir relevance to
instances, the definition of a business processgisen. A business
process name is a set of a certain type of theress process, e.g. the
general university enquiries process. A businesstance is a set of
action instances and event instances. For example the university’s

enquiries process taking place for the academicry2@l2 — 2013,
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consisting of 6 distinct stages and describeditsmnauditing handbook,

is a business process instance.

Within the approach of Petridis et al. (2011) itpsssible to define a
temporal modelTM for a business process (Pro). The process can be
defined as the minimal set of temporal facts abagtion times, i.e.
facts which remain true in each business instandethee business

process.

Common temporal facts do not usually contain exagtes since those
cannot be usually common among a certain rangexaimgples. Usually
the set of temporal facts are usually given in termf incomplete
temporal knowledge. The set can contain durationowledge but
seldom could specify exact actual durations. Anrapée of a temporh
model could be the famous pin factory described Agam [Smith,

1977]. Figure 2-8 shows the temporal model of the factory.

S
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Figure 2-8: “The temporal model of the pin factory” [Petridis, Ma & Knight, 2011].

As it can be seen from the figure above there aseabsolute times in
the model. There is only presented the temporaleordf the actions.
This is not necessarily the general case as itlearseen from the soft-
boiled egg procesat figure 2-9. The depicted model indicates that the
take out the egg action is between 3 minutes andn8tes, 15 seconds
after the egg is placed into the water. This dusatiapplies to all

instances of the process.
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Figure 2-9: “The temporal model for soft-boiling an egg” [Petridis, Ma & Knight, 2011].

Based on the temporal model presented above a sobess of the
actual business process was defined. Actions angtmwcesses share
many characteristics. For example an action is @adivisible granular
activity which can be assigned to a separate acesponsible for its
completion. Once it is started, its finishing poirst expected with no
other interferences of other actions waiting for ngoetion or
commencement. From the perspective of the temparatlel an action

is only connected to the model via its start and eertices.

A sub-process can be defined as above althoughightsgeneralisation
should be made: a sub-process should be any suphgoé the temporal
model which is only connected to the model via arstand end vertex.
The definition of a sulprocess of a temporal model TM can be as “any
(non-trivial) sub-graph TM of TM which can be disconnected from T
by removing all in-arcs to a start vertex and altearcs from an end
vertexX’ [Petridis, Ma & Knight, 2011]. Figure 20 shows a sub-
process Prowhich is disconnected by removing in-arcs to vertex

and out-arcs from vertex,v
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Figure 2-10: “Disconnected sub-graph defined by v1 and v2” [Petridis, Ma & Knight, 2011].

Actions in a temporal modelTM can automatically be sub-processes to
TM, so actions are also sub-processes. However, terdifice between
them is that sub-processes may be assigned to neaxtgrs towards

their completion, whereas actions must be assigimed single actor.

By using sub-processes in a temporal model the aNenodel can be
depicted as a collection of the major sub-procesand their related
intervals. The details within the sub-processes cla@m shown as

separate diagrams afterwards.

Workflows can be the connection link among the défion of business
processes and their actual executidhowever, this is not enough in
the case of the intelligent monitoring. The posésilyi this to be
conducted via artificial intelligence and thus Cas®sed reasonings
been investigated. CBR provides a natural approach tasathe
efficient reuse of past available experience. Thextnsection will
provide a critigue on CBR in comparison with otheachnologies as

well as show the existing work in the area.

2.5 Case-Based Reasoning

When systems become larger in size and more comphestructure,
Artificial Intelligence (Al) is being considered aa means towards

their automation, effective management and coortiora Al unifies
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the underlying infrastructure, the designed modalsd the necessary
machine intelligence in order to manage resourcesl avorkload

efficiently. Al techniques are being used extensywen the areas of
finance, engineering, medical field, military anduxation towards the

solution of definite problems.

Among the Al techniques the Rule-Based Systems (RB$%an also be
referred to as Rule-Based Expert Systems (RBESBY, e Artificial
Neural Networks (ANNs) are the most prominent todsr the
development of applications. These techniques, algh common and

quite widely familiarised, do present some hardatmid downsides

Starting from the RBESs, and briefly investigatiigeir application
model, it is observed that in order for a RBES torw efficiently a set
of rules has to be defined that depicts the ovedamain model. As a
result a RBES system in order to be able to worke whole domain
knowledge has to be gathered in advance. This cam Hifficult task
for systems that are in operation for a number dafars. EXxistin
experience should be transferred into the RBES rdther simplistic
rules, something that cannot be easily done if slggtem covers a wide
operational spectrum. The number of rules in sudses would be
massive. The maintenance of such a system couldrbeen a stiff task
too, if the rules constantly change or new ruleseege, not to mention
rules that contain overlaps among them. Above dllthere is no
defined rule for a given problem there is no poskip to find a

solution for this particular problem [Kersten & Msker, 1996].

ANNs do not need the overall knowledge acquisitimam the domain
model in order to propose a solution to an addrdsgeoblem, an
advantage compared with the RBSs. However, theyfab® remarkable
limitations since they are numeric restricted [Atid& Tokdemir, 1999]
and their way of operamnig remains hidden while producing the
solution. As a result a provided solution cannot éasily validated
since critical information is missing like: the tewical information, the

parameter weights, the learning rules and the imaérfunctionality of
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the ANN. Therefore explanation cannot easily be pded, making

difficult their applicability overall.

Case-based Reasoning (CBR), a modern computatioroalel, could be
proposed towards the eradication of the above noamad drawbacks.
CBR is fast in construction compared to RBESs, easo maintain and
can cope with complex structures. This is an adagetin comparison
with ANNs that use numeric input or symbolic patierto deal with the
complexity of structures. CBR can also work with a small numlodr
cases, an advantage compared to the domain-knowlealgquisition
requirements of the RBESs [Prentzas & Hatzilygerisyu®007] and the
exhaustive domain requirements of the ANN learnippase [Jha,
2007].

Business process analysis is a complex domain witte explicit
knowledge anda few reliable models. CBR can provide a way to reaso
with complex temporal events and episodic informeaticoming from
the automated data monitoring of workflow executioRreliminary
discussion with domain experts has shown that pteaters reason
about workflow problems by recalling past occurrescand experience.
This by default is the operational approach of aRC8ystem.

Throughout the following sections an introductioro tthe CBR

methodology will be presented, its application omdustrial systems
will be shown as well as its connection with the rkfdows. Finally the

entities of uncertainty in CBR, the adaptation ahe temporal concept
will follow along with the final conclusions of thehapter.

2.5.1 CBR Methodology — Architecture

Al systems seem an effective approach towards thanagement,
analysis and support of large scale enterprise eayst Case-based
Reasoning is an Al series of techniques that warkdrds the solutions

of problems in a similar way to the human brain,sed on experience
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from the past. lan Watson (1997h his book Applying Case-Based
Reasoning: Techniques for Enterprise Systems states: “Case-based
reasoning (CBR) is an intelligent-systems methodatthenables
information managers to increase efficiency and uesl cost by
substantially automating processes such as diagnasiheduling and
desigri’. As Watson indicates CBR can be regarded as a coatpural

methodology rather than a technique. CBR can useasdety of Al

techniques towards the solution attainment during Retrieval and

Adaptation phases.

There are innumerable examplés real life that show how experts in
technology fields work: familiarise themselves witlhe domain, collect
specimens, define a methodology, etc. These tealssqcould be
generalised. A professional in the medical fieldleots the symptoms
of an illness and based on the knowledge gatherednfthe past can
presumably identify the possible cause of them. é&8a®n that past
knowledge a medication can be formed and if th@eHs seems to be
confronted, assurance comes and the rest of meidicais being

formulated with certainty. In the case of a not sessful treatment the
medication changes towards the next possible ilsnethat the

experience of the professional indicates, basedagbvon the symptoms
observed.

Professionals in the fields of law, mechanical erggring, industrial
environments and even ordinary people in everyddg find solutions
to problems based on analogy making [Hofstadter85L9 Mitchell,
1993]. CBR is based on the experience acquired ughmut the years
rather than the overall knowledge available in ihgestigated domain.
As a result its cases contain either problems wittown solutions or
problems with failed attempts to solve them. In lbatases the user of a
CBR system is of benefit since explanation is pdmd. As a result
s/he knows what to do if the given solution was cessful or what to

avoid in any other case.
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2.5.2 Case-Based Reasoning Cycle

CBR is a series of artificial intelligence technigithat uses existing
(past) knowledge in order to find a possible sobutito a given
problem. This knowledge can be stored in reposéerand formed in
distinct cases. In CBR, problems are characterifedh regularity and
recurrence [Aamodt& Plaza, 1994]. Regularity indies that the
experience gained from one problem can probablyubed in a similar
problem, if this problem reappears. Reoccurcemefers to the fact that
problems seem to reappear over time either regylan periodically.

Such problems can be categorised based on theie.tyifhe solution
that works for one of them can possibly work, aftapplying the

necessary changesq another problem of the same type.

CBR techniques can be generalised in a formal wago ifour-step
processes [Aamodt& Plaza, 1994]. This is usuallyereed to as the
CBR cycle orthe four R’s processes where R’s stand for Retrieve
Reuse Revise and Retain. The operation conducted by estelp deals
with knowledge memory represented in the form oses A case in
CBR can usually contain a problem and a known solutfor that, as

well as the relevant information that led to thedaglssed solution.
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Problem

Hew
Case

Previous
|Cases

General
Knowledge

RETAIN

Confirmed Suggested
Solution Solution

Figure2-11: The CBR Cycle [Aamodt & Plaza, 1994].

The steps of a CBR process are explained brieflyowe

1. Retrieve: When a problem is forwarded to a CBR system, the
system regards it as a new case - problem with aknown
solution. The task of the CBR System, while exammia new
case, is to search the knowledge repository forikimcases to
the investigated one. The system afterwards regsethe cases
from the repository based on the highest similarity the case
under investigation. The similarity measures apg@liean vary
from rather simplistic ones (if the cases have to ith
numbers, symbols, and dates) to advanced ones hgf ¢ases
represent whole architectural structures or mechahmodels).

2. Reuse: If a similar case has been found from the reposit the
solution indicated inside that case will be adopteda proposed
one to the investigated case. There is high probgbihat the
proposed solution cannot be used directly to theoming case.
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In such occasion the suggested solution has todagpted to meet
the specific requirements of the investigated case.

3. Revise: Since a solution has been proposed &rexamined case,
this solution has to be verified either in the foh a simulation
or directly in a real world testing scenario. Thsslution often
has to be revised in order to meet the needs ofittvestigated
case accordingly.

4. Retain: If the above steps have been conducted succdyséund
a verified solution has been given to the investeghproblem,
then a new case can be formulated. This new cadkecwnsist of
the imported problem, its proven solution plus aayailable
surrounding information. Then this new, completeseacan be

stored to the knowledge repository for possibleufngt use.

The CBR cycle can be used over a wide range of i@ppilons due to its
generic characteristics and its adaptation flextlyilacross systems
The next section refers to the relevant work agsitbeing illustrated

from the literature.

2.5.3 CBR Systems and Applications

Due to the generalisation of processes and the CB&e portability
across systems, the concept of CBR can be appleed tremarkable
number of applications in a wide range of enviromtse This can be
seen from the early days of CBR, in early 1980sewhits application
included a variety of fields like those of DynamMemory [Schank,
1983], Analogy [Carbonell, 1983] and Legal ReasanifKolodner,
1983; Rissland, 1983]. This work on CBR has beemtowed with
Hammond and Collins on case-based planning [Hammot886;
Hammond, 1987; Hammond, 1989; Collins, 1987] anc twork of
Ashley and Rissland on HYPO legal reasoning systphshley &
Rissland, 1987].
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At the same time CBR started being used in systéikes the CYRUS
computer system [Kolodner, 1983]. CYRUS was a gimstanswering
system that contained information regarding thes I{fravels, meetings)
of the former United States Secretary of State GyMance. CBR has
been used in the CYRUS system to represent the mgmncases that
were afterwards retrieved to answer a relevant giwes Based on the
implementation presented in CYRUS the systems ofSEX [Koton,
1989] and MEDIATOR [Simpson, 1985] were built. CABEa pioneer
system in the application field of diagnosis, hageh used for
diagnosing heart problems on patients. Its CBR naeédm was based
on the existing knowledge of known heart-problem aghoses.
MEDIATOR was specialised in mediation trying to geldisputes by
adapting existing dispute solutions over the newopmsed ones.
Michael Lebowitz has also used a CBR system to tmwdhe Integrated
Partial Parser (IPP) which was “a computer system designed to read
and generalize from large numbers of news stotidsebowitz, 1983].

Modern industrial approaches that use CBR can a&soseen in th
literature. An indicative example of those is thd &A/IER system.
CLAVIER CBR system [Hinkle & Toomey1994] has been developed
and used from Lockheed Corporate aircraft manufaoty company as
an advisory system for their qualified personneheTrole of the system
was to maximise their efficiency and ensuring thealjty of composite
aerospace parts before finalising them and sendihgm to the
convection oven. Other systems like JULIA, an earlisystem, has
been designed to plan meals [Hinrichs, 1988; Hihsic1989]; KRITIK
was designing mechanical assemblies by using a ¢oatbon of CBR
and MBR (Model-based Reasoning) [Goel, 1989; Goel &
Chandrasekaran, 1989] whereas CYCLOPS has been fioseldndscape
design [Navinchandra, 1988]. Form Tool, [Cheetha&005] a decision
support application based on CBR, was designed floe Plastic
Industry to retrieve the specified colour formulalsat meet colours
requests from customers (Plastic Colour Matchingl}o ShapeCBR a

system designed for metal castimgs created to “automate the process
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of creation and selection of cases to populate aRC#ystem for
retrieval of 3D shapes to assist with the designnodtal castings
[Petridis, Saeed & Knight, 2010]. ShapeCBR was gsigraph
similarity algorithms towards the efficient retriav of similar
components from the case repository based heavity its CBR

mechanism.

Another family of applications that heavily uses REre the so called
help-desk applications. These applications are gmesd to support
company customers by providing relative servicegrgng primarily

with the contact security which is frequently neddey customers.
Help may also be needed regarding the issues thaty tface. The
importance of help desk applications can be ratBggnificant since
apart from supporting customer#, can work as a monitoring tool for

the company to a large extent [Marcella & Middletdir296].

The operational spectrum of help-desk applications wamy: starting

from the detailed area of technical issues and goiowards the areas
of customer satisfaction, user interface experieneec. Applications
like the SMART: Support Management Automated Reasgn
Technology [Acorn & Walden, 1992], the Appliance ICaCentre

automation at General Electric [Cheetham & Goeb2007] and the
HOMER: CAD/CAM help desk application at DaimlerChsiger

[Bergmann, 2002] were built with the focus on thestomer help and
support. CBR can be extremely useful in systemdt tleguire a direct
answer to a number of predefined questions. Literathas already

shown a number of systems using it towards thaécftion.

2.5.4 CBR in Events Mining

Since CBR systems intend to give recommendationslutsons to

incoming cases/problems the available past expemehasa leading

role towards the mining of a solution. In monitoginsystems the

64



Part I: The Research Problem Chapter 2 Literature Review

identification of a new case is based on a combbrabf facts. First of
all the system should understand which sights cidutd a new caseA

following step should be to identify the specifieents that establish
the case. Then the CBR system should be able tewstdnd the notion
behind the events and extract the underlying pattidrat could indicate
a mighty problematic or an acceptable state. SinceRC&ructures are
lazy learning systems [Feldman, Gupta & Srivasta2810] in the case
of CBR monitoring there is a substantial need fbe tmining of events

in order to be able:

e to understand the domain, identify faulty pattemmsdithy
patterns
e to proceed with the classification of new cases dth®n their

underlying pattern.

The literature can show several examples of CBRligapions which
are based on events mining in a number of areag IHBngineering,
Financial and Military sectarPROFIT, a tool developed by Bonissone
& Cheetham (1998) was using CBR to estimate restidg¢nproperty
values for real estate transactions. The system wassng CBR
techniques in combination with fuzzy predicates egsing preferences
in determining similarities between subject and @armable properties.
PROFIT was able to estimate the actual value of iamestigated
property by using several hundred thousand salems of California

real estate transactions.

Varma & Roddy (1999) used event mining to createcanventional
diagnostic system based on CBR for the monitoring wain
locomotives. Within the context of this research GE¥as remotely
monitoring 4000 locomotives, using a case base atlltff logs to
diagnose if any proactive maintenance was neededccé&sstul
diagnoses were entered into the case base suppiyiagnput variables

and the maintenance action code as the output bézia
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Varma, Aggour & Bonissone (2005erformed data gathering as part
of the General Electric (GE) Global Research groaimong military
vehicles. The purpose of the investigation was &tedmine whether
data from peer units could be used inside a fleebrder to select the
optimum vehicle fora potential military operation. The rationale
behind such research was the fact that the opematidife of military
vehicles is characterised from long periods of inaicy and short
periods of intensive usage. In such performanceimmment making
direct usageof standard statistical techniques was not efficiehlhus
the vehicle data were mined to ensure the reliapilof missions by

using a collective of equipment peers for a givemntu

2.5.5 CBR in the control of workflows

Apart from the clearly applied industrial sector BR has also been
used in the area of workflows. Kim et al. (2002)vkaproposed a
document-based workflow modelling mechanism (suppaystem)
(DWMSS) for the effective reuse of design outputsing CBR. Ong et
al. (2004) have used CBR to create “a Workflow Advisor system in the
context of advanced aero engine fault diagnostidsr the needs of
DAME e-science Grid project. Chinthaka et al. (2008ave presented
an approach to Workflow composition using CBR bas®d the input
and output characteristics of a workflow as well #s underlying

components and services that can be reused.

CBR has also been used towards the recall, reusé affective
adaptation of workflows. An example of that is thverk from Minor et
al. on URANOS project in chip industry [Minor et.al2007b]. Minor et
al. have used CBR along with past knowledge on Wiowks adaptation
to support usersin adapting current workflows. In order for the
workflow adaptation to be established, workflows vkea to be
represented in terms of graphs [Minor et al., 2007a this way they

can be comparable afterwards using structural samiy measures
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Work on the adaptation of workflows has also beemaucted with the
focus on the modification of their active parts viate-planning,
hierarchical decomposition [Van Elst et al., 2003; FreBmann et al.,
2005]. Van Elst et al. are using weakly structurewrkflows in
organisational memory information systems (OMIS).oikflows are
used in order to balance the possible conflictingaly of the task-
oriented information support, the characteristicé the knowledge
work and the work practice of knowledge workef&eBmann et al. are
using variables from the environmental context tooyide dynamic
assignment of sub-workflows within the CAKE systenwork on
workflows and CBR includes research conducted bylgimg ad-hoc
changes on an investigated workflow structure [Rwd et al., 2003;
Weber et al., 2005].

The work shown in the literature has extensivelyadewith the

composition of workflow systems and their effectimdaptation using a
flexible workflow technology. Business processsdepicted in the form
of workflows may require changes [Minor et al., ZUQ. A reason
could be the operational field of the workflow. Aa® such as the
medicine or the chip design industry may need atiems in ther

applied procedures. This could be due to a numbfereasons: a need
to meet an unanticipated situation, a necessarymealange that has to
be applied, etc. The same applies to areas whergkfhoows are being

used to represent human actions in an operatingrenment.

Existing work in the field shows examples where Widow engineers
apply changes to parts of the structural contextofe workflow while
other parts ofit are being executed. Control can be applied to the
structure of a workflow while its modelling and exeion can be
effectively represented with existing notation ofotkflow patterns
[Van der Aalst et al., 2003]. However, current raseh on workflows
lacks in the area of applications where uncertairmgrives due to
unpredictable human actions. The monitoring andtcolnof workflows

that deal with human roles [Kapetanakis et al., 206hould take into
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consideration possible adaptations and overridest thre triggered in

order to meet upcoming environmental changes.

Modern business process management systems offermptssibility to
managers to bypass or adapt explicitly a businesse@ss in order to
deal with an operational problem or a set prioritorkflows should
also be able to change in order to meet collabamatiequirements in
cases where different parts of an organisation havemerge their
processes. The same applies between collaboratiggmsations where
several tasks, designed for the same purpose, lhavee synchronised

and adapted for compatibility purposes.

2.5.6 Uncertainty in CBR

The effective monitoring faces challenges in theseaf flexible and

adaptable workflows. The management team of a waomkfcan find

any information available in the form of timed euelogs of actions

that have been generated durintg execution. Any workflow actions,
communication messages as well as system genemagskages can be
found there. A challenge in the monitoring of woldkivs is that even
with well-designed, well-defined workflowsthe actual contextual
information that affected the decisions taken canrmbissing. This can
happen in many cases, although the system has neantogcapture any
provided information or even the actual event p#tat the system has

followed.

Another factor that makes more difficult the momitog of workflows,
with interfered human roles, is the inability to ptare the overall
contextual information and communications behindyaposterior
actions. Some system actions may take place inraofficial way (e.g.
manual interventions) based on informal verbal coumitations or
meetings among actors. These actions may not bducag from the

system in the form of a logged event. The structara orchestration
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of a workflow does not necessarily define excludwethe final
choreography and operation of the monitored workfloAs a result in
order to achieve effective monitoring of workflowghe factor of
uncertainty has to be taken into consideration anmfgectively be dealt.
The case of uncertainty will be extensively discedgslater on in

section 3.5.

2.5.7 Theneed for CBR Adaptation

CBR systems are greatly relying on adaptation imesrto be able to
provide firm reasoning to a current state of thestgyn Since CBR
systems relate to analogy it is essential to beedbladapt past cases in
order to provide profound human-acceptable argumemtowever, this
states a relative challenge in complex systems esiagaptation is

getting more difficult.

The literature provides a number of CBR systems mehadaptation is
prominent. Especially over the last years the CobepuCooking
Competition (CCC), present in International Confeces (International
Conference for Case-Based Reasoning (ICCBR) 20@®CHBR 2010,
ICCBR 2011) have shown several systems that arenkeesuccessive
adaptation of their cases. Cooking CBR systems aséng sets of
ontologies along with their cases in order to beleabo rectify and
adjust their existing recipes to the user requiramnse

An example given from the CCCs is the Taaable sysf{€ordier et al.,
2009; Badra et al., 2009] where a whole architeethas been designed
and deployed to support the successful adaptatibmecipes. Taaable
is backboned by a semantic wiki which works as atcal module to
manage all the available data and their inclusiveowledge along the
system. On topof that Taaable is using opportunistic adaptation

knowledge discovery in an approach to gain interaetiand semi-
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automatic learning of adaptation knowledge triggktey user-provided
feedback.

Another example is ColibriCook software ¢DMiguel, Plaza & Diaz-
Agudo, 2008], developed for the cooking domain. ®oilCook is an
ontology-based CBR system which aims to the retaieand adaptation
of cooking recipes. The system is based on the somess of
JCOLIBRI2 [Diaz-Agudo et al., 2007] CBR framework which provided
a basic ontology extension [Recio-Gé&acet al., 2006]. The ontology
was adapted accordingly to meet the requirementstiod cooking
domain. CookllS software [Hanft, lhle & Newo, 2009% another
example of CBR-based applications that focuses lo@ tetrieval and
adaptation of cooking recipes but using different software
engineering approachNET web services versus the Java ones adopted

from its competitors.

Work on recipe adaptation using CBR is usually reeld to the area of
textual adaptation. This is due to the fact thaé gystems are mainly
following linguistic processing in order to be abte handle the text-
based recipes. Specific work on how this is proegsshas been
presented by Dufour-Lussier et al. (2010) indicatithe various stages
of the processing having as a target the optimadaptation.Towards

that direction the Formal Concept Analysis methosl bheing used
combining text mining with machine learning. As asult instead of
just replacing an ingrediemt with an ingredients, the actions that had
to be applied o will be substituted with the actions that havelie

applied tog.

2.5.8 Temporal concept in CBR systems

In a certain number of application fields the copteof temporal
reasoning is important, since actions that takecplavithin certain time
frames may have a totally different meaning. Timancalso define

events in terms of importance. An example couldhmav a monitoring
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system conceptualises a 5-minute time span in aicpolkmergency
system. If this time span is the response time fromr@aw conducting a
routine patrol it can be regarded as acceptablewéher, if this time

span is the response time in the middle of a calticescue operation, it

definitely means that something does not go as wslit was expected.

During the latest years there is an emerging need femporal
reasoning in CBR systems. There are mainly two trends for this [Jere,
Aamodt & Skalle, 2002]: The first is that CBR systge are called to
solve real, challenging problems where there is chder extensive
temporal reasoning (such as medical diagnosis). Bleeond is that
CBR systems have become more interactive and traresg to users.
Consequently the problems are moving away from theontainer,
towards user-interactive assistants. In this cdse dequence of actions

is of relative importance.

The literature can show several examples in theaagsé CBR systems
where the temporal concepts are being taken intosaderation. In the
area of diagnosis and possible prediction of adeeggents before they
occur, work has been conducted by Netten (1998)e Ttcus of that
work was on the incorporation of time-dependent esasand temporal
reasoning while attempting to configure and establihe operational
conditions for technical applications. Outcome bhat was the BRIDGE
project whose objective was “to improve performance of operational
diagnosis systems as a means to improve safety, ilawdity,
reliability, maintainability and life cycle costsfolarge technica

application$ [Netten, 1998].

Likhachev, Kaess & Arkin (2002) have conducted rasd work on the
behavioural parameterisation of robots using boplatsal and temporal
CBR. The aim of their research was to help robaarh the optimum
behaviour for autonomous navigation tasks eithernaving the robots
under (ordinary training or by following a mission-based training.
During the latter the robots could learn while tngi and making
mistakes during their assigned missions. Both temapoand spatial
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characteristics were taken into account in thisem€h in order to be
able to match the best case for a robot within ibperating

environment.

In the area of oil drilling temporal sequences dadicate a number of
situations where call to action may be necessary.ekample could be
a situation where a drill string gets stuck in therehole, and stops the
drilling process. This can be an exceedingly cosfyblem since
drilling operation hours are of high cost and tlreding of a stuck pipe
is a lengthy process. As a result a stuck pipe is ondgh&f most costly
drilling problems. Jaere, Aamodt & Skalle (2002) have used a CBR
system which based on temporal domain representatiould advise
the users where and when to stop a drilling openatiPast experience
could show similar cases that led to stuck pipessdtble explanation
for the cause of that case was also given basedhengeneral domain
knowledge. The implemented system has used Allen’s temporal theory
which is based on intervals in order to have reprgation close to the
way the human expert “reasons in domains where qualitative changes

of parameters over time are import&rntiere, Aamodt & Skalle, 2002].

A more advanced approach to the problems facedriflinlg industry

has been given by [Skalle & Aamodt, 2004]. This epach has
combined both CBR components and model based commptsnwithin

the TrollCreek architecture. Overall objective ohet work was to
increase the efficiency and safety of the drillipgocess. In order to do
that, past temporal experience was used to support fausdtgdbsis and
prediction of possible undesirable events in a domahat is

characterised fronf‘uncertainty, incompletes, and changgSkalle &

Aamodt, 2004].

Additional research on Temporal CBR (TCBR) was coaikd to
support dam technicians in decision making [HasNlmywawi & Aziz,
2006]. For water reservoirs the decision either to openclmse one or
more spillway gates is of critical safety. Dam-spised technicians
have often to decide which reservoir spillway gateould be opened or
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closed to release excess water in order to maintaisafe water level.
Hassin et al. have designed a CBR engine that csulgport temporal
data mining. The implemented prototype has incogied CBR
techniques used in a temporal data application fdecision
recommendation, based on historical data. Tempdradirology data
were used to evaluate the decision recommended Hey prototype
versus the dam expert. For this research in oradebe able to capture
the temporal pattern plus delays, sliding window swased as the

segmentation technique.

In the area of CBR expert systems Floyd & Esfandié2011) have
worked on extracting the temporal relationships vbe¢n sensory
stimuli and expert actions. Their investigation wBused on how a
CBR agent system [Wooldridge, 2009] could learnnirahe reactions
of experts to specific events by observing them roaeperiod of time.
Behaviour learning would be the optimum when theemigwas able to

perform like an expert on a specific input.

Navarro et al. (2012) have investigated the prowemsiof temporal
bounded reasoning in multi-agent systems that managcurity in
industrial environments. Their proposed approachcilitates the
automatic reorganisation of tasks in combinationthwpossible faced
environmental changes. Key insight of the reseailhhe optimisation
of security tasks performed and the solution of lpems with temporal
constraints. A modified CBR cycle is being used fitwis along with
ambient intelligent technologies such as GPS, Wiaktd HSDPA.

2.6 Conclusions

Modern systems nowadays can be represented in factefe way using
business processes, following established standardand
representations. A key objective of this research tb investigate

whether it is possible to provide intelligent monitoringn iworkflow
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systems that due to their partial capture of wookfl information and
context contain a high degree of uncertainnd “fuzzines$ regarding

the current state of the process.

The background research presented in this chapasrdhown that there
is a formal definition of processes. However, it igtnclear whether
there should be a formal definitioaf the temporal representation of
workflow events enabling the reporting to the preseauditors and

stakeholders during monitoring.

This chapter looked at the current research andcdaads in workflow
management, business process standards and thpregentation. It
also looked at the general temporal theories thatild underpin this
research. CBR can be an enabling technology for tiheelligent
monitoring of the workflows. This chapter investiga current
research in CBR including current trends of usin@FC methods for

workflow management.

During the last few years there is an emerging néadthe intelligent
monitoring of workflows. This could be observed fmothe latest
workshop on process-oriented case-based reasonindCiCBR 2011
where the work of Montani et al. [Montani, Leonar& Lo Vetere,
2011], Kapetanakis et al. [Kapetanakis et al., 2011] & Whinet al.
[Minor, Bergmann & Gorg, 2011] have shown the need for that.

Chapter 2 has presented the existing work in bussnerocesses,
workflows, temporal logic and CBR. The following @pter will present
the main enterprise system that was used as the sasdy for this
thesis. It will also explain and get in depth to ethfollowed

methodology in order to deal with the given resdaguestions.
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Chapter 3

Towards a generic approach to manage wor kflows using
Case-based Reasoning

3.1 Introduction

Throughout the literature reviewn Chapter 2 it can be firmly shown
that business processes can be efficiently repreexkrboth at their
design and execution stage in the efficient fornoft a workflow.

However the need in the area of business procefsea more efficient
monitoring pressurises for a more formal workflowefchition. This

formal definition and representation of a workfloshould also allow
an appropriate computational, similarity measurer fthe business
process. The efficient monitoring of the processildbbe based on that.

This chapter presents what the formulated research approach towards
the efficient monitoring, diagnosis and represematof workflows. In
order to retort to the stated research questiomsoakflow orchestrated
enterprise system will be used as a case study thar undergoing

research.

For the needs of its monitoring, artificial intejénce and more
specifically, Case-based Reasoning (CBR) is beimrgppsed as an
appropriate technique. The reason for such suggests that as seen
from the literature, CBR has been proven effectineareas where past
knowledge is required in order to make a decisibluman experts refer

to past experience in order to solve certain giyegnblems. As a result
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CBR seems a natural approach compared to the wayettperts work
Process monitoring is by definition an area wherestpknowledge is
required in order to be able to understand the entrstatus of an
investigated case.

Section 3.2 describes the selected case study system in tesfngs
characteristics, its actor rolesand the operations allowed within it.
Business rules and operation constrainte also defined. This system
was used in the majority of experiments of this diseinvestigating
whether workflows can be subject to intelligent nitmming.

The data of the selected system were subject toa daining and
temporal analysis in order to elicit their operatad information

Section 3.3 refers to the investigation of the temrgd relations that
regulae the investigated case study. This section alscenefto the
available events and sequences of events foundhen datasets of the
investigated system.

The usage of graphs was examined in order to be ablrepresent the
inner-data connectivity of the system and at thensatime achieve
visual representationSection 3.4 describes how graph connectivity
and/or representation can be associated and usedthe similarity

measurement of different workflow instances.

Since the data come from a business process enmeon where human
interaction is prominent, uncertainty derives. Thiscertainty can
make difficult a potential monitoring attempt of avorkflow

orchestrated system. Therefore section 3.5 addmedbe uncertainty

problem and investigates certain approaches tocatively confrontit.

In order to be able to compare and contrast diffierevorkflow
execution traces, the usage of adequate similantgasures among
graphs was investigated. Section 3.6 describessthelarity algorithms
used in this research in order to calculate the iknmty measurs.

Finally, section 3.7 contains the conclusions ofisthchapter,
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summarises and comments on the research approaoptad in this

thesis.

3.2 System used as main Case study

This thesis is investigating whether there can beelligent monitoring,
diagnosis and explanation of a business processgusiase-based
reasoning. As the literature review has shown, ¢heare several
isolated approaches regarding the intelligent bess process
management. He term ‘isolated is being used since there is no unary
approach that combines the different disciplinegédther in order to
give an answer to the addressed research. Buildingthe above, the
existing work is dealing with distinct perspectivesf the above

guestion. These can be:

e the representation standards of a business process
e the intelligent management of a workflow
e the temporal theories for timely-related events

e the application of CBR in the area of workflowscet

This thesis questions whethert iis possible to unify the above
disciplines and be able to apply intelligent momitgy in the area of
business processes. To evaluate that, a specifigroggch has been
formulated by selecting as a basis the workflow reesgentation of an
executed business process. Based on that, a tyfiewahal business
process was selected which could be represented smandard BPMN
format. For the needs of this research several comiusiness process

characteristics were taken into account such as:

e an undergoingbusiness process, comprised of a number of

predefined workflows
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e its workflows involved a number of actors interacgi and
communicating securely with a workflow monitoring system
[Kapetanakis et al., 2010b]

e the process involved artefacts that could be trakckand/or

modified within a workflow.

The list can carry on with common found charactdds of existing

workflow-orchestrated business processes.

A system that presents the above characteristicshes University of
Greenwich, School of Computing and Mathematical éhces (CMS)
Exam Moderation System (EMS). The investigated sgstdeals with
the monitoring of the creation, upload, moderatianpdification and

approval of the exam papers that are being usednduthe school
assessment periods. The system [Kapetanakis et28l09a] includes
several actors (coordinators, delegated coordinrgtomoderators,
drafters, administrators, external examiners) widtferent roles and
responsibilities. The above mentioned roles can taon limited,

restricted or unlimited permissions on the actioasailable in the
system. Figure 3-1 shows a simplified version oé thusiness process

describing roles and available activities.
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Figure 3-1: BPM N representation of the exam moder ation process activities and wor kflows
(smplified). [K apetanakis et al, 2010a]

The main role of the system is to orchestrate theole process and
accommodate actions that deal with the differenpexds of the exam
creation. For any performed action the system keapsinventory of
the generated events that may refer to processes$takiers or even the
system itself. Most of the workflow activities cdre tracked in terms
of actions, timed events and generated emails. ptocess overall can
be defined and represented in a formal way with hle¢p of the Unified
Model Language (UML) as an activity diagram.
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Several of the actions defined in the activity diagy can take place
during the lifetime ofan exam process. These actions can be tracked
back, if necessary, since they appear into the eemsin the form of
logged timed events. Most of the actions that tgdace within the
system can generate a series of emails which cdeldlistinguished in
two categories: (First) emails with informative demt that refer to
system routine actions, (Second) targeted emailsgecific workflow
actors. These actors are being indicated by thekitow based on their

role (they seem in charge of the next action / jask

An example of what is taking place in the systemuldobe a new
distinct upload of an examination paper by a couce®rdinator. The
upload action, once finalised, generates a nottima email to the

workflow actors that the system identifies as reldtto the next stages
of this action. While the focus of the business gagss is on the
moderator and awaits his/her approval (See Figurel),3 the

coordinator could upload some more ut@date versions, the
administrator could change the layout of the fiv&rsion and upload it

as the latest one, etc.

The system contains a variety of possible eventat tban appear.

Figure 3-2 shows the ontology of actors as it appda the system.

Role
0.2 01
— 0.1
Academic Admin External
01 o
01 o1 0.1 0.1
Coordinator Moderator Drafter External External College
Examiner

Figure 3-2: EM S Actor ontology.
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Figure 3-2 shows the roles that can be found wittie EMS. From the
tree diagram it can be seen that several roles dose to each other.
An example could be the similarities found in a ruen of performed
tasks.

Each branch of the tree is being connected withrast with a weight
indicator that can be used afterwards while caltimlig similarity or
distance among different event sequences. The wsigbresented,
relate to the actual distance among several rolesthe system. An
example follows showing how this is being conducted

Let’s assume that we have the following actors: a CoortonaC), a
Moderator (M) and an External Examiner (EE) as oated at figure 3-
2. The actions they perform are not of interest forstexample so they

will be referred to as general actions (a).

Since the business process is being monitored aaw action is being
regarded as a case. This case is afterwards compwith past cases
already present in the inventory of the monitorisgstem. For this
indicative example the investigated case is a sagaeof 2 events: Ca
— Ca.

Since the investigated case is compared with ergstpast cases, the
monitoring system recalls sequences from its invent(case base). Its
case base for this example contains just two caaeSa— Ma and a Ca
— EEa. While the system is applying similarity measurasiong the
investigated case and the case-base, if semantictheé form of the
ontology are not taken into account, the two casge regarded as
dissimilar. However, if it takes into account thbowve ontology it will
be keener to identify the sequence of GaMa as closer to Ca Ca

compared to the Ca EEa one.

In this way ontologies can assist significantly time identification of
patterns that are hidden at first sight due to piniemitive version of the

rule-set.
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Figures 3-3 and 3-4 show the equivalent ontologodsartefacts and

actions as they appear in the CMS Exam Moderatipstesm.

Artefact
0.1 0.1
0.3
Exam Comment Marking
Scheme
Figure 3-3: Ontology for the EM S artefacts.
Action
0.1
0.1 0.1 01
Upload Comment Approval Sign Off

Figure 3-4: Ontology for the EM S actions.

Referring to CBR terms each case in EMS system coses:

e a sequence of events and their temporal durations
e classification information (whether the sequencediocates a
“normal” workflow execution or not)

e possible available remedial action(s)

The EMS system superintends any conducted actiostmres all
uploaded artefacts as well as all the system-geteer@mails. At the
same time it keeps proof of the conducted actiorss veell as any

available record of the communications of actorseTsystem follows a
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formal defined business model with a plethora ok{specified rules

that work as prevention barriers to illegal or uardified activities.

CMS Exam Moderation system does allow limited malnonaerrides for
a number of authorised workflow actors (managemé¢eam). This
flexibility can put the system back on track if awmnanticipated
situation occurs. Although the system captures theerall bunch of
actions and the internal communication, cannot pecedr justify why

an action has taken place and whether it is vahdhe current context.

A possible drawback of the existing system is thadrts of the

behaviour of actors, although defined in terms ofwarkflow, they

cannot be captured from the system. Such behavoaur contain direct
emails, phone calls, face to face discussions, etcs A result

uncertainty derives related to the past anexpected events. The
notified uncertainty in the workflow results to aague approximation
of what is its current state.

The management team responsible for the monitorofgthe EMS
business process was interviewed in order to idigntthe steps required
for its efficient control. The managers were able to idgnipotential
patterns of events that could indicate either altitga or a mighty
problematic behaviour within the systerdowever, they were not able
to characterise with absolute confidence what is thuirrent state of the
workflow. Based on the occurred events and the kde
communication audit trail they could presumably mndiédy what is the
current state of the workflow.

Since the business process incorporates variousraowith interactive
roles, there is a considerable margin for possibdée overlap among
them. In most cases there can be a misinterpretattd what is the
current state of the workflow. Based on that it can be suhsagly

unclear what has to be done next.

Furthermore actors are misled in several cases hg workflow

indicators. In such cases the managers should dycahy take control
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of the overall process in order to put it back dretright track. This
can be done by either identifying what is the prabland re-assigning
tasks to actors or directly initiating a series medial actions. The
taken recovery measures could differ from managemtanager since
this is subject to: firstly, what is the perception béw a problem has

occurred and secondly, how the problem could bgdqoéved.

The coordination of actors inside the system aslwsed the internal
message exchange heavily based on a targeted emg#dneration after
an action occurrence. If an email has been missgdib actor in a key
position for the continuation of the process, tlisn be a reason faan
overall process halt. In such case no actor would interfere with the
process since everybody waits for a smtnotification to proceed
However, such a message will never be initiatedcseint had been

already sent (consumed).

Time intervals within the execution of the busingscess are a key
factor in the investigation whether the processisa healthy state or at
a problematic one. Usually the entity of a time antal within the
process can be interpreted as a delay between mcdi@and action B.
Certain delays are expected between actions withive system
However, it is not predefined how long these delasyould be. As a
result something that could be characterised asifigantly slow for a
certain period of the academic year (e.g. some dbgbre an exam
paper deadling it may be acceptable during some other period hod t
year (e.g. the same number of days but within tleegigd of summer

holidays).

The same attitude applies to system users from alitative and a
guantitative way affecting the processes overalheTresponse speed in
actions can vary from actor to actor and could lbecfuating from a
rather small to a rather high range. As a resulérthcan be several
slow, medium and fast responders to the system miwections
Outcome of the above observation is the followiragt action which is
regarded as fast for a specific actor may actudléysignificantly slow
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in terms of the response profile of a different actThis could lead to
uncertainty since it is not clear enough what a kfbow auditor should

expect in a number of different monitored workflmases.

The quality of the conducted actions can also varyce the users in
the system have different experience levels. Aseautt some actions
(from specific users) may have to be repeated ideorto acquire the
right outcome. In order to understand the meaninfg delay in an
investigated case, the managers have to resortasi gnowledge. This
knowledge is retrieved from similar cases that tqudkce in the past.

A possible approach to the above could be the statal analysis of
past available actions. A potential aim of this bsas could be the
classification of the workflow actors according tbeir response rate
The application of such preliminary data analysisukd help the
managers formulate a view of what they should expémm the
involved workflow actors and deal with them in arfi way.

3.3 Temporal Relations

The key question to address this research is whether business
processes can be monitored efficiently using Caaseld Reasoning. In
order to be able to monitor the execution path obusiness process
workflow, its occurred events as well as their exact temporal
relationship has to be represented in a formal walge reason for the
strict representation formalism derives from the tur@ of the
investigated cases. Since the majority of them comethe form of
sequential timed events extracted from existingteys text-logs, their
formal representation ensures their exactitude, ststency and

transferability.

For the needs of the temporal representation theegal time theory
based on intervals [Ma & Knight, 1994] was investigd. As shown in
section 2.4.2.3 the general time theory extendsttieory of Allen and
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Hayes’ (1989) by adding axioms “relating to the inclusion of time
points as primitive elements [Ma & Knight, 1994]. With this
unification of points and intervals the core contepelated to temporal
information are conveniently provided under a simdgramework. In
the case of timed event logs by using Ma & Knight’s (1994) time

theory the temporal prepositions are reduced to rifezts relationship.

The general time theory has been shown suitable femporal
similarity measure definition for CBR systems thaise graph
representation. Tis graph representation can include the events,
intervals, their temporal relationships as well sisnilarity measures.
The similarity measures can be based on graph matchechniques
such as the Maximum Common Sub-graph (MC3Ma[] Knight &
Petridis, 2008; Wolf & Petridis, 2008; Petridis, &= & Knight, 2010].
Additionally, such a graph can be checked for cebsincy of temporal
references wusing linear programming techniques [MWnpight &
Petridis, 2008].

For example, consider a scenario with a tempordérence (T, M, D),
where:

T = {t1, t2, t3, t4, t5, t6, t7, t8, t9};

M = {Meets (i1, t2), Meets (t1, t3), Meets (t2,)t5
Meets (t2, t6), Meets (13, t4), Meets (t4, t7),
Meets (t5, t8), Meets (t6, t7), Meets (17, t8)};

D = { Dur (t2) = 1, Dur (t4) = 0.5,

Dur (t6) = 0, Dur (t8) = 0.3}

The graphical representation of temporal referef€e M, D) is shown
in Figure 35:
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t, (0.5)

t t, (1) ts ts (0.3)

Figure 3-5: Graph representation of temporal relationships.

Workflow events are stored in an event log followia timed orderA
CBR intelligent system can represent the storedn¢éveby using the

general time theory based on intervals.

In the case ofan investigated business processs event logs contain
sequences of events with their related timestamps. intelligent

system based on this information can highlight aradssify the events
with the help of the above temporal theory. Howevénis temporal

information can be scattered. A way to collate strieeded in terms of
origin and cohesion in order to be able to comp#drem at first stage.
After their successful correlation the next taskui@ be to be able to
apply similarity measures and subsequently eliciisights. The
representation of temporal information in termsgraphs could be one

way towards that direction.

3.4 Graph Representation

The events taking place while a workflow is beingeeuted are usually
being logged in files using a proprietary format.hile attempting to
trace back an already conducted execution of a Wowk the events
contained in a log can be utilised to efficientlgpresent the conducted
operations. This information can be used afterwafaisthe monitoring

needs from a domain expert.
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While applying monitoring, the expert in charge sied create a
conceptual image from the sequence of the condueteeints for each
investigated case. Then s/he should be able tossstdee case based on
past experience from event sequences which are eclow the

investigated one.

In the research approach presented here, the pexpoimtelligent
systemuses a similar approach to the manager’s one while attempting

to monitor the executionfoa workflow. For each particular case study
the system has access to several logs of condueheents. While
analysing these logs the system is able to repredpast event
sequences based on the identified temporal knowdedgyent types are
represented as nodes and the temporal charactesisti the events are
used as ranked edges connecting the nodes. In wag for every
sequence of events a graph is being created fohgwsimilar patterns

indicated at figure 3.

The transformation of the sequences of events imbterconnected
graphs changes the setting of the monitoring praced The similarity
of objects is now reduced to similarity of graphG@onsequently the
similarity calculation of objects turns into the mputation of the
similarity of graphs (graph matching) [Bunke, 2000]

Graphs can be convenient since they present a viéesand capable
structure in the representation of objects. Grappeesent some
invariance properties that can be used extensivelthe area of pattern
extraction with traces of incidents. Bunke (2000pimts out these
invariance properties where “if a graph, which is drawn on paper, is
translated, rotated, or transformed into its mirriorage; it is still the
same graph in the mathematical sehs&he above properties as well
as the analogy of graphs to model objects (they caesprve their
relations) make them convenient for the identifioamt of worth

mentionable patterns.
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By transforming the found objects into graphs angirig to apply
graph matching the concepts of graph isomorphisnub-graph
isomorphism and maximum common sub-graph emerge.apGr
isomorphism can be used when investigating whettves graphs are
the same. Sub-graph isomorphism can be used totidemwhether a
part of a graph is the same with another part of stame graph or other
graphs. Finally the maximum common sub-graph camapplied in any
other case (where there is no isomorphism at grapBub-graph level).
A mighty obvious statement could be that “the larger the maximum
common sub-graph of two graphs is, the greater heirt similarity”
[Bunke, 2000].

In the case of the investigated case study, thecersatching of graphs
does not apply since the sequences of events cag si@gnificantly.
Another factor that has significant weight, while&tempting to achieve
graph matching, is the so called noise within thetad Such relevance
to noise can include all the events that are notlesively correlated
within a specific trace of events. The relevance rofise within the
selected case study system will be extensively d$sed in section
3.6.3. Based on the above the cases of graph isplmsm and sub-
graph isomorphism are deliberately neglected thioug this thesis
whereas maximum common sub-graph has been broaciig@Eed.

An interesting approach towards the similarity aaktion between two
workflow graphs has been presented by Minor et (@007a). In their
presented research approach the similarity betwemn graphs was not
estimated based on how similar two graphs are. @& ¢ontrary, the
graph distance was estimated based on how manygdmmne graph
has to be subject to, in order to match the onecomparison. In that
way the graph matching question instead of beingwHamilar these
two graphs are? is being changed to How differem¢ste two graphs
are?. With this approach the distance in similardafythe 2 graphs is
being measured based on how many steps are neededrder to

transform the 1 graph to the 2 one.
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Regarding the addressed case study, the graph naaes beimg
identified by following the sequence of events itiéied in a log file.
If the nature of events is particularly structurékde produced graph
follows the format indicated at figure 8-

Event A

2

1

N

Event B

/1

Event C

™~

Event D

Event E

Figure 3-6: Graph representation of an event sequence.

As it can be observed from figure 3-6 if all the eeMs and their
temporal duration are known, the graph derived frolme log mining

can be drawn in a linear way. However, a totallyfeient shape can be
observed if several pieces of information are mmgsin the sequence
of events. An example can be the lack of knowledgethe exact event
duration or whether an event happened atumknown temporal point.
In some extreme cases there can also be that anteocxzurred and had
never been captured by the system. Figure 3-7 shaw®ssible shape

for

the derived graph containing similar cases withe above

mentioned scenario.

Event D Event H

Event C Event F

Event B

Figure 3-7: Event sequence represented as a graph. Unknown events are shown.

90



Part II: Research methodology and experiments Chapter 3 Research Methodology

Graphical representations of event sequences, asvshat figure 3-7
increase the complexity while estimating the gramhmiilarity among
graphs. However, such cases are seldom seen inEtW8 case study
Cases similar to the one shown at figure 3-7 cansken where high
dimensional uncertainty is present e.g. lots of eaagoned events,
unpredictable actor behaviour, weird incidents, .efhis appears often
in systems where multiple actors interact with mess processes in
different ways and there is a large margin of fleity in the actions

that they can perform.

3.5 Reasoning under Uncertainty

An important aspect while monitoring business preses is dealing
with uncertainty. Business processes deal with bdthmans and
organisations. Humans working in organisations netd have the
flexibility to work around workflows, bypassing anddapting them
depending on the specific context of a contemporaondition. Such
conditions could be either planned or unplanned. Axample of a
planned, or anticipated, condition could be the stution of an

employee in a case of an illness, or due to vagatibsence. Unplanned
conditions could be the so called wunanticipated uaitons

Unanticipated situations can urge for a manual bhess process
override. Such situations could be a natural dieasa power outage, a

committed crime within the working environment, etc

Most workflow control systems allow humans to ovide and/or adapt
elements of the workflowThe EMS system can usually record these
changes internally. However, any contert rationale behind such
changes is rarely recorded since the changes ateessentially being
justified. An intelligent system needs to be able deal with the
uncertainty stemming from that. Additionally workfivs can be subject
to continuous change and evolution dealing with theaticipated

business process needs. Similarly to the abovesdhehanges can take
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place without providing a rationale or the stateantext behind them
Furthermore in most of the casethe system changesvere not
recorded as separate events. This is a characterigtthe EMS system
that increases the uncertainty and adds difficulty its efficient

monitoring.

Any event trace from a workflow execution will onllye recorded if it

resides within the visibility of the workflow orcls¢rated system

However, a significant number of events can occuther from the

interaction among people or the interaction amongople and the
system within the normal execution of the workflowhese events can
relate to phone calls, face to face discussionwriaten mail, etc., that
cannot be captured from the system. As a result theorded event
information is at its best incomplete.

Most of the problems within a workflow occur due to
misunderstandings of the involved actors. The moenstandings in
many cases can be regarding the current state efwbrkflow. They
could also derive from confusion among the actorgarding their roles

and/or responsibilities.

A typical example taken from the EMS system is threcertainty within
the interactions of course coordinators with theue@lent course
moderators. When each actor uploads something newhé system, an
automatic notification is being generated targetitihg related process
stakeholders. In the event of a new coordinatoroal a notification is
being sent to the relevant exam moderator. If thagification is being
missed by the moderator then there will not be et processing. Such
processing could include an exam approval, a pdsesitew document
upload or any other allowed operation from the perdpes of the
moderator. In such cases a deadlock will be unaabid since: the
coordinator will not take further action, the othetakeholders will
wait for an action from the moderator and the mader will remain

inactive waiting fora notification from the coordinator.
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A key issue contributing to the above problem isttla certain amount
of delay is expected among the actions of the whonkf Thereforeit

might not be clear enough whether at a specificnpan time:

e there is a problem within the workflow or

e a moderator is slown processing further his/her task

Another example issydgaken from the EMS system, has to do with the
limited knowledge of the system. This occurs as esult of the
inability to capture the full range of contextual knowledggsociated
with the workflow. Communication among the systetakeholders can
take place outside the system to an immeasurablkengx This could
include direct emails, physical meetings, phonelsaktc. As a result
several actions recorded into the system simplyndb make sense from
a third person’s perspective. A manager of the system should use her
experience gained from the available past knowledgerectify such

situations.

As seen from the above examples uncertainty withiorkflow

represented business processes can be due to atyasf factors. The
system itself could even be another factor that sesu uncertainty.
Changes that take place within it are not necedgarbvious to all the
related stakeholders. Therefore the possibilitieer fa potential
misunderstanding are being increased. The reaseomsttfat can vary
due to the nature of changes, the frequency of thdm possible poor

documentation, etc.

An indicative example can be extracted from the ecatudy system
The system has been running since 2004 hosting o0v¥@0 exam
workflow processes. Till the time this thesis wasithen it had been
subject to at least 4 major alterations in its bwess process that were
not necessarily documented. Due to this lack in the system
documentation uncertainty was present in severalesawhere the team
of experts wanted to identify a current workflowas¢ and make a

decision.
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Since uncertainty is present when business proces®ene acroswith
human interaction, several approaches have beemgestgd to deal
efficiently with it. BPEL4APeople and Bayesian ReaBm are the most
prominent ones, therefore they will be discussed the following

sections.

3.5.1 BPEL 4People

Business processes can be specified appropriateiyh wexisting

standards and representations as seen in sectidnl.2However, the
drawback to those standards is that human inteoacts not taken into
account. This can lead to a major gap while bussnpsocesses are
being executed. In order to fill in the above gapBE.4People has been

introduced as an innovative approach to:

e “support role based interaction of people

e assign users to generic human roles

e delegate ownership of a task to a person only

e support scenarios such as four eyes, nominatiogcakdion and
chained executioh[IBM & SAP, 2005]

As can be seen from the above specification BPElof®& has a rather
human-targeted approacf.herefore BPEL4APeople has been suggested
as an extension of the hard-coded control systemdtbon top of
enterprise workflow control systems. Such an appgtoacould be
suggested as a possible way to deal with vague itk since it
could enhance the reasoning within workflows regagdthe activities

of their actors.

However, BPEL4People is not by itself intelligenhcugh to address
uncertainty effectively since it works as a represdion standard
Intelligent monitoring systems on the other handedeto be flexible
and agile enough to deal with uncertainty. A monetable approach

should be able to observe patterns of human interos within a
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workflow system. This could be afterwards matched tertain
conditions in the workflow and then automaticallye breused as
suggestion to experts with the use of a CBR systé&m. alternative
approach to the above could be to facilitate Bagasireasoning in

combination with artificial intelligence.

3.5.2 Bayesian reasoning

Artificial monitoring of enterprise workflow systesnfaces the problem
of dealing with partial and often uncertain inforthan. The

information available in a system may be unreliable e.g. “a patient may
mis-remember when a disease started, or may notehaoticed a
symptom that is important to a diagno%igLeake, 2002]. Additionally

the rules governing a system cannot take into aaotall the possible
parameters that may make their conclusions inapplicable e.g. “the

correctness of basing a diagnosis on a lab testeddp whether there
were conditions that might have caused a false fpwsji on the test
being done correctly, on the results being assadatwith the right
patient, etc’ [Leake, 2002]. As a result an artificial monitoring system
should be able to provide enough reasoning regaydime probability
of events based on their available knowledge.

Bayesian probability can be regarded as a natuggraach towards
reasoning based on uncertain statements. Bayes’ approach can be used
to measure a state of knowledge rather than measugefrequency of
explicit occurrences. The confidence of a possiblggestion can be a
number within the scale of 0 and 1. The rules thaBayesian system is
using can be “justified by requirements of rationality and cont®scy
and interpreted as an extension of logicCrowley, 2010]. Due to their
wide applicability the basic principles of Bayesidagic have been
broadly used in artificial intelligence and morepdicitly in the area of

machine learning.
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Bayesian reasoning can be used to calculate théghidities of events
within a monitored system. Models that use Bayasraasoning and
can depict the relationships among the variables inferest in a
graphical way are referred to as Bayesian networkise literature can
show examples of using Bayesian networks, appliedtasks like user
modelling and medical diagnosis. An exampgelintellipath, a medical
system using Bayesian networks and has been incatpd in a large
number of hospitals across the world for patholadjggnosis [Biocare
Medical, 2009]. Medical diagnosis is a particularea which faces a
great factor of uncertainty and perhaps a combimatof probabilities
should be taken into account. For exampgb medical decision-making
system might make decisions by considering the priuohty of a patient
having a particular condition, the probability ot side-effects of a
treatment and their severity, and the probabilitydaseverity of bad
effects if the treatment is not performé¢Leake, 2002].

A Bayesian approach could be used for the clasation of workflow
traces. From that point of view some uncertain edaits can be
removed and replaced by probabilistic measures et allow a CBR
system to operate in a more accurate way. An examgdn be the
classification of users based on their responseedpéo workflow
events in a variety of contexts. Bayes-based teghes could be used
to deal with the deriving uncertainty. In such walgere can bea
probabilistic estimation of a possible event basedthe past available

observations.

An example could be the following: During the |Ia&&stworking days the
Personnel Manager has replied his emails. For thldays s/he managed
to reply to everything within 12 hours. For 1 dayjhe replied all his
emails within 24 hours. As a result based on Bayes’ approach there is
80% probability that the manager will reply to hleig inbox emails
within 12 hours and 100% that s/he will reply with24 hours.

A Bayesian approach could be used to identify norarsd outlier

behaviour in the execution of workflows. Howeverhet structural
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representation of workflows in terms of graphs makthe followed
approach eventually more appropriate. A Bayesiaprapch could be
used in further work, especially to deal with unnty issues were
norms and probability of diverging behaviours coud modelled.

3.6 Similarity Measures

As seen in section 3.4 above the operational logstain sequences of
events found that can be represented in a graphm&or While
monitoring a business process the process managay mant to
investigate how similar a new case is with thosewced in the past.
In order to do this, a similarity measure is needd estimate the
similarity of the current trace of events with amayailable past cases
Based on the calculated similarity the underlyingokledge of the
similar past traces can be usedal classify the investigated case. These
similarity measures along with the retrieved pastowledge can be
visualised afterwards and used as explanation te thonitoring

recommendations or suggestions.

Since the sequences of events can be representeéchandled in terms
of a graph, the algorithms used for graph-matchoagn be used for the

calculation of the similarity measures among wookfl cases.

For the purpose of graph matching several algoridhexist that cover
the overall spectrum of different graphs. The aligoms that work with
graph isomorphism or sub-graph isomorphism havenbexcluded since
they deal with the holistic graph match and they don’t handle

efficiently the existence of noise, as referredinosection 3.4.

The current research deals with workflows whosecked traces have
to be compared in order to calculate the similariignong them
Therefore a graph similarity algorithm has been diséor the

calculation of ther similarity measures.
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In the workflow are the edit distane algorithm has been used to
measure similarity [Minor et al., 2007aMinor et al., 2007b] as well as
its modified trace edit distance [Montani & Leonar@010, Montani,
Leonardi, & LoVetere, 2011 Montani & Leonardi, 2012] However,
the above approaches were not followed in this agsk for a number

of reasons:

e the workflow representation in this research is é@son the
formal temporal theory and is highly structured terms of
graphs

e the use of MCS and Components have been shown apiate in
a number of contexts [Mileman et al., 2002; Wolf Retridis,
2008 Petridis, Saeed & Knight, 2010], involving stitucal
similarities. In highly structured graphs the MCSnda
Components approaels have shown to be appropriate

e the system experts when reasoning about the ingased
workflows, in the cases used in this research, have invariably
reasoned in terms of features and “motifs” that corresponded to
specific conditions in the execution of the workiio Therefore,

a MCS & Components approach is a natural approaciwrd

Finally, this approach allows the identification efusters of similar
workflow executions that can be used for explanatid@his would not

be possible if the edit distance was used.

Referring to the adopted algorithms, the Componeme is based on the
simple count of similar event types and will be dabed in section
3.6.1. Further investigating the essence of temporal infation
among workflow instances, an implementation of thHé@aximum
Common Sib-graph (MCS) has been considered with some relevant

variants. MCS will be described extensively in seat3.6.2.
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3.6.1 Graph Matching - Components

A first approach to graph similarity was to devise simple count
algorithm since previous research work has showattbhis can be
efficient [Petridis, Saeed & Knight, 2010] .The algthm was
evaluated using data from a number of simple exmpents. The
primitive algorithm, named Components, was basedlmsimple count
of events of similar type that occur in each busserocess execution.

The algorithm was based on a simple rationale:

Let’s assume that there are two different event sequences under
investigation. Since the events are of a specifipet if the number of
different categories of events in the first sequens the same with the
number of different categories at the second ondARNthe number of
events for each category in the first sequence gsiealent with the
number of events for each category in the secongusace THEN the
two different event sequences have the SAME numifeeach and every

event.

The mathematical representation of the algorithmrm dee seenin the

equationl below.

no of event types N-2
S(G,G" =Z w; ———— (Eq. 1)

i 7
i=1 Ntotar*Ntotal

where N is the number of events of type i common to bothsimess
processes and {Na, N’itar are the total number of events in business

workflow G and G respectively.

w; is the weighting factor for events of type i, typity w; = 1/
(number of event types)Just for the reader’s reference the reason
behind adopting multiplication was to separate betthe deriving

values.

The Components similarity algorithm seems a fineprach towards

the calculation of graph similarities. However, dannot take into
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consideration the concept of intervals and estdblisufficient
similarity calculations therefore a more advancddoaithm is needed.
The following section will refer in details to thenore effective

Maximum Common Sub-graph.

3.6.2 Maximum Common Sub-graph

Section 3.4 has explained the reasons why grapmosphism and sub-
graph isomorphism have to be deliberately negleciadthe current
investigation due to the significant variances ineat sequences and
the existence of the so called noiddowever, the Maximum Common
Sub-graph (MCS) has been broadly accepted in the aurnesearch

approach after proving its suitability in a numbafrcases.

The literature has shown several cases where MCS theen applied
successfully in different domains. Mileman et al2002) have

efficiently used MCS to measure graph similarity 3aD shapes in the
area of metal casting. Cunningham et al. (2004)ehaeen using MCS
to estimate sub-graph similarity among textual imh@tion within the

context of CBR. Wolf & Petridis (2008) state anothexample of the
MCS successful usage to estimate graph similaritgagures among
UML diagrams in the area of software design. Tshiaé (2010) have
used the MCS with CBR into process planning and dlesign processes
for automotive panels reusing existing designs w®velop new ones.
Further research work in the area of metal castivag also been using
effectively the MCS [Petridis, Saeed & Knight, 24Q10-rom the above
research cases it can be seen that the MCS can sugtable approach

for the calculation of temporal graph similarity asures.

By launching similarity measures in areas wheretaer sub-graps are
important, the context of motifs [Wu, Harrigan & @mingham, 2011]
emerges. With the reference to a motif several $nsalquences of the

same event types can be identified. These certaient sequences can
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define specific indication patterns that can haeenarkable weight in
the classification of a case. MCS can be fairly ieifgnt in the
identification of such motifs among the investigdatgraphs and their
sub-graphs.

The Maximum Common Sub-graph similarity between tawoch graphs

can be defined s

( 2 o(C,C)’

matches

ce
S G,G' — MCSG Eq. 2
( ) count(G).count(G') (Ea.2)

where count(G) represents the number of edges in graph G and o(C,C”’)
is the similarity measure, 0< o(C,C’) < 1, between two individual edges

(intervals or events) C and’C

In the case of time-stamped events, as extractechfa workflow event
log, the duration of each interval can be calcuthtés a result the
graphs can collapse into a single timeline. In these, the similarity
measure is easier to calculate as the MCS is a comsegment made
up of events and intervals in a particular ordereismch of the compared
workflow logs. In such a common graph segment eadige (event or
interval) has a similarity measure to its countetpen the other log

that exceeds a specified threshold valseEquation2 above can still
be used to provide the overall similarity betwedre ttwo workflows.

Other branches of the graph could represent relevaemporal

information to the operational context. This infoathon could be used
to interpret successfully a sequence of events.ekample could be the
proximity to a deadline (in the Exam Moderation $m), or reminder
communication broadcasts sent by managers outsh@éestystem (these

could be normal direct emails).

The MCS presented in Equatiod is being calculated using a greedy
algorithm. When the algorithm is applied on a cemtaet composed by

two graphs it returns “the largest connected common sub-graph based
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on a minimum similarity threshold between eventsdamtervals

present in both graphis[Kapetanakis et al., 2011].

The pseudo-code of the calculation of the M&Sused for the needs of

the CMS exam moderation system is being preseneddvb:

MCG similarity algorithm (G, G’)
For all combinations of events and intervads C’
Select Initial pat (C, C’)
return CalculateGraphSimilarity (G, G’, C, C’)

End for all combinations
End MCG similarity algorithm

CalculateGraphSimilarity (G, G’, C, C’)
Define variable Sim, Sim
Simy = Calculate Similarity (C, C’)
If Simy; > Threshold
Sim = Sim + Sim
Show node as visited (C, C’)
Find all neighbour combinations ()
BestNeighbour = 0
For each neighbour (€ Cy’)
Create remaining graphs (GG;1’)
Temp = CalculateGraphSimilarity(GG;’, C1, C1’)
If temp > BestNeighbour
BestNeighbour = Temp
End for
Sim=sim + BestNeighbour

End CalculateGraphSimilarity

This algorithm recursively assembles the MCSs beatwe two

workflows. The algorithm returns the sum (X) of the partial similarities
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between nodes (intervals and events) for the larg@snmon sub-graph
between the two graphs as in equation 2. This ientlsquared and

divided by the product of the total lengths of ttveo graphs.

3.6.3 The concept of Event Sanitisation

While attempting to estimate the similarity amongdffdrent event
traces, both the above algorithms are taking inbmsideration all the
available events. However, it has been observed thdauman expert
will not necessarily follow the same approach. Tkmsuld be due to the
fact that s/he can automatically skip events of arinmportance and

focus to themost important ones
Usually several events within an event trace carmrdaundant since:

e they have been generated by the system for adnriatiste
purposes

e they refer to confirmations of activities

e they refer to user-repetitive actions, e.g. the rusepeated the

same action by mistake.

The above cases overall constitute the concept'mfise” within the
dataset since they refer to information of minorpiontance. This noise
would rather be eliminated while applying similarimeasures among
workflow execution traces. In this way the datasstses could be
refined and more valuable knowledge could be extedc This
subsequently leadso higher confidence for the system experts. The
action of eliminating the noise among the data Wil referred to this

thesis as sanitising from now onwards.

Elimination of noise leads undeniably to better kwiedge extraction
for the system expertdHowever, it is hard to classify what is noise and
what is not. A typically observed example followkjghlighting the
dilemma created. Let’s assume two event Sequences taken from a

random system. The events in the system are refletoeas letters A, B,
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C, D and E. Assuming that we have two traces: ABEand ACDAE.
Their similarity measure will be calculated with @ponents algorithm

(seen in section 3.6.1and it follows below:
5 52
S (ABCDAE, ACDAE) :Z 5 =5/6~= 83%
i=1

In the above traces if event B is regarded as noideas to be ignored
from the similarity calculation. The calculation that case will be:
52

5
S (ABCDAE, ACDAE) =2 2= 25/ 25 = 100%
i=1

ABCDAE can be regarded as rather similar to ACDA&lléwing the
first calculation but totally identical (!) if thesecond one is applied
However, several questions are raised with the &bo¥irstly: Is
actually event B vital for the system while calctiteg the similarity of
trace® And secondly:Which factors can define the actual importance

of a particular event B?

Some examples follow in an investigation of whatut actually be

regarded as noise and what could not.

Using the EMS system there were observed sevemjuent patterns in
terms of the main actions. Actions of major imparta in the exam
preparation cycle were those of the coordinatorogul (CU) and the
moderator upload (MU) among other routine eventhe3e routine
events could be an admin upload (AU), a coordinatomment (CC), a

moderator comment (MC) or a drafter comment (DC).
Two predominant patterns based on the main everewhose of the:

¢ CU MU CU which indicated that there was an exchangfe
important documents and the

e CU CU which indicated that the coordinator was pobsg
working hectically on the creation of an exam paper
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Given a couple of event sequences like CU MU CU &€ DC and CU
CU CC AU DC if the MU event was misclassified asisw it would be
ignored from the similarity calculations. In thisagicular case such an
action would definitely lead to information lossnsie MU was a vital

pattern-indicator event.

However, this may not be the case in other apploatdomains. Sucla

domain could be that of online purchesby using a creditard. Let’s

assume that we have two types of events such asy eBa Amazon
transactions, defined as (ET) and (AT) respectiveBy having two
sequences of transactions in the following formBf AT ET and ET
ET ET a possible similarity calculation could igreothe AT transaction
since it does not indicate anything useful. A pdssiremoval of such a
transaction could be acceptable since it does nudicate anything

useful and could be regarded as noise.

The application of sanitisation on a certain dataiseheavily based on
the application domain area. This is due to thefaliént importance
(gravity) that its obtainable events could havReferring to the
investigated CMS exam moderation system severalneseould have
trivial impact in the similarity measures and thasuld be regarded as
noise (e.g. administrative actions). The eliminatiof such events was
necessary since they could totally mislead the grapimilarity
algorithms in any different caseHowever, misclassification of
academic actions as noise could affect the systena inegative way,
leading unavoidably to ambiguous results. Therefomethe followed
approach, the events of the EMS were classifiedimportant or not
based on the system ontologies as presented inicgec3.2. These
ontologiesgave to the events an appropriate weight referringtheir
actual importance within the system. By applyingeaVv sanitisation the
graph similarity algorithms could provide more acate results,
assisting vigorously the decision support mechanitn the system

experts.
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3.7 Conclusions

Chapter 3 introduced the research approach towdhesinvestigation
of the research questions stated in Chapter 1. Tha@n research
guestion leading this thesis is whether we can lidently monitor and
diagnose business processes using case-based fagsdds a result a
real world system, coordinated via a business psacleas been selected
as a case study.

The data extracted from workflow execution traces asually found in
sequential series of events. Therefore a need eesertp handle them
and represent them in combination with their relevatemporal
information. Hence a formal theory of time has besalected and
presented at this chapter.

In order to apply similarity measures among workfl@vent sequences
an efficient graph representation has been selecfedtrong argument
for that has been the efficieg of graphs regarding information
handling and its subsequent persistenGraph representation allows
the calculation of similarity measures although thmphs may or may
not include the overall information. This is affect from the deriving
uncertainty in business processes when there isenis¢ human

presence.

Two similarity algorithms are being presented inistithapter that are
being used throughout the evaluation of both theesach question and
the subsidiary questions. Finally, the impact ofisein data has been
discussed as well as the difficulty stated whilgitig to classify what

should be regarded as noise and what should not.

Chapter 3 has presead the research approach. Chapter 4 will carry on
with the experimental phase of the undergoing reskausing the CMS

exam moderation system as its case study.
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Chapter 4

Experimentsand Validation

4.1 Introduction

Chapter 3 gave an overview of what is the approatithe addressed
thesis towards the efficient monitoring of on-goibgsiness processes.
However, in order to apply this approach effectivdivo requirements
have to be fulfilled: First to have a workflow thairchestrates and
choreographs a business process and second to haventelligent
monitoring system that could supervise the workflomor the needs of
the above evaluatigna custom service-oriented architecture (SOA)
[OASIS, 2006] was designed and developed. The nafmehe created
platform is Case-based Reasoning Workflow IntelhgeMonitoring
System (CBR-WIMS) CBR-WIMS has been used as a test bed in this
thesis investigating the grounds of the stated hhpsis. In order to do
that a number of experiments has been designed eweduated using
the CBR-WIMS platform.

CBR-WIMS is developed to monitor in simulated “real-time” the
current state of a workflow. Additionally it doesohneed to represent
the actual business process for the purpose of thenitoring.
However, a formal representation of the businesscegss could be used
to identify operations that break constraints asentfied in the
process. The main purpose of the monitoring is tmprove adherence
to the workflow definition but to a typical execon of the process.

Workflows stakeholders can follow an “acceptable” path within the
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workflow but there can be countless paths that t¢en followed, be

“acceptable” and not approved for the smooth on-going of the process.

CBR-WIMS is using case-based reasoning in ordermonitor the
current state of a business workflow. In order te &able to bootstrap
the system a small set of cases that has already le¢assified by the
investigated system’s experts (in the case of EMS senior staff
members) is being used to classify the incomingknown cases. The
maintenance of the used cases is based on the 0$§e€€8R-WIMS who
by following the normal procedures they are usinigetcases and
annotate them or write comments. However, a smathher of cases is
being used to classify the majority of the caseebasd equivalently a

small number of annotations is needed.

In the occurrence of a minor change in the busingsscess, this can be
recorded in the CBR-WIMS and add the necessary weitg the new
cases (in respect to the changed business proaesspared to the past
available ones. In the case of a major changehé# past cases are not
of use and the CBR-WIMS will not take them into aaat to the future

monitoring of the investigated system.

For the evaluation of the current research approachnumber of
different experiment sets were designed and conedict The
experiments followed an evolutionary approach in order to evaluate
thoroughly the research methodology. Therefore ithi¢ial sets started
with the application of simplified techniques on mrmalistic datasets.
Gradually the experiments were progressed with #wplication of
advanced techniques on more sophisticated datasieippsing both

high complexity and significant size.

The aim of this chapter is to guide the reader tiglo the evaluation
process of the undergoing research and put emphasishe produced
results as well as the encountered outcomes from #eries of

undertaken experiments
The breakdown of the chapter is as follows:

108



Part Ill: Results & Validation Chapter 4 Experiments and Validation

Section 4.2 gives an overview of the early condudcéxperiments using
CBR-WIMS with the focus on the used similarity atggdhms and the
mining techniques rather than the nature of the adat and its
attributes. Section 4.3 discusses on the experins&ts with real data,
taken from the CMS exam moderation system using MES and
Components similarity algorithms. Section 4.4 adskes the research
motivation for the investigation of a more sophtstted approach to the
MCS algorithm and the experiments undertaken towaitd evaluation.
Section 4.5 unfolds the reasons that led to thepaidm of clustering
and gives an overview of the experiments conductesing the
Agglomerative Hierarchical Clustering algorithm. rilly section 4.6

concludes with discussion on the results of theeegsh experiments.
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4.2 First set of Experiments— Simulated Workflows

At first stage a set of preliminary experiments wassigned towards
the evaluation of the proposed approach in Chaptefhe focus was on
whether CBR-WIMS is able to monitor efficiently andentify simple
patterns in already known, pre-classified casese HOlataset chosen for
this set of experiments was based on a simplifiedrikflow process
[Kapetanakis et al., 2009a]. The dataset was reldbethe chosen case-
study enterprise system, the CMS Exam Moderatioatesm. The exam
moderation system stated a variety of cases thatldcooften be
characterised in a generic way. These could berreteto as stalled or
not stalled having as a key point indicator whethtey present a
problem or not throughout their execution. This ¢éhlelassification can
be used when the cases are not complex. For momapbtex cases
another class has to be added but this will be ad@d further in

section 4.3.2.

CBR-WIMS was called to engage recreating the rofeaoCMS exam
moderation manager. Its role was to attempt clasation provision to
cases already familiar to the manager. In this gkpent the system
was challenged in terms of classification efficigncits provided
outputs should be as close as possible to the humars. The
experiment was designed with two major targets ggiarity: Firstly to
investigate whether it could perform successful morning to an
elementary dataset and secondly to check the oVdealsibility of the

system.

Towards the preliminary targets set, the systemktomto account the
behaviours of the domain experts. CMS exam moderatdomain
experts are senior members of staff that are exgered with the
system as well as the underlyingarning and quality procedures. Their
responsibility is to ensure the smooth operationtlod business process
in combination with any imposed rules and proceduses well as any

involved workflow actors.
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For the needs of the current research several uwieavs have been
conducted in order to elucidate the way they regpom a number of
actions. To illustrate the way that the knowledgaswelicited from the
system experts, the used classification form camséenin Appendix B
(EMS form). The form contains the basic questiomatt the experts
should answer regarding a particular case. The etspat first stage
were asked to classify simplified workflow instarscen whether they
face a problem or not. Additionally they were askexd provide any
available information regarding the investigatedseaThis information

was provided in a free-text format.

CBR-WIMS to a large extent should be able to repte their
behaviour to a stated condition. The target of thiest set of
preliminary experiments was explicitly referring that: to be able to
rectify an investigated case based on the way aalamrexpert would do

SO.

Domain experts, while attempting to monitor the wilow execution
traces, highlight certain areas of the providedoimhation rather than
the overall number of executed events. Being morecpe, while
monitoring an exam creation phase, the focus canowneards the end of
the event trace. This is due to the fact that ubudhe late events
contain the most upe-date information and could indicate the current
state of the workflow. Being more specific the neguof the events,
e.g. uploads from key actors, as well as their @aoming temporal
information could highly indicate what could be thstate of the
workflow. Therefore the system gave significant attention twmsth

event traces, imitating the behaviour of a humapex.

Workflow experts were following similar knowledgdstovery patterns
while being in the process of monitoring. Severarimations could be
also applied depending on the size of the tracehaf event (the larger
it was the more possible was to contain malfuncsiomconsistencies,

etc). Different characteristics of each investightworkflow case were
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also taken into account, e.g. the period of therya&e proximity to

deadlines, important external events, etc.

Since one of the prior targets was the feasibilgyaluation of the
system while monitoring an elementary dataset, auwdation was
proposed as the most suitable approach to.tliderefore a simulation
was designed consisting of 320 simplified eventdodhese logs were
containing cut-down workflow execution traces andere used to
produce the workflow case studies. For the needsthod simulation
only exam uploads where taken into account. Moreotte last thre

uploads where chosen in each log event-sequence fpes&nt the final

case.
The log trace contained events in the following rat:

(Actionl, Actorl, Intervall, Action2, Actor2, Inteal2, Action3,
Actor3, Interval3)

An example of this could be given as:

(CoordUpload, John, 3, ModUpload, George, 0, Cooguthad, John, 5)

with the time intervals specified as days

A graphical representation of the format of the eigein the log trace

can be seemn Figure 4-1 below.
a - e - ° - “
Figure4-1: A Simple workflow Event log segment [K apetanakis et al., 2010a].

For the needs of the efficient investigation of CBRRMS two aspects
have been examined: first whether it can providéceént monitoring
with the actual data contained in its case basesosd whether the

normalisation of the behaviour of the workflow ac$ocan assist the
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system in making robust judgements. Profile normation was
considered since usually the same people tend tealne things in the

same way. An example can illustrate this better:

Assuming that there is a writing process workflowp) and three
workflow actors: A, B and C that have to write atter and send it
within ten (10) days as part of the workflow prosedfter the letter is
being written and sent, the action is recorded he system. From the
actors above, A writes and sends it within one da)y, B in two (2) and
C in nine (9). Without the concept of normalisatitimese three distinct
time durations would be taken into account for arsymilarity

calculation among the wuser behaviours. However, byplgmg

normalisation there can be assumed that: the timaog between one
and less than three days is regarded as fast, tlioedive can be
regarded as medium and any time period after fimel dess than ten
days is regarded as late. By applying normalisatamhors A and B can
be regarded as fast and C as late. In a followirey wheir actual time
durations can be substituted with one (1) for fa®tr (4) for medium
and seven (7) for late or with any other indicativalues for fast,

medium and late responders respectively.

The normalisation perspective has been investigatednd) the first set
of experiments with the EMS process since the awtiof the workflow
actors (users) and their overall behaviour (profilecould be
distinguished in similar categories as above (slomgedium, fast)

responders. This will be discusséd further detail in section 4.2.2.

For the following sets of experiments real datanmirahe EMS process
were used after applying an anonymisation proc@sshe actors within

the workflow executions.
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4.2.1 Phasel: No normalisation on the profiles of users

During the first phase of the experiment the infatmon elements
relating to workflow actors (as individuals) wergnored. Only the

actual role of the actor was taken into account.
The similarity measure in this phase contained {aots:

e Estimate the similarity between two actionsi(AA;)
e Estimate the similarity between the durations of otwime

intervals (k, 12) represented as Dun(l and Dur(b) respectively.
The similarity estimation between two actions ifided as:

e o (A1, Ay = 1if A;= A, and
® O (Al, Az) =0 if Aﬁﬁ Az

The similarity measure between the durations of twtervals b and b

is defined as:

e o (Dur(l1), Dur(lz)) = 1 - (|Dur(k)| - [Dur(k)]) / ([Dur(ly)| +
[Dur(l2)[), max(|Dur(i)],[Dur(k)]) >0, o (0, 0)=1

For the estimation of the numeric relevance of twldfferent log

instances the Maximum Common Sub-graph (MCS) wasdusWhen
MCS is applied between two cases C and C’, it starts from the most
right (latest event) to the most left (earliest at)e During its

execution it calculates the similarity measures omang each interval
and action in C to the corresponding one in C’. MCS stops when the

similarity between two edges falls under a pre-dfied threshold. The
threshold placed for this experiment was at 0.5.

Just to familiarise the reader with the way the extian of the
information took place from the event logs provigdeaih example of a

system log follows in figure £~ This log contains 4 distinct events.
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Audit Trail

Coordinator John Smith uploaded version 2 of exam document COMP398 on Monday 19

January 2009 13:05:04

Coordinator John Smith uploaded version 3 of exam document COMP398 on Friday 23 January

2009 14:00:01

Moderator Phil Deil uploaded version 4 of exam document COMP398 on Friday 23 January
2009 15:29:21

Coordinator John Smith uploaded version 5 of exam document COMP398 on Tuesday 27

January 2009 09:05:01

Figure4-2: An example of an audit trail log.

From figure 4-2 we can extract a random case (@y. the needs of this
experiment only the last three uploads are takew imccount and given

another case C’ we can have the following two cases:

“C= (CoordUpload, John, 3, ModUpload, Phil, 0, Codpdoad, John,
5) and

C’= (ModUpload, Phil, 4, ModUpload, Phil, 0, CoordUpload, Mary, 3)
Assembling the MCS:

1. (5, 3)=1-2/8=0.75

2. (CoordUpload, CoordUpload) = 1

.(0,0)=1

A W

. (ModUpload, ModUpload) = 1
5. (4, 3)=1-1/7=0.857
6. (CoordUpload, ModUpload) = 0 ... MCS Matching stops

So, the overall similarity bsveen C and C’ from MCS eq. 2 as
presented in section 3.6.2 is:

S (C, C’) = (0.75+1+1+1+0.857)2/62=0.59" [Kapetanakis et al.,
2009a]
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Using the above similarity measures the sample ® 8ases was split
randomly into a case base of 300 cases and a tasipke (target
sample) of 20 cases. Thle nearest neighbour (kNN) algorithm with
k=3 was used afterwards in order to classify thenpke cases (target)
Each target case was then classified as stalledadrstalled based on
the votes of its three nearest neighbours. The pced results were
afterwards compared against the known case classtifon provided by
the human expert. In order to acquire more accura¢sults the
evaluation run was repeated 10 times and the ctecsdion results were
finally averaged over the 10 runs. This methodologyfollowed and

applies to all the conducted experiments in thisdls.

The results of the evaluation runs can be foundrable 441.

Average number of Percentage
cases /20 (%)
Target cases 138 69
correctly classified
Missed positives 5 25
False positives 1.2 6

Table4-1: First Evaluation results— no normalisation for users’ profile [K apetanakis et al., 2009a].

As it can be seen from the above table, CBR-WIMSswable to
correctly classify 69% of the investigated casedthAugh the results
were satisfactory dr its first, pioneer usage the need to incorporate
more environment information was outlined. Such oamhation
provision could possibly lead to more accurate daniy

measurements.
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4.2.2 Phase2: Profile Normalisation

The acquired results from the first set of expernte have shown a
promising monitoring performance from CBR-WIMS. Tipgovision of
inner workflow information could possibly enhancevesn more the
outputs of the engineKnowledge regarding the profile of involved
actors could possibly assist to further system gms$i provision
Motivated by the above, CBR-WIMS took into accouht profiles of
the human actors within the system. The resultswbz from the above
observation have shown that the workflow actors Idobe divided ino
clusters based on their response rate. After ariakysthe existing
cases, it was realised that they could promptly ifito one of the

following three categories:

e Fast responders: response rate between 0-2 days
e Medium responders: response within 2-4 days

e Slow responders: response over 4 days

As a result, for the second phase of the experimaormalisation was
applied to the interval similarity measuren Isuch way the rate
variations in the actor responses could be exprésswre precisely

among the different cases of the case base

For the needs of this experiment the duration @} €ach interval was
replaced by the difference of the actual duratiomnus the nominal
duration for the relevant type o& workflow actor. As a result the

above categories change to:

e Fast responders: response rate at 1 day
e Medium responders: response rate within 3 days

e Slow responders: response rate over 5 days

A typical example of how this alteration change® tlog format can be
given by changing the presented example in the beigig of section

4.2.1 above. For the needs ofithexample let’s assume that John is a
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fast responder and Phil is a slow on®uch profile information could
be known to a domain expert either from personapemence or from
analysis of past cases where each of those act@as mvolved. The
case could be represented in the following way lbdase the existing

profile information
C= (CoordUpload, John, 2, ModUpload, Phil, 5, Codmoad, John, 4)

After applying profiling normalisation the modifiesimilarity measure
could provide additional information which was baseon the
knowledge extracted from the analysis of past casdwoughout this
experiment the same approach as above was follobedepeating the
evaluation run for 10 times and afterwards avera@gthe classification

results over the 10 runs. Table 4-2 summasithe produced results:

Average number of Percentage
cases / 20 (%)
Target cases correctly 15.3 76.5
classified
Missed positives 3.8 19
False positives 0.9 4.5

Table 4-2: Second Evaluation results— nor malised for actors’ profiles [Kapetanakis et al., 2009a].

Phases one and two of the above experiment havewvshthat the
correct classification within the overall number ¢&rget cases was
increased after applying preliminary data profileadysis As it can be
seen from table 4-there wasa reduction in the missed positive cases
having as a result an increase in the successahtbe classification of
the cases This has been regarded as a fairly positive monimgr
attempt for the CBR-WIMS engine performing on singpic datasets.

The first experiments with CBR-WIMS were encouragiafter showing
that it can effectively locate cases with eitherahby or problematic

condition status. These statuses were provided fmoorkflow domain
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experts and were subsequently used by the systenihfe investigated

cases.

From its primitive evaluation CBR-WIMS has shown lhe effective for
the monitoring of simple datasets after applyingetihecessary
operational measures. As a further step, largems&gs of data could
be used. These data could be taken from a real atpmral cycle in
order to evaluate this research approach. That wees motivation for
the second set of experiments with the CBR-WIMS usjng this time
real workflow data taken from the EMS operationabs.

4.3 Second set of experiments— Using real workflow logs

Motivated by the encouraging results produced by tpreliminary
evaluation of CBR-WIMS, a second set of experimewas designed.
This set bok into account a complete dataset in terms of data snd
its relevant complexity. The chosen dataset forsteet of experiments
contained real data mined from log event sequenddse chosen data
were produced from the execution of the CMS examderation
system. In this set of experiments large segmerftewvent logs were
used in order to create the case base which coethian wide range of

exam moderation actions and events.

AUDIT TRAIL

Examination document Exam_COMPXX70_ver1_May_2009.DOC has been uploaded by Miltos Petridis at
03/04/2009 12:21:43.
Email sent to Moderator: mcXX Office: cms-exams

Examination document Exam_MS_COMPXX70_ver1_May_2009.DOCX has been uploaded by Miltos Petridis at
04/04/2009 00:06:03.
Email sent to Moderator: mcXX Office: cms-exams

Examination document Exam_COMPXX70_ver4_May 2009.DOCX has been uploaded by Ch&&&&g XX at
07/04/2009 13:15:22.
Email sent to Coordinator: pmXX Office: cms-exams Head of Department: pmXX

Examination comment has been added by Ch&&&&g XX at 07/04/2009 13:18:32.
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Email sent to Coordinator: pmXX Office: cms-exams Head of Department: pmXX

Moderator C&&&&g XX has signed off the Exam and Marking Scheme at 08/04/2009 00:07:17.
No Emails sent

Drafter SXtX McKXXXie has removed the Moderator Sign Off for the Exam and Marking Scheme at 08/04/2009
11:40:49.
Email sent to Moderator: mcXX Coordinator: pmXX Office: cms-exams Head of Department: pmXX

Figure 4-3: An exampletaken from an event log showing part of the exam moder ation process
[Kapetanakiset al., 2009b].

An example of the nature as well as the sequencewsnts extracted
from the CMS exam moderation system logs can benseeFigure 43
above. The presented events correspond to execwta#flow actions.
Figure 4-3 shows the system actors that triggerbd@sé workflow
actions as well as the communication messages bexthanged among

them.

For the needs of the evaluation of CBR-WIMS withakeworkflow
datasets a stepwise approach was adopted. Initfalhyiliarisation with
a preliminary dataset was conducted in order to leate the
monitoring performance of the engine. Based on tidained results
the engine came across the fully available datasetan attempt to
promote its monitoring aptitude. Such breakdownthe experiments
allowed better approximation and handling of thesukds as well as

gradual evaluation and reflection fouis capabilities.

4.3.1 Work on a Preliminary dataset
As shown in section 4.2 CBR-WIMS has proven its monitoring

capability in the initial attempts using simulatetata. To proceed

further, CBR-WIMS was challenged to classify cortlgcreal workflow
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cases. As an initiation activity CBR-WIMS was treaah for the

classification task using the provided rules of iheestigated system

A simple experiment was designed including exam grapextracted
from the CMS database. For the needs of this expenit snapshots of
29 exam papers were provided to CBR-WIMS. The exameyapwere
taken at the same point in time, near the exam sfindeadline. A
domain expert had pre-classified those papers aad annotated 7 of

them as problematic (stalled).

The role of CBR-WIMS was to classify the processatss of the
investigated exam papers. For the needs of the deams® formulation
76 already ranked and manually classified exam maten workflow

processes were used. All the exam snapshots wewsearh from the
same year and their ranking (as stalledon-stalled) had been

conducted by a domain expert.

The classification of the target sample was based somple voting
using the kNN algorithm with k=3. The 3 nearest glehours were
retrieved for each case using the Maximum Commoi-§uaph. Table

4-3 shows the results from the evaluation conducted

CASES CBR-WIMS
Correctly classified stalled workflows 4-57.1%
Missed cases 3-42.9%
False positives 4-18.2%
Correctly classified normal workflows 18 -81.8%

Table 4-3: Evaluation results using real workflow logs [K apetanakis et al., 2009a].

CBR-WIMS had a high percentage of correct rankingr fnormal
workflow snapshots, with a percentage of 81.8%, veas its
classification efficiency for the problematic casesas 57.1%. An
additional observation that came along with thispexment was that

the system had additionally picked 4 more cases i@®atified them as
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stalled. When these cases where presented to a ithoengert, he was
able to identify 2 of those, presenting signs oftgrtial problems that
could lead to a problematic state. Compared withe tprevious
experiment (using simulated data), this experimend not take into
account the previous behavioural knowledge for ihgolved actors.
The case base used could also be charasgdras small compared with
the overall number of cases that could be availalHewever, these
limitations were taken into consideration (and teak) in the design of

the following experiments.

This set of experiments has shown that CBR-WIMSaHable enough
to assist with the efficient classification of wdlaw cases. The
efficient classification was proven with both sinatéd and real data
something rather encouraging for the adopted reseaapproach

However, this had to be further investigated witHaage volume case

base in order to prove its operating efficiencies.

4.3.2 Work on a Full scale dataset

CBR-WIMS has shown thait can classify with efficieng the current
state of a workflowas taken at a certain point in time. Howeven i
order to ensure the classification precision of fflatform, the need for
testing it with a larger and more complicated dataset emerged. This
was profoundly indicated after the finalisation afhe previous
experiments as they were previously presented {sac4.2). Therefore
the following experiments were targeted on the enadion of the
monitoring approach given a high volume of real-widow executed

traces.

Given the priorities set for this experiment theeoall data-repository
available from the CMS exam moderation workflow pess was used.
This included the total of 1588 events and 116 idist exam

moderation processes from one academic session diaayakis et al.,
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2010a]. While incorporating the dataset into CBRIMS the whole
range of event types was included (Uploads, Sigfs,ofComments,
Reports and management actions) as well as all abh&ilable system
actors (Coordinators, Moderators, Drafters and Adiairators).

The data used for this experiment had significantbyger volume
comparedto the datasets used for the previous experimentsrdfore
significant assistance had to be provided by themdm experts. A
domain expert went through all the available evéods and annotated
the given exam moderation processes using threamtisclasses: AB
and C. Class A refers to the class stallegimentioned in section 4.2
and class B refers taon-stalled respectively. By working closely with
real data the EMS experts annotated that certaisesahad problems
and was rather obvious what was going on. Therefihrese cases were

annotated as class.
These classes are described in more detail below:

e Class A: Indicates that the exam moderation process has been
completed with problems. The area of problems cobéda form
of delay, the stall of a process at a certain tipwnt and/or a
notable confusion, discrepancy or misunderstandamong the
actors of the EMS.

e Class B: Indicates that the exam moderation process hasnbe
completed with minor or no problems or collisions.

e Class C: Indicates that the exam moderation process hasnbe
stalled and was not completed correctly at the poiof
observation.

For this experiment a slightly different approaclasvadopted regarding
the classification evaluation of CBRVIMS as well as the
classification measures used from the human domaxpert. The
reason for that was to investigate which could e tmost effective
configuration for the expert system in order to anke its monitoring

capabilities. For the needs of this investigatioartain changes have
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been made in terms of the nearest neighbour comfigan as well as

the algorithms used.

Upon the above stated rationale, CBRIMS has used the kNN
algorithm with k=1, 3,5 and 7 respectively for each workflow process
that was classified by the expert. An additionamdarity measure
algorithm was also used along with the Maximum CoomnSub-graph.
The second algorithm referred to &omponents (already presentedh
section 3.6.1) has been based on a component evemnt similarity
measure. In this algorithm the distance between pwocesses is being
calculated as the normalised sum of differencesnveen the counts of
events for each type of them. This similarity meeswoes not take
into account the comparative length of time intdsvdbetween events,
but focuses on the overall number of event typesolued in the

process.

The number of parameters taken into considerationthis experiment
was significantly larger comparedto the previous performed
experiments. Therefore several variants of it wemnducted in order
to be able to have efficient evaluation and at stagne time understand

the effectiveness of the current approach.

The first variants of the experiment contained #le available events
triggered by the workflow actors taking into accauieir k (for k=1,
3, 5, 7) nearest neighbours. The key difficulty encouetke with the
used (large) dataset was the unavoidable interfeeeaf events with
minor importance. As a result significant attentibad to be given to

the efficient eradication of such events from thr@gessedevent logs.

As a first stage for the log refinement event s&dtion was applied
(all admin and reporting events were filtered ou$uch events refer to
trivial administrative operations and did not seéemhave an important
effect on the process. At a second filtering stagdl the actor
comments were removed as well as the final actioniscated by senior

managers (Drafters) of the system. This action walken in order to
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focus more on the actual production stage of themnes processs.

Finally a rectification algorithm, developed espalty for the filtering

out procedure, has been applied to smooth the evkgs by
consolidating similar events that happened in qumikccession. The
need for such algorithmic imposition ememr from the observation
that actors were highly keen on repeating the santons in a very
short time span (e.g. from some seconds to onewar minutes). This
could be due to an unanticipated user error (sushaawrong file

upload) or due to a system error (such as a webepadresh failurg.

Figures 4-4, 4-5, 4-6, 4-7 and 4-8 below show thesults of the
experiments conducted as well as the percentage coffrrect
classification for each distinct EMS class categq®y, B and C) as

described above.

1.000

0.800

0.600 mALL
0.400 WA
0.200 mB
0.000 mC

MCSG MCSG, Components Component,
Smooth Smooth

Figure 4-4. Resultsfor INN and all types of events[K apetanakis et al., 2010a].
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Figure 4-5: Resultsfor INN and all types of events except for reports and admin actions [K apetanakis et
al., 2010a].
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Figure 4-6: Resultsfor INN and no reporting/admin or comment events [K apetanakis et al., 2010a] .
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Figure4-7: Resultsfor INN only for the production stage (no drafter involvement) [K apetanakiset al.,
2010a].
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Figure 4-8: Resultsfor 3NN no admin and reporting events [K apetanakis et al., 2010a].

The above results can be characterised as goodecésly comparedo
the majority-class classifier of the dataset. Thaejority class (B cases)
gives a prediction of 55 out of 116, 47% of accwachich is exceeded

from the WIMS classification in any of the abovep&ximents.
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As it can be observed from the above stated figuCdR-WIMS was
able to classify with precision the cases where esev problems
occurred within the exam moderation process, maiofses belonging
to the C class. The system has been shown veryrateun terms of the
classification of class B cases, the cases whee dkam moderation
process has been conducted in a smooth way. Inscéstonging to
status class A, where some problems incommodedstheoth operation
of the process, CBRNIMS has shown some reluctance in classifying
them accurately However, it was observed that the imposition of
successive filters and the removal of minor impoma events have
improved the performance of the system. Such evemiduded the
administrator actions or the reporting events. Howe the filtering
process could be regarded of greater impocenvhile applying the

Maximum Common Sub-graph as the similarity measailggorithm.

This set of experiments could be regarded as thestnurolific one
regarding the observations and the extracted cosiolus. For the needs
of these experiments, CBR-WIMS has applied classifion techniques
using a real, complicated event-log dataset. Throughout sthe
experiments difficulty was spotted in the identdicon of problems
during the early stages of the process. Howevemigt ttvas expected
since, based on the knowledge from domain expefésyer problems
occur at that early period of the academic yeare Tariation in the
imposed kNN algorithm had also proven a factor imiited importance
within the 1-3 scale and not efficient for the casehere k was 5 or 7.

The latter was due to the limited number of caseshm the case base.

The past behaviour norms of the human actors, imatesl past cases,
were not taken into account for this set of expernts. Another
parameter that was part of the experiment configioma was that the
exam processes were investigated at a certain piointme (just before
the exam-paper deadline) and not throughout a mbtevabme window.
The reason for that was the importance of this pam time for the
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creation of exam papers. Any other moment would ok trivial

importance.

Although the acquainted results from this extensset of experiments
were positive, further questions were raised. Thestf question was
whether CBR-WIMS efficiency was maximised or nothi¥ could not
be verified and had to be investigated further bgother set of
experiments. The extracted insight from the datastéring was also
guestionable. A raised question was whether a démhe clustering

approach could provide different or better results.

Finally the application of a more exhaustive simitg algorithm was
highlighted. Would an application of such an algbm be able to
increase the efficiency of CBR-WIMS? Following tladove question,
would a more analytical approach to the estimatodrnthe similarity be
of benefit? In order to find the answers to thesed questions, the idea
of applying enhanced similarity measures plus a endescriptive way

of clustering was formulated.

The next sections will discuss in detail both thppeoaches of the
enhanced similarity measures and the need for arahcdical

clustering.

4.4 Enhanced Similarity Measures

The conducted experiments with CBR-WIMS platformvkeashown a
remarkable ability towards the accurate classifioat of several
investigated cases within the boundariestibé EMS system. However,
although the results have been shown successfulight reservation
has been underlined regarding the algorithms used $imilarity
measures. The arisen concern had to do with whethlee used
algorithms are either hiding or omitting parts ohet actual case
information. Those parts could possibly be of bahetio the case

identification and their following system classiéon.
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As shownin Chapter 3 the MCS is being calculated using a dyee
algorithm. The algorithm returns the largest sequ&ncommon sub-
graph among events and intervals present in botd thvestigated
graphs. If the similarity measure goes beyond a-gpecified similarity
threshold then the similarity calculation is beitgyminated. A concern
raised, based on the above, is whether a more tighrocalculation of
the MCS, could lead to better similarity measuresl gaherefore better
monitoring insights. A possible variant of the MC&gorithm could
take into consideration all the available stoppipgints within a
investigated graph. That was the rationale for @ygplication of the
enhanced MCS within the concept of CBR-WIMS. Thelldwing
section refers extensively to the proposed enhamoedion of MCS as

well the experiments towards its evaluation.

4.4.1 The Enhanced M CS algorithm

MCS algorithm has been proven efficient in the mened
experiments, providing good prediction on the intigated cases.
However, further experiments had to be conductedorder to ensure
and verify its efficiency overall. Towards this éiction an advanced
variant of the algorithm has been developed in orteinclude into the
similarity calculation the formerly hidden sub-gtaa These categories
of sub-graphs contain smallpon-overlapping sub-graphs (parts of
larger grams) that the MCS was investigating. At this stage thie
experiments the research focus was whether these graphs are of

value, containing useful information for the simiiiey calculation.

Based on the above an advanced MCS variant has Heealoped. The
algorithm was able to return “a set of unconnected and non-
overlapping sub-graphs [Kapetanakis et al., 2011] and could be
represented formally by the equation 2 in sectia6.3. In order to be
able to hold all the available non-overlapping sgitaphs, the stopping

criteria of the original algorithm had to be chamlgeMCS when used
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for calculating similarity measureid returns a value either in the case
of a successful calculation or when the measureclhea a certain
threshold. The developed algorithm goes beyond #tege by applying
similarity measures consequently on any remainingnmatched
segments of the graphs. The graphs used for thisedment were

representing several workflow execution instances.

The main difference between the MCS algorithm and advanced
variant lies in the nature of the examination ofetlgraphs. MCS
requests the sub-graphs to be connected ones. Hewets variant
does not require thatDue to that difference the similarity measures

could vary significantly compared to the ones freimple MCS.

An example illustrating how the enhanced MCS woiksgiven below.
Assuming that there are twworkflow instances G and G’ with the
following actions: coordinator uploads (CU), moderauploads (MU),
durations in days and coordinator comments (CC)edé are workflow

actions that are allowed in the EMS system. Thdaanses follow:
G:(CU, 1.5, MU, 2, CU, 0, CC, 1, MU, 5)

G’: (CC, 3, CU, 1, MU, 2, MU, 0, MU, 0, MU, 0, MU, MU, 0, CC, 1,
MU, 5)

By following the MCS and having as threshold the¥®®@imilarity, the
algorithm would start from the end towards the beginning of G and G’

and would see the end sequence of “CC, 1, MU, 5” as their maximum

common sub-graph. The MCS would stop when theirikanty reaches
the 50% threshold.

By applying the enhanced MCS, the algorithm willtnstop till it
calculates all the possible similarities among G and G’. The enhanced
MCS would finish calculating by the time that alhe unmatched
segments of G and G’ are compared and their similarity is calculated.
In such way it will be able to identify the “CC, 1.5, MU, 5” common
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subgraph and the “CU, 1, MU, 2”. The two common sub-graph regions
are highlighted below.

G : (CENESEVINNS Cu. o, ICCIRIVIENS)

G’: (cc, 3, g . VU, 0, MU, 0, MU, 0, MU, 0, MU, OlNCEH
MU, 5)

The simple MCS algorithm would have picked up onhe second one
(towards the end) and the similarity from the sedomne would not

contribute overall.

4.4.2 Experiments with the enhanced MCS algorithm

In order to evaluate the enhanced version of theSve@gorithm a set of
experiments was designed and conducted using theR-®BMS
platform. The focus of this set of experiments was whether the
enhanced similarity algorithm was of benefit to tpeedictive accuracy
of the CBR process. Furthermore the computationalfgrerance was
guestioned: which was actually the difference ine tbomputational
overhead from the enhanced MCS algorithm comparm@dhte original
MCS one.

Towards the most accurate evaluation of the newoatgm, the earlier
experiments using the CBR-WIMS [Kapetanakis et &#010a] were
redesigned in order to include the evolved algorithifor the needs of
the evaluation 116 moderation workflow processeattmcluded 1588
events were selected from thHeMS system and were provided to the
CBR-WIMS system. The predicted outcome from the CB®cess was
compared to the outcome (based on the A, B, C @agswmentioned in
section 4.3.2) that was ranked by a domain exp@&he results of the

investigation can be sedn Table 4-4 below.
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Prediction MCS Enhanced MCS MCS Enhanced
(3NN, unfiltered) | (3NN,unfiltereq) (3NN, filtered) MCS
(3NN, filtered)
Correct A | 12 40.0% |8 26.7% |6 20% 8 26.7%
Correct B | 43 78.2% | 40 72.7% | 43 78.2% | 41 74.5%
Missed A | 18 60.0% |22 73.7% |24 80% 22 73.7%
Missed B | 12 21.8% |15 27.3% |12 21.8% | 14 25.5%

Table 4-4: Comparison of resultsfor the enhanced M CS similarity measures [K apetanakiset al., 2011].

The results produced from the evaluation of the M@&riant had
shown that the enhanced similarity measures did pitvide greater
predictive accuracy to the investigated workflow eexition traces
After thorough analysis on the results of the cooithd experimentsit

was concluded that in most cases the connected M@&S the key
indicator of a problem in the execution of a busiseprocess. The
enhanced similarity measures led to the result wérefitting. This was
due to the identification of secondary patterns,mooon in most
workflow executed traces, but not accurate predistéor problematic

behaviour in the business process execution.

Samples of the achieved results have shown thatetiteanced MCS can
provide further discrimination among the k-nearestighbour cases
However, the operational overhead required to calculate simailarity
measures did not sufficiently justified its usage an application
context. Furthermore,tiwas arguable whether the produced results
were driven in such way due to the nature of thelegation domain
(and its used datadr whether they could be different (after applying

the enhanced MCS to a more generatidusiness process).

The assessment of the enhanced version of the MGBtacned a
performance evaluation [Kapetanakis et al., 20Ii]combination with
the previous conducted experiments. The algorithmswapplied on a
116 x 115 cases matrix in order to calculate thénarced similarity
measures among the cases in the case base. Thalbegecution time

till completion was 1hr 57 seconds on a pre-seteln€Core 2 Duo
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Pentium 2.16 GHz machine. The execution time on #dsme data
matrix and using the same hardware infrastructuse MCS was 11.8
seconds. This performance indicator came on toptloé previous
argument that the involved computational overheadnot justified, at
least for the investigated dataset. Further expenits on a different
application domain may change the current reseaattitude but such

investigation is beyond the scope of this thesis.

4.5 Hierarchical Clustering

The process of monitoring and diagnosis of a bussn@rocess using
intelligent techniques requires context provisiomdaexplanation to the
related human stakeholders. Especially in the asEédhe CBR systems
there is an increased need for justification since thesuggested
recommendations / options have to be backed-up Isyable argument
Advice and explanation provision seems essentialsuch cases in
order to increase the confidence of the users t® tproposed

suggestions.

Work conducted in this area using CBR-WIMS [Kapedkis et al.,
2010b] has shown the effectiveness of a visual espntation of the
similarity measures applied on different businesqgess instances.
This work, stated in further detailn Chapter 6, was focused on the
effective visualisation of the similarity measures CBR-WIMS. This
was also combined with the ability to drill down ton individual
historical business process operations. The ado@tegroach has been
shown effective in augmenting trust to the usersilehproposing
plausible recommendations. In such way both the CBR and the

monitoring processes rise in effectiveness.
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4.5.1 The need for Hierarchical Clustering

In the research work conducted so far, the area afhanced
visualisation and the explanation of the similaritgeasures among
cases did not provide any insight or environmentackground for the
retrieved cases. The extraction of contextual imiation was presented
to the human user and reasoning was provided bysgmeng the
retrieved, raw cases. This was observation that urged for a different
approach in reasoning. Another observation derivingm the overall
application of the CBR-WIMS was the following: onca process
execution trace was identified as problematic, ttoanain experts were
able to discover specific patterns within it that icdted the existence

of certain types of problems

Based on the above observations the need for atetusnalysis
emerged in order to be able to deal firmly with tétated limitations in
the explanation provisionf cases.

For the selection of the clustering algorithm twaoajor factors were

taken into consideration:

e The temporal complexity of the case structure
e The similarity algorithms, that provided similaritgmong cases

instead of providing a static set of values for leaase

Based on the above specification a hierarchical stdu analysis
algorithm could be applied in order to identify gspec types of
problematic behaviours in the workflow executionhel dataset used for
this experiment was taken from the EMS system. Aendrchical
Clustering (HC) algorithm was chosen to be used fbe in-depth

analysis of the clusters.

HC was chosen based on the nature of the provideskedase and due
to its unique characteristic to orgamisits formed clusters in a
progressive way based on their similarity distan€er the needs of the

current research an Agglomerative Hierarchical Gé&rsng algorithm
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was chosen in comparison to a Divisive (DHC) [Ha®10] one. The
reason for that was that AHC follows a bottom uppepach, allowing
each case to formulate its own cluster. DHC followse reverse
approach (top down) treating all cases as one eluand then splitting
them while moving down the hierarchy. For the needsthis research
AHC has been considereds ahe most suitable one since all the cases

are represented individually in the case base.

Due to the distinctive bottom up characteristic AHC, individual
cases could be represented as clusters and thosk thie highest
similarity among them could sequentially be mergato a single one
Merging continues till the pre-specified number disters is reached
or when the clusters start becoming too diverse (tisisubject to the
configuration of the algorithm). A possible configution for this could
be established “by restricting the objective function which reprege
the mean distance of the cluster members from tbeomal centroid of

a cluste? [Kapetanakis et al., 2011].

4.5.2 Application of AHC to CM S exam moder ation system

In order to comprehensively evaluate the AHC on fhrevided dataset,
two sets of experiments were designed. The roletlhd experiments
was to investigate the configuration with both axdd number of
clusters anda dynamic one. The second configuration (dynamic namb
of defined clusters) was directed from the diveysatf the cases inside
the clusters. This configuration could be reducedthhe centroid-based
clustering [Jain, Murty & Flynn, 1999] where the uslter can be
represented by a central vector. Ideally this vectetates the
theoretical centre-point of all the cluster casdée application of the
MCS similarity algorithm versus the Components omeas also

examined as part of the cluster experimentation.

AHC with MCS application
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For the initial configuration of the AHC five (5)lesters were chosen
as the final cluster number. MCS was afterwards legth on a
combination of cases that was already ranked by oanain expert
within the A, B and C distinct classes mentionedsiection 4.3.2. No
prior filtering was applied to the MCS cases. Tabk-5 and 4-6 show
the produced results after the application of thid@\

Clusters As Bs Cs Overall Percentage %
Cluster 1 0 0 11 9.5
Cluster 2 1 0 13 12.1
Cluster 3 12 13 0 21.6
Cluster 4 10 22 7 33.6
Cluster 5 7 20 0 23.3

Table 4-5: Resultswith 5 AHC clusters based on the M CS [K apetanakiset al., 2011].

Clusters As Bs Cs Overall Percentage %
Cluster 1 0 1 0 0.9
Cluster 2 0 0 11 9.5
Cluster 3 1 6 7 12.1
Cluster 4 1 0 13 12.1
Cluster 5 12 13 0 21.6
Cluster 6 4 7 0 9.5
Cluster 7 9 16 0 21.6
Cluster 8 3 12 0 12.9

Table 4-6: Resultswith 8 AHC clusters based on the M CS [K apetanakiset al., 2011].

Experiments with both fixed and dynamic number dusters have
shown that only a few of them were key indicatofstioe classification
of a case a®a class of typeA, B or C. However, there was a tendency
for some clusters to group together series of esemtith similar
behavioural characteristics. This could be someghidike the
identification of a specific feature (e.g. the intention of a system
manager (drafter)). An example could be the rolleowf a task by
sending it back to a different workflow actor (e.gend an exam paper

back for applying further changesBuch an intervention could not
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have necessarily led to a major problem the operation of the
business process. However, it could definitely assvhen the business
process becomes problematic, by providing usefulnteat and
explanation on what went wrong. Such identifications of distinct
behaviours show the ability of the system to diseowa variety of event

patterns that can cause prospective problems.

AHC with Components Application

The first set of experiments with the AHC has ugsbd MCS algorithm
to apply similarity measures among the cases. A sdcaet of
experiments was designed, in order to further inwpgste whether (and
if yes how) the similarity measurement algorithnfedts the clustering
result The second set of experiments was based om Gbmponents
similarity measure rather than the MCS, in orderinwestigate the role
of temporal intervals in clustering. As it has besaen from section
3.6.1 the major characteristic of the Componentgoailthm is its
ignoranceto the duration of any temporal intervals among esenits
main focus is on the number and type of eventsha event-trace of
the business process. Therefore it was taken irdostderation for the

second set of experiments.

After the application of AHC on the provided casaslk, the produced
clusters were less able to predict the outcome aksainct classA, B
or C. However, an interesting outcome was that the clistgere able
to indicate clearly the existence of attention-gwaty patterns along
events. Such patterns could indicate problematic haweours,
inconsistencies or even other domain problems amtdregevent trace.

Table 4-7 shows the results after applying AHC dre tcase base.
Similarity measurements have been calculated udimg Components
similarity algorithm. Investigation on the producedsults had shown
that in some of the clusters (4) there was a clpaevailing event
pattern, affecting all cases thatere members of that cluster. Its

percentage was actually the 35.4% of the whole casse. Other
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clusters were also containing recognisable eventtgras with less

obvious patterns.

Clusters Recognisable Pattern As Bs Cs Overall Percentage
Event Details %
patterns
Cluster 1 0 1 0 0.9
Cluster 2 Pattern 1 Incomplete 0 0 11 9.5
due to
delays
Cluster 3 Pattern 2 Incomplete 0 0 11 9.5
due to
staff
problems
Cluster 4 1 1 0 1.7
Cluster 5 Pattern 3 Smooth 0 3 0 2.6
operation
Cluster 6 1 3 0 3.4
Cluster 7 0 1 1 1.7
Cluster 8 7 16 2 21.6
Cluster 9 Pattern4 Delays in 9 3 4 13.8
MU phase
Cluster 10 0 1 1 1.7
Cluster 11 5 18 1 20.7
Cluster 12 7 8 0 12.9

Table4-7: AHC using 12 clusters with Components similarity measure and event pattern identification

[Kapetanakiset al., 2011].
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The results from the second experiment set, inahwgdithe AHC
clustering, were taken into account towards the ardement of the
explanation component o€BR-WIMS. The identified event patterns
were tagged using a simple textual description, sluenmary of which
can be seen in the table 4-7. The description wakciating the type of
the pattern,its containing problem (if any) and the given advia®rh
the experts. The advice could refer to possible svdg prevent the
problem in the future or a likely remedy for that.

When a new case is being provided to CBR-WIMS forastigation, its
k-nearest neighbour cases are being retrieved ahith their known
status classificationA, B or C. The system afterwards can provide a
prediction to the investigated case by applying an@e voting
algorithm. Furthermore the system offers the optitm look at the
nearest neighbours of a case. Insights of the cobadi similarity
measures can be provided as well as a visual repr@adion of the
applied algorithm in the form of sequeatisteps. Finally, the cluster
tagging, referring to a possible identified evenatygrn, provides a

more direct insight into possible case problems.

The purpose of the systemas to amplify the confidence of its users
regarding the extracted insights of an investigatede. Therefore the
explanation component of CBR-WIMS was being useteagively. Any
relevant case information, the knowledge from pastses and the
calculated similarity measuresere being presented and highlighted to

its users in the fom of visualisation techniques.

The explanation component of CBR-WIMS presents & keset in the
increaseof understanding and augmented confidence while ptiong
advice [Kapetanakis et al., 2010b]. An in depth lexy@ation of how it
works will be presented in sectiohb.
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4.6 Conclusions

Chapter 4 has presented the experiments conductdtl whe CBR-
WIMS platform towards the evaluation of the currentsearch
approach. Experiments have shown that CBR-WIMS cmaonitor
efficiently a business process by investigating @axdéon snapshots and

applying similarity measures on them.

In the performed experiments a combination of samily algorithms
were used to enhance the classification of CBR-WIMBhough these
algorithms have been used in comparison to a lagtent, finally there
was no clear insight on which of them is betteruse. A reason for
that is that they give different answers to diffetequestions. MCS can
give an answer to qualitative questions whereas oments gives
answers to quantitative questions. Components ammtify a general
pattern with a sort of quick look whereas MCS caitveg an insight
where more detailed or complicated patterns existowever, the
advantages of MCS turn to be disadvantages whergel@guantities of
data exst. A reason for that is that they can pose a sigrafit amount

of noise, as referred tm section 3.6.3.

As a conclusion it should be stated that both aidons have been
shown to be useful for the examined case study.sTiki because they
work in a complementary mode giving a valuable omew of the

actual state of the operational status among wankfexecution traces

Chapter 4 has provided an insight of how CBR-WIM&nde used for
the intelligent monitoring of workflow systems. Theesults for the
investigated workflow orchestrated system have beeositive,
indicating partial success of the adopted reseappbroach. However,
motivated by the main research question, the resleanvestigation
should be expanded even more since a generic agpro@mwards
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workflow monitoring is pursued (thus the referente partial success

above)

Chapter 5 will address how this research approaxpaads over more
than one workflow enacted systems as well as how #inplemented
software framework is suitable for this purpose.
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Chapter 5

A generic architecturefor theintelligent monitoring of
wor kflows using case-based reasoning

5.1 Introduction

The previous chapter has presented the conductgdréexents for the
needs of the current research covering a set ofedéint algorithms
over a wide range of modulated datasets. The dasaseed so far were
extracted from workflow executed traces. While wHows are being
executed, actions and events can be captured ak asetheir relevant
information. The captured information can be restrafterwards and
the timed path of actions can be reproduced in &raf a graph.
Isolated series of events within the same path bantaken apart for

investigation while monitoring the process (sub-gha investigation).

Chapter 3 has presented the research approach admapt€r 2 has
covered the current business processes standarldsir tworkflow
representation and the research work towards theafficient
monitoring However, the literature review has shown a gap het
existing technologies towards an efficient implertanon that could
allow intelligent workflow monitoring. Moreover irorder to evaluate
the presented approach in Chapter 3 and conductceasfully the

experiments presenteitt Chapter 4 a new platform was required.
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The new platform should provide two distinct chatagstics: firstly
comply with the existing business process standaadd secondly be
subject to integrationn a variety of systems that contain a workflow
monitoring element. The specifications of the ptath were also
formulated by the requirement to be integrated with complicated
systems, considerably large in both numbers andyeaaf cases. This
requirement was taken into account significantlynead in any other
case the proposed scheme would only be able to wath elementary

systems and simplified datasets.

The constitution of an effective intelligent systefimr the monitoring

of workflows can be a puzzling task, often drivem éxtremes. Several
challenges are stated due to the nature of work$lotheir multivariate
environment and the escalated complexity of thepeational domains.
The reason for that is that workflows are managedoas enterprise
systems and they should accommodate multiple imtegf. Such
interfaces couldprovide adaptation to constantly changing systems,
business processes and business needs.

Any system that can intelligently monitor workflowsas to be able to
provide flexibility and agility in a continuously changing environment
A suitable architecture is needed to be able tooatmodate that. As a
plausible consequence of the above a proposed tachire for a
monitoring system has to be flexible, agile and ipasadapted to a

workflow managed process.

Usually such architecture should be accompanied #&yresilient
software framework which could provide generic ftaionality.
Subsequently this functionality should be selectiveadapted on
demand hence providing a modular software approach whidhttzee
same time is application explicitin the case of business processes
such a framework should be able to accommodateedefit systems
with equivalently different business rules. Modeemterprise systems

are advanced, that is why a proposed architecturas ho be
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equivalently radical in order to satisfthe escalated complexity of

business processes at its utmost.

In order to deal with the above stated needs ofititelligent business
process monitoring, a new framework has been devetio The
framework, named Case-Based Reasoning Waorkflow Iligent
Monitoring System (CBR-WIMS) [Kapetanakis et al., 0@a;
Kapetanakis et al., 2010b; Kapetanakis et al., 20l@onsists of a
series of tools and services that are encapsulated presented under
one framework to its specialised users. The aimthe development of
CBR-WIMS is to provide automatic monitoring, diagnosiand

explanation to workflow managers and stakeholders.

The proposed framework gives emphasisa number of facets such as:

the identification of potential problems within aowkflow

the analysis of workflow information

e the retrieval of past information which is similato an
investigated case

e the assembly of suggestions, recommendations tbatdclead to

the restoration of the workflow state to an accdyeéa stable

(healthy) condition.

This chapter presents the whole operational spectbehind the CBR-
WIMS framework. The fundamental concepts behind a@chitecture
are being shown including the various developed poments (that deal
with workflows in a generic way) and the conceptaxfaptors regarding
its incorporated business processes. CBR-WIMS preses¢veral
generic characteristics which can be integrated hwany provided
business process. This chapter is also demonstgaaimexample of how
this system could also be used across differentkfilow-orchestrated
enterprise system The breakdown of the chapter is as follows:

Section 5.2 describes the architecture of CBRMS, giving a
contextual overview of its contained components,troduces the

concept of controllers and their inner interconneas. Section 5.3
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emphasises on the hierarchy of units and componeitkin the CBR-
WIMS boundaries. Section 5.4 gets in depth explaghthe concept of
adaptors within CBR-WIMS as well as describing their bridging
characteristics between the platform and its exa&atrmnvironment.
Section 5.5 refers to the concept of CBR-WIMS antd igeneric
attributes that lead to interoperability with othtrols and platforms
This section demonstrates an example of the CBR-WIM
interoperability features having as a test bed #fedent workflow-
oriented enterprise system. The experiments conedidhroughout the
evaluation of the new system are also presentethiat section. Finally

section 5.6 contains the conclusions of the chapter

5.2 CBR-WIMS Architecture

Chapter 4 has addressed the effective evaluationtld research
approach presenteth Chapter 3. However, there are two key points

that derive as a sequenoé the current research approach:

e Could there be systems that can show and explaotessfully
why a decision has been taken?

e Could a system be easily deployed, accessed laypdising its
workflow knowledge, be able to reuse this knowledggain

across other systems?

In order to meet the challenges stated by the abqwestions a Service
Oriented Architecture (SOA) has been developed had been adopted
for the conducted experiments of the current resharThe developed
architecture as been implemented in the form of allextion of

services. This collection of services can be foundder a unified tool.
Its name, has been mentioned earlier (See Chap}erns4Case-based

Reasoning Workflow Intelligent Monitoring System BR-WIMS).

CBR-WIMS has been designed to run across a variety o$imess

processes, therefore it contains a number of resilicomponents that
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offer high flexibility and adaptability to changesThis has been
designed explicitly, in order to be able to facdiée incorporation with

an imported business process.

The CBR-WIMS workflows are defined using UML actiyi diagrams
[Kapetanakis et al., 2009a] which are mapped asimass Processs
using Business Process Management Notation (BPMOMGEG, 2011].
Their execution is being conducted via the BPEL gaage. For the
storage needs of the workflows is taken into account that multiple
versions may be stored. A reason for that couldtha&t a workflow is
subject to changes due to the emergence of antietbar unknown
situations. For the EMS system, the exam processkflew can change
across different times of the year since the regments change (final
year exam, mid-term exam, re-sit exam). Changesaao occur due to
the fact that some exams may be delivered off campkExam papers
may require external validation or collaboration tiwi external

institutions due to their delivery status.

CBR-WIMS based on the stored workflow informatioancdynamically
orchestrate their execution in the system in anoawdtic way. Any
workflow changes are being recorded relating to therent version of
the workflow. This contributes to the creation ofopenance for the
different versions of the workflow and can be usesia tool to improve
the user’s trust in the system. In some cases the changes in the system

are followed by justifications (what was the ratedea behind the
change, how is related with past versions, etc.)iclhcontribute

incrementally to the system’s provenance.

CBR-WIMS was designed to allow the creation, modafiion and
adaptation of workflows (from privileged domain usé¢ in order to
deal with the changing business process needs. sis¢em could also
allow variations in the business process executinnorder to work

with special business process requirements.
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Business processes in CBR-WIMS are represented akfWows. The
workflow descriptions are being stored in desigrhtepositories in a
process-specific temporal format based on theirlesive sequence of
temporal information. Due to this temporal formé&tetsystem is able to
look up in past workflow executions and provide historical ntext
based on the existing operation logs and their udeld events. If a
business process changes, the system preservesntfimiamation, since
this happens within the boundaries of the CBR-WIMS3his
information can be used afterwards for post procegswithin the

overall context of the business process.

5.3 Unit Hierarchy in CBR-WIMS

CBR-WIMS is an intelligent workflow monitoring sysin [Kapetanakis
et al., 2009a] which incorporates a variety of campnts in order to
conduct a wide range of operations. The system lh@esn designed to
assist in the transparent management of workflowerapions. A
business process should be provided as input toand with the
appropriate configuration the system 1is able to “orchestrate,
choreograph, monitor and adapt the workflows to medanging
business processes and unanticipated operationadblpms and

inconsistencies” [Kapetanakis et al., 2009a].

In order to be able to deal with business proces®dsscalable
complexity, the system was developed with the p&dphy of flexible,
collaborative components. This architecture presena similar
approach to the Service Component Architecture ($CBASIS, 2011]
but differs in the way it approaches the design amghlementation of
the procedures. SCA follows the Service Oriented clfitecture
principles and manages to bridge together techni@egvith different
specifications across a wide range. In this wayivindual components
developed in different programming languages catlatmrate together

and combine their services besides their actualrapeg environment
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(they could even run at different operating systemSBR-WIMS was
designed and developed along with the SCA philosoph

The overall architecture of CBR-WIMS can be seen figure 5-1
below. Figure 5-1 presents in a diagrammatical whg collection of
components and controllers that collaborate togeth®ossible routes

of their internal message exchanges are also baidgcated.

\ actar 2

\ Actar 1

Process
Manager

Manager

Cperations

v
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=
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Figure5-1: ThelIntelligent Workflow Management System Architecture[K apetanakis et al., 2009a].
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CBR-WIMS was developed with distinct attention tosiness processes
and their representation since they present thee davestigated entity
for the system. In order to be able to coordinates tvariety of
operations, @BR-WIMS was internally categorised to hierarchical
suites of services based on their stated functidgalThese service-
suites will be referred in this Chapter as Contesd, Components and
Adaptors. All the aforementioned services refertbdd the specialised
functionalities provided by the platform as well #seir complementary

or combined parts.

5.3.1 Workflow Orchestrator Controller

The main part of CBR-WIMS was developed with thecds on the
control of workflow operations. Since the workflowsan deal with
internal or external actors, the workflow contrallef WIMS is also
able to respond to the actions of various actorshe Toverall
communication among them and an investigated sysoerdeliberately
among them is under the CBR-WIMS contrédddditionally the system
ensures that all the authorised actors are awareevdnts that took

place at different time snapshots.

In order to achieve this, CBR-WIMS has incorporatadworkflow
orchestrator component that is able to consult thevestigated
workflow definition and orchestrate responses byledating the
appropriate Web Service(s) available. Part of theler of the
orchestrator is to manage and update the storech @&at well as the
current state of the operation of the workflow. Thentrol component
could also provide an event audit log of the majorerts and actions

that occurred during the workflow execution.
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5.3.2 The Workflow Monitoring and I ntervention Controller

In order to monitoran investigated business process, a specialised
controller has been developed that is able to edttravaluable
information from a variety of workflow sources. Thevorkflow
monitoring and intervention controller was develdp¢o monitor a
business process and report to the workflow opemtimanager.
Additionally the intervention controlleran propose possible remedial

actions based on the current state of the moniwpmpnocess.

The monitoring controller of CBR-WIMS has been déyeed using
extensively Case-based Reasoning (CBR). The momgoprocedure s
heavily based on past experience from timed evemguences as well as
any related contextual information. The CBR cycleamodt & Plaza,
1994] has been selected as the most efficient wdynmking a
recommendation on an investigated case using thailable past
knowledge This knowledge can be used to support a possible
judgement to an investigated case based on reaé-imfiormation. Such
information can refer to existing environmental dathe current state

of the actors, etc.

Connections with past cases are being highlightegd #&pplying
similarity measures on the investigated case acrtss knowledge
repository (case baseAny knowledge associated with that case is also
retrieved, adapted if necessary and reused formuodata possible

remedial action to the investigated workflow state.

5.3.3 CBR Component

Explaining the usage of CBR in section 5.2., CBRheiques can be
used in a workflow monitoring tool to extract uséfiprecedent
experience regarding known past problems. CBR-WIMBas

incorporateda CBR component which is a vital part withims overall
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architecture. The CBR component contains a streegé collection of
fundamental methods for “the definition, orchestration and handling of
the CBR process[Kapetanakis et al., 2010c].

The CBR component can retrieve sequences of eventactions that
are similar to some extent with the sequences oé thvestigated
workflow. If a fault or a possibly problematic patin is detected, this
is reported to the operation manager along with theieved pattern(s)
from the case base. Any associated experience ldatto a possible
remedy of the past case or even the solution of phet problem, are

also reported to the workflow operation manager.

CBR component is a key contribution to the desigrd asupport of the
Monitoring system inside CBR-WIMS since it provideke extracted
past experience from any available sources. CBR mpoment allows the
classification of sequences specific types of problems. Additionally
it provides the ability to use any associate knodge, action or
experience by retrievingt, adapting and reusing it. The above abilities
are taken into account when a workflow curative iaot is being

suggested by the system.

5.3.4 Similarity M easures Component

Working along with the CBR component, the similgritalculation
component is being used for the calculation of $anity measures. The
applied similarity measures include the MCS and @oments
algorithms (See Chapter 3) as well as the advancadant of MCS
(See Chapters 3 & 4). The optimisation of MCS igpkgitly configured

based on the imported business process model.

The applied similarity measures are based on th&phrrepresentation
of the temporal event sequences. In certain sitrest the similarity
calculations take into account the experience ected from past

behaviours of individual workflow actorsworkflow actors can affect
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the overall process within a business model sinbeirt individual
actions can lean the process to different boundarigénpredictable user

actions and the rationale behind them can ofterd leauncertainty.

The nature and habits ofmandividual user while attempting an action
are being taken into account from the similarity aseares component.
Based on thee findings the component can appé slight weighting to
the measures and normalise the calculations. Thosm@lisation is
being based on past experience and its purpose iprovide a better
insight of the system while applying similarity maaes. One way of
retrieving the necessary past experience for thégWieng purposes, is
by identifying the past behaviour of actors withihe workflow. For
these calculations the Pre-processing componentC&R-WIMS is
being used.

5.3.5 Pre-processing Component

The investigated workflow execution traces ofterclude information
that is hard to contextualise since a lot of enwimental information
cannot be captured by the system. This leads toedadcnty that the
monitoring system is called to tackle. In order deal with the given
uncertainty and the contextual dimension of the kftow similarity,

the CBR component of the WIMS engine relies on hent knowledge
mined from user profiles. Certain workflow normsdnser behaviours
that appeared in past cases are extracted by apglystatisical

methods and data mining pre-processing.

To assist in that a dedicated pre-processing compbnhas been
developed which is able to analyse any operatiologl available. The
pre-processing component attempts to discover knowéedbout norms
and operational patterns that could be used aftedwain the
calculation of the similarity measures. The workogduced by the pre-

processing component is of high importance to thenimoring process
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since it contributes to the classification of interestinghaviaur or
abnormal operation patterns. Classification of tladove patterns
cannot be attained if there is no knowledge regagdihe context of
what wasa normal or abnormal behaviour in past. Theeqprocessing
service contributes towards the successful retrievh this valuable

context along with the ranking provided by the symstexperts.

The workflow orchestrator component along with tl@BR and its

complementary ones, are defining a generic operetiosuite. This
suite relates to the rules, the orchestration amel ¢thoreography of an
investigated business process. Any available pasbwedge along
with the mined profiling of workflow actors is agggated to the above
tools leading to a robust self-manageable knowledgmository. These
components give to CBR-WIMS the ability to apply mkflow

monitoring based on past experience. However, thHeirctionality ard

specialisation is being backed up by a differenncept: that of the
kernel and adaptors in CBR-WIMS. These entitieslvbié¢ discussed in

detail at the following section.

5.4 Kernel and Adaptorsin CBR-WIMS

CBR-WIMS has been developed with a principal raaban to work as a
multi-discipline platform on a variety of differenthusiness processes
and be able to mitigate their individual requirem®nin order to deal
with the given complexity from the wide range offfdirent business
processes a flexible architecture has been devaopléhe suggested
scientific framework could support a number of difént business

processes that have in common the presence of taicey.

This section refers to the key concepts of the le¢rand the adaptors in
CBR-WIMS that instrument the above approach.
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5.4.1 CBR-WIMSkernd

CBR-WIMS contains a collection of flexible comportenthat can be
used towards the efficient monitoring of a busingsecess. Figure 3-
has shown the different parts of the architectudalsign. In order to
implement this architecture a sophisticated, corepplecation
programming interface (APIl) has been developed tbatves as the
backbone of CBR-WIMS. This core API will be referretb as the
kernel for the rest of tis thesis.

The main role of the kernel is “to identify the definition of external
business process componentpKapetanakis et al., 2010c]. Since the

framework was designed with a broad vision of pbs$siintegrations
with systems, its approach towards business progesss highly
scalable The kernel follows several sets of procedural idénation

rules in order to be able to achieve a successfideatainment of a
busness process component. These sets, also regaadenhodes, are
initially pre-defined in the system and offer theogsibility to be
reorganised anaf restructured based on the individual charactecisti

of the investigated system.

Indicative options for the available mode-sets che the special
request mode, the learn mode and the strict mode 3pecial request
mode allows the system to receive a new specifmatior a business
process explicitly. Exceptions could be made forparticular input
although it would not be recommended while in spdaiequest mode
The learn mode can be regarded as the best apprdacla new
environment where the system is always on an attate, absorbing
any new available specifications. New componentse agetting
incorporated to the system during that mode incre@sits ability to
adjust in a new environment. Finally, the strict deo restricts the
system to the number of business process compon#rds the system

already knows. Anything else that differs from thalready
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acknowledged models and their rules will not be egued by the

system.

Business processes can be annotated in the formrBBMN and be
stored following the XPDL format accordingly. In ith way any
business process actors, tasks, their inner conaest any pre— post
conditions and any related constraint can be repmésd in a
comprehended, graphical way. Since these two ways basiness
process representation are widely adopted, CBR-WIM®ports both
of them.

CBR-WIMS can extract the information contained ishsia represented
model and be able to choreograph the underlyingifesss process in
terms of its actions. This could be also charaded as a sketch of a
business process graph of permitted actions. Theatton of such a
graph foraninvestigated business process works as a stampigt for
several iterations. Each graph iteration allows tRBR-WIMS to
extract a new rule for the process. In such way slystem is able to
generate the majority of the rules and constraiassociated with a
monitored case. If the rule extraction is not sux<fell or if additional
information has to be added, several alternativesstein order to

create a comprehensive set of the process condtawerall.

Every time CBR-WIMS is called to pull resources ifmoa new business
process a certain methodology is being followed ander to have
successful monitoring. This methodologys characterised by a
collection of steps that can be referred to as the:

e Recognition phase
e Simulation phase

e Acceptance/Rejection phase
Recognition phase

Within the recognition phase CBR-WIMS attempts tdemtify the

behavioural needsf the imported business process structure. This can
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be done via a low-scale simulation of the impordtem. Throughout
this step the internal structure of a business pssc workflow is

investigated and its characteristics are being weteby the engine.

During this phase CBR-WIMS conducts a number of adse with the
investigated process. This can be interpreted asnwmber of
preliminary message-exchanges among the processthadplatform.
The types of messages vary and are heavily depeinderthe nature of
the process requests to the platform. The kernelC&R-WIMS is in
chargeof estimating the necessary number of checks thatersuired
for each investigated procesH. is also relatedo the initiation of the
message exchange, the results that derive from egabcess
investigation and also a kind of a so called categation of the
investigated process. By the time a new process een successfully
incorporated to the platform, CBR-WIMS can initiate direct
communication with the recognised process sincéds been already

classified.
Simulation phase

The role of the kernel is to acquire the necessiafprmation froman

investigated business process. When the recognitpdrase of the
business process component is finished, CBR-WIM®& b&hlight its

internal structure Further investigations within its inner-sectionsdan
subsections ensure that the identified structurewedl understood by
the engine. If these investigations are succesgfadmpleted, then the
kernel classifies the business process as saferoeged with and the
different components of the platforman establish monitoring. In any
other case, the kernel will try to allow partial mooring to the known

parts of the process structure
Acceptance/Rejection phase

Ideally the kernel tries to simulate the requestadtions for an
investigated process before applying monitoring both the process
and its related data. If the simulation fails thegene denies applying
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the operation on the process as well as keepinginh@mation into its
operational logs. In case of a similar request hre tfuture, from the
same business process, the engine will refuse toomplish it unless
an expert authorises it to do so.

An equivalent policy is being applied to requestgarding the same
content. The priority of CBR-WIMS is“the enforcement of the
component’s data integrity and pre-verification helps with achieving
this objectivé® [Kapetanakis et al., 2010c]. Requests and transactions
that may wobble the integrity of the investigatedopess are usually
being rejected by the engine. The initial prioribf the engine is to
ensure the data integrity as well as the stabilofy any incorporated

business process component.

5.4.2 Adaptorsin CBR-WIMS

In order to be generic enough CBR-WIMS gives sigeaht attention to
the communication with internal or external factofhis can ensure its
adgptability to a wide range of imported systems. The adaptor€BR-

WIMS are individual components that are being ceshspecifically for
each incorporated business process. iThenain role is to adjust
existing components in the engine in order to deadth the given

characteristics of the investigated processes. iman component that
is subject to such adaptation is the CBR componé&wnt. each imported
business process, a new overlaid CBR-component indgeareated and

customised specifically forts particular attributes.

The new overlaid component enhances the functiagatf the core
CBR one with information retrieved from historicalata logs. These
logs are being obtained from the investigated basmprocess. History
logs found in business processes are usually charesed from
diversity in their format and their contextual na¢u In order to be

platform compliant the CBR-WIMS Parser Controlledapts the core
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Parser and a new specialised one is being createithr-made for the

investigated process.

The Parser component analyses the historical loghef given business
process and renders the sequences of system eventstrieval. These
events will be transformed into isolated cases thall serve as the
past cases, case-base. Figure 5-2 illustrates tlag W which an
adaptor works in retrospect to an imported businpescess. As it can
be seen the functionality of the WIMS Engine is mbgiextended by an
adaptor in order to meet the requirements of an am@d business

process.
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Figure5-2: Simplified WIM S layer adapted to imported business process [K apetanakis et al., 2010c].

Parsers in CBR-WIMS can vary since their providedndtionality
operates closely with the investigated systems. However, thanain
functionality is similar, way providing a necessabgnchmark for the
investigated processes. This allows the other comepds to work in a

collaborative way within the framework.
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Relating to the concept of adaptors, the CBR and Moring

components constitute an evolutionary apparatusceithey are subject
to constant changes in order to monitor effectivelynew workflow
execution. Referring specifically to the Monitoringomponent, it is
constantly in an alert mode in an attempt to idgntwhether an
observed sequence of actions is part of already wknopatterns

Patterns are being classified on a threat basiseddmg on the

particular investigated system. These can be:

e Black-labelled (They caused problems to the systerthe past)

e White-labelled (They pose no threat to the system)

e Grey-labelled (There cannot be safe judgment foenthsince
either they are new or there is limited availableokvledge for
them)

Referring specifically to business process examples above patterns
can be seen in more than one occurrence. For exangplclass A
workflow sequence (as described in section 4.3.2) contain a black-
labelled pattern. However, it can additionally camt a white-labelled
pattern and possibly a grey-labelled one. Therefdhe class labels for
cases are more abstract and refer to whole sequsenafe events
compared to the pattern labels above, that referstdated collections

of events within the large sequences.

The extracted information from the Monitoring conmeEnt is being
used by the Reporting and Explanation componentsth&f engine in
order to formulate a recommendation for the diagsosf an
investigated case. These services have to do witik similarity
estimation of cases and the identification of cadrere and correlation

of the available workflow sequences

The results component is the one that presentsfithed outcome of the
system and can be used for quick reference from therkflow

stakeholders. The results are accompanied by exlan that can
enlighten the CBR-WIMS users and increase theirfobence towards a
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possible decision (especially in complex case3he Explanation
component reveals how the system itself was promipte make a
certain suggestion or recommendation based on amtified situation.
Explanation can also disclose how this identifioati was made in
combination with the criteria taken into account.nyA relevant
information identified is also being presented, sdlng that can

differentiate if the operational domain changes.

5.5 CBR-WIMS and Interoperability

CBR-WIMS has been designed as a generic frameworkviging

intelligent monitoring on operational workflows. @pter 5 has
presented so far the motivation behind its sopltistéd architecture.
The adopted architecture was moulded on the need afo efficient
monitoring workflow platform. Sucha platform should deal effectively
with the complexity of real business processes a=lwvas allowing
knowledge-reuse across similar workflows. For theeds of the
evaluation of CBR-WIMS, a real business process wased in
combinaton with its collected data over a series of years.wdger,

since CBR-WIMS presenta generic framework its monitoring abilities

across different systems should be evaluated

Motivated by the above, a different system was required for the
evaluation ofthe generic workflow monitoring abilities of CBR-WIMS
The proposed system had to be workflow orientateldgreographed and
orchestrated in order to meet the foundations of ptoposed research.
Section 5.5.1 presents the system chosen for thedseof the

evaluation.
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5.5.1 Box Tracking System

For the needs of the interoperability evaluation @BR-WIMS an
industrial business process was selected as a sasty. The selected
business process is an on-line archive managemesitesn named Box
Tracking System (BTS). BTS is used by a local (Loneébased)
company which operates within the area of box avohg. Its
operations deal mainly with the pick-up of boxesrr its clients, their
storage in one of their warehouses and their retwortheir clients afte
a certain amount of time. Each available operatcam be broken down
to further tasks. An example can be the Box pickimgeration which

contains the following tasks:

e Print Picking List

e Picking task

e Move to Warehouse

e Update the Picking List

e Record Invesigation “Not found”

e Confirm Pricking

BTS is an automated workflow orchestrated systemt ttheals with the
efficient transfer and archiving of dedicated boxasaong the clients of
the companyBTS has a number of control services that the disecan

use to:

request a pickup of aox,
e authorise a transaction,
e arrange the pickup detalils,
e arrange the delivery details

e arrange the archiving of thieox, etc.

The above can be an example of a possible sequencgaokactions
within the system. The reverssequence is also possible e.g. to request
a box being archived, authorise the transaction, ¢S allows secure
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communication among its actors who can be eitherSBhanagement

staff or vendors.

The system can allow a large number of transactiorithin a very
short time span. The number of archived boxes cdso abe of
significant size imposingo limitations to its vendors. All transactions
that have been authorised can be executed in coatlmn with
company vehicles that are responsible for the @ei throughout their
executed routes. BTS is responsible to provide besxk at any actual
state of the box throughout its lifetim&egarding the archived items,
the management team of BTS are responsible for thmihe residing at

designated warehouses.

The BTS services are heavily dependent on the bwiase this is the
basic, thus foundational unit of the process. Thestmimportantbox
operations are those that are connected with theiacjourney of a
box. These operations can take a significantly small antoof time
within the lifecycle of abox but seem to be of utmost importance.
Rich pictures5.3 and 5.4 show what could be the operations Befare

box’s journey and After abox’s journey respectively
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Figure5-3: BTS- Before a box’s journey.
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Figure5-4: BTS - After a box’s journey.

Archived units in the BTS system can remain inaetifor a long period
of time. This inert period can vary from several mbs till several

years. Since boxes remain inactive they may be e&cibjto internal
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changes e.g. have to be reallocated within theorage warehouse.
There can also be a scenario of relocating themmfnwarehouse A to
warehouse B, from B back to A or a different oné¢c.eThe system is
able to capture partially this information since lpnmajor internal

transactions (such as warehouse transfers) aregbigged.

The system is automated up to a large extent. Hewethere is always
a lurking potential for problems. Problems could ocaumhile a box is
being transferred since the overall operation isdhwithin the range of
external stakeholders. Successive internal changmdd also affect a
box: as unexpected box label removal, label destruttamd even label
misallocation. Some dangers could even be more dtamsuch us: box
destruction due to moisture, etc. Physical threatske more difficult
the monitoring of bors Since the system deals to a great extent with
physical artefacts there is exposure to dimensiwhsch are outside the
contexX of the system. This leads to uncertainty regardimigat could
be the exact status of an investigated box ca&IS system
stakeholders would like to have elements of ambiesdsoning while
investigating a giverbox or a case (such as a loss complaint) from an

existing vendor.

In an investiga¢d situation they would rather prefer to be assisiad
finding out what is the current context. Past expace could assist in
such cases providing reasoning and potential sdesarfor the
investigated one. An intelligent monitoring systemacked-up with a

suitable CBR interface could definitely be of halpsuch case.

55.2BTSand CBR-WIMS

The nature and the characteristics of the BTS aysteake CBR-WIMS

suitable for its intelligent monitoring. BTS.:

e is aworkflow orchestrated system
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e contains various human actors that deal with a éamgriety of
tasks
e contains elements of uncertainty

e is heavily reliant to monitoring, etc.

As seen from above the monitoring needs of the BEb8Ild be satisfied
with the usage of CBR-WIMS. However, several chasdmve to be

done in order to be able to accommodate the neviesys

CBR-WIMS offers an agile architecture where severakisting
components and services can be (re) used in ordeintorporate the
BTS business process. Primarily the provided fuactlity of the
kernel could enable the smooth integration with BTBat it is why it
was used accordingly. A new adaptor has also bemated based on
the business rules of BTS. This adaptor would epathle monitoring of

the business process.

Since BTS is a new workflow system for the WIMS émg, past
operational information has to be provided for tGBBR component to
operate. Additionally the range of conducted expegnts with the BTS
was not as broad compared to those conducted far pmevious
evaluation of the engine. The reason for that whattthe research
investigation was on whether CBR-WIMS can provide a generic
intelligent system for workflow monitoring. The fl@wing sections
will present the operational approach of CBR-WIM&ards BTS, the
application of similarity measures among its tractsan sequences and

finally the produced results.

5.5.3BTS Adaptor

Since CBR-WIMS has to be attached to a new workfleystem its
unique characteristics have been considered. A bo)xan elementary
unit of the newly investigated system, thus its kgip attributes had to

be taken into account.
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Eachbox within the BTS could be subject to a number ofniséers also
referred as journeys. These journeys have takerceplehroughout its

lifecycle and could refer to:

e its initial transfer from a vendor to a designatedrehouse
e a possible return back

e transfers among warehouses, etc.

Some boxes could have been transferred in bunchtberbecause they
were loaded to the same vehicle or because thegngdd to the same
vendor. All journeys consist of a number of stagdbese can be
referred to as events, and are being logged in lati@nal database.
Events can be audited on demand by an authorisedbee of staff.

For the needs of the monitoring evaluation of th€S a new adaptor
has been generateddd CBR-WIMS. The adaptor was based on the BTS
business process rules in order to be able to dstlabnonitoring hooks
with it. The rules have been extracted from the delegatedpmmnentof
CBR-WIMS, allowing further imminent communication itk BTS.
Relative controllers of the platform have also beadjusted to the

business process based on the extracted rules ansti@ints

BTS data were stored in a database format includdage thousands of
box transactions. The parse module of CBR-WIMS wasdut®e extract
the data and allocate them appropriately as casihinvthe system.
Since this was a sensitive operation over a largeoant of data,
significant amount of time was spent on optimisitite layout of the
cases. Experience from the EMS investigated systeas shown that
such layout optimisation increases the proximity past experience

retrieval in its future uses.

168



Part Ill: Results & Validation Chapter 5-@BRIS

5.5.4 Assessing the adaptability of CBR-WIM S

In order to demonstrate the adaptability of CBR-W8Mwo sets of
experiments have been conducted. The first one @ioetd a limited
amount of data, investigating the adaptability of M6 to a workflow
orchestrated environment. The second one includedsignificant
amount of data, focusing on the efficiency of WIMWile monitoringa
different workflow-orchestrated system. For the dse of the
experiments a team of experts was consulted haeixgeriencein both
the EMS and the BTS systems. The experts were usa@dnk the cases
and their judgements were used to evaluate the GBIRAS

performance.

Prior evaluations presenteth this thesis (see the EMS section of
experimentsin Chapter 4) were focusing on whether the suggested
research approach was feasibleHowever, the focus of these
experiments is mainly to investigate whether thedmedsed research
approach can be generalised among workflow systenth underlying

uncertainty.

The experiments conducted with the BTS businesscess followed a
similar methodology as presentad Chapter 3. Firstly the data from
the investigated system were imported into the WIM8gine. The

incorporated system contained more than seventyr fabhousand

(74000) journeys that subsequently dealt with thithree thousand
(33000) unique recorded boxes. Each journey cowdcharacterised by
a range of events. The event attributes could viaoyn six (6) to more

than a hundred (100).

Journeys at first stage have been incorporatediadexed inside CBR-
WIMS as unique cases including several key attrésytsecondary ones
and relevant environmental information. The repms¢ion of events
among cases was conducted via graphs in order taalble to apply

similarity measures to them afterwards.
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Time is of relevant importance while monitoring afacts in BTS thus

it was taken into consideration for the estimatiof the similarity
measures amongs data. Maximum Common Sub-graph (as explained
in Chapter 3) has been used, estimating the sintjaamong points
and intervals. For this case study, events withe tife of a box were
regarded as points and the time periods among thr@insportations as

intervals

Initially the case base was dividedto two parts in order to assess the
adaptability of CBR-WIMS to the imported workflowystem. For the
needs of the artefact classification a number otermiews were
conducted (BTS form can be seen Appendix B with the system
experts in order to define the criteria for the s$@&fication mechanism
of WIMS. The experts were asked to give a classfion for the
available workflow cases as well as support theidgement with free
text comments, describing the faced issues of tagec Based on their
given rankings the status of the boxes could prdmgit into one of
the following categories: safely stored, damagedstl and no clear

status.

For the needs of the first experiment a case basa thousand (1000)
cases has been called to classify a ranbdomaken sample of 50
unranked cases. For the classification of the exeadicases similarity
measures were applied identifying the k-nearestghbburs of each
case. The classification of any examined case hesnbconducted by a
simple voting algorithm. For the needs of this expent k was
selected to be 3 due to the small volume of casesorder to improve
the proximity of results the experiment has beemawcted 10 times
and the produced results were finally averaged otte 10 runs. The
results produced from the WIMS were afterwards camgd with the
classification of the human expert¥able 5-1 summarises the results

of the experiments.
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CASES CBR-WIMS Expert’s classification
Correctly classified no clear status 13-68.4% 19
workflows
Missed cases 6-31.6%
False positives 4-13%
Correctly classified normal workflows 27 -87% 31

Table5-1: WIM S simple evaluation with BTS.

The results gained from the conducted experiments/eh shown a
relative maturity for CBR-WIMS towards the monitog of a newly
incorporated workflow system. A possible reason tbat could be the
way the system identifies and reasons over the irtgb cases. The
more careful the selection of the cases is the mageurate the system

is in its predictions

Interestingly from the derived cases there has beenreference to
cases with damaged or lost boxes. This was due heirt seldom
appearance in the overall data repository. OvethH results from the
conducted experiment have been satisfactory haviag positive
classification of 68.4% for the unclear cases andi@nificantly high
percentage of accuracy (87%) for the non-problemaworkflows.
Since this was a limited experiment in terms of tiha&ta used, a more
advanced one was designed and launched taking astmunt the fully

available data repository.

5.5.5 Assessing CBR-WIM S with full dataset

For the further investigation of th€EBR-WIMS monitoring efficiency
the full BTS dataset was used (more than 74000 neys). This has
populated the case base for the next experimémta similar approach
to the first one a random sample oD® caseshas been selected as
unclassified and the system was called to applygdosis-check on

them. A rationale similar to the previous experimemhas been
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followed, having applied prior similarity measuresnd having the k-
nearest neighbours voting for the classification abfscrutinised case.
Experiments have been conducted for 10 times (fwihg the previous
rationalg and the results have been averaged over the 10.rtliable
5-2 summarises the results.

CASES CBR-WIMS Expert’s classification
Correctly classified no clear status , 94 - 62.7% 150
damaged, lost workflows
Missed cases 56 - 37.3% 0
False positives 72 - 20.6% 0
Correctly classified normal workflows 278 - 79.4% 350

Table5-2: WIM S evaluation with the overall BT S data repository.

As it can be seen from table 5-2, WIMS has beenwshefficient with
the classification of the BTS dataset. Normal casesre able to be
identified in 79.4% of the times and the system vaxsurate in 62.7%
of all the other cases. These results have beeardsy as satisfactory
from the BTS experts. Due to the volume of the =aaed the provided
information a need was formulated for amplified seaing, especially
for the explanationof the WIMS classification. As a result an
Agglomerative Hierarchical Clustering (AHC) algomih has been used,
similar to the one discussed in section 4.5, to arde the confidence
of the users regarding the provided results.

Generally workflow users and stakeholders need ¢oowg arguments
in order to increase their trust to an insight picbed by an engine.
Therefore AHC has been used extensively in the BEKperiments to
amplify the provided reasoning and explanation being able to drill
down to cases and show their similarities along hwiany related
knowledge. The adopted approach regarding effectev@soning will be
discussed at the following chapter.

172



Part Ill: Results & Validation Chapter 5-@BRIS

5.6 Conclusions

This chapter investigated how the proposed reseapproach can be
applied across workflow-orchestrated and choreogexp business
processes. It is profound that in order to be atmeprovide intelligent
monitoring to a complex workflow-orchestrated emmment, agile
software engineering has to be applidthe main reason for that is that
it should be able tgrovide support for constant changes, adjustments

within a business process and constantly develofinginess needs.

CBR-WIMS has been designed as a generic workflownrmring
framework which facilitates a number of flexible rgeces, control
modules and adaptors. CBR-WIMS can offer an intemable
environment for workflow monitoring and diagnosi¥his chapter has
presented the architectural backbone and has redeahow its
collaborative components could accommodate that. Amernative
system orchestrated, choreographed and operatedavvaorkflow has
been used as a test bed for the evaluation of CBRA®Y WIMS have
shown efficient in terms of its adaptation capabds on the different

system.

The applicability of CBR-WIMS to different businegsrocesses ma
shown that it can establish intelligent workflow mboring. An
interesting finding from its application on BTS ishat heedful
knowledge acquisition leads to its reusability axsavorkflows.

CBR-WIMS has revealed how it can be expanded, adgptits
monitoring functionality across systemsHowever, the provided
functionality was accompanied with a number of expdtion elements
that enhanced its monitoring, reasoning and diaghosn workflow
systems These will be presentedn Chapter 6 along with how

explanation is tightly relatetio knowledge elicitation across systems.
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Chapter 6

Explanation

6.1 Introduction

Explanation is an important fieldto intelligent systems. An
approximate definition of explanation in systens the collection of
logical arguments that could convince a user to adgubposed
assumptions, recommendations and even decisionstaupa certain
extent. In artificial intelligence, and especialip the area of case-
based reasoning, systems are able to extract empilam knowledge
from the available past information. This can begented afterwards
to ther human stakeholders in order to provide reasoningd a

justification for any system recommendations anddecisions.

The explanation provision increases the confiderinean artificial
intelligent system and has as a target the devekpnof trust between
itself and its users.Everybody’s personal experience shows that
building trust among humans is a difficult taskherefore if this task is
applied to an artificial environment it can be evemre difficult.

This thesis investigates whether there can be ligeht monitoring of
business processes using case-based reasoningoéeps of artificial
monitoring is tightly connected with the provisioof profound
explanation. In any different case a system thaedmot explain its
outputs it is difficult to be tangible and underst@able by human
stakeholders.
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As it has been showm Chapters 1, 3 and 5 the process of workflow
monitoring requires explanation provision in ordeéo enhance its
reasoning, diagnosis and possible remedial suggesti /
recommendations. Therefore the provision of effgetiexplanation has
been investigated throughout this thesis. The foomas on what
constitutes an effective explanation while monitogi a workflow

process and how it should be (re)presented to tersiof the system.

This chapter refers to explanation as derived withihe context of the
conducted research. Its structure is as followsctB®m 6.2 gives an
overview of the explanation concept; Section 6.¥es an outline of
explanation in applied systems; Section 6.4 disegssshe concept of
explanation in workflows and Section 6.5 refers tloe concept of
explanation in CBR-WIMS platform. Finally section.& presents the

conclusions of this chapter

6.2 The concept of explanation

Explanation presents a prominent topic in scieng8eHurz, 1995], often
referred to as scientific explanations. Scientiéxplanations attempt to
give answers to why questions by using existingtéaand applying
general laws. However, these answers can be diffteregarding the
application domain and as a result explanations ddfer. Also there
is a distinction between cause giving explanatiamd reason giving
justifications [Schurz, 1995] referring to the equivalent ‘why’

guestions respectively. The first category of theoae, questions why
something has taken place like that, what was dsise or reason for

being. An example of that could be:
Child’s Question: Why is the water in the lake frozen?

Father’s Answer: Because the water temperature is beldvC8lsius.
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The second category examines what was the reasohinbtiethe

occurrence ofan event. Explanations of this category could be redd

to as identifying what is the reason for believimghy an event has
happened in a specific way. An example follows:

Wife’s Question Why didn’t you call me the whole day?

Husband’s Answer. Because | had too much work in the office, darling.

| didn’t have the time even to get some lunch...

Although explanation seems a self-descriptive cqtcerhich reveals
the answer to intended knowledge questions, initgaxplanation can
be literally false [Roth-Berghofer, 2004]. This ideing done
deliberately due to moral, pedagogical, social apnther context-
dependent reasons [Cohnitz, 2000]. These explanati@are being
provided in the context of satisfying the questioraad not necessarily
fulfil the purpose the questioner expects them Ao. example can be a
guestion from a seven-year old girl to her mothar bow her little
brother came to life. The most prominent answerttehe could get is
that the stork brought him home, when everybody ves$eep or some
variants of the above Explanations are heavily dependent to the

background context of a given environment.

Schank (1986) has characterised explanation as rost common
method used by humans to support understandingdaudsion making.
An explanation should describe a solution to a peob as well as
which is the path that has to be followed in orderreach the solution.
Therefore explanations are characterised as botltlugive and
instructive [Roth-Berghofer, 2004]. A system canpéxin its actions
both to humans and/or services that inquire howarks as well as to
itself. In such way, according to Schank, it becemen understanding
system The range of cognitive understanding of such a egstan vary
from making sense to complete empathy [Schank, 198Bomputer
reasoning stands towards the making sense edgehefabove range

trying to convince its users rather than blindlyide them
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Explanation, according to Schank, can be distingeis to three main
classes. These are the physical world, the socialrldv and the
individual behaviour patterns. An artificial ageean give sufficient
reasoning to a case that fits in to one of the abeolasses. Especially
for the first class of explanation (physical worldgasoning can be
derived from the laws of physics. Having those asbasis, more
complicated explanations can derive for other (pmasbly) more
complicated fields. Explanations for the social Wwbrand behaviour
patterns seem the most complicated ones being kEveant importance
in the modern world. For the needs of the explaonatio those areas
advanced techniques like data mining, user progliand machine
learning could be used. These techniques attempt xtraet the

followed behaviour patterns in an investigated dpsine.

The reasoning provision by itself is not enough donvince a human
user for the clarity and decision accuracl @ system.Therefore for a
monitoring system to be efficient its individual ers should develop
trust in it. Intelligent systems should provide nméagful explanation
while presenting results or suggestions in orderinagrease the user
confidence to them. To achieve that evidence foy apecific system,
output should be presented to its users in ordeprovide appropriate
justification for the output. Users are always comsed more for the
accuracy of a system when next to an output (noteraif it is good or
bad), evidence is presented on howstloutput was derived [Swartout,
19873.

While attempting to formulate explanation certaimags should be
fulfilled. To achieve that, &mo et al. (2005) have identified five
distinct explanation goals. These goals either asetl or in

combination could be used to construct explanatioffsese are:

e How did the System reach the answer? (Transparency)
e Explain why the answer is a good answer. (Justifica)
e Explain why a question asked is relevant. (Relev@nc

e Clarify the meaning of concepts. (Conceptualisa)ion
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e Teach the user about the domain. (Learning)

Usually explanation systems are satisfying one asrenof the above
goals while attempting to provide sufficient expkion.

6.3 Explanation in Systems

As seen from the previous section explanation ieded to answer
guestions regarding the cause, reason of existeoceresult of an
occurring event. Nowadays artificial systems arenlgeused in the area
of problem solving, in a similar wato human experts. Confidence has
to be built with the human users in order to beaaposition to decide
whether to accept or reject an artificial recommatidn. The user has
to be able to drill down to a specific system-outpand be able to
scrutinise, if necessary, what led the system talsathat direction.
Due to the need for sufficient reasoning, a needgooviding efficient

explanation is being increased respectively.

The explanation that can be extracted from a sysisnbased on the
nature and the contextual background of the systesmalf. An example
can be an Artificial Neural Network which by its nae contains the
knowledge inside its internal structure. As a rdsiilworks as a black
box and cannot provide sufficient explanation togppart its outcomes
since its knowledge cannot be extracted. A system that ugesetic
algorithms to calculate its output and propose maomndations faces
similar explanation limitations. Rule-based systeaa perform better
since they can resort to the reasoning providedHosir rules. However,
several restrictions apply: In order for this to ké&icient, the domain
should be limited for the user to be able to folleamd evaluate the
explanation. In ay different case the complexity of the correlated
rules can be unmanageable since even experiencers wse not usually
able to follow such stated explanations [Roth-Bestdr, 2004].
Another limitation rule-based systems face is thgnsficant growth in
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the number of rules that they have to contain imlearto operate in a
complex domain. This number, as well as the effddr their
acquisition, makes them a relative complex domabpr fproviding
satisfactory explanation.

Case-based reasoning systems could offer a solutionthe faced
limitations of ANNs and rule-based systems. Thidise to their ability
to present the information of their cases in orderpt@mvide support to
a certain system output. Therefore cases can berdesve in terms of
a problem and its surrounding information. Howeverases do not
provide information in terms of their selection t@ria and the
rationale behind that. As a result a different éyntis required that
connects the related knowledge to a case and i@ilalle structure.
This is can be related to the concept of knowledgatainers.

Knowledge containers, introduced by Richter (1998){er to both the
knowledge in cases as well as the structure of #tradwledge. Due to
its structural generalisatiorg knowledge container can refer a number
of tasks combining their related characteristics tsqibly one schema.
Richter has introduced four (4) knowledge categerier CBR systems.
These are presentedn Figure 6-1 and are: the vocabulary, the
similarity measures, the solution transformationr @daptation rules)

and the case base.

179



Part Ill: Results & Validation Chapter 6 Explanation

Case base

Z’ N

Similarity Adaptation
measures knowledge

Figure 6-1. Thefour knowledge containers of a CBR system [Roth-Berghofer, 2004].

The Vocabulary containeilis the basis for the other three since it
contains everything that defines a system: attrésytpredicates and
even the domain structure. The Similarity measucestainer contains
critical knowledge on how the similarity is calctéal. This is
important since it can give answers to the questiavhy andhow the
most useful case is retrieved. The Adaptation krexige accommodates
the knowledge of how an old case is adapted to nthetrequirements
of a new case. Finally, the case base encapsuldtesavailable past

knowledge of the system in terms of cases.

Knowledge in CBR systems is being deployed in austure that
enables smooth acquisition. Since the cases are $igedheir relations
can be easily identified, generalised on demand ahedn modified
accordingly in order to be reused. The operatiodamain ofa case is
also limited in contrast with rule-based systemsewé the knowledge
domain is general. By organising the CBR knowledgéo containers

the system can be more flexible and reusable siokbangeson one
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container have little impact to others. For examphe addition of new
cases does not affect the diarity measures and this “helps
maintaining the knowledge of case-based reasohéRoth-Berghofer,
2003]. Changes in one container always have some orelitthpact to
the others but their distributed approach leads bttter knowledge
management. Finally knowledge can be shifted amoogtainers either

artificially or manually based on the context ofetiiBR system.

Explanation in CBR can be compactly associated wihle tracing of
provenance in systems. By default if the provenamgeknown for a
specific eventit leads to constitution of better explanations. Maata
et al. (2005) have identified two different categey in provenance:
The first category is regarding the provenance captas a possible
source for the mining of cases, whereas the secame tracks
provenance within the CBR systems in order to ukeirnt cases in a
better way. The above provenance categories canrdgarded as

external and internal respectively.

CBR systems seldom remember how their cases haven baerived
[Leake, 2008] within their execution time. Recerdsearch work has
started focusing towards the usage of internal pmance information
for several tasks. Such a task could be the recpvieom delayed
feedback by propagating feedback information toated cases. This
can predict the case quality based on quality léssough repeated
adaptation and using provenance to target mainteeafLeake &
Whitehead, 2007; Leake, 2008This available internal provenance can
be used to guide its related CBR process. By uspmgvenance the
maintenance is more powerful than the ordinary memwance, which
detects and fills gaps or responds to problems edusby
inconsistencies. The provenance approach presentadive role by
suggesting a priori possible candidates for cas@laeements or

confirmations [Leake, 2008].

Explanation in CBR systems is tightly related withe built of trust
and confidence among their users. Monitoring sysethat use CBR
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for their reasoning and explanation are tightly oected with the
explanation provision in terms of context, relevancand the
provenance of their cases. In this thesis explarathas a vital role
since it deals with the monitoring of workflows ‘it present
uncertainty. Provenance was also used to build ttraisd to provide
reasoning based on the fundamental assumption simatlar problems
have similar solutions. The following section wifjet in more detail
regarding the explanation in workflows and the caonted experiments

for this research will follow.

6.4 Explanation in wor kflows

Business processes are being represented succigssful number of
standards like BPMN and BPEL as shown Chapter 2. By using
standards like WfMC and XPDL business processesmastandardised
and exchanged among systems and workflow produdsisiness
process designers, developers, managers and gdpeaators can use
the above standards to define and understand theexd of business
workflows. This can be done with relative ease ®irtbe design of the
existing standards allows it. However a problem wscwhile trying to
monitor an executed workflow. The reason for thatthat a human
expert should resort to the information producednfrthe workflow in
order to be able to establish a possible monitompmgcedure.

In order to be able to monitor workflows, the humarperts have to
look through the information produced from an exssd workflow.
This information exists in the form of sequentialemts that took place
during the execution of the workflow. These evemt® usually aved
in operational logs within the system. Logs canwan size based on
the information captured as well as the contentlod information. This
has heavily to do with the context of the operataibrworkflow: a
patient diagnosis workflow is expected to have drf#nt content from a

sales management one. Usually in well-audited omgéasystems the
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found logs can be extremely large. On top of thae tmore their
facilitated system increases in size and operatiosh@nsity the more
their actual complexity increases. This affectseditly their ease of
readiness, makes more difficult their understandinglidation and

finally their monitoring.

Most workflow logs nowadays are well structured aswmhall pieces of
structured texts can be easily understood [Michaeéit al 2009]

However, if ther size rises significantly the mental capabilities @

human are not enough to deal efficiently with thelm.addition to that
a specialised workflow structure may deprive the pex from

interpreting effectively the current workflow stat&his could be due
to the necessity for more specialised auditors $pecific parts of the
workflow log.

Apart from the possible problems with log size as@implexity in data,
the issue of temporal relationships can make difficthe job of an
auditor. Correlated events with many or overlappgémporal
relationships are difficult to be monitored. Furthere for effective
monitoring a combination of a number of logs may beeded and/or
their possible association with events that may nw¢ captured
[Kapetanakis et al., 2010Qb

Workflows are often adapted or manually overriddienorder to deal
with unanticipated problems and changes in theirempional
environment. These changes are more frequent in #spects of
workflows that interact primarily with human roledhis can lead to
incomplete contextual knowledge and possible unzietty. Uncertainty
is very possible to occur in workflows since bussserequirements
change often. They may also involve processes fdiffierent parts of
an organisation or parts from collaborative orgatiens which may

cause conflicts.

As can be seen from the above, the monitoring ofkfloews and their

possible diagnosis can be a difficult and complexhtprocess for
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human experts. Therefore the need for artificialteirpretation and
monitoring of a workflow are being formulated. Amrtdicial system
that attempts automatic workflow monitoring shoyddovide the ability
to provide explanations to the human auditors oé throcess. These
explanations would allow them to identify, undensda and act on
possible problems identified in the execution oétWworkflow. In order
for this to be efficient the system should be abbeprovide adequate
arguments on why a particular workflow trace hasibéighlighted for

attention.

Explanation should be additionally provided whileasoning on why a
workflow requires intervention, what could be tha@entified causes as
well as what remedial action may be required. Apst®wards that
direction could be the provision of proximity ormnsilarity in terms of

the visualisation of a case. In this way the uséswoch a system could
see the problem and possibly be persuaded for titicated further
actions. If s/he is not convinced then s/he coultbgeed with a
possible override or adaptation of the workflow.

Workflows change over timetherefore looking at the provenance of a
workflow instance can provide a better understamdimhen extracting
insights. This in correspondence can make casesemoless usable.
Provenance can be significantly important when nigyito reason across
business workflows. A reason for that is that proaace can provide
reasoning to the whole spectrum of the steps foddwowards a known
outcome. This could lead to reusability of the aigd knowledge

across a number of similar cases.

An example demonstrating the importance of proverenand its
mighty reasoning reusability could be taken frone threa of financial /
banking transactions. It is common for financialganisations to offer
loans to their customers. By having a loan systearkang for a period
of time, a certain amount of knowledge is being aicgd from the
process. This knowledge can contain several caseduding loan
approvals and rejections along with complementanowkledge cases
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(for example incomplete cases). If provenance exiist these cases it
allows knowledge reusability across a similar lopmocedure in a
different / subsidiary organisation or even to dfdrent process, e.g. a

mortgage approval one.
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6.5 CBR -WIMS & Explanation

This thesis investigates whether there can be e&ffit artificial
monitoring and diagnosis on workflows using CBR. Aertain
characteristic of this approach is the fact thawvarkflow monitoring
system that uses CBR does not attempt to build xgvlieit model of the
knowledge associated with workflows. What it does to provide
reasoning on the fundamental assumption that simpgeoblems have
similar solutions [Kapetanakis et al., 2010bBince a similarity
measure has been defined, it can be used afterwdodsdentify
possible solutions for a specific target workflowase. Similar
neighbour workflow cases are being retrieved fromcase base and
their encapsulated solutions could be used to pdeva solution to the

investigated workflow.

The explanation required for such a system is the that can show to
its users why the retrieved workflow cases are relgal as mody
similar. However, this is something that can differ based tre
different perspectives of the same problem. Atzneel& Roth-
Berghofer (2010) have identified six (6) areas xpkining that refer

to different perspectives of a problem. These caaldwith the:

“Different explanation goals

Different kinds of explanation

Modes of presentation

Level of detail of explanation: concrete vs. abgstra

Utilisation of different knowledge container.

© 0o kK w b=

Privacy: Which data/information or knowledge froimet different
knowledge containers is actually revealed to theer®s
[Atzmueller & Roth-Berghofer, 2010]

Explanation should be able tpresent the selection criteria as well as
show how the retrieved cases can be used to proaid®lution to the
investigated problem. In a number of typical CBRs®ms, similarity

and relevance of neighbour-cases to the investidjaiee can be simple
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to understand. However, providing a suitable andustworthy
explanation to workflows is a challenge due to ithetructural and

temporal complexity.

Within the adopted research approach explanationmeseded to support
the intelligent monitoring of business workflowsnsee it is rather
important for a business process manager to be afmleclearly

understand the actors and their actions. As a tesdsualisation
techniques were applied when conducting the expents, containing
real workflow data and using workflow similarity msures (See
Chapter 3). Aiming to an enhanced reasoning pranstihe architecture
of this approach (as described in terms of CBR-WIKIE presentedn

Chapter 5) was designed with relevant emphasis tdeqaate

explanation provision.

CBR-WIMS was built with the aim to provide automatitonitoring to

workflow stakeholders. It can identify potentialgirlems and provide
advice on actions that can remedy an observed mmblThe system is
based on the experience from past everibeir contextual knowledge
and ther available classification. The applied similarity easures
allow the retrieval of close matches as well as ithassociated
workflow knowledge. This subsequently allows theass$ification of a
sequence as a particular type of problem that netedbe reported to
the monitoring system. Additionally any associatiedowledge or plan
of action can be retrieved, adapted and reusedemms$ of a possible

recommendation / suggestion faremedial action on the workflow.

6.5.1 Visualisation in CBR - WIMS

As it has been illustrated so far the architectwie CBR-WIMS has
been designed with significant emphasis put on téaeplanation
provision. In order to be able to provide sufficteexplanation, the

proposed suggestions have to be presented in attvatypromotes trust.
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Therefore the effective visualisation has been broadly consideaad

presented in an obtainable way.

This section will present the routes in which thegene promotes
explanation via highlighting the relevant areas tthhad to be
considered. The experiments that were conductedrisier to evaluate

this explanation provision will consequently follow

Since CBR-WIMS deals with the monitoring of busiseprocesses,
newly investigated cases have to be compared whih dnes available
at the existing repository of cases. An expert tetuld like to drill
down to a particular system output should also bé&ao drill down to
its individual similarity measures. The way the uwéis has been
calculated as well as the relevant information thmas taken into
account has to be presented in order to increaserdiiability of the

system.

When comparing two workflows, the similarity is msmaed as the
normalised sum of similarities among the non-ovedang MCS
segments in the two workflows. The identificatiofi these workflow
segments and their representation to the user dalothe visual

explanation of the CBR monitoring process

e Be explicit enough, explaining visually how similarwo
workflows are

e Indicate visually which parts of the investigatedonkflows
contribute most to this similarity. This allows theser to focus
to specific patterns in parts of the workflow themay flag it as
problematic, unstable or on the contrary stable &aaltless

e Visualise past remedial actions that were applisdwell as the
results of such actions. This can assist a useurtderstand why
the system has made a particular diagnosis and igeovnsights
into potential remedial options / actions to thegeat workflow

case
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Figure 6-2 below shows the visualisation of the gamnty between
simple linear workflow event logs. Similar workflowsegments as
estimated by the MCS are being highlighted. Thesgnsents provide
an ability to drill down to the individual workflowusegments, events
and intervals. The similarity measures and diagsoas well as the
proposed action<an also be shown on demand. As a result this can
provide to a user a deeper understanding of thekflow monitoring

process.

Target Workflow
Retrieved Neighbour

Workflow
1 { Event x
Eventy
Eventz
A

SO c J Eventx’

e Eventy’

B /. Eventz

/A -

Retrieved Diagnosis
Retrieved Action

Diagnosis
Proposed Action

Figure 6-2: Visualising the similarity between workflows [K apetanakis et al. 2010b].

Effective visualisation of the conducted similarityeasures among
workflows can provide an in-depth reasoning regaglithe foundation
that led the system towards a certain decision. (&lhe volume of the

case base rises, a better reasoning provision tuired in order to
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provide its users with a comprehensive overall (m@bstracht picture.
Therefore the system offers a hierarchical clusterimggualisation
allowing its users to understand how an investiglatease fits into

clusters (formulated by existing past experience).

Examined
Case —

e

—_—

S e

Figure 6-3: Application of AHC to an examined case.

Figure 6-3 highlights how an examined case could ifito existing
clusters containing past experience. The divisidncases into clusters
gives a significant advantage to experienced systdakeholders to
identify cases with similar characteristics. Thisasvtriggered from the
assumption that when a manager of a business psobas identified a
problematic behaviour in an examined case, a cartgpe of patterngd
identified. This s basedon the acknowledgement that certain types of
patterns can identify certain types of problems. &yplying clustering

analysis, there is a tendency group together the cases with similar
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patterns, therefore identifying the cluster(s) wibtential problematic

behaviour.

CBR-WIMS deals with systems that contain temporamplexity. In
order to be able to reason upon that a hierarchiclalster analysis
algorithm could be applied as seen in sectidn5, rather than
possessing a static set of values for each case. dpplication of the
Agglomerative Hierarchical Clustering (AHC) algominh has been
regarded as the most appropriate since it can olgans clusters in a
progressive way based on their similarity distance.

In such way cases are represented as clusterslogktwith the highest
similarity between them are sequentially mergedoiatsingle oneThe
cluster merge is being conducted in a progressivaey vallowing the
system experts to have an enlightened overview lvd tases as a
whole. The reverse process is also allowea split an already framed
cluster into its elements and rationalise upon thay it was
formulated. Such approach allows a deterministiguanentation on
how a cluster has derived revealing in parallel neéats of its
provenance. In such way the confidence of the etpeto the
suggestions of the system can be reinforced, ragidine levels of trust

to the system

For the needs of the evaluation of the WIMS explama capabilities
some explicit experiments were conducted. The fallog section

refers to them in detail.

6.5.2 Explanation provision in CBR-WIMS

The focus of the experiments was on the explanatpsavision in a
wide range of facets including the similarity meass the retrievalof

cases, the clusteringf cases and the final recommendation provision.
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As a first approach towards the evaluation of CBR-WIM$p&anation
capabilities, small datasets were used to evalubte efficiency ofits
visualisation components. Motivated by that a saenmf 20 exam
moderation workflows were selected, monitored andtemvards
compared to a case base of 130 known-state workfloWhe known-
state workflows contained expert monitoring classation as well as

remedial information.

The ability of the system to provide suitable maming advice on this
dataset has been evaluated and already discusse@hapter 4. The
purpose of this experiment was to evaluate theitpibf the system to
explain the decisions of the CBR workflow monitoginsystem to
workflow stakeholders. For the EMS system theseeveenior members
of staff that were in charge of the process and tbe BTS the

managers of the archiving process.

Workflow stakeholders used WIMS-CBR to establish e#ther the

system provides useful explanation upon the arefas o

a) Correct classification of a workflow ( stalled / nstalled)
b) Reasoning and diagnosis for the stalled cases

c) Proposed remedial actions
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Figure 6-4: The Similarity explanation in CBR-WIM S [K apetanakis et al. 2010b].

Figure 6-4 shows a typical view of the explanatisoreen of CBR-
WIMS. The user can select any of the nearest neogihb of the target
case and investigate its inner structure, the samiyy among cases as
well as any retrieved advice. A colour visualisatibas been selected
for highlighting the regions of similarity as welhs the degree of

similarity. The visualisation was defined as follsw

e Green indicates 100% similarity
e Blue indicates similarity from 0.001% to 99.999%

e Red colour indicates 0% similarity
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Figure 6-5: Colour code, indicating levels of similarity.

The system allows users to click on any particutaatching workflow
segment within thie MCS structure. This permits them to visualise any
overlapping areas which are automatically dyed he same colour and
presented on the screen. Users are allowed to -dlalkn to particular
areas of similarity among workflows and investigatiee monitoring

advice retrieved from their closest neighbours.

For the need of this experiment the team of expdéroesn the EMS and
BTS systems as seen in section 5.5.4 have conteibutvith their

experience to the evaluation of the CBR-WIMS ex@ton provision.

Table 6-1 summarises the results of the simple eadbn of the
explanation capabilities of CBR-WIMS. The expertsere called to
assess the monitoring findings of the system withd awith-out

explanation provision. In order to measure theinfidence a scale of 1
(disagree) to 5 (strongly agree) was used indicgithow convinced
they were regarding the presented findings. Theullsswere averaged
over the 20 target cases.

WIMS-CBR no explanation WIMS-CBR with explanation
Correct classification is clear 3.2 4.2
Similarity is obvious to the 2.8 3.9
3NN
Advice clarity 33 4.5

Table 6-1: Evaluation of the explanation and advice [K apetanakis et al., 2010b].

This evaluation has shown that the explanation medn CBR-WIMS
can provide a significantly better insight to wolkiv stakeholders.

From the conducted experiment it has been testifidtht the
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explanation provided allows the system experts naerstand better the
monitoring warnings as well as to get a clear ingigf the process.
This raises the confidence levels on the associaddice regarding
any remedial actions. It is worth noting that evean cases that the
CBR system retrieved low quality solutions (mainigtlse positives),
the experts reportegbositively towards the system. That was due to
the explanation provided since it allowed them tscdrd the retrieved
solutions The drilling down to specific workflow event datshowed
that the retrieved advice was not relevant to thebpem in hand. Asa

resultit affected directly their following decisions.

Motivated by the same attitude (evaluation of thk@lanation provision
of CBR-WIMS) a set of similar experiments was expged and
conducted on the BTS workflow system (discussedséacttion 5.5.2.
The allocation of a different workflow system undére monitoring
hooks of CBR-WIMS gave a different angle to its éapation
provision. Explanation facilities based on the gdneExplanation
component of CBR-WIMS were adjusted and adaptedthe new
system. These alterations have been conducted deroto be able to
provide any extracted insights from similarity measments on

different cases.

In order to be able to provide sufficient reasonitige focus of the
explanation was concentrated firstly on the simitarmeasures and
secondly on the overall visualisation of the casé&or this set of
experiments a sample of 3ox-workflows was selected, monitored and
afterwards compared to a case base of 180 knowbtest@arkflows. The
known-state workflows similarly to the previous emple contained

expert monitoring classification as well as any el activities.

Figure 6-6 shows the visualisation and explanatipmovision for a
sample of event sequences in BTS workflow system.itAcan be seen
a number of attributes have been taken into consiien and several

individual measures constitute the final similarigsult.
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166450 Normal — 03/04/2007 18:18 Committed 539 PO Wanual  Delivered Imitial Transfer, Permmanent Withdrawal TRUE FALSE | 20/10/2005 14116
166450 Normal ? Committed 539 PWD Manual  Delivered Initial Transfer, Permanent Withdrawal TRUE FALSE | 30/11/2005 14:16
166450 Normal  15/11/2007 14:12 Committed 15364 PWD Manual  Delivered PWD by stored proc FALSE  16/05/2008 00:00
166450 Normal  15/11/2007 14:02 Committed| 13364 PWD Wanual | Delivered PWD by stored proc FALSE | 16/05/2008 0000
166451 Normal ~ 05/04/2007 18:18 Committed 539 PWD Manual  Delivered Initial Transfer, Permanent Withdrawal TRUE FALSE  30/11/2005 14:16
166451 Normal ~ 15/11/2007 14:12 Committed 15364 PWD Manual  Delivered PWD by stored proc FALSE  16/05/2008 00:00
166451 Normal ~ 03/04/2007 18:18 Committed 539 PWD Manual  Delivered Initial Transfer, Permanent Withdrawal TRUE  FALSE  30/11/200514:16
166451 Normal  15/11/2007 14:12 Committed 15364 PWD Manual  Delivered PWD by stored proc FALSE  16/05/2008 00:00

Figure 6-6: BT Svisualisation provision

Experts that were called to comment on the expleamprovision came

back with positive responses regarding the trustWwbress of the
system on the provided results. Reasoning upon rinsults with the
application of relevant visualised explanation hashanced their
confidence and led to faster classification of thevestigated cases.
Table 6-2 summarises the results from the actualualisation of the
conveyed explanation. The experts based on theesysprovisioning
gave response to questions using a scale of 1 (des&) to 5 (strongly

agree). The results were averaged over the 30 tacgses.

WIMS-CBR no explanation

WIMS-CBR with explanation

Correct classification is clear 3.0 4.1

Similarity is obvious to the 2.5 4.0
3NN

Advice clarity 3.2 4.2

Table 6-2: Evaluation of the explanation provision on BTS

Based on the experiment findings it could be com&d that the
visualisation provision enhances the confidencetloé experts to the
monitoring recommendations. However, this can bel smith regards to
isolated cases in comparison. While examining aecaserall it would
be better to provide a rationalised overview basedthe classification
of the case among others. Therefoee generalised approach via
clustering has been provided and is being discusisedhe following

section.
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6.5.3 Clustering

Drilling-down to individual similarity measures amg stories
enhances the explanation and builds confidence wibrs while using
the system. However, it does not provide insightstbe nature of the
retrieved cases. Initially the implemented systeraswexpecting from
its users to be able to extract the underlying exhtfrom the raw,
retrieved cases. However, observations on the behawf experienced
managers lead to the identification of certain typef patterns which
could indicate problematic situations.

In order to be able to identify such problems basadtheir primarily
followed event pattern cluster analysis has beenpligg. A
Hierarchical Clustering (HC) algorithm has been sho in order to be
able to provide comprehensive reasoning regardimg tindividual
characteristics of the cases and their cohesioma ast overall. In order
to deal with the sparse nature of the case-base,Agglomerative
Hierarchical Clustering algorithm was chosen, exfilog its ability to
organise the clusters hierarchically based on themilarity distance.
The reasons for this have been described in detailsection 4.5

therefore this section concentrates on its explaomaspects.

The main focus of the explanation provision via tA&IC was to be
able to identify any event pattern followed by thedes of a selected

cluster. The explanation component of WIMS promothss behaviour

by:

e Providing the most prominent pattern followed byfammation
regarding related cluster nodes.
e Provide patterns identified in individual nodes

e Provide frequent sub-patterns among them.

Figure 67 shows how WIMS carmrepresent clusters along with their

patterns, sub-patterns and relevant information.
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Figure 6-7: Cluster selection along with included patterns.

Since the clustering is being conducted via a hien&al clustering
algorithm, the whole case base along with the inMgsted case can be
visualised and the breakdown of the followed stea® be seen. This
breakdown could possibly reveal hidden patterns agh@lusters that
are of importance. An expert could find this of ledit since s/he can
understand better what is the relation of the caswsich are the
similarities, which are the patterns that indicapeoblem or on the

contrary a smooth operation, etc.

The usage of clusters in WIMS allows the user tompare an
investigated case with available past cases takemfthe case-base.
Similarity measures are also provided allowing theer to understand

why and how the system was driven to a particulaaghosis. By
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presenting all relevant parts of the matched caseasser can then see
possible identified issues. Provision of the relthtecontextual
information can also lead to solid justification rfa decision been

taken.

The clustering provided by the WIMS enables workflananagers to
drive their actions accordingly based on the evidenpresented to
them. The ability of the system to identify specifevent-patterns,
potential problems and the proposition of possilsl@utions enhance

further its explanation capabilities.

Clustering experiments have also been conductedh@enBTS workflow
orchestrated system presented in sections 5.5:1 5.5.5. A
characteristic of the investigated system was thgni§icantly high
number of attributes that should be taken into agdofor its similarity
measures. The produced clusters were affected hy tihharacteristic
pointing out some unanticipated results. The systemrperts when
called to comment on the monitoring outcomes henwilere based on
the WIMS explanation facilities to point out whydlsystem had these

unexpected outputs.
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Figure 6-8: AHC applied on BTS

Figure 6-8 presents an AHC clustering visualisati@as provided from
CBR-WIMS. Clustering provision in explanation enltas significantly
the confidence of the experts since it gives the@apunity to see the
broader picture and afterwards drill-dowon demand. Clusteringas it
can be seen from above, gives the ability to gehseaon the folloved
patterns of events and be used afterwardsthere is a demand for

further reasoning in similar cases.

6.5.4 Challengesin explanation provision

The WIMS explanation component is characterised Iogrtain
adaptability regarding its provided capabilities danits approach
towards the investigated systems. However, throwghivs application
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several challenges have been encountered. This waisly triggered

due to the nature of the investigated systems.

A first encountered challenge was the successfuhpadtion of the
original component as provided by the framework.ckanvestigated
workflow system poses a unique case for an int&hg monitoring
system and its characteristics should be earnestken into account.
The successful adaptation of the Explanation congminn order to be
able to extract the relevant contextual informatibas stated a sole
challenge while designing and underpinning the syst

Another challenge of different nature was encouater while

attempting to provide explanation regarding the idamty

measurements among cases. Especially in the casheoBTS system
the large number of available characteristics canséd a difficult
region to explain to a human expert. This numbefiefds was creating
a vague multi-dimensional set which had to be pdad in terms of the
output explanation. In order to meet this challengareful application
of weighing among the available fields has beenwshmaiseful since it

managed to emphasise on important fields and colndesaminor ones.

The final challenge encountered while providing kxpation was the
elicitation and actual presentation of the shadowedterns followed
by the investigated sequences. The reason for thas Wet certain
patterns contained several redundant events whiehewadding noise.
This noise could actually mislead the engine whaléempting to reason
upon a requested case. The sanitisation of evesdgs §ection 3.6.3) by
smoothening their sequences and bound them to thmist important
features had helped significantly in overcomingstltihallenge. In such
cases the users were notified and their permissi@s sought in order
to proceed with. In any case that the users wereéerested in
investigating the whole range of events, includiagy noise that was
omitted, they could do so since the actual evermjueances are kept in

the system for maintenance reasons.
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6.6 Conclusions

Intelligent monitoring systems deal extensively withe two parts ofa

business process: human actors from the one sidedagital data from
the other. Since their goal is to provide recommatadns, proposals
and/or solutions to their users, explanation is ded The need of
explanation is important in Decision Support SysseDSSs) since
they need to support with objective arguments thsiggested outputs.
This can be done by retrieving and presenting samiincidents from

the past experience of a system when compared tmaestigated case.

This chapter has presented how explanation reswdi¢isin CBR-WIMS,
how it is formulated and presented in terms of visualisati
components. CBR-WIMS, since it is an intelligent nkflow
monitoring system, dda with complicated temporal past evidence that
has to be categorised to cases and be accuratabsifiled. The adopted
approach in this thesis gives the system the opptuty to resort to the
provenance of the cases. This approach enablesatiteirate handling
of cases under investigation, since provenance sion can enlighten
significantly the monitoring process. As a resulig is reflected to the
recommendations / suggestions of the system enmagnits monitoring

capabilities overall.

CBR-WIMS is able to explain the context or the padblbe cause of a
problem through the clustering classification. Thilsas shown to
enhance the confidence of its users overall on mgkisuccessful
monitoring and diagnosis on particular cases. WIM&s called to
explain its provisional judgements in more than mystem that both of
which were dealing with uncertainty. This can beesefrom the
conducted experiments, which demonstrated with sgsc the
explanation provision at both micro level (individucases) and macro
level (case justification among the case-base overallSeveral
challenges have been raised while attempting toermfinteroperable
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explanation provision but were dealt successfullthwthe application

of diverse techniques.

The current chapter finalises the research approdolwards the
intelligent monitoring of workflows by presentinghé concept of
explanation in CBR-WIMS. The relevant research wavks presented
as well as the experiments conducted for the eviabumaof the adopted
research approach. The next chapter concludes tingent research
approach by summarising the findings and conclusiof this thesis as
well as the future work.
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Chapter 7

Conclusion and further work

7.1 Summary

This thesis investigated the use of case-basedorgag as a tool for
the effective monitoring of business processes.otder to answer the
main research questions posed Chapter 1 (sections 1.2 & 1.3) a
number of different approaches were considetedards the intelligent
monitoring and diagnosis of business processes.approach based on
temporal logic was chosen and proposed, tested aveumber of real-
world applications and has shown that CBR can bedusffectively to
do that.

The literature survey has shown the state of the iar the related
disciplines of this research work. However, a uatfiapproach towards
the intelligent monitoring and diagnosis of workWle does not exist
Therefore a concrete research approach was formdlafresearch

methods) in order to address the given problem.

Throughout this research several other researchcigimmes were
researched including workflow management, temporal logiand
existing time theories, areas of uncertainty andergv mining
representation of graphs and graph-similarity adlvas the concepts of

explanation and reasoning provision.
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This chapter presents the conducted research warkpursut of the
answers to the questions stated at the introducgtibe contributions of
this thesis as well as the arisen questions forspue future research

work.

As set out in the introduction the principal resefarquestion was
whether there can be intelligent monitoring and ghasis on busines
processes using case-based reasoning. Since bussipescesses are
being monitored by human auditors, their explicit omtoring

approacles were taken into account. As described throughobe t

introduction the main aims of this research were:

e To understand what is a suitable representationaobusiness
process

e To understand how similarity measures among workiocan be
established

e To define how the explanation of a monitoring presecan be
presented to its users along with any related ih&sg

e To investigate which software architecture can sagipa CBR

system to effectively monitor business processes

Towards the investigation of the above aims, two rkftow-
orchestrated enterprise systems were chossna test bed for the
research overall. The selected systems presentearacheristics of
modern organisations, using business processesther coordination

and orchestration of their procedures.

As seen from the exhaustive literature researc¢he execution of
business processes can be represented in termsookfMws, giving
insights of how tasks and stakeholders interactotlghout a pre-
designed process. These workflows can afterwardsrdpmresented in
terms of graphs and be comparég applying similarity measuresn

them.

Workflows, although efficient in monitoring struateid procedures, can

state failures while attempting to monitor and irgeet effectively the
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actual state of a business process that includeainty The human
actorsof a business process can behave in an unpredictahle that
could even reach regions outside its formal speafion. Actions
without rationale that take place within the exedoumt of a workflow
can lead to uncertainty. A system that monitors bswmorkflows should
be able to take into account several parametersrioer to be able to

tackle uncertainty.

For the needs of the evaluation dhfis research the University of
Greenwich, CMS exam moderation system has been used case
study and several sets of experiments have beerdwoted. Via those
experiments it has been shown that there can bieiefft monitoring of

a business process by using Case-based reasoning.hkhs been based
on the assumption that the provided cases are apeoned with the

necessary past experience given by domain expdtese experiments
along with their produced results have been disedsthroughout this

thesis.

This research investigated whether there can beemegc approach
towards the monitoring of business processes. Aeginarchitectural
framework has been developed, named CBR-WIMS. Tphpraach of
the addressed system has been presented, highhigttow its provided
architecture can smoothly incorporate external sysd without
affecting their structural integrity and/or providefunctionality. For
the needs of the evaluation of the WIMS generic relcéeristics a

different enterprise business process system was 8TS.

Experiments conducted with the EMS and the BTS girige systems
have shown the interoperability capabilities of thmmework. CBR-
WIMS can be used for the knowledge acquisition osimess process
and reuse them afterwards to similar systems. Araneple of such
knowledge acquisition can be borrowed from everyddg: a system
that contains knowledge regarding school timetaplican serve as a
knowledge base for any other system that deals wiithetabling,
provided the necessary adaptations. This is applieasince the base
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process contains certain sequences of events acdueriered patterns
that can frequently occur to similar systems. CBRM$ via the
experiments conducted on the above mentioned systleas shown that
such knowledge transferability is applicable ands itresilient

architecture can support it.

This research can be used towards the reasoning sauafficient
explanation provisia of the conducted monitoring. This can be done
be illuminating insightsof the similarity calculations to a human
operator/manager as well as providing suggestioresseldl on past
available solutions to similar cases. In order tohi@ve this, data
mining is being applied to the most similar cases derived from the
knowledge repository. This thesis has shown how GBRJMS can
significantly help towards the successful diagnosfsan investigated

case.

7.2 Contribution of this Research work

The main contribution of this thesis is the conatusthat there can be
efficient monitoring and diagnosis of a businesgass using case-
based reasoning. The outcomes of this research tpomt that a
business process can be represented efficientlyerms of a workflow.
Workflows can represent a business process withcigien and this
information can be imported to specialised systethat deal with its

intelligent management.

An additional contribution is the formulation of movel monitoring
platform which isbased on an effective business process representation
and can provide explicit monitoring and diagnosie the selected
process. This platform provides a generic environméo facilitate a
business process in a BPMN or XPDL format in adanmtito its

knowledge repository. The latter can contain anyowywded past
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experience regarding the investigated system andeseas a reference

case base that can be used for explanation promisio

Deriving contribution of this thesis is the proptisin of adequate
similarity measures for business processes fronfed&nt operational
domains. The business processes could contain sedse of timed
events that could be compared with graph matchimbis thesis has
shown two major algorithms: the Components one ahe Maximum

Common Sub-graph as well as an advanced varianthefMCS for the
calculation of similarity measures. The results tifose were used
afterwards towards the successful diagnosis of bess process

execution instances.

A further contribution is the origination of a pramny architecture that
supports the effective monitoring of business prases using CBR.
This architecture has been rationalised via a genettitude that
consequently offers a blueprint for the monitoringf enterprise
schemes. Throughout this research it has been setili twice in
enterprise systems proving its design feasibilitydaapplicability on

business processes.

Final contribution of this thesis is the work cordad in the literature
of the surrounding areas, giving a concrete review the involved
interdisciplinary fields such as the workflow integlent management,
business processes in general, temporal represiemtand uncertainty
in systems. This review can be regarded as anotloatribution of this

work.

7.3 Futurework

Besides the thesis contributions stated above,ftliere research paths
that it motivates can also be regarded as a realrcloution. The main
future improvements are summarised below as well asbrief

discussion upon them.
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Regarding the actual business process represemtatam interesting
perspective is being highlighted regarding the faimworkflow
representation in terms of time. This is an areattltarries a lot of
interest and shows signs of maturity nowadays rdgeyg its tangibility,
therefore it should be further explored. This as well as the
investigation of applying optimised graph similaritneasures along

workflows can be part of future research.

Part of the future work can be a more in depth istvgation of the
knowledge interoperability that the developed atekiure offers.
Future work on this platform could investigate hatis knowledge
transferability can be exploited efficiently and bé benefit to systems
of a larger scale, or systems which may hawen recently deployed
and might not contain a robust past experience sé&poy. Working
with data from business processof different application areas could
investigate up to which extent there can le safe monitoring
generalisation. The reverse research approach cold also
investigated: how from a general monitoring apprioathere can be

local optimisation based on the explicit characseéids of a process.

Taking a step ahead but based on the architectuopgsed, further
work can look into the issue of temporal uncertgintombining
contextual temporal information to enhance the paAaBQg process.
Further tests could evaluate the ability of the eped framework to
adapt to changing business processes with minimoss lof past useful

experience

There could also be evaluation of the ability toagsen across similar
but not identical business processes. This knowéedguse among
processes is currently at a primitive stage and ustiobe further
expancad.

Finally, the provenance of any used cases and tha&ssociated
solutions should be investigated further, identifyimg to which extent

they could assist and augment the explanation pssce
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A.1 Related publications published in the duration of thisthesis

Kapetanakis, S., Petridis, M., Ma, J., Knight, B., Bacon, L. (2011). Enhancing Similarity Measures
and Context Provision for the Intelligent Monitoring of Business Processes in CBR-WIMS. In:
Proceedings of PO-CBR: Process-oriented Case-Based Reasoning, ICCBR 2011 workshop.
Greenwich, London, UK.

Kapetanakis, S., Petridis, M., Ma, J., Knight, B. (2010). CBR-WIMS, an Intelligent Monitoring
Platform for Business Processes. In Petridis, M. (ed.): Proceedings of the 15th UK CBR workshop,
pp. 55-63. Cambridge: CMS press.

Kapetanakis, S., Petridis, Ma, J., Bacon, L. (2010). Providing Explanations for the Intelligent
Monitoring of Business Workflows Using Case-Based Reasoning. In Roth-Berghofer, T., Tintarev,
N., Leake, D. B., Bahls, D. (eds.): Proceedings of the Fifth International workshop on
Explanation-aware Computing ExaCt (ECAI 2010). Lisbon, Portugal.

Kapetanakis, S., Petridis, M., Knight, B., Ma, J., Bacon, L. (2010). A case based reasoning
approach for the monitoring of business workflows. In Bichindaritz, I., Montani, S. (eds.): 18th
International Conference on Case-Based Reasoning, ICCBR 2010, LNCS (LNAI), vol. 6176,pp. 390
—405. Alessandria, Italy: Springer.

Kapetanakis, S., Petridis, M., Ma, J., Bacon, L. (2009). CBR-WIMS, an Architecture for the
Intelligent Monitoring and Diagnosis of Workflows. In Petridis, M. (ed.): Proceedings of the 14th
UK CBR workshop, pp. 67-78. Cambridge: CMS press.

Kapetanakis, S., Petridis, M., Ma, J., Bacon, L. (2009). Workflow Monitoring and Diagnosis Using
Case Based Reasoning on Incomplete Temporal Log Data. Proceedings of the UKDS Workshop at
the 8" International Conference on Case Based Reasoning. Seattle, WA, USA. July 20-23. Berlin:
Springer.
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Appendix B

B.1 EMSInterview Form

EMS Interview Form
(Please notice that this is information is strictly confidential and it will be used only for
educational purposes)

Date:

Expert’s Name:

Expert’s Position:

I nvestigated system:

Case Ranking (class A, B, C):

Commentsrelated to the case:

Any other comments:
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B.2BTS Interview Form

BTSInterview Form
(Please notice that this is information is strictly confidential and it will be used only for
educational purposes)

Date:

Expert’s Name:

Expert’s Position:

I nvestigated system:

Case Ranking (class safely stored, damaged, lost and no clear status):

Commentsrelated to the case:

Any other comments:
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