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ABSTRACT

Shock wave lithotripsy is the preferred treatment modality for kidney stones in the

United States. Despite clinical use for over twenty-five years, the mechanisms of stone

fragmentation are still under debate. A piezoelectric array was employed to exam-

ine the effect of waveform shape and pressure distribution on stone fragmentation in

lithotripsy. The array consisted of 170 elements placed on the inner surface of a 15 cm-

radius spherical cap. Each element was driven independently using a 170 individual

pulsers, each capable of generating 1.2 kV. The acoustic field was characterized using

a fiber optic probe hydrophone with a bandwidth of 30 MHz and a spatial resolution

of 100 µm. When all elements were driven simultaneously, the focal waveform was a
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shock wave with peak pressures p+ = 65 ± 3 MPa and p− = −16 ± 2 MPa and the

−6 dB focal region was 13 mm long and 2 mm wide. The delay for each element was

the only control parameter for customizing the acoustic field and waveform shape,

which was done with the aim of investigating the hypothesized mechanisms of stone

fragmentation such as spallation, shear, squeezing, and cavitation. The acoustic field

customization was achieved by employing the angular spectrum approach for model-

ing the forward wave propagation and regression of least square errors to determine

the optimal set of delays. Results from the acoustic field customization routine and

its implications on stone fragmentation will be discussed.
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Chapter 1

Introduction

Kidney stones, also known as renal calculi, are formed due to crystallization of dis-

solved minerals in urine and are found in kidneys or ureters. Kidney stones typically

leave the body in the urine stream, however, if they grow relatively large before pass-

ing (diameter > 2 mm), they can cause obstruction of ureter or distention of kidney

with urine leading to severe pain. Kidney stones vary in size, shape, mineral compo-

sition [88], and mechanical strength [1, 22]. The more common mineral compositions

of kidney stones include calcium oxalate monohydrate (which is the most common),

calcium oxalate dihydrate, struvite, apatite, brushite, uric acid, and cystine.

Shock wave lithotripsy (SWL) was introduced in 1980 as a viable treatment for

kidney stones. Chaussy et al. performed the first procedure of SWL on human

patients [13]. SWL is a noninvasive technique based on focusing shock waves (SWs)
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generated outside of the body onto the kidney stone to cause fragmentation. Exposing

the stones to a large number of shock waves (1500−2500) reduces the stone to small

fragments (diameter < 2 mm) that can pass through the urinary tract eliminating

the need for surgical intervention. Due to its effectiveness and noninvasive nature,

SWL has become the predominant method of treating kidney stones. Approximately

70% of kidney stone cases in the US are treated using SWL [53, 3].

The success of SWL stimulated the development of new systems based on gen-

eration and focusing of SWs [58]. Currently, lithotripters employ electrohydraulic,

electromagnetic, or piezoelectric SW generation. The three lithotripters will be dis-

cussed in detail in the following section. Based on clinical studies, the gold standard

for lithotripter based on treatment efficiency is one of the first generation devices:

the Dornier HM3 lithotripters (Dornier Medical Systems, Germany) which employ

the electrohydraulic principle for generating SWs [58].

1.1 Shock Wave Generation

The formation of a shock wave occurs when the amplitude of the acoustic wave is large

enough that the perturbation of the medium leads to a small but significant variation

in the wave speed from one point to another in the wave. Thus, different portions

of the wave will travel at different speeds resulting in the distortion of the wave.
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In particular, the speed of the positive peaks is the highest [65] and the nonlinear

distortion results in steepening of the wave front which progresses until the slope

approaches infinity. The infinite slope represents a discontinuity and is referred to as

a ‘shock’ and the resulting wave is called a shock wave.

The waves produced by electromagnetic and piezoelectric lithotripters are not SWs

to begin with and rely upon nonlinear distortion for formation of the shock front. The

wave generated by the electrohydraulic method is a shock wave from the beginning.

The details about the SW generation methods will be presented below along with

their characteristics waveforms.

1.1.1 Electrohydraulic lithotripter

The electrohydraulic lithotripter (EHL) employs an electrical breakdown (spark) for

generating SWs. The spark source is positioned at one of the two focii of a hemi-

ellipsoidal reflector. Water surrounding the electrode is vaporized by the spark arcing

across the electrode. The vapor bubble induces a spherical SW (the expansion is

supersonic) which, after reflection, is focused at the second focus of the ellipse. The

patient is positioned such that the stone is at the second focus (Fig. 1.1 (a)). A

characteristic feature of the EHL is the substantial pressure fluctuations (up to 50%)

between the individual SWs. The large variation in the SW pressure is largely due

to randomness associated with the spark arcing across the electrode.
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(a) (b)

Figure 1.1: (a) Schematic for a clinical electrohydraulic lithotripter. (b) A typical
shock wave measured at the focus of an electrohydraulic lithotripter (HMT LithoDiamond,
Healthtronics, Kennesaw, GA). The waveform was measured at the focus by a fiber optic
probe hydrophone.

Figure 1.1 (b) shows a typical shock wave generated by an electrohydraulic lithotripter.

The waveform was measured in water by a fiber optic probe hydrophone [75] placed

at the focus of the lithotripter. The waveform consisted of a leading triangular com-

pression pulse with a shock front followed by a tensile phase. The peak positive

pressure was 42 MPa and the peak negative pressure was -9 MPa. The rise time of

the SW, defined as the time between 10 % of the peak positive pressure to 90 % of the

peak positive pressure on the shock front, was measured to be 32 ns. Averkiou and

Cleveland [2] modeled the shock wave produced by an electrohydraulic lithotripter

using the KZK equation and predicted a rise time of less than 1 ns. The measurement

of the rise time was limited by the temporal resolution of the hydrophone (due to

4



insufficient bandwidth) and therefore inaccurate. The duration of the positive phase

was 1.8 µs and for the negative phase was 4.9 µs. The focal region (based on -6 dB

of the peak positive pressure) was 40 mm × 9 mm.

1.1.2 Electromagnetic lithotripter

The second method of generating SWs is the electromagnetic method [83]. A strong

pulsed current is transmitted through a coil, which results in rapidly changing mag-

netic field. A metal membrane above the coil is subjected to an opposing magnetic

field thus pushing it away from the coil and generating an ultrasonic wave. Electro-

magnetic lithotripters (EMLs) can be subdivided into two categories. The first type

employs a flat coil which generates a quasi-plane wave which is then focused by an

acoustic lens. The second type of EML uses a cylindrical coil (Fig. 1.2 (a)). The

resulting cylindrical wave is reflected by a paraboloidal reflector and transformed into

a spherically focused wave. The initial wave produced by both types of EML is not

a SW. Rather, the displacement of the plate generates a high intensity ultrasonic

wave that undergoes nonlinear distortion during propagation to the focus. At the

high energy settings, the nonlinear distortion results in the production of a shock in

the waveform. However, at low energy settings the distortion is typically not strong

enough to result in production of a SW.

Figure 1.2 (b) shows a shock wave generated by an electromagnetic lithotripter.

5



(a) (b)

Figure 1.2: (a) Schematic for a clinical electromagnetic lithotripter. (b) A typical shock
wave at the focus of an electromagnetic lithotripter (Storz Modulith SLX, Karl Storz
Lithotripsy-America Inc, Atlanta, GA).

The waveform consisted of a triangular compression pulse with a shock front followed

by a smooth tensile phase. The peak positive pressure was 135 MPa and the peak

negative pressure was -19 MPa. The rise time of the SW was measured to be 136 ns.

The duration of the positive phase was 1.3 µs and for the negative phase was 3.5 µs.

The focal region (based on -6 dB of the peak positive pressure) was 28 mm × 6 mm.

1.1.3 Piezoelectric lithotripter

The third type of SW source employs piezoelectric elements [68]. In a piezoelectric

lithotripter (PEL), a large number of piezoelectric elements are arranged on a spher-
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ical bowl. The geometry of the bowl provides the focusing (Fig. 1.3 (b)). Similar

to the electromagnetic source, a piezoelectric source generates a high intensity ul-

trasonic wave, and relies on nonlinear distortion during propagation to the focus for

production of a SW. Piezoelectric lithotripters do not have wide acceptance in the US

urological community due to inferior treatment efficacy [57, 6, 16] though they are

employed for clinical treatment in other parts of the world, particularly in Europe.

(a) (b)

Figure 1.3: (a) Schematic for a clinical piezoelectric lithotripter. (b) A typical shock
wave measured at he focus of a piezoelectric lithotripter (Wolf Piezolith 2300, Richard Wolf
GmbH, Knittlingen, Germany). Waveform published by Loske et al. [61] in Physics in
Medicine and Biology, 2002.

Figure 1.3 (b) shows a representative shock wave generated by an piezoelectric

lithotripter [61]. The peak positive pressure was 38 MPa and the peak negative

pressure was −18 MPa. The duration of the main positive phase is 2 µs. The main

tensile phase is also 2 µs long. Unlike the waveforms observed from electrohydraulic

and electromagnetic devives, the PEL waveform has a pronounced tail with several
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cycles sustained for over 10 µs, which can be attributed to the ‘ring down’ of the

piezoelectric elements. The dimensions of focal region PELs are comparable to that

of most EMLs such as the Storz Modulith SLX ( Karl Storz Lithotripsy-America Inc,

Atlanta, GA) although some of the recent designs of lithotripters have a wider focal

region. The significance of the size of the focal region to effective stone fragmentation

will be discussed in later chapters.

1.1.4 Roadblocks in Lithotripsy

Despite more than 25 years of technological advancements and continued clinical suc-

cess, there has not been a significant improvement in treatment efficacy of lithotripsy

[58]. This could be attributed to the fact that although there have been a number of

noteworthy changes in equipment design, none have involved a fundamental change

in the acoustics of the lithotripter [18]. The shock waves produced by clinical de-

vices currently in use are virtually the same as the first generation lithotripters and a

concentrated effort to customize the shock wave pressure-time profile and/or spatial

distribution of pressure is lacking.

Further hindering the improvement in treatment efficacy is the fact that continued

research in the field of lithotripsy has yet to determine the mechanisms for stone

fragmentation. The relative importance of different parameters of the shock wave

such as peak positive and peak negative pressures and duration of the compressive
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and tensile phases of the SW is still under debate. Better understanding of the

interaction of SWs with stones can lead to better lithotripters.

1.2 Shock Wave and Stones

Several mechanisms for SW induced stone comminution have been hypothesized: spal-

lation, shear, squeezing, superfocusing, fatigue, and cavitation. The relative impor-

tance for each process is yet to be determined. The first five mechanisms are associated

with direct interaction between the SWs and the stone, while cavitation is related to

interaction of SW with the surrounding host medium and the consequent indirect

effects on the stone.

1.2.1 Spallation

Spallation is contingent on the fact that the specific acoustic impedance (product of

density and sound speed) of the stone is roughly twice that of urine. The cartoon

in Fig. 1.4 (a) shows an incident lithotripsy pulse entering the stone and traveling

from the proximal surface of the stone to the distal surface of the stone. At the distal

face of the stone, the SW encounters a stone/fluid interface resulting in reflection and

inversion of the wave (Fig. 1.4 (b)). Subsequently, the inverted portion of the wave

(leading positive phase of the SW) will add to the tensile stress of the still-incoming
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(a) (b) (c)

Figure 1.4: Illustration of the spallation. (a) The SW enters the stone (b) The SW reflects
from the distal surface and the reflected wave is inverted (c) The reflected shock front adds
to the still incoming negative phase leading to large tensile stresses resulting in fracture.

wave (trailing negative phase of the SW) resulting in a large tensile stress as shown

in Fig. 1.4 (c). Most brittle solids are more susceptible to failure in tension than

in compression. The large tensile stresses generated in this manner can then lead to

fractures and cleaving and is a referred to as spallation [13, 70].

The development of spallation cracks can lead to fragmentation and these frag-

ments can further undergo spallation in the same manner. Extended exposure of the

stone to SWs can therefore lead to several smaller fragments. However, the spallation

depends critically on the stone’s dimension, particularly the distance between the

proximal and distal surfaces. The critical stone dimension depends on the temporal

separation between the peak positive and peak negative pressures of the SW and the

speed of sound in the stone. Stones that are smaller than the critical size do not

10



allow effective superposition of the reflected shock front and the incoming negative

tail. The critical dimension for a stone with sound speed of 3 mm/µs and temporal

separation of 2 µs is ∼4 mm. Therefore, spallation is considered to be more dominant

in the early stages of the treatment.

Efficient coupling of the incident lithotripsy SW into the stone resulting in a strong

compressive wave in the stone is essential for effective spallation effects. Therefore,

lithotripters with large pressure amplitude and tight focus (EMLs and PELs) are

likely well-suited for generating spallation effects.

1.2.2 Shear

The incident lithotripter SW couples into the stone leading to compressional and shear

waves. The generation of shear waves is contingent upon an oblique angle of incidence,

therefore, shear waves typically originate from the periphery of the stone. The tensile

stresses generated by the shear waves can exceed those induced by spallation. The

interaction of the shear waves and the reflected compressive wave can lead to large

tensile stresses which could lead to stone fragmentation [19, 87].

Furthermore, materials that consist of layers, such as kidney stones, are often weak

in shear as the bonding strength of the matrix between layers can have a low ultimate

shear stress [13, 87]. The stone’s weakness under shear is further compounded by the
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fact that that binder of kidney stones is softer than the crystalline phase resulting in

large shear stresses at the binder/crystal interfaces which enhance stone fragmentation

[19].

In order to generate strong shear waves, large pressure amplitudes at the periphery

of the stone (region of oblique incidence) are desirable. Therefore, lithotripters with

sufficiently high pressure amplitudes and a focal region wider than the stone diameter,

particularly the EHLs, are particularly well-suited for generating shear wave effects.

1.2.3 Squeezing

For lithotripter acoustic fields that have a focal region wider than the stone diameter,

a portion of the incident SW travels in the host medium (urine/water) and a portion

enters the stone. Since the speed of sound in kidney stone is roughly twice that of

water, the wave traveling in the stone moves ahead of the wave outside of the stone.

The pressure wave traveling in the fluid results in a circumferential force or a hoop

stress. This stress leads to dilation stresses in the proximal and distal faces of the

stone as well as the central region of the stone. The stresses generated at the two

ends of the stones are perpendicular to the axis of SW propagation while the stress in

the stone center is parallel to SW propagation. These stresses may lead to cleavage

(see Fig. 1.5) thus resulting in stone fragmentation [36].
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Figure 1.5: Illustration for the squeezing mechanism. Hoop stress results in cleavage
parallel and perpendicular to the SW propagation.

Squeezing will be most effective when the entire stone is within the focal region

of the lithotripter and has been predicted to act at pressure amplitudes ∼20 MPa.

Therefore, lithotripters with moderate pressure output and a very broad focal region

are well suited for enhancing the squeezing mechanism [37].

1.2.4 Superfocusing

When the incident SW pulse enters the stone, the wave traveling within the stone

subsequently undergoes reflection at stone/fluid interface. Depending upon the ge-

ometry of the stone, the waves reflected from the distal region of the stone can be

focused by a combination of reflection, refraction and diffraction, leading to localized

amplification of stresses (stress concentrations) inside the stone. This phenomenon

is referred to as super-focusing [45, 87]. The high concentration of stress can form

micro-cracks which can ultimately lead to stone fragmentation.
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Super-focusing can be achieved as long as SWs with large peak pressures can

be effectively introduced into the stone. However, effective super-focusing depends

critically on the geometry of the stone and the stone needs to be large enough for

focusing to be effective, also, focusing is typically enhanced for symmetrical stone

shapes, such as a sphere.

1.2.5 Fatigue

A lithotripsy treatment involves repetitive exposure of the kidney stone to as many as

2500 incident SWs. Consequently, stone fragmentation is not an instantaneous event,

rather it is a gradual effect indicative of low cycle fatigue. Fatigue acts through

small imperfections that are present in most materials, including kidney stones. The

imperfections result in stress concentrations which result in the growth of micro-cracks

after repetitive exposure to shock waves. Subsequently, these micro-cracks grow into

larger cracks leading to stone fragmentation. This mechanism of stone fragmentation

is referred to as fatigue [78].

Since fatigue is enhanced in the regions where high stresses coincide with material

imperfections, fatigue is likely to contribute to fragmentation in a manner synergistic

with other mechanisms of stone fragmentation. The role of fatigue in stone comminu-

tion is supported by the fact that internal structure of the stones affect how they break

[19] and typically more than a 1000 SWs are needed to progressively fragment the
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stones [78] into fragments that can be passed through the ureter.

1.2.6 Cavitation

Cavitation refers to growth and subsequent collapse of small bubbles (cavities) under

the influence of the large tensile pressure subjected by the negative tail of the SW.

Unlike the mechanisms described above, cavitation is a phenomenon that occurs in

the surrounding fluid - urine for the case of kidney stones. When a cavitation bubble

collapses near the stone boundary, it can act on the stone in several ways.

In the case where the bubble is very close to the stone, it collapses asymmetrically

resulting in a micro-jet of fluid that pierces the bubble and can impact the stone wall

at speeds on the order of 100 m/s [23, 28]. These micro-jets might lead to pitting

and surface erosion of the stone, particularly at the proximal surface of the stone.

Micro-jets can also act within fissures created by incident SWs [70]. The fissures are

filled by the surrounding fluid and this fluid acts as a host for cavitation inside the

stone. The microjets from the collapsing bubbles within these fissures also contribute

to stone destruction. The localized pressure generated by an impacting jet can be

approximated by the following equation [55].

P = αρcν (1.1)

where ρ is liquid density, c is the sound speed in the fluid, ν is the jet velocity, and α
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represents a multiplicative constant that takes into account the transfer of momentum

to the stone due to an elastic impact (α = 1 for perfectly rigid stone).

If the bubble is far enough from the stone such that it can collapse symmetrically,

it produces secondary SWs [82, 29, 55] that are comparable to the incident lithotripsy

SW in magnitude and pulse duration [15, 87]. The secondary shock waves may also

act on the stone via one or more stress related mechanisms described above.

Cavitation in lithotripsy is not just a single bubble phenomenon, rather it acts on

the stone through a cluster of bubbles that grow and collapse in unison [66]. The

presence of bubble clusters is hypothesized to enhance the destructive potential of

cavitation. Cavitation depends critically on the time integral of the negative tail of

the SW, therefore, a lithotripter capable of producing a SW with a large negative tail

is well suited to produce cavitation effects.

1.2.7 Study of fragmentation mechanisms

Understanding the mechanisms of stone fragmentation has been one of the main

thrusts behind research in the field of lithotripsy. Although it has been challenging to

selectively activate a particular mechanism to distinguish the dominant ones, studies

have been performed to probe various ways shock waves might interact with the

kidney stone. The mechanism of stone fragmentation continue to be one of the
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primary areas of research in lithotripsy and some of studies are discussed below while

others involving customization of acoustic output are discussed in the next subsection.

Xi and Zhong [87] studied transient stress fields in stones using photoelastic and

shadowgraph imaging techniques during shock wave lithotripsy. The leading tensile

pulse of the internally reflected wave (spallation) was deemed responsible for the

initiation of cracks. In addition shear waves were determined to play a critical role

in fragmentation as well. The characteristic patterns of spallation were found to be

significantly dependent on stone size and geometry.

Delius et al. [30] conducted a cavitation study in gall stones. Although gallstones

are different from kidney stones, the physical process involving cavitation’s role in

stone comminution is expected to be similar. Gallstones were immersed in either a

cesium chloride solution or glycerol and administered with shock waves. Glycerol

solution had the same acoustic impedance as the cesium chloride solution but a much

higher viscosity resulting in reduced propensity for cavitation and inhibited stone

comminution. An overpressure of about 100 atm was also observed to inhibit stone

fragmentation which was attributed to increase in threshold pressure for cavitation

due to the overpressure.

Zhu et al. [92] administered incremental doses of shock waves to plaster of paris

stones using an EHL. Stones were immersed either in degassed water or castor oil

to delineate the contribution of stress related effects from cavitation effects in stone
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fragmentation. Although stone fragmentation was observed under both conditions,

the percentage of stone converted to debris smaller than 2 mm (a clinically passable

fragment) was significantly higher for the stones immersed in degassed water. This

disparity was attributed to cavitation. Contribution of cavitation alone was also

examined by moving the stone transversely out of the beam focus where cavitation

is still present. Though both stress and cavitation effects induced fragmentation

individually, synergistic presence of both types of mechanisms was deemed necessary

for effective treatment.

1.2.8 Customization of acoustic output

Coleman and Saunders [25] conducted a survey of the acoustic output of various

commercial lithotripters. They used a PVDF hydrophone for acoustic pressure mea-

surements. Coleman and Saunder’s survey showed that differences in SW generation

and focusing mechanisms resulted in waveforms of different magnitudes as well as dif-

ferent focal pressure distribution. Shock waves produced from different lithotripters

were qualitatively similar.

However, if there was a correlation between a SW waveform feature and a frag-

mentation mechanism, then tailoring the pressure-time profile or the waveform shape

could enhance that mechanism. For instance, if one device produces SWs with large

peak positive pressure but small negative pressure tail, then direct stress related
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mechanisms (e.g. spallation) would be dominant while the stone breakup due to cav-

itation would be limited as cavitation depends directly on the negative phase of the

SW [56].

Chuong et al. [16] used a standard stone phantom to compare the stone damage

after a SW administration with different lithotripters. They observed that with the

same number of SWs, different lithotripters cause distinctly different sized damage

craters, in width and depth, correlating to the different size and shape of the focal

region. Since different lithotripters produce SWs that have different peak pressures

and subtle differences in the waveform shapes, these studies indicate that customizing

the waveform shape could alter cavitation induced stone fragmentation.

Various efforts have been made to customize waveform shapes. Riedlinger [68] pro-

posed optimization of the pressure-time profile and the spatial pressure distribution

to achieve better stone fragmentation. Four different types of piezoelectric transduc-

ers were designed and their pulse shapes were compared. Riedlinger concluded that

the quasi-unipolar pulse (large P+ and small P−) produced optimal fragmentation

while minimizing lesions and skin-reddening.

The method to control waveform shape suggested by Riedlinger was extended by

Lewin et al [56]. The P + /P− ratio of the shock wave pulses was manipulated by

using three piezoelectric sources of different frequencies. Shock waves were produced

from the nonlinear interaction of the pulses in the focal region. The pulse shape
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was adjusted by controlling the delays to each of the source with the intention of

controlling cavitation. Their results were consistent with Riedlinger’s conclusions.

Bailey et al. [4][5] modified the waveform shape of an electrohydraulic lithotripter

by using a pressure–release reflector to focus the SW. The pressure release reflector

resulted in a focused SW with a leading tensile phase followed by a compressive phase.

Their results led to the conclusion that the inverted SW was not optimal for stone

fragmentation as trailing positive pressure grossly inhibited cavitation bubbles from

growing.

Zhong and Zhou [91] modifed the rigid reflector in an electrohydraulic lithotripter

with inserts to selectively diminish the rarefactional tail in order to reduce any bio-

effects related to cavitation. The inserts in the reflector produced a second positive

peak coincident with the tensile phase thus reducing the negative peak pressure. The

reflector inserts were demonstrated to reduce cavitation mediated stone comminution

while retaining stress effects. The size of the -6 dB focal region was also reduced by

the inserts thus concentrating the damage inflicted to a localized region.

Xi and Zhong [86] integrated a piezoelectric annular array (PEAA) shock wave

generator with an electrohydraulic lithotripter to modify the dynamics of the cavi-

tation field produced by the lithotripter. The PEAA SWs were triggered such that

they could interact with cavitation bubbles during different stages of cavitation. In

vitro stone fragmentation tests in conjunction with high speed camera images indi-
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cated that the secondary acoustic emissions resulting from bubble collapses and stone

comminution due to cavitation was significantly enhanced (an increment of 60–80 %)

when the SWs from the PEAA source interacted with bubbles during cavitation col-

lapse.

Sokolov et al. [73] developed a dual pulse lithotripter consisting of two SW sources

facing each other that are confocal and triggered simultaneously to intensify and

localize the cavitation field. Synchronous arival of the SWs at the focus resulted in

pressure doubling and intensified cavitation while the asynchronous arrivals elsewhere

resulted in weaker cavitation events outside the focus. High speed camera images

showed that the cavitation field produced by the dual pulse device was 4 cm × 5 cm

compared to the cavitation field from the conventional lithotripter 2 cm × 10 cm in

dimension.

Zhu et al. [93] proposed the use of an acoustic diode consisting of two peripherally

secured membranes having opposite surfaces held in contact under partial vaccum to

truncate the negative tail. The diode constructed in this manner was hypothesized to

allow the passage of the positive (compressional) phase of the SW. However, the neg-

ative (tensile) phase would result in separation of the membranes resulting in a cavity

thus interfering with the propagation of the negative phase of the SW. Their hypoth-

esis was experimentally validated using a piezoelectric SW generator [94]. Acoustic

diode reduced the pulse intensity integral of the negative phase of the SW by 58 %
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and reduced the collapse times for cavitation bubbles by 11 % .

To date, the primary focus of acoustic customization has been cavitation control

via waveform shaping. The modification of pressure distribution has not been widely

implemented in lithotripsy. One notable example where the spatial pressure distri-

bution was altered is the wide-focus lithotripter developed by Eisenmenger [37]. It

employs an electromagnetic source and generates a relatively low pressure amplitude

of 20 MPa but a relatively wide focal width of 18 mm (2-4 times the diameter of a

typical stone). This “wide-focus” lithotripter was reported to trigger the squeezing

mechanism [36] leading to successful treatment while reducing patient discomfort and

long term bio-effects. Recently, other lithotripter manufacturers are also developing

devices capable of adjusting the size of the focal region, such as the Modulith SLX-F2

(Karl Storz Lithotripsy-America Inc, Atlanta, GA) , albeit with limited flexibility and

only a few focal-size settings

Currently, clinical lithotripters do not posses the ability to produce a prescribed

waveform shape or spatial pressure distribution for optimizing the treatment for a

particular patient. A system with more flexibility over the waveform shape and

spatial pressure distribution might lead to higher treatment efficacy. Furthermore,

control over the acoustic characteristics might provide ability to selectively “switch

on or switch off”a fragmentation mechanism.
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1.2.9 Localization of kidney stone

The effectiveness of lithotripsy treatment could also be improved through better lo-

calization and targeting of the kidney stone. Clinical observations indicate that the

amplitude of the displacement of a kidney associated with respiration can reach 2 cm

[12]. Currently, the stone is localized using X-ray or ultrasound intermittently through

the course of the treatment. Inaccurate targeting of the stone might lead to different

degrees of fragmentation for different devices depending on their peak pressures and

spatial pressure distribution. Since a kidney stone is in a constant state of motion

induced by respiration and movement of the patient, continuous tracking of the stone

is desirable.

Solutions for addressing stone motion include gating the firing of SWs to occur

only when stone is at the focus [47] and synchronizing the pulse repetition frequency

with the respiration cycle [48]. These methods rely on knowing the location of the

stone a priori and cannot account for any exterior or body movement during the

treatment, therefore, are not ideal solutions to stone localization problem.

A more sophisticated solution using a high power piezoelectric transducer at low

power for localization was proposed by Ueberle [81]. This method allowed the use

of one sound source for both localization and treatment of the stone. Localization

was achieved stereophonically using two clusters of elements on the transducer and
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amplitude of the echo was used to monitor stone disintegration. This method inher-

ently requires a piezoelectric SW generator and therefore is not widely used in clinical

practice (since piezoelectric lithotripters are not widely accepted).

Another method that can be applied for tracking kidney stones employs the mean

normalized correlation of ultrasonic images and its real time implementation was

first developed by Devevey et al. [35]. Diagnostic ultrasound is not widely used for

localizing kidney stones because it does not provide a strong contrast making stone

detection difficult.

In order to implement real time tracking into treatment and correct for the stone

motion, electronic steering of the shock waves was proposed and demonstrated by

Cathignol et al. [12]. Similar to the arrays used for imaging, inter-delay of each

element was adjusted to steer the beam in a given direction. They achieved effective

steering (with appropriate amplitude) in a ellipsoidal region of about 4 cm in diam-

eter and 6 cm in length but did not implement their system in conjunction with a

localization scheme.

Thomas et al. [80] developed a technique based on autofocusing property of a

time reversal mirror to achieve self targeting of SWs on the stone. Although the time

reversal mirror provided a robust solution for real time tracking and targeting, which

can be implemented in vivo, it is cost prohibitive.
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1.3 Shock Waves and Tissue

Although lithotripsy is a noninvasive treatment and is considered highly successful, it

is not a benign procedure and can induce trauma to kidneys [52, 39, 41]. The trauma

induced by SWs is especially significant for lithotripters that produce large pressure

magnitudes at the focus as the focal region is an elongated cigar shape longer than

the stone dimension. Furthermore, since the kidney stone is in a constant state of

motion, for devices with a static focus, the tissue in the focal region suffers maximum

exposure to the SWs when the stone is not at the focus.

Exposure to shock wave dosage sufficient to comminute kidney stone can cause

several adverse side effects such as hematuria (blood in urine) and renal and perirenal

hemorrhage which is indicative of damage concentration in soft tissue [40]. The

trauma induced by lithotripsy can lead to long term complications such as new-onset

hypertension [49, 54, 9] and diabetes mellitus[54]. Pediatric patients and patients

with preexisting renal conditions are particularly at risk when undergoing lithotripsy

as their kidneys are more prone to abuse. The SWs are hypothesized to act on tissue

through shear and/or cavitation.
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1.3.1 Shear

The shock waves consist of positive or compressive phase consisting of large pressure

amplitude. Tissue exposed to an incident lithotripter SW can undergo significant

compression. Furthermore, the SW consists of a shock front with a very short rise

time (less than 100 ns) which corresponds to a length scale on the order of 100 µm.

Therefore, the SW will result in large variation in stresses in small structures as it

passes through the tissue leading to non-uniform strains resulting in shear forces [18].

The shear induced in the tissue due to incident SW might lead to tissue damage as

tissue structures are sensitive to shear stresses [60].

The inhomogeneities in tissue can also lead to shear. Spatially variations in the

sound speed of the tissue can dramatically distort the incident wavefront, which could

lead to shear stresses in the tissue strong enough to induce tissue damage [18].

1.3.2 Cavitation

Lithptripsy is known to induce cavitation in tissue. The presence of in vivo cavitation

was confirmed by physical measurements acquired in both humans and pigs (pig

kidney closely resembles a human kidney [39]) using passive cavitation detection [89,

24, 69]. Cavitation is most pronounced in a fluid environment where the bubbles are

not constrained and grow large enough to result in violent collapse.
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These collapsing bubbles might damage tissue in three ways. First, the bubbles

can collapse asymmetrically leading to micro-jets that could damage the neighboring

tissue walls. Second, a symmetric collapse can generate secondary SWs that are of the

same magnitude as the incident lithotripsy SW and these waves can induce shear in

the tissue leading to tissue damage. Third, bubbles in blood vessels can grow resulting

in rupture of the vessel walls [90]. Onset of hematoma can result in stagnant pools of

blood which serves as an effective host medium for cavitation, particularly because

bubble fragments are not removed by blood flow and act as nuclei for subsequent

cavitation [24, 69].

1.3.3 Study of bio-effects

Despite continued research in the bio-effects of lithotripsy, the physical processes re-

sponsible for tissue damage in lithotripsy are not known, though tissue damage is

primarily attributed to cavitation. Cavitation’s role in inducing bio-effects was con-

firmed by Delius et al. [34] by exposing a piglet liver to shock waves. Upon dissec-

tion, they found tissue damage in the regions coresponding to the cavitation events.

Reduction in cavitation activity due to minimal over-pressure was demonstrated to

significantly reduce cell damage without significantly affecting stone comminution

[33].

Several parameters have been identified as relevant to tissue damage inflicted dur-
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ing lithotripsy. Renal injury, particularly the lesion size was determined to be cor-

related to the charging voltage for an electrohydraulic lithotripter [27]. The number

of hematomas and the lesion size also increased with increase in the number of SWs

administered to a kidney [31, 84]. Delius et al. [32] have shown that an increase in the

pulse repetition rate of SWs administered to the kidney corresponds to an increase

in renal damage. These trends are consistent with cavitation being responsible for

much of bio-effects induced during lithotripsy. Lesion size was correlated with kidney

size in that juvenile kidneys suffered larger lesions [84].

Manipulating the cavitation field resulting from a lithotripter can also reduce tissue

damage. Evan et al. [38] used an electrohydraulic lithotripter consisting of a pressure

release reflector to suppress cavitation by transposing the compressive and the tensile

phases of the SW. Inhibiting cavitation resulted in a reduction in tissue damage

inflicted by the lithotripsy SWs to a pig kidney.

Sokolov et al. [74] localized the cavitation effects using a modified electrohydraulic

lithotripter with dual SW generators facing each other. This lithotripter both inten-

sified and localized cavitation activity at the focus thus improving fragmentation and

reducing cell lysis during in vitro experiments.

Willis et al. [85] discovered that although lesion size increases dramatically with

increase in the charging voltage, vasoconstriction induced by incident SWs was de-

termined to be unaffected by a change in charging voltage. Further, they discovered
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that vasoconstriction can be induced in a matter of seconds while it can sustain for

up to 10 minutes. Kidneys that were pre-treated (small dosage) at a charging voltage

setting of 12 kV first and then exposed to SWs generated at 24 kV (clinical dosage)

suffered a 0.3 % lesion compared to the 6 % lesion suffered by kidneys exposed to the

SWs generated at 24 kV alone.

Study of bio-effects induced during lithotripsy is hindered by the fact the acoustic

output of lithotripters varies over different modes of generating and focusing SWs onto

the kidney stones. These differences in acoustic parameters translate into differences

in degree of renal damage. Therefore, a system capable of inducing several different

acoustic outputs is desirable. For a more detailed overview of bio-effects induced by

lithotripsy SWs, readers may refer to reference [41].

1.4 Motivation and Goals

In summary, the work done by researchers up to date indicates that several possible

mechanisms such as spallation, shear waves, squeezing, super-focusing, fatigue, and

cavitation can be responsible for stone fragmentation and tissue damage. Dependent

upon the specific acoustic output of a lithotripter, different mechanisms might be

dominant. A better understanding of how the SWs interact with the kidney stone

and tissue could lead to improvements in treatment efficacy while reducing harmful

29



bio-effects.

Knowledge of mechanisms can be best implemented by designing a device capable

of customizing the pressure-time profile as well as the focal pressure distribution, so

that the acoustic output may be optimized for each specific case. Incorporating such

a design with real time target tracking could further improve the success of the treat-

ment. Current clinical lithotripters are rigid in nature in that they do not typically

posses the ability to vary the acoustic output without making significant changes to

the hardware. This study presents a design for a piezoelectric lithotripter that can

potentially achieve these goals. The work here will focus on stone fragmentation only,

the study of bio-effects is beyond the scope of this work.

The primary goal of this research was two fold, to provide a formulation that pre-

dicts the inter-element delay for each transducer element in order to obtain a desired

waveform shape and focal pressure distribution, and to implement the formulation in

an experimental system to evaluate the roles of different mechanisms in SWL. The

correlation between different waveform shapes and stone breakage could be investi-

gated using this device by administering different SWs to standard test stones. The

proposed design is based on the piezoelectric device presented by Cathignol et al.

[12] with multiple elements arranged in a spherical bowl. An inverse filter formu-

lation based on spatio-temporal inverse filter developed by Tanter et al. [79] was

implemented to determine the inter-element delays.
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Chapter 2

Materials and Methods

The instrumentation employed for developing the lithotripter system used in the

current study and the pertinent experimental methods will be presented in this chap-

ter. The chapter addresses three topics: the development of the shock wave source,

the instrumentation and methods for acoustic and cavitation measurements, and the

methods and protocols for stone fragmentation study.

2.1 Piezoelectric Lithotripter Array

In this work, a piezoelectric array was employed to generate SWs. The main ad-

vantage of using a piezoelectric array is that it provides much greater control over

the acoustic field. Given arbitrary waveform generators, the individual elements can

31



be driven with arbitrary waveforms and allow waveform shaping and beam steering

through electronic control. Further, the elements can also be used as receivers and

have the potential to be employed for imaging or target tracking during SW treat-

ment. Finally, piezoelectric sources have a stable acoustic output over a very large

number of SWs. Arranging a significant number of piezoelectric elements in a bowl of

sufficient curvature can produce desirable focusing leading to large cumulative peak

pressure at the focus due to the focusing gain.

Figure 2.1: A diagram of transducer elements in the spherical bowl and their numerical
identification.

The piezoelectric system in this study composed of a 170 element focused array
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(Imasonic S. A., Besancon, France) with a radius of curvature of 150 mm, aperture

diameter of 154 mm, and a center frequency of 600 kHz (Q=2) constructed in a cir-

cular polymer housing. The transducer was constructed from a “1-3”piezo-composite

material which consists of thin ceramic rods encapsulated within a polymer matrix.

The 1-3 structure of the composite reduces radial vibration modes in the elements

resulting in improved beam pattern and pulse shape and limits the cross coupling

between neighbor elements (further details on cross coupling in Chapter 3). The lay-

out of the elements (identified as e1 through e170) across the face of the transducer is

shown in Fig. 2.1. The array consisted of a central element of circular cross-section

and seven axisymmetric rings with elements of trapezoidal cross-section. Each ele-

ment had a surface area of 88 mm2. The maximum permissible driving voltage was

6 kV. The average electrical impedance of an element when the array was acoustically

loaded with 1.5 MR at the center frequency was Z = 313Ω− j504Ω.

2.2 Electronic Driving System

The piezoelectric array described in the previous section was driven by a 170-channel

high voltage pulser (Gammell Applied Technologies, LLC, Exmore, VA). Each channel

of the pulser employed a 220 nF capacitor which can be charged to 1200 V. A high

voltage insulated gate bipolar transistor (IGBT) was used to discharge the capacitor
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through the transducer element. Each channel was independently controlled by a

TTL-level pulse generated by a pulse-pattern generator (81104A, Agilent, Palo Alto,

CA). Both the duration and the timing of the TTL pulse for each channel could be

adjusted independently with a 100 ns resolution. A supply voltage of 1200 V was used

at all times unless stated otherwise. For further details on this pulser circuit, readers

may refer to reference [42], the version employed in this work is the non-doubling

circuit.

A typical voltage output from the pulser (wired to a transducer element) when

triggered using a 0.5 µs TTL pulse is shown in Fig. 2.2. The rise time determined as

the duration from 10 % magnitude to 90 % magnitude was 22 ns. The pulse duration

of 0.5 µs was determined to be optimal in producing the maximum acoustic pressures

from a driving signal that was fixed in shape and amplitude.

2.3 Test Tank

The transducer was mounted into the wall of a cast-acryllic test tank (shown in Fig.

2.3) of dimensions 0.5 m × 0.9 m × 0.5 m. The tank was fitted with a filtration and

degassing system. A 5 µm sub-particle filter (Cole–Parmer, Vernon Hills, IL) along

with a magnetic non-submersible pump (Tecumseh Products Company, Oklahoma

City, OK) was used for filtering the water. A pinhead degassing system [51] was used
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Figure 2.2: A typical high voltage pulse produced by the pulser (when wired to the trans-
ducer element) given a charging voltage of 1200 V.

for degassing the water. The dissolved gas content of the water in the test tank was

maintained roughly at 50 %. Positioning in the test tank was accomplished using

a computer controlled three axis positioner (Velmex, Inc., Bloomfield, NY) with a

spatial resolution of 5 µm.

2.4 Acoustic Measurements

A polyvinylidene fluoride (PVDF) membrane hydrophone (0200, Precision Acoustics,

Dorchester, England) with a 0.2 mm diameter active area and a bandwidth of 30 MHz

was used for all acoustic measurements produced by driving only one element at a

time. The hydrophone, referred to as the PA hydrophone hereon, used in conjunction
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Figure 2.3: Picture of the piezoelectric array mounted in the test tank.

with a 20 dB preamplifier (50 Ω termination) had a sensitivity of 33.3 MPa/V (flat

over a frequency range of 0.1−20 MHz). The PA hydrophone signal was passed

through a tunable high pass filter (Model 3940, Kron-hite, Avon, MA) with a cut-off

frequency of 10 kHz and gain of 20 dB with a nominal frequency range of 0-10 MHz

to further improve the signal to noise ratio. The input impedance of the high pass

filter was 1 MΩ and output impedance was 50 Ω.

When all the elements of the array were driven simultaneously, the resulting

acoustic pressures exceeded maximum permissible incident pressure for the PA hy-

drophone, therefore, acoustic measurements were performed using a fiber optic probe

hydrophone (FOPH) [75] or a PVDF membrane hydrophone developed especially

for measuring large amplitude pressures at the University of Washington [63]. The

bandwidth and a receiving aperture size of the FOPH were 0.1−30 MHz and 100 µm
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respectively. The PVDF hydrophone, referred to as UW hydrophone hereon, had a

bandwidth of 0.1−20 MHz and a receiving aperture size of 0.5 mm.

Individual waveforms were recorded on a digital oscilloscope (Waverunner 6000A,

Lecroy, Chestnut Ridge, NY) with a 8 bit resolution and input impedance of 50 Ω

and transferred to a computer and post-processed using Matlab (Mathworks, Natick,

MA).

A set of ten waveforms obtained from a single element (e1) driven at 1.2 kV pulse

repetition frequency (PRF) of 1 Hz is shown in Fig. 2.4. The received signal was

highly reproducible with a temporal jitter of less than 30 ns and is characteristic of

waveforms produced by all of the elements. The maximum jitter between any two el-

ements was determined to be within 50 ns. The peak positive pressure produced from

a single element was observed to be around 0.2 MPa at the focus of the piezoelectric

array.

The piezoelectric lithotripter array was characterized while all elements were driven

synchronously. Figure 2.5 shows the waveform produced by driving all the elements

of the array in phase with a 1.2 kV pulse. The waveform shown was obtained by

first measuring ten waveforms with the PVDF hydrophone, aligning their main shock

fronts and then averaging the waveforms. The alignment was performed by matching

the arrival time corresponding to 50 % of P1+ and facilitates coherent averaging of

shock waves. Incoherent averaging might lead to ‘smearing’of the shock front errors
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Figure 2.4: Overlay of ten consecutive waveforms obtained from e1 when driven with 1.2 kV
pulse lasting 0.5 µs at PRF of 1 Hz.

in measurements of peak positive pressure. Unlike the more typical lithotripsy wave-

forms generated by the electrohydraulic and electromagnetic devices, the waveform

has four distinct features. The waveform consists of a negative precursor (P1−) 0.5 µs

long and a negative pressure of −10 MPa followed by the main shock front with a

positive peak (P1+) of 68 MPa. The rise-time determined by the hydrophone (band-

width limited) was 30 ns and the duration of the positive phase (t+) was 0.4 µs. The

negative phase following the positive peak was 1 µs long with peak negative (P2−)

pressure of −15 MPa. The second shock front has a peak positive pressure (P2+) of

36 MPa. The entire shock wave pulse had a duration (t) of 5 µs. The implications of

this waveform shape on stone fragmentation will be discussed in detail in following
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Figure 2.5: A characteristic waveform produced by the piezoelectric lithotripter array
when all elements were driven synchronously. The displayed waveform is an average of ten
waveforms recorded consecutively at PRF of 1 Hz.

chapters.

Figure 2.6 shows the mean P1+ and P2− as a function of charging voltage. The

error bars represent the standard deviation of 10 samples for each charging voltage.

Measurements indicated a monotonic increase in pressure with increase in the driving

voltage. The spatial pressure distribution of the acoustic field produced by the array

source was also characterized while driving the elements in phase. Since the the

maximum operational voltage for the IGBTs used in the high voltage drivers was

1.2 kV, pressure maps were acquired while driving the piezoelectric array lithotripter

at 1 kV to prevent overload due to any voltage fluctuations. Pressure measurements

were acquired (with the FOPH) along the X, Y, and Z (focal) axes and the focus
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Figure 2.6: Peak positive pressure (P1+) and peak negative pressure (P2−) as a function of
driving voltage. Peak pressures increased monotonically with increase in driving voltage.

(a) (b) (c)

Figure 2.7: Peak pressure measurements along the X, Y, and Z (focal) axes. The -6 dB
focal region based on the primary peak positive pressure was 15 mm long and between 1.4
and 1.9 mm wide.
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was at (0, 0, 0) and the central element of the array (e−1) was at (0,0,150 mm).

The X-axis was in the horizontal plane and the Y-axis was in the vertical plane.

Figure 2.7 shows the acoustic field maps along all three axes. The top curve in

each figure shows P1+ and the lower curve P2− with respect to displacement from

the focus. The International Electrotechnical Commission (IEC) standards [46] for

acoustic measurements in lithotripsy dictates that the focal width be determined using

-6 dB of the peak positive pressure (P1+). The focal region was thus determined to

be 1.4 mm × 1.9 mm × 15 mm.

2.5 Waveform Shaping

Waveform shaping was motivated by the need to control cavitation. Cavitation de-

pends on the negative phases of the waveform and manipulating these portions of

the waveform can lead to cavitation control. As stated in Section 2.2, the electronic

driving system for the piezoelectric lithotripter array allows control over time de-

lay imposed on each element with a resolution of 100 ns. The waveform shape was

manipulated in ad hoc manner by manually adjusting the delays for each element.

Figure 2.8 illustrates the waveform shape that can be achieved by firing 130 ele-

ments simultaneously and firing the remaining 40 with some delay. The waveform

shape was modified significantly by increasing the delay with increments of 100 ns.
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(a) no delay (b) 100 ns (c) 200 ns

(d) 300 ns (e) 400 ns (f) 500 ns

Figure 2.8: Waveforms obtained by firing 130 elements simultaneously and the remaining
elements with delays from 0 to 500 ns.

A delay of 500 ns (Fig. 2.8(f)) resulted in a decrease in P2− from −16 MPa to

−7 MPa, which would inhibit cavitation. Different delay configurations were chosen

for different desired waveforms using a trial and error approach similar to one shown

above.
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2.6 Gilmore model

Shock wave measurements were used to predict the response of a single bubble to the

incident acoustic field using the Gilmore formulation [43][17]. The Gilmore model

is an appropriate choice as it accounts for the compressibility of the fluid which is

important for large driving pressures. The Gilmore equation was integrated using

the Runga Kutta method (“ODE45”) provided in Matlab (Mathworks, Natick, MA).

The underlying assumptions for the Gilmore model are given as follows:

• The SW was assumed to interact with a single air bubble.

• The bubble is in the free field, that is, it is not near any boundaries or other

bubbles

• The bubble remained spherical at all times.

• The gas within the bubble was assumed to be an ideal gas.

• The bubble radius was small compared with the acoustic wavelength.

• Body forces, such as gravity, were negligible.

• No energy was transferred in or out of the bubble in form of heat.

• Gas diffusion was ignored.
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The Gilmore equation is written as:

RR̈
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R is the bubble radius and the first and second derivatives of R are denoted as Ṙ

and R̈ respectively. H is enthalpy and C is time varying sound speed in the medium.

The pressure term is incorporated in the Gilmore equation (Eq. 2.1) as

H =
∫ P (R)

P∞

dP

ρ
. (2.2)

P∞ consists of incident acoustic pressure and static ambient pressure. P (R) is the

pressure at the bubble wall and is given as a balance between the gas pressure (Pg)

inside the bubble and pressure terms associated with surface tension and viscosity of

the medium (Eq. 2.3). σ and µ are surface tension and viscosity respectively.

P (R) = Pg −
2σ

R
− 4µ

R
U. (2.3)

The relationship between pressure and density is given by the equation of state:

P

P0

= A

(
ρ

ρ0

)m

−B, (2.4)
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where A = c02ρ
P0m

and B = A − 1. P and ρ are time varying pressure and density

respectively. P0 and ρ0 are static ambient pressure and density respectively. Sound

speed C can be written in terms enthalpy and ambient sound speed C0 as:

C =
√

C0
2 + (m− 1)H, (2.5)

where m is constant in equation of state (Eq. 2.4) and m = 7 for water.

Gilmore model is limited to the single bubble assumption only and does not accu-

rately predict or quantify the cavitation damage inflicted upon the stone. Further-

more, many of the underlying assumptions such as sphericity of the bubble, absence

of boundaries, and absence of gas diffusion are violated in the experimental situation.

Therefore, the Gilmore model is used in this work merely as a tool to predict the re-

sponse of a single bubble to an incident shock wave for the purposes of comparing and

contrasting the cavitation induced by different waveforms to first order. In reality,

cavitation on stones administered with shock waves is a bubble-cluster effect where

the bubble clouds grow and collapse on stone surface collectively in response to the

incident shock wave. The response of bubbles in bubble cluster is analogous to set of

coupled oscillators. The length and time scales of the bubble cloud response are an

order of magnitude higher than those for the single bubble. Therefore, it is reasonable

to assume that the damage inflicted by a bubble cluster on the stone surface will be
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significantly higher in comparison to a single bubble.

The Gilmore model predicts that a bubble under the influence of an incident SW

will collapse violently producing a strong secondary acoustic emission. The numerical

predictions of bubble’s response to the incident shock wave and their interpretations

will be presented in Chapter 4. The acoustic signature associated with the collapse

of the bubble is an ideal signal for detecting and quantifying cavitation and can be

observed effectively using a passive cavitation detection [21].

2.7 Cavitation Measurements

Two experimental methods were used to observe and quantify cavitation: one for

single bubble dynamics in the free field, other for bubble cluster activity on the prox-

imal surface of the stone. The free field cavitation was experimentally characterized

using a combination of a dual passive cavitation detector (PCD) and a high speed

camera. Another higher frequency single PCD was employed to measure cavitation

on the stone surface. Cavitation mediated shielding effect in front of the stone was

monitored using a diagnostic ultrasound system.
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2.7.1 Dual Passive cavitation detector

The Dual PCD employed in this study was based on the detector developed by Cleve-

land et al. [20] and consisted of two focused 1 MHz transducers (A392S, Panamet-

rics Inc., Waltham, MA) with Q = 2, aligned orthogonally and confocally with the

lithotripter focus as shown in Fig. 2.9. The transducers had a focal length of 63.5 mm

and aperture of 38.1 mm. Two transducers were used for improved localization of

the origin of the cavitation induced acoustic emissions. The sensitive region of the

DPCD was determined to be 5 mm in diameter dictated by the intersection of the

−6 dB focal regions of the two transducers.

Traces from both the PCDs were recorded using the oscilloscope and stored on

a computer. Each PCD trace consisted of two signatures, one corresponding to the

arrival of SWs, other corresponding to the inertial collapse of bubbles. Signals orig-

inating from the mutual focus of the two transducers were identified by means of

coincidence detection, that is, an event that resulted in signatures with the same ar-

rival times for both the PCDs. Based on the 5 mm diameter focal region of the dual

PCDs, a tolerance of 3.4 µs was allowed for the arrival times. For each cavitation

event at the mutual focus of the PCDs, the time difference between the two signatures

referred to as the characteristic time tc was determined and used as a parameter to

quantify the strength or violence of the cavitation collapse. The violence of cavita-
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Figure 2.9: Schematic for free field cavitation characterization.

tion collapse refers to a cavitating bubble’s potential to inflict damage to the stone.

Longer tc implies longer growth phase of the cavitating bubble, which in turn implies

larger expansion ratio (Rmax/R0) of the bubble. The strength of the bubble collapse

is proportional to the expansion ratio. The magnitude of the signal corresponding to

the acoustic emission from the inertial collapse (Prad) was also used to quantify the

violence of the collapse.

2.7.2 High speed camera

A high speed camera (Imacon 200, DRS Hadland, New Jersey, NJ) was also used to

observe cavitation induced by the lithotripter. The camera was oriented normal to
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the transducer’s focal axis and the focal region was backlit by a diffused white light

source (Fig. 2.9). A spatial resolution of 2 µm/pixel was achieved by attaching a long

distance microscope (Model K2, Infinity-USA, Boulder, CO) for free field cavitation

characterization. The camera was operated with an exposure time of 100 ns and a

frame rate of 12 µs.

The images were processed Using Matlab’s image processing toolbox. A fifth order

Wiener filter was implemented to reduce the pixilation noise. The image was then

converted into an binary image using a threshold level of 0.1. The pixels on the image

that visibly did not belong to the bubble of interest were logically suppressed. The

image processing steps are illustrated in Fig. 2.10. The image processing technique

is able to produce an image that retains all the key bubble features while eliminating

noise from rest of the image. The frame shown in Fig. 2.10 corresponds to Rmax and

cavitating bubbles are expected to be spherical in this regime. The degradation in the

sphericity of the bubble might be an indication that the bubble is influenced by the

presence of another bubble in its vicinity or a second bubble might be directly behind

the visible bubble and collapsing with a jet. However, 2-D projection of the bubble

captured by the bubble is not sufficient to determine the reason for the non-spherical

bubble.

The processed images were used to determine the area of the bubbles in each frame

by counting the number of pixels that constitute the bubble. The bubble radius in
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Figure 2.10: Four steps of image processing performed prior to bubble area estimation.

each frame was determined by fitting the area of the bubble to a circle. Radius-

time profiles were obtained from the high speed camera images which provide the

characteristic time and the maximum bubble radius. Agreement in the characteristic

time obtained by the high speed camera and that obtained using the dual PCD was

an indication that the bubble was in the focal region of the dual PCD which in turn

indicated that the bubble was in the focal region of the piezoelectric lithotripter array.

2.8 Single PCD

Cavitation on the proximal surface of a phantom stone (details about the phantom

stone presented in the following section) was measured using a single PCD. A 3.5 MHz
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Figure 2.11: The schematic for characterization of cavitation on the proximal surface of
the stone.

transducer with a focal length of 50.8 mm, an aperture of 25.4 mm, and a Q = 2

was chosen to obtain a narrow sensitive PCD region. The −6 dB beam diameter of

the PCD was determined to be 1.3 mm. The stone’s proximal surface was aligned

at the lithotripter focus. The PCD focus was aligned with the stone by maximizing

the scattered lithotripter pulse from the stone. The PCD was positioned such that

its focal axis was at an angle of approximately 60◦ relative to the focal axis of the

piezoelectric lithotripter array. The schematic of the PCD-stone arrangement is shown

in Fig. 2.11.

The violence or strength of cavitation collapses on the proximal surface was de-

scribed in terms of characteristic time (tC) and the magnitude of the inertial collapse

signal (Prad). Cavitation on the stone surface was characterized for three waveforms,

waveform produced by driving all elements in phase, waveform designed to reduce
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P1−, and the waveform designed to reduce P2−. In order to probe cavitation bubble

clusters characteristic of lithotripsy 30 shock waves were fired and the PCD measure-

ments were acquired for the cavitation induced by the last 20 shock waves. In order

to investigate the influence of rate, the shock waves were administered at either 1 Hz

or 0.5 Hz. The tc and Prad were then averaged for each waveform shape and pulse

repetition frequency.

2.9 Stone Fragmentation Studies

Stone fragmentation studies were performed using phantom stones made from Ultracal-

30 gypsum cement. Ultracal-30 gypsum cement was mixed with water in equal parts.

The mixture was then cast in plastic multi-well plates. The plates with stones were

immersed in chloroform to free the stones which were then stored in water. The

Ultracal-30 stones have acoustical properties similar to natural stones [11][64]. The

stone had a density of 1700 kg/m3. The longitudinal and shear speeds of sound in

stone were 2590 ± 55 m/s and 1270 ± 76 m/s respectively. The stones were approxi-

mately rectangular in shape with a cross-section 3 mm × 3 mm and 5 mm in length.

Figure 2.12 shows an image of an artificial stone.

Stones were degassed for 90 minutes in a petri-dish filled with distilled water.

Stones were then clamped in a holder constructed from a plastic pipette as shown in
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Figure 2.12: Image of an artificial stone.

Fig. 2.13 (a). The proximal surface of the stone was placed at the focus (0,0,0) of

the transducer array such that minimal surface of the stone was in contact with the

holder. Alignment of the stone was achieved by using elements e2-e170 to transmit

a weak interrogatory pulses (25 V) and using the central element (e1) as a receiver.

The stone was scanned along the lateral axes and the location producing a maximum

return signal was designated as the focus. The alignment along the focal axis was

achieved based on the travel time of the pulse-echo. Ten stone samples were treated

for each type of acoustic pressure distribution or waveform shape.

Stone fragmentation was assessed either by a measurement of mass or a measure-

ment of tensile strength. Since the stones did not exhibit a characteristic spallation

fracture, the mass measurements were in fact a measure for cavitation induced stone

erosion. Mass of the treated stones were measured using a digital scale and compared

with the mass of the untreated stone (46 mg). Post-treatment mass measurements
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(a) Stone holder (b) Tensile test

Figure 2.13: Schematics for stone fragmentation studies.

were acquired for stones treated with different acoustic fields and waveform shapes

at either PRF of 1 Hz or 0.5 Hz.

Since the stones did not exhibit any visible signs of stress induced fragmentation,

tensile strength measurements were performed on the treated stones in order to quan-

tify effect of stress on the stones. The stones were first placed in the holder shown in

Fig. 2.13 (a) for shock wave treatment. The stones were then removed and air-dried.

The dry stones were then placed in the tensile strength measurement apparatus as

shown in Fig. 2.13 (b). Stones were held in place using two sections of 2 cm long heat

shrink tubing. The tubing was placed on either side of the stone so that it covered

about 1 mm of the stone on either side. The tubing was then exposed to heat causing

it to shrink creating a tight hold on the stone. To facilitate a better hold by the heat

shrink tubing, less cavitation induced erosion was desired, therefore, the stones were

under-treated (200 shock waves). The two ends of the tubing were then attached to

fishing line and subjected to tension by incrementally increasing the mass hanging
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from the pulley. Minimum tension required to break the stones apart was determined

for stones treated using each of the acoustic fields and waveform shape (10 stone

samples each) and compared to that for the untreated stones. The reproducibility of

this approach to quantify stress induced damage was verified by comparing 3 sets of

10 untreated stones, each resulting in an average tensile strength of ∼12.5 N.
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Chapter 3

Theory of Acoustic Field

Customization

The method utilized in this study to customize the acoustic output of the piezoelec-

tric lithotripter array is loosely based on the approach by Tanter et al. [79]. There

it was demonstrated that an arbitrary pressure-time profile and spatial pressure dis-

tribution can be achieved by implementing a spatio-temporal inverse filter. Though

they presented a viable solution to the inverse problem, the implementation of spatio-

temporal inverse filter is instrumentation intensive as it requires the ability to excite

each element with an arbitrary signal.

The hardware available for this study consisted of 170 pulse discharge circuits

where the only control parameters were the time that each element could be fired.
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The challenge was to find the appropriate timing for each element that resulted in a

field that approximated the desired result. We applied an inverse problem approach

where the acoustic field was modeled using angular spectrum theory. A cost-function

between the predicted and desired fields was defined and an optimization routine was

employed to minimize the cost function. A satisfactory approximation to the desired

waveform shape and spatial pressure distribution was achieved.

3.1 Spatio-Temporal Inverse Filter

We first present the spatio-temporal inverse filter (STIF) approach in this section

before adapting it to the problem at hand. The wave propagation model implemented

in this work will be presented in the next section.

Consider a linear array with L elements as shown in Fig. 3.1. The goal of the

inversion is to determine the required excitation on each element el(t), where l = 1..L

is the element number, such that a prescribed acoustic field is generated. The pre-

scribed field is defined in terms of M control points where the pressure at each control

point pm(t) is given. The solution of the inverse problem requires the knowledge of

the impulse response hml(t) between element l and control point m, where hml(t)

accounts for the electro-acoustic transfer function and the wave propagation from the

lth element to the mth control point.
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Figure 3.1: Schematic diagram for Tanter’s formulation of spatio-temporal inverse filter.

For the input signals el(t), the signal received at control point m can be written as

pm(t) =
L∑

l=1

hml(t) ∗ el(t), (3.1)

where ∗ indicates convolution in time. The received signal can be represented in the

frequency domain as

Pm(ω) =
L∑

l=1

Hml(ω)El(ω). (3.2)

The optimal set of L broadband input signals e(t) required to satisfy the control

conditions can be expressed as

el(t) = F−1
M∑

m=1

H−1
ml (ω)Pm(ω), (3.3)

where F−1 denotes the inverse Fourier transform. The inversion shown in Eq. 3.3 is

only possible if H(ω) is a square matrix. In an event where M 6= L, regularization
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of the propagation operator matrix is necessary prior to the inversion. Tanter et al.

employed singular value decomposition for this purpose. Typically, M is chosen to

be greater than L resulting in an over-determined problem.

3.2 Wave Propagation Model

For an ideal STIF, the excitation signal would be arbitrary both in shape and am-

plitude. In practice, the bandwidth of the transmit elements restricts the waveforms

that can be created. Further in the piezoelectric lithotripter array employed here,

the driving signal was restricted to an impulse in which case the elements responded

with their impulse response. Therefore, the timing of the generation of the pulse was

the only control variable.

As described previously, the piezoelectric source consists of 170 elements arranged

on a spherical bowl. The curvature of an individual element is small. Therefore

individual elements might be expected to behave like ideal planar baffled pistons.

However, measurements of the acoustic pressure along the focal axis (when the central

element was excited with a 10 cycle tone burst at the center frequency (0.58 MHz) of

the transducer) indicated that the overall curvature of the region surrounding each

element resulted in complex diffraction effects and focusing as shown in Fig. 3.2. The

measurement acquired along the focal axis (in the range well beyond the Rayleigh
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Figure 3.2: Normalized amplitude times the distance from the transducer element with
respect to the focal axis, z. The measurements do not exhibit a spherically spreading
pressure field as predicted by the analytical expression for radiation from a planar baffled
piston.

distance of 34 mm) does not exhibit a spherically spreading pressure field as predicted

by the analytical expression for radiation for a planar baffled piston. Hence, individual

elements of the piezoelectric source cannot be approximated by baffled pistons.

We used the angular spectrum source characterization technique [76][71][59] to con-

firm that the observed focusing effect was a by-product of diffraction from the curved

region surrounding the element. The acoustic field from the central element (10.6 mm

in diameter) driven with a tone burst at 0.58 MHz was mapped along the focal plane.

Angular spectrum theory was applied to back-propagate this planar measurement on

to the source plane in order to determine the source characteristics; see Fig 3.3. The
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Figure 3.3: Source characteristics obtained by applying angular spectrum theory to back
propagate pressure measurements from the central element (10.6 mm in diameter) driven
with a tone burst at the center frequency.

source characterization performed using this method indicated that acoustic waves

were radiated from an area of the transducer array approximately 100 mm in diameter

rather than the 10.6 mm diameter of the element. This discrepancy could be due to

two reasons: cross-coupling between elements; or reflection of diffracted waves from

the curved region of the transducer. Laser Doppler vibrometry was used to determine

that there was no significant cross-coupling between transducer elements as shown in

Fig. 3.4. Thus we conclude that the diffraction was the dominant effect observed in

the measurements.

The goal of this work is to customize the acoustic pressure distribution in the focal
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Figure 3.4: Map of particle velocity magnitude at the surface of the transducer array
obtained using a laser doppler vibrometer when only the central element is driven with
a tone burst at the center frequency (600 kHz). Measurements indicate that there is no
significant cross-coupling between neighboring elements. The velocity had a -6 dB width of
10 mm, which is consistent with this element.

plane. Accurate inclusion of propagation effects including diffraction is essential for

obtaining a reasonable model for forward wave propagation. The results shown here

indicate that treating each element as a baffled piston will not be sufficient to achieve

this goal.

3.3 Angular Spectrum Theory

The angular spectrum method provides a convenient accurate model for predicting

diffractive wave propagation from one plane to any other parallel plane. The angular
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spectrum technique is not easily adapted from a curved source to a plane at the

focus. Therefore the approach employed in this study involved measuring the impulse

response of each element individually on a pre-focal plane and then propagating each

measurement forward to the focal plane using the angular spectrum theory while

incorporating the time delay applied to each element.

The salient features of the angular spectrum theory will be presented in this sec-

tion. Readers may refer to [59] for further details. Let the pressure p(x, y, z, t) be

monochromatic pressure with a temporal behavior e−iωt. The propagation of the wave

is assumed to be predominantly along the z axis. The pressure can be described in

the frequency domain by taking a Fourier transform which is defined here as

P (x, y, z, ω) =
∫ ∞
−∞

p(x, y, z, t)eiωtdt. (3.4)

Given values of P (x, y, z, ω) on some z = z0 plane, the angular spectrum is defined

as the spatial Fourier transform of P with respect to x and y, defined here as

P̃ (kx, ky, z0, ω) =
∫ ∞
−∞

∫ ∞
−∞

P (x, y, z0, ω)e−i(kxx+kyy)dxdy. (3.5)

Since P (x, y, z, ω) obeys the Helmholtz equation, the angular spectrum at any other

plane of interest z = z1 (∀ z > z0) can be obtained b multiplication of the initial
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angular spectrum by a k-space propagation operator G,

P̃ (kx, ky, z1, ω) = P̃ (kx, ky, z0, ω)G(kx, ky, z1 − z0), (3.6)

where

G(kx, ky, z1 − z0) = ei(z1−z0)
√

k2−k2
x−k2

y . (3.7)

k is the free-space wave number. The propagation operator Ĝ required for determining

the the angular spectrum at a plane z2 preceding the z0 plane was shown to be the

complex-conjugate of G(kx, ky, z2 − z0) [59]. The relationship described as a product

in k-space (Eq. 3.6) can be written as a convolution in the space domain:

P (x, y, z1, ω) =
∫ ∞
−∞

∫ ∞
−∞

P (x́, ý, z0, ω)g(x− x́, y − ý, z1 − z0)dx́dý, (3.8)

where g(x, y, z − z0) is the inverse Fourier transform of the propagation operator:

g(x, y, z1 − z0) =
1

2π

∫ ∞
−∞

1

2π

∫ ∞
−∞

G(kx, ky, z1 − z0)e
i(kxx+kyy)dkxdky. (3.9)

Stephanishen [77] showed that the space-domain propagation operator g in Eq. 3.9

can be written explicitly as

g(x, y, z1 − z0, ω) =
eikr

2πr

(
1

r
− ik

)
z1 − z0

r
, (3.10)
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where r =
√

x2 + y2 + (z1 − z0)2. For the purposes in this work, the angular spectrum

method was implemented in the form given in Eqs. 3.8 and 3.10.

3.4 Wave propagation model for the array source

Consider a source with L elements and focal axis along the z direction. Let the

transducer focus be at (0,0,0). The pressure at any point (x, y) on the z = z0 plane

can then be defined as

p(x, y, z0, t) =
L∑

l=1

hl (x, y, z0, t−∆tl) (3.11)

where hl (x, y, z0, t−∆tl) is the response of element l measured at (x, y, z0) with a

delay ∆tl. Equation 3.11 can be rewritten in the frequency domain as

P (x, y, z0, ω) =
L∑

l=1

Hl (x, y, z0, ω) ei∆tlω. (3.12)

Defining a delay operator Dl(ω) = ei∆tlω, the angular spectrum of P can then be

obtained as

P̃ (kx, ky, z0, ω) =
∫ ∞
−∞

∫ ∞
−∞

L∑
l=1

Hl (x, y, z0, ω) Dl(ω)e−i(kxx+kyy)dxdy
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=
L∑

l=1

(∫ ∞
−∞

∫ ∞
−∞

Hl (x, y, z0, ω) e−i(kxx+kyy)dxdy
)

Dl(ω)

=
L∑

l=1

H̃l (kx, ky, z0, ω) Dl(ω). (3.13)

where H̃l (kx, ky, z0, ω) is the angular spectrum of Hl (x, y, z0, ω). The resulting an-

gular spectrum P (kx, ky, z0, ω) can then be projected to another plane, for example

z = z1, as a convolution in spatial domain (Eq. 3.8). This procedure captures both

the diffraction from each element and the delay.

The waveforms that will be employed in this work are relatively compact in time.

This requires a large number of frequency components to be used for the angular

spectra. The minimum number of frequency components necessary was determined

by converting the signal into frequency domain, retaining a subset of the harmonic

components and then converted back into a time domain signal. The procedure was

repeated until a smallest possible set of frequency components that still faithfully

represented the original wide-band signal was obtained (shown in Fig. 3.5). The wave

propagation model presented above was implemented for all frequency components

in this set. Pressure at any location in space can be obtained by taking an inverse

Fourier transform.

Our implementation of the angular spectrum method was validated numerically by

comparison with the analytical solution for a circular baffled piston (radius 10 mm,
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Figure 3.5: The original and filtered response obtained when the central element of the
piezoelectric lithotripter array was excited with a 1.2 kV impulse. The filtered signal was
obtained by applying the inverse Fourier transform to the smallest possible subset of the
frequency components in the original response that adequately represented the original
signal.

frequency 1 MHz). The axial pressure distribution for the piston was calculated by

implementing the angular spectrum method and also by employing the direct analyti-

cal expression. The angular spectrum method was implemented using a discretization

grid along the source plane that was 100 mm × 100 mm with an incremental distance

of 1 mm. The analytical expression was taken from reference [7]. Figure 3.6 shows the

axial pressure calculated using both methods. The result from the angular spectrum

method agreed well with that obtained using the analytical expression. The discrep-

ancy in the near-field magnitude could be attributed to insufficient discretization of

the source plane.
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Figure 3.6: Pressure along the focal axis for a circular piston calculated using an analytical
expression and the angular spectrum method.

The angular spectrum method was also validated experimentally for a single ele-

ment, e1. A 600 kHz tone burst (20 cycles) was used to drive the element. Pressure

measurements were taken on a uniform grid 60 mm × 60 mm across the focal plane

with an incremental distance of 1 mm. The acquired data was converted into the

frequency domain and the 600 kHz component is shown in Fig. 3.7. The measure-

ments indicate that the field is approximately axis-symmetric. The angular spectrum

method was then used to project this field onto different z-planes and the pressure

distribution along the focal axis was obtained. The pressure along the focal axis was

also measured. The comparison between the measured axial pressure and the derived

axial pressure is shown in Fig. 3.8. The theoretical axial pressure agreed well with
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Figure 3.7: The magnitude 600 kHz component of the measured pressure across the focal
plane.

Figure 3.8: Comparison between the measured axial pressure and the axial pressure calcu-
lated using the angular spectrum method for 600 kHz component obtained from the central
element.
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the measurement (within 6 %). The agreement was good up to a range of -20 mm

and 20 mm. These data confirm that the angular spectrum method is capable of

capturing the details of the acoustic field in a way that the piston model could not

accomplish (recall Fig. 3.2).

Figure 3.9: Comparison between the frequency spectrum of the measured focal waveform
from the central element and the corresponding waveform simulated using the angular
spectrum method.

The applicability of this method over a range of frequencies was verified in a similar

fashion and Fig. 3.9 shows the frequency spectrum of a pulse waveform measured at

the focus shown using “+”. Overlaid is the frequency spectrum of a pulse waveform

generated by simulating wave propagation to the focus from z = −20 (20 mm pre-

focal) plane to the focal plane using the angular spectrum method shown in solid line.

The simulations for the propagation from a single element to the focus are in good
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agreement with the measurement.

The forward projection of the pressure field using the angular spectrum approach

for a single element was extended to model the piezoelectric lithotripter array by

linear superposition. For each element, pre-focal plane measurements were obtained

and the field from that element could then be predicted at any other plane. Linear

superposition of the acoustic field for each element resulted in the field for the entire

array.

This method does not account for nonlinear effects. Therefore, it is unable to

predict waveform asymmetry and peak pressures correctly as nonlinear distortion

significantly increases the peak positive pressure. Furthermore, shifts in the field due

to self-refraction will not be included in this model. However, all other propagation

effects including diffraction are considered thus providing a relative prediction of the

spatial pressure distribution and this was sufficient for customizing the acoustic field.

3.5 Optimization Scheme

The optimization scheme was implemented with the goal of determining the delays

of each element so that the difference between a prescribed pressure field P̂ (x, y, z, ω)

and a simulated pressure field was minimized. The prescribed pressure field was

defined on a plane at z = z1 over M control points P̂ (xm, ym, z1, ω). The simulated
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pressure at the z = z1 plane resulting from a set of delays ∆tl is given by Eqs. 3.12

and 3.8 as

P (x, y, z1, ω) =
L∑

l=1

(∫ ∞
−∞

∫ ∞
−∞

Hl (x́, ý, z0, ω) g (x− x́, y − ý, z1 − z0)
)

ei∆tlωdx́dý.

(3.14)

Equation 3.14 can be rewritten for each point m in the control plane as the following

sum over L elements:

Pm(ω) =
L∑

l=1

Ĥml(ω)ei∆tlω (3.15)

where Ĥml(ω) = H(x, y, z0, ω) ∗ g(x, y, z1 − z0)|xm,ym . The simulated pressure at all

M points can be represented using M equations which can be written in matrix form

as

P(ω) = Ĥ(ω)D(ω) (3.16)

where D(ω) = ei∆tω. Optimization can then be achieved by choosing D(ω) such that

the simulated pressure matches the prescribed pressure P̂(ω).

One optimization approach is to employ a direct inverse filter, à la Tanter et al.

[79], in which Eq. 3.16 can be solved for D(ω) =
(
Ĥ(ω)

)−1
P̂(ω). Implementation

of the inverse solution obtained in this manner results in a D(ω) which typically will

varying amplitude and phase. The high-voltage drivers used to drive the transducer

array, however, produce a pulse of fixed amplitude and shape. That is, the hardware
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imposes a constraint of |Dl(ω)| = 1. Further, because the only control available is

over the time delay ∆tl of an element, the phase must be linear in frequency of the

form ∆tlω.

Therefore, in this work an alternate method involving nonlinear regression of

squared error was used to solve for optimal delays. For our purposes, the error

function was defined as square of the difference in the amplitude:

Π =
N∑

n=1

(
M∑

m=1

(
|P̂m(ωn)| − |Pm(ωn)|

)2
Wm

)
, (3.17)

where Wm was a weighting function defined across M control points to allocate sen-

sitivity of the optimization routine to the error at the mth point. The frequency

components used in the optimization (ωn) are shown in the following section (Fig.

3.12). The weighting function was constant over the frequency range and was depen-

dent on space alone. The Levenberg-Marquardt algorithm in the “lsqnonlin” function

of the Matlab optimization toolbox [62] was used to search for the optimal set of de-

lays ∆tl that minimized Π. An initial set of delays was used to determine P(ω) using

Eq. 3.15. The details of the trends for the error and directional derivatives are shown

in the appendix.
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3.6 Implementation

The details related to implementing optimization are presented in this section. Due

to the computationally intensive nature of the optimization problem, careful imple-

mentation was necessary to allow for timely convergence to the prescribed acoustic

field. All calculations that did not include the delay term, were performed prior to

the optimization and stored for use at each iteration.

The response h(x, y, z0, t) was obtained for each element at z0 = −20, that is

20 mm pre-focal, on a 50 mm × 50 mm grid with inter-node distance of 0.5 mm

and then zero-padded to 80 mm × 80 mm to reduce wraparound errors that may

occur during convolution in space. As mentioned in Sec. 2.2, the elements of the

transducer array are arranged on the transducer bowl axis-symmetrically and for a

time-invariant medium the response of any element on a ring can be obtained by

appropriately rotating the response from another element on the same ring because

all elements on any given ring have the same shape. The angle of rotation is given

simply by the difference of the angles of the two elements. For instance the response

of e170 on the axisymmetric plane z = z0 can be obtained by rotating the response

of e135 measured on the same plane by 60◦ as shown in Fig. 3.10. The rotation of

the field was performed using a Matlab function IMROTATE while emplying a linear

interpolation scheme. The response for each plane was then projected forward to the

74



(a) e135 rotated by 60◦ (b) e170

Figure 3.10: (a) Impulse response of e135 measured at 20 mm pre-focal and rotated by 60◦

(b) Impulse response of e170 measured at 20 mm pre-focal.

focal plane using angular spectrum theory.

The optimization routine was implemented for either customizing the -6 dB focal

width or for manipulating the spatial pressure distribution to create a ring shaped

pressure distribution of a prescribed diameter. The optimization scheme requires an

initial guess for the delays. The results from the optimization routine for a prescribed

acoustic field of increased -6 dB focal width were not heavily dependent on the initial

guess for the delays. In order to assign an initial state of no delay, a constant delay

(1 µs or 3 µs) was applied to all the elements. This was done to prevent negative

results for time delays.

Alternately, the initial delays were obtained such that they were associated with

the range from the elements to various points on ring on the focal plane. This method
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(a) Wide focus optimization (b) Ring focus optimization

Figure 3.11: The weight function employed to control the emphasis given to error at each
node on the optimization plane for customizing the spatial distribution of pressure.

could be used for widening the focus (by choosing small ring diameters) or for ob-

taining a ring shaped focal pressure field. Successful results for ring focal fields were

especially dependent on the initial guess for the time delays. In this case the ele-

ments were divided into 8 groups, for instance, elements 1,9,17...169 comprised the

first group, elements 2,10,17...170 were in the second group and so on. For each group,

a corresponding point was chosen on the ring focus of the desired diameter and the

initial delays set so that the group focused to that point. The initial delays and the

corresponding results are presented in the appendix.

The control points for prescribed pressure consisted of a 10 mm × 10 mm grid with

inter-node distance of 0.5 mm. Pressure at each node was scaled according to the

desired spatial pressure distribution. The error function was defined over the control
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points in terms of the difference between the magnitude of the predicted pressure and

the magnitude of the prescribed pressure according to Eq. 3.19. The weight function

Wm was employed to control the emphasis given to the error at each node. The error-

weight functions for the wide focus optimization and the ring focus optimization are

shown in Fig. 3.11. The weight function for obtaining the wide focus was given

by W (x, y) = e
−
(
|r−r̂|

r0

)
, r0 = 1.5 mm and placed emphasis over a ring wider than

the desired -6 dB focal width (r̂ has a value equivalent or up to 2 mm greater than

the desired −6 dB focal width, r =
√

x2 + y2). The weight function for the ring

optimization, W (x, y) = e
−r
r0 , r0 = 2 mm, placed the maximum emphasis on the error

on the beam axis, as the ring shaped focus is contingent on reducing the pressure

amplitude on and near the focal axis. Appropriate selection of the initial guess for

the delays and the weight function for each specific prescribed acoustic field facilitates

efficient convergence to the prescribed acoustic field.

Since the error function is defined in the frequency domain, solving the optimization

problem for the time delays for a single frequency component was not sufficient for cus-

tomizing acoustic fields consisting of wide-band pulses. Therefore multiple harmonics

were considered as shown in Eq. 3.17. Including all harmonics is too computationally

expensive. Therefore 10 equally spaced harmonics ranging from 0.3−1.2 MHz were

chosen to represent the frequency characteristics of the waveform. Figure 3.12 shows

the frequency spectrum of the waveform from a single element. The harmonics used
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Figure 3.12: Frequency spectrum of the waveform from a single element. The frequency
components used in the optimization scheme are represented by ’+’.

for the optimization scheme to define the error function are represented by ’+’.

This optimization scheme for obtaining different acoustic fields was implemented

with the intention of enhancing specific stone fragmentation mechanisms selectively

to better identify those mechanisms that play a major role in a successful treatment.

The corresponding results are presented in the following chapter.
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Chapter 4

Results

The results will be presented in three sections. The first section implements the acous-

tic field optimization and compares the predicted pressure distributions to measure-

ments. The second section will consist of characterization of the cavitation resulting

from the acoustic field produced by the array source including the customized pressure

fields and waveforms and waveforms designed to reduce cavitation. The third section

will focus on stone fragmentation studies designed to determine the effectiveness of

the different acoustic fields for stone comminution. Statistical analysis was carried

out using the 2-tailed student t-test with null hypothesis of “means are equal” and

significance at p < 0.05 level.
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4.1 Acoustic Field Customization

The time delay for each element is the only control parameter for optimization in

the current piezoelectric array. Furthermore, the high voltage drivers can produce

a pulse of up to 1.2 kV limiting the maximum pressure amplitude of each element

to about 0.2 MPa. Therefore, the current system suffers some inherent limitations.

The optimization routine is based on regression of least squared error between the

prescribed and numerically predicted pressure fields which resulted in a customized

acoustic field similar but not exactly equivalent to the desired acoustic field. Typically,

a more complex desired acoustic field would result in a larger compromise in the

amplitude of the acoustic pulse. In this work, no constraint was placed on pressure

magnitude during acoustic field customization.

4.1.1 Spatial pressure distribution

As described in Chapter 2, the proposed mechanisms of stone fragmentation asso-

ciated with stress can be investigated by manipulating the spatial distribution of

acoustic pressure incident on the stone. The optimization routine was employed us-

ing prescribed fields of different focal widths defined as −6 dB re P1+. The optimal set

of delays for the array, for each focal width, was first investigated using the forward

propagation model discussed in Chapter 3 and then implemented in hardware and
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experimentally measured. The resulting optimal delays are shown in the appendix

and the resulting acoustic fields are presented below.

Figure 4.1 shows the simulated pressure distribution (based on a driving voltage

of 1 kV) of P1+ along the lateral axis X obtained from the optimization routine for

varying focal widths. The displayed results were obtained from the linear forward

wave propagation simulations using the set of optimal delays determined for each of

the desired −6 dB focal widths. As the only control parameter used for optimization

is the time delay for each element and the optimization is based on minimization of

least square errors, the resulting simulated pressure fields do not exactly match the

prescribed pressure field. However, an increase in the desired acoustic focal width

resulted in an increase in the focal width of simulated pressure obtained using the

optimal time delays. Prescribed focal widths 3 mm, 4 mm, and 5 mm resulted in

simulated focal widths of 3.4 mm, 3.6 mm, and 5.1 mm. The focal width obtained

by setting the delays to zero was 2.9 mm.

The ability to manipulate the −6 dB focal width was also confirmed using ex-

perimental measurements as shown in 4.2. The acoustic field was mapped using the

PVDF membrane hydrophone while the array was driven using the appropriate op-

timal delay-set for each of the prescribed focal widths. The driving voltage for each

run was adjusted so that magnitude of P1+ at X = 0 was roughly 40 MPa for all focal

widths with the long term goal of investigating the dependence of stone fragmenta-

81



Figure 4.1: Simulated distribution of P1+ along the lateral axis X produced from the
optimization routine for desired focal widths of 3 mm, 4 mm, and 5 mm (left legend). The
optimal delays were predicted to produce focal widths of 3.4 mm, 3.6 mm, and 5.1 mm
(right legend). The predicted focal width when all elements were fired synchronously was
2.9 mm.

tion on focal width alone. The driving voltages for 5 mm, 4 mm, and 3 mm focal

widths were 1200 V, 850 V, and 800 V respectively. The ND field with a maximum

P1+ = 40 MPa was obtained by driving the elements at 575 V.

Similar to the wave propagation simulations, the measured focal widths increased

with increase in prescribed focal width. Prescribed focal widths 3 mm, 4 mm, and

5 mm resulted in simulated focal widths of 2.8 mm, 3.1 mm, and 3.9 mm. The focal

width measured when all elements were driven synchronously was 1.7 mm which is

smaller than that predicted by the simulations. The discrepancy can be attributed to
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Figure 4.2: Measured distribution of P1+ along the lateral axis X produced from the
optimization routine for desired focal widths of 3 mm, 4 mm, and 5 mm (left legend). The
optimal delays produced focal widths of 2.8 mm, 3.1 mm, and 3.9 mm (right legend). The
focal width when all elements were fired synchronously was 1.7 mm.

the fact that the simulation is linear and the higher harmonics generated due to the

nonlinear effects will lead to tighter focusing of the acoustic field. The focal width of

3.9 mm was the maximum possible focal width while maintaining P1+ = 40 MPa. As

shown in Chapter 2, the focal width when all elements are driven at 1 kV with zero

delay was 1.4 mm. The optimization routine scaled the focal width by a factor of 2

with a 33 % reduction in the magnitude of P1+.

Figure 4.3 shows the distribution of P1+ and P2− over the axial plane. The mea-

surements indicated that the optimal method of producing a wide pressure region

at Z = Z0 plane is to adjust the delays to shift the focus of the array towards the
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(a) Axial map of P1+ (b) Axial map of P2−

Figure 4.3: Axial pressure maps for -6 dB focal width of 3.9 mm from measurements
acquired using the PVDF hydrophone. The rectangle denotes the location of the stone.

array. For truly widening the focus without shifting it towards the source, addi-

tional constraints in the pre-focal and post-focal region might be including during the

optimization routine.

Since shear and squeezing effect are contingent upon the presence of a large am-

plitude pressure field on the periphery of the stone, a ring-shaped focal pressure

distribution was desirable to isolate these effects from spallation. The optimization

routine was applied to obtain a specific diameter of the pressure ring based on P1+.

No constraint was applied on the maximum magnitude of P1+.

Figure 4.4 shows simulated and measured spatial pressure distribution based on

P1+ and P2− from the optimization routine aimed at obtaining a ring-shaped pres-

sure distribution. Prescribed ring diameters of 4 mm and 7 mm are shown. The

optimization routine was successful in producing a ring-shaped focal field. Simulated
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(a) Prescribed diameter 4 mm

(b) Prescribed diameter 7 mm

Figure 4.4: The results from optimization routine aimed at obtaining a ring-shaped pres-
sure distribution. Left frames field maps obtained using the angular spectrum model. Right
frames are field maps from measurements acquired using the PVDF hydrophone. (a) Pre-
scribed ring diameter of 4 mm (b) Prescribed ring diameter of 7 mm. Color-bars represent
pressure in MPa. Squares denote the location of the stone.
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Figure 4.5: Comparison between pressure distribution (P1+) along a lateral axis (X) ob-
tained from measurements across the focal plane for acoustic field obtained by driving
elements synchronously and the ring pressure distribution of diameters 4 mm and 7 mm.

field obtained using the linear angular spectrum wave propagation model and the

field obtained from measurements when the array was driven using the set of optimal

delays determined for each ring diameter were in good agreement. The discrepancy

in the magnitude of P1+ can be attributed to the fact that the angular spectrum ap-

proach employed to model wave propagation in this work does not include nonlinear

effects and thus cannot predict the rise in peak positive pressure induced by nonlinear

distortion of the ultrasound pulse.

Figure 4.5 shows the measured distribution of P1+ along the lateral axis X for

ring shaped acoustic fields of diameters 4 mm and 7 mm (driving voltage of 1.2 kV)
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(a) Axial map of P1+ (4 mm ring) (b) Axial map of P2− (4 mm ring)

(c) Axial map of P1+ (7 mm ring) (d) Axial map of P2− (7 mm ring)

Figure 4.6: Axial pressure maps for acoustic field with a ring 4 mm and 7 mm in diame-
ter from measurements acquired using the PVDF hydrophone. The rectangle denotes the
location of the stone.

compared to that obtained when elements are driven synchronously at 1 kV. The “no

delay”waveform had a maximum pressure in excess of 60 MPa. In contrast, both ring

pressure distributions had a pressure minimum on axis with a peak less than 5 MPa.

The ring focal field peaked off-axis at an amplitude higher than the no-delay field.

However, the peak pressures did not exceed 20 MPa.

Figure 4.6 shows the distribution of P1+ and P2− over the axial plane for acoustic
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field with a ring 4 mm and 7 mm in diameter. The measurements indicated that

the optimization routine for producing ring acoustic fields does indeed reduce the

pressure at the focus and the ring shape is maintained over the length of the stone.

Table 4.1: Parameters from ring field optimization

Simulated Measured
Prescribed Diameter (mm) 4 7 4 7
X Diameter (mm) 3.5 6 3.5 6.5
Y Diameter (mm) 3.5 6 3.5 6
Mean Ring Thickness (mm) ∼3 ∼3 ∼2 ∼3
P1+ at focus (MPa) 1 1 4 4

The relevant parameters from the ring-optimization are shown in Table 4.1. Both

the simulations and the measurements were obtained at a spatial resolution of 0.5 mm.

The ring diameter was determined along both lateral axes based on the maximum

value of P1+ in the focal plane. Both the simulated and measured ring diameters

resulting from the optimization routine was consistent with the prescribed ring diam-

eter. The ring thickness based on −6 dB re P1+ (local peak) was between 2 mm and

4 mm in all the cases. The magnitude of P1+ at the focus obtained using the angular

spectrum simulation was around 1 MPa and that observed through measurements

was 4 MPa.

Sample waveforms at four points that lie on the peak of the ring pressure field are

displayed in Figs. 4.7 (a) and (c). Since the ring pressure distribution is not exactly

symmetrical four sampling locations were chosen from the points that constitute the
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(a) Sample waveforms for 4 mm ring (b) Map of arrival time (µs) of P1+ for
4 mm ring

(c) Sample waveforms for 7 mm ring (d) Map of arrival time (µs) of P1+ for
7 mm ring

Figure 4.7: Sample waveforms measured at the focal plane when the array was driven
using the optimal delays for both the prescribed ring diameters. The measurements indicate
spatial variation in the time of arrival of the waveforms. Waveforms recorded are not true
shock waves.
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maximum ring pressure. The measured waveforms indicate that different portions

of the ring consist of different waveform shapes. In both cases, the measurements

indicate that the time of arrival of the waveforms is not uniform at all locations

on the focal plane. This can be attributed to the optimization routine with only

time delays as the control parameter in which the pressure distribution was the only

constraint and no constraint was placed on phase. The difference in arrival times of

pulses at different locations on the ring presents a need for including an arrival time

constraint (which was beyond the scope of this work) in the optimization routine for

the ring pressure distribution. The variation in the arrival time in space is illustrated

in maps of arrival time of waveform based on P1+ in Figs. 4.7 (b) and (d). The maps

indicate that portions of the ring do have uniform arrival but the arrival times varied

by up to 2 µs around the stone’s circumference for the 4 mm ring.

4.1.2 Waveform Shape

As discussed in Chapter 2, the role of cavitation in fragmentation can be controlled

by manipulating the waveform shape of the incident shock wave. More specifically,

cavitation related effects could be affected by manipulating the integral of the negative

phase of waveform. Waveform shaping was achieved by adjusting the delays for the

elements in an ad hoc fashion (detailed methodology presented in Chapter 2) to affect

the negative portions of the waveform. No constraints were employed on positive
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pressure or spatial distribution. The ability to manipulate the waveform shape was

further enhanced by firing some of the transducer elements twice during the generation

of one pulse.

(a) No delay (b) Reduce P1− (c) Reduce P2−

Figure 4.8: Waveform shaping for controlling the role of cavitation.

Waveform shape was customized to either inhibit the cavitation effects resulting

the negative precursor (P1−) and the main negative phase (P2−) as shown in Fig.

4.8. When all elements were driven synchronously, the waveform consisted of a neg-

ative precursor with a local peak of −10 MPa and a duration of 0.5 µs (Fig. 4.8

(a)). This precursor will induce cavitation which can have significant influence on

stone fragmentation (details in the next section). The influence of the negative pre-

cursor was diminished by reducing the magnitude of the local negative peak within

the precursor (P1−) from 10 MPa to about 4 MPa and introducing a positive peak

(∼10 MPa) following the negative precursor as shown in Fig. 4.8 (b). The loss in

magnitude suffered by P1+ was 13 %. The “strength” of cavitation depends critically

on the time integral of the negative phase of the shock wave or
∫
−pdt. Table 4.2
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shows the calculated integral values for both the negative precursor and the main

negative phase of the SW for the three waveforms.

Table 4.2: Pressure-time integral (units of MPa·µs) of the negative phases of the
shock waves produced by the piezoelectric lithotripter array

Waveform Type Negative precursor Main negative phase

No delay -9 -22
Reduce P1− -4 -15
Reduce P2− -7 -7

Despite the second positive shock front, the main negative phase of the shock wave

(P2− = −16 MPa) could lead to significant cavitation related effects in stone frag-

mentation. The main tensile phase of the shock wave was also reduced by adjusting

the inter-element delays as shown in Fig. 4.8 (c). The resulting waveform had main

negative peak (P2−) of around −6 MPa compared to −15 MPa in the original wave-

form. The integral of the main negative phase was reduced and the trailing positive

phase was reduced to P2+ ≈ 10 MPa. The reduction in the main negative phase of

the shock wave was accompanied by a 14 % reduction in P1+.

The lateral (XY) and the axial (YZ) maps of P1+. amd P1−, and P2− for the the

three types of waveforms discussed above are shown in Figs. 4.9 and 4.10 respectively.

The lateral measurements were acquired on a square grid 10 mm × 10 mm with

increments of 0.5 mm. Measurements along the axial plane were acquired on a grid

that was 20 mm long along the Z (focal) axis with increments of 1 mm and 10 mm
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(a) P1+ map (No delay) (b) P1+ map (Reduce
P1−)

(c) P1+ map P1+ (Re-
duce P2−)

(d) P1− map (No delay) (e) P1− map (Reduce
P1−)

(f) P1− map (Reduce
P2−)

(g) P2− map (No delay) (h) P2− map (Reduce
P1−)

(i) P2− map (Reduce
P2−)

Figure 4.9: Lateral maps of P1+, P1−, and P2− for the three waveforms: waveform
obtained by driving the elements simultaneously, waveform designed to reduce P1−, and
waveform designed to reduce P2−. The color-bar represents pressure in MPa. Measurements
indicate that the modified waveforms still produce a tight focus comparable to the no delay
field.
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(a) P1+ map (No delay) (b) P1+ map (Reduce
P1−)

(c) P1+ map P1+ (Re-
duce P2−)

(d) P1− map (No delay) (e) P1− map (Reduce
P1−)

(f) P1− map (Reduce
P2−)

(g) P2− map (No delay) (h) P2− map (Reduce
P1−)

(i) P2− map (Reduce
P2−)

Figure 4.10: Axial maps of P1+, P1−, and P2− for the three waveforms: waveform obtained
by driving the elements simultaneously, waveform designed to reduce P1−, and waveform
designed to reduce P2−. The color-bar represents pressure in MPa. Measurements indicate
that the modified waveforms still produce a tight focus comparable to the no delay field.
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wide along the Y axis with increments of 0.5 mm. The measurements were then

interpolated to yield smooth pressure distributins on a grid such that incremental

step for X, Y, and Z, were 0.1 mm, 0.1 mm, and 0.2 mm respectively.

Table 4.3: Dimensions of spatial pressure distribution based on −6 dB values of P1+,
P1−, and P2− for unmodified and modified waveforms.

Axis Waveform type −6 dB of P1+ −6 dB of P1− −6 dB of P2−
X No delay 1.7 mm 6.3 mm 5.6 mm
Y No delay 1.7 mm 6.3 mm 5.6 mm
Z No delay > 14.4 mm > 20 mm > 20 mm
X Reduce P1− 1.2 mm 7.1 mm > 9.5 mm
Y Reduce P1− 1.2 mm 7.1 mm > 9.5 mm
Z Reduce P1− > 15 mm > 20 mm > 20 mm
X Reduce P2− 1.4 mm 7.7 mm 4.2 mm
Y Reduce P2− 1.4 mm 7.7 mm 4.2 mm
Z Reduce P2− 12.5 mm > 20 mm > 20 mm

The spatial pressure distributions, particularly that of P1+, obtained using the

modified waveforms is qualitatively similar to those obtained when all elements are

driven simultaneously. The spatial distribution of P2− obtained from the SWs de-

signed to reduce P1− is in good agreement with that for the no delay case. Similarly,

the spatial distribution of P1− for the SWs designed to reduce P2− is consistent with

that for no delay. Table 4.3 shows the dimensions of the spatial pressure distribution

based on -6 dB values of P1+, P1−, and P2− for the original and waveforms designed

to control cavitation.
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4.2 Cavitation

Cavitation results will be presented in three parts. The cavitation measurements in

the free field will be shown first followed by numerical predictions of a single spherical

bubble to the measured customized waveforms. Lastly, passive cavitation detector

measurements of cavitation on the proximal surface of the stone will be presented

and compared to the numerical predictions obtained using the Gilmore formulation.

4.2.1 Free field characterization

Free field cavitation was characterized by simultaneously measuring the incident SW

with the FOPH and monitoring cavitation using the DPCD and the high speed camera

(recall Fig. 2.9). The measured response of a single bubble to an incident lithotripter

pulse is shown in Fig. 4.11. The measured pressure waveform was used as an input to

a numerical model for bubble dynamics based on the Gilmore equation, the prediction

of which was compared to measured cavitation. The top two frames show the incident

SW measured by the FOPH and the response of a single bubble in terms of r-t curve

predicted by the Gilmore formulation. The model predicted a short growth phase

corresponding to the negative precursor of the wave followed by a forced collapse by

the main compressive pulse. The main negative trough induces a larger cavitation

bubble with a predicted maximum radius of about 175 µm which then collapsed
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inertially 35 µs after the inception of bubble growth. The model also predicts several

rebound collapses following the inertial collapse.

Figure 4.11: Free field cavitation characterization results. The top two frames show the
incident SW measured by the FOPH and single bubble dynamics in response to the measured
SW predicted by the Gilmore formulation. Measurements acquired using the DPCD and
the high speed camera shown in the lower frames.

The lower frames show cavitation measurements acquired using the DPCD and the

high speed camera. An estimate for the characteristic time was determined from the

high speed camera measurements from the time difference between when bubble is first

visible after nucleation till when it collapses, that is the time of the minimum bubble

radius post bubble expansion. The characteristic time recorded by the DPCD was

46 µs and that obtained from the high speed camera measurement was 48 µs ± 4 µs
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Figure 4.12: Overlay of radius-time profiles (8 runs) obtained from high speed camera
images of bubbles in the free field.

(uncertainty associated with time interval between two consecutive frames during

nucleation and collapse of the bubble is 4 µs) which were greater than 35 µs predicted

by the Gilmore model. The discrepancy between the characteristic times measured

obtained by experimental means and Gilmore formulation can be attributed to the

inherent assumptions of the numerical calculations, particularly the assumption of

“no mass diffusion”. Though the Gilmore model under-predicts maximum bubble

radius and the characteristic time, the main bubble growth-collapse cycle predicted

by the model is qualitatively consistent with the measurements obtained using the

high speed camera. The maximum radius was determined to be 229 µm. The radius
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time profiles for runs obtained from the high speed camera images is shown in Fig.

4.12. Cavitation driven by shock waves produced by the piezoelectric source in the

current source (all elements driven synchronously) results in a maximum bubble radius

of 204 µm ± 22 µm and a characteristic time between 45 µs and 55 µs.

4.2.2 Gilmore model

The measured custom waveforms shown in the previous section were used to drive the

single bubble dynamics obtained from the Gilmore formulation (details presented in

Chapter 2) and the results were contrasted against the bubble response to waveform

produced by driving all elements synchronously.

The results of the Gilmore formulation were determined to be relatively indepen-

dent of initial bubble radius within the range 0.1 µm to 10 µm as shown in Fig 4.13.

Four parameters were examined, maximum bubble radius, the characteristic time, ra-

diated pressure from the forced collapse, and the radiated pressure from the inertial

collapse. The variability in the four parameters was observed to be 17 %, 15 %, 27 %,

and 38 % respectively.

Figure 4.14 shows the results from Gilmore bubble dynamics model for three wave-

forms: the waveform obtained by driving the elements synchronously, the waveform

designed to reduce the negative precursor and the waveform customized for reducing
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Figure 4.13: Results for Gilmore formulation for bubble dynamics in response to a focal
waveform a measured at 1.2 kV for a range of initial bubble radii R0. Rmax: maximum
bubble radius; tc: characteristic time; Prad1: predicted radiated pressure from the forced
collapse 10 mm from the bubble; Prad2: predicted radiated pressure from the inertial collapse
10 mm from the bubble.

the main tensile phase of the shock wave. In all cases, two collapses were observed,

one coincident with the arrival of the lithotripter shock pulse and other, 10−60 µs

later, was induced by the inertial collapse of the bubble. The presence of a tensile

phase prior to the main shock front strengthened the first forced collapse which was

always predicted to be stronger than the inertial collapse. The weak inertial collapses

were attributed to the presence of a second compressive phase following the main

tensile phase which inhibited the bubble growth characteristic of lithotripsy induced
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cavitation.

(a) No delay (ND) (b) Reduce P1− (NP) (c) Reduce P2− (NC)

Figure 4.14: Predicted response of a 10 µm bubble to a no delay focal waveform and
waveforms designed to manipulate the tensile phases of the shock wave. The Gilmore
model predicted a significant reduction in cavitation strength for the waveform designed to
reduce the main tensile phase while modifying the precursor reflected a modest variation in
the predicted bubble response.

The shock wave produced by driving the elements synchronously resulted in a pre-

dicted Rmax = 300 µs with a characteristic time tc ' 55 µs. This value of predicted tc

is nearly double the predicted value reported in the previous section. The discrepancy

in predicted tc is due to the fact that the SW measurements in the previous section

were acquired using a FOPH and the SW measurements used in this section were

acquired using the UW-PVDF hydrophone, which is known to be more effective in

accurately capturing the negative phase of the SW. The radiated pressure at 10 mm

from the bubble from the forced and inertial collapses were predicted to be 8 MPa

and 6 MPa respectively.

The waveform with the reduced precursor resulted in a modest decrease in the

predicted cavitation strength i.e., tc was 5 µs shorter and the radiated pressures were

101



1 MPa smaller in magnitude. In contrast, reduction in the main tensile phase of the

shock wave resulted in a 66 % decrease in Rmax, an 80 % reduction in the characteristic

time, and a 65 % reduction in the radiated pressure from the inertial collapse. The

simulations indicate that if fragmentation changes with change in waveform shape

then it is likely due to the inertial collapse. The predicted Prad1 from the forced

collapse did not change significantly with change in waveform shape though it should

be noted that the shock wave is small compared to the bubble size.

The values shown in Fig. 4.14 were uncharacteristic of those obtained using SWs

from clinical lithotripters, for example, a SW generated by a clinical EHL (Litho-

DIamond, Healthtronics, Kennesaw, GA) resulted in the followiing predicted values:

Rmax = 850 µs, tc = 159 µs, Prad1 = 27 MPa, and Prad2 = 49 MPa.

4.2.3 Cavitation control

Cavitation on the proximal surface of the stone was characterized by the passive cav-

itation detector (PCD) “listening”using a single transducer focused on the proximal

surface of the stones (see Chapter 2). Figure 4.15 shows a typical waveform received

by the PCD. The signal at t = 0 µs corresponds to the arrival of shock wave at the

stone surface and contains content from the scattered shock wave and the acoustic

emissions from forced bubble collapses. The acoustic emission corresponding to the

inertial bubble collapse was detected at t = 162 µs. This time is the characteristic
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time (tc) and the amplitude of this signal (Prad2) is related to the magnitude of ra-

diated pressure. The measured tc and Prad2 were used to investigate the extent of

cavitation control and its effect on the stone for the customized waveforms (NP and

NC). Cavitation induced by the NP and the NC waveforms were compared to cavita-

tion induced by the ND waveform. Measurements were acquired for pulse repetition

frequencies of 1 Hz and 0.5 Hz.

Figure 4.15: Typical waveform received by the PCD.

Figure 4.16 shows the characteristic time (tc) measured at the proximal surface of

the stone using a PCD for the three different waveforms. The ND waveforms admin-

istered at a pulse repetition frequency (PRF) of 1 Hz resulted in a tc = 159 ± 4 µs

and reducing the PRF to 0.5 Hz a tc = 149 ± 22 µs. THe result was not statistically

different. The NP waveform tc = 126 ± 4 µs was 20 % lower than for ND at 1 Hz.

Similar to the case of the ND waveforms, no statistically relevant difference in tc
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Figure 4.16: Characteristic time measured at the proximal surface of the stone (20 mea-
surements) using a PCD for three waveforms: No delay (ND); reduced negative precursor
(NP); reduced main tensile phase (NC). Measurements were acquired at a PRF of 0.5 Hz
and 1 Hz. “∗”represents statistically significant difference between measurements for a par-
ticular waveform for the two PRFs. All measurements were acquired while the piezoelectric
lithotripter array was driven at 1.2 kV

was observed between NP pulses fired at 1 Hz and 0.5 Hz. For NC waveform tc =

86 ± 5 µs which was about half that of the ND waveform at 1 Hz. This dramatic

decrease in tc for the NC waveform is consistent with the predictions obtained using

the Gilmore formulation. A small but statistically relevant difference was observed

between tc for NC at 1 Hz and 0.5 Hz.

Figure 4.17 shows the amplitude of acoustic emission from the inertial bubble

collapse (Prad2) at the proximal surface of the stone as measured by the PCD for the

three waveform. The acoustic emission resulting from the ND waveform at a PRF
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Figure 4.17: Acoustic emission from the inertial bubble collapse (Prad2) measured at the
proximal surface of the stone using a PCD for three waveforms: No delay (ND); reduced
negative precursor (NP); reduced main tensile phase (NC). Measurements were acquired
at a PRF of 0.5 Hz and 1 Hz. “∗”represents statistically significant difference between
measurements for a particular waveform for the two PRFs.

of 1 Hz corresponded to a signal of 104 mV ± 61 mV. No statistically significant

difference was observed in the acoustic emissions resulting from the ND waveform

between 1 Hz and 0.5 Hz. At a PRF of 1 Hz, the waveform with the reduced negative

precursor (NP) produced a Prad2 signal (175 ± 60 mV) 6 % larger than that of the

ND waveform. However, at a PRF of 0.5 Hz, the magnitude of emissions induced by

the NP waveform was reduced to 78 ± 29 mV, similar to that of the ND waveforms.

The NC waveform resulted in a Prad2 = 88 ± 32 mV at 1 Hz PRF and reducing the

PRF produced an acoustic emission similar to that of ND and NP (70 ± 16 mV).
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The Prad2 measurements are consistent with the Gilmore predictions that the NC

waveform produces lowest magnitudes of inertial collapse emissions.

(a) Comparison of tc (b) Comparison of Prad2

Figure 4.18: Cavitation measured at the proximal surface of the stone using a PCD for three
acoustic fields: wide focus with -6 dB width of 4 mm (WF4); driving elements synchronously
at 575 V (NDP) to produce the same focal P1+ as WF4; driving elements synchronously at
725 V (NDE) to produce net acoustic energy across the stone surface as WF4. Measurements
were acquired at a PRF of 1 Hz. (a) Characteristic time (tc). (b) Acoustic emission from
the inertial bubble collapse. The means of measurements for both the NDP and NDE were
statistically different from that of WF4 and thus denoted by ‘∗’.

The dependence of cavitation on focal width was investigated by measuring cav-

itation on the proximal surface of the stone with the PCD for three acoustic fields:

the wide focus with -6 dB width of 4 mm (WF4); the acoustic field obtained by driv-

ing elements synchronously at 575 V (NDP) to produce the same focal P1+ as WF4

(40 MPa); the acoustic field obtained by driving elements synchronously at 725 V

(NDE) to produce net acoustic energy across the stone surface equivalent to that

produced by WF4 acoustic field (0.38 mJ). The energy introduced over the stone
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area was determined from the pulse intensity integral defined in the IEC standards

[46] and the methodology is presented in the appendix. Figure 4.18 (a) shows the

comparison of tc for the three acoustic fields. The WF4 acoustic field resulted in the

longest tc of 108 µs ± 2 µs. The mean tc for the NDP waveform (-6 dB focal width

1.7 mm) was 27 % lower than that for the WF4. The difference between the mean

tc for the WF4 and the NDE was 8 %. The NDP and NDE waveforms exhibited a

more pronounced difference in the acoustic emission from the signal from the inertial

collapse compared to the WF4 acoustic field. The mean magnitude of the acoustic

emission signal for the WF4 acoustic field was 158 mV ± 45 mV. In contrast, the

magnitude of acoustic emission signal from the inertial collapse from the NDP and

the NDE acoustic fields were 57 % and 50 % lower than that for WF4 respectively.

The results indicate that the the ND acoustic field produced cavitation different in

strength compared to the WF4 field despite maintaining equivalent Prad2 or the net

energy.

Since the inherent nature of the ring acoustic field resulted in the reduction of

acoustic pressure on the axis, the RF4 acoustic field was expected to produce very

little cavitation activity on the proximal surface of the stone. Cavitation produced by

the RF4 acoustic field was measured using the PCD and contrasted against measure-

ments acquired for the NC waveform. The RF4 field produced a tc = 33 µs ± 3 µs

compared to 86 µs ± 5 µs for the NC waveform. The acoustic emission of the inertial
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(a) Comparison of tc (b) Comparison of Prad2

Figure 4.19: Cavitation measured at the proximal surface of the stone using a PCD for
two acoustic fields: the waveform designed to reduce the main negative phase of the shock
wave (NC); Ring focus of diameter 4 mm (RF4); Measurements were acquired at a PRF of
1 Hz. (a) Characteristic time (tc). (b) Acoustic emission from the inertial bubble collapse.
The means of measurements for RF4 were statistically different from that of NC and thus
denoted by ‘∗’.

collapse (Prad2) resulted in a PCD voltage of 83 mV ± 34 mV for the RF4 field and

34 mV ± 6 mV for the NC waveform. The data showed that the cavitation generated

by the RF4 waveform was dramatically less than the NC waveform, which itself had

reduced cavitation. The RF4 field should therefore produce little spall or cavitation

activity.

The measured tc and Prad2 showed a decrease in cavitation activity with a decrease

in the PRF, that is, at low PRF inertial cavitation was less violent. notable result was

that at 1 Hz tc for the NP waveform was less than that of the ND waveform (indicative

of weaker inertial collapse), but the acoustic emission, Prad2 for NP waveform was 68 %

higher than that of the ND waveform. This indicates a shielding phenomenon which
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will be elaborated upon in the following sections. The cavitation produced from the

WF4 (-6 dB focal width of 4 mm) acoustic field was significantly higher than either

the NDP acoustic field (same P1+ ) or the NDE acoustic field (same incident energy).

The RF4 acoustic field produced the least cavitation of all acoustic fields which is

consistent with the low pressure amplitude on the axis.

4.3 Stone Fragmentation

The fragmentation efficacy of different spatial pressure distributions and waveform

shapes were compared and contrasted by performing stone fragmentation studies.

Stone fragmentation was quantified by either measuring the mass of stone remaining

in the holder or determining the tensile strength of the stones after administering

shock waves to the stones (see Chapter 2 for details). The mass measurements were

used to primarily quantify cavitation related damage. In a limited number of cases,

stones fragmented into two pieces and the separated front end was no longer exposed

to the incident shock waves. In such an event, both fragments were weighed post-

treatment to obtain an estimate of mass-loss induced predominantly by cavitation

(cavitation associated damage occurs primarily as surface erosion and pitting leading

to fine debris [55][30][92]). The tensile strength was used to quantify stress related

fragmentation effects.
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Five main acoustic fields were investigated: the typical acoustic field generated

without any inter-element delay (ND), the waveform with reduced negative precursor

(NP), the waveform with reduced main tensile phase (NC), an acoustic field with a

wide focus “WF4”(a -6 dB width based on P1+ of 4 mm which is more than twice that

of ND (1.7 mm) and larger than the stone dimension of 3 mm), and a spatial pressure

distribution customized to produce a ring (RF4) of high pressure of diameter 4 mm

on the periphery of the stone. Results were compared to measurements acquired

from untreated (UT) stones. Ten stones were administered with shock waves for each

treatment condition. The stones employed in the mass study were administered with

400 shock waves while those for the tensile strength measurements were administered

200 shock waves to restrict surface erosion to minimum in order to facilitate the tensile

test and to obtain a more reproducible results.

4.3.1 Stone mass test

Different acoustic fields were first compared by driving the transducer array at 1.2 kV

for each case at a pulse repetition frequency of 1 Hz. Figure 4.20 shows the mass

of stone remaining after treatment. The average mass of an untreated stone was

determined to be 46 mg. All waveforms and pressure distributions resulted in a mean

post-treatment mass that was statistically different (denoted by ‘∗’) from the mean

mass of the untreated stone. The mean post-treatment mass for all acoustic fields
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statistically different from mean ND mass are denoted by ‘∆’. The stones treated

with ND resulted in least remaining stone mass of 23 mg. Inhibiting cavitation by

reducing either the negative precursor or the main tensile phase of the waveform

resulted in an increase in post-treatment mass implying a decrease in fragmentation.

Recall that the Gilmore model predicted that reducing the main negative tensile

phase should have the most profound effect on cavitation aided stone fragmentation.

Further, the PCD measurements (see Figs. 4.16 and 4.17) also indicated that the NC

waveforms produced weaker cavitation than both ND and NP waveforms, and indeed

the NC waveform had a higher post-treatment mass of 40 mg compared to ND and

NP waveforms which implied poorest cavitation induced fragmentation performance

of the three waveforms. However, the data indicates that the precursor may also

contribute to cavitation induced stone fragmentation and the maximum reduction in

mass-loss occurs when both are present. The stones treated with the WF4 acoustic

field demonstrated better fragmentation with post-treatment mass of 27 mg. The

RF4 stones had post-treatment mass of 38 mg which is modestly better than the

NC stones. The cavitation associated stone comminution for the RF4 acoustic field

is not consistent with the corresponding PCD measurements that indicate that the

cavitation produced by the RF4 acoustic field is the weakest of all the fields.

The role of focal width was further investigated by administering stones with wave-

forms produced by driving the array at 575 V (NDP) to match the focal P1+ of the
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Figure 4.20: Post-treatment mass for different acoustic fields compared with the mass
of untreated stones. The mass-test indicated strong dependence of stone fragmentation
on cavitation particularly that induced by the main tensile phase of the waveform. Most
effective treatment or least remaining stone mass post treatment was observed for the case
of the ND acoustic field. Mean post-treatment mass statistically different from the mean
UT mass and the mean ND mass are denoted by ‘∗’ and ‘∆’ respectively.

WF4 acoustic field or by driving the array at 725 V (NDE) to produce the net energy

across the stone area equivalent to that of the WF4 acoustic field. The fragmenta-

tion results for the WF4 study are shown in Fig. 4.21. The post-treatment mass

resulting from the NDP and the NDE acoustic fields were dramatically higher than

that for the ND acoustic field (see Fig. 4.20) which is consistent with the PCD mea-

surements presented in the precious section. The untreated stones in this sample set

had a mean mass of 49 mg. Post-treatment mass of NDP and NDE treated stones

were only moderately lower than the untreated stones. However, the stones treated

with the WF4 acoustic field had a post-treatment mass that was 53 % of the UT

mass. At first glance lower post-treatment stone mass for WF4 might lead to the
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Figure 4.21: Post-treatment mass of stone after treating with the WF4 acoustic field
compared to ND treated stones at two driving voltages, one to match P1+ of the WF4 focal
waveform and other to match the net energy deposited over the stone area by the WF4
acoustic field. Mean post-treatment stone mass statistically different from mean mass of
untreated stones were denoted by ‘∗’.

conclusion that wider focal fields are more effective in fragmenting stones and that

stress related effects such shear which rely on a wide focus are critical. However,

PCD measurements acquired for the WF4 acoustic field (see Fig 4.18) indicated that

the WF4 acoustic field produced more cavitation than both the NDP and the NDE

acoustic fields. Furthermore, the −6 dB region based on P2− and the magnitude of

P2− for the WF4 acoustic field were 7 mm and 14 MPa respectively compared to that

for NDP were 5 mm and 11 MPa. Thus, the WF4 acoustic field produces conditions

more conducive to cavitation related fragmentation than the NDP and NDE acoustic

fields. Lastly, in qualitative terms none of the acoustic fields produced fragmentation

modes (cleaving) characteristic of stress induced effects such as spallation or shear.
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Figure 4.22: Post-treatment mass of stones treated with ND, NP, and NC shock waves at
pulse repetition frequencies of 0.5 Hz and 1 Hz. The results illustrate a decrease in fragmen-
tation with a decrease in pulse repetition frequency indicating that the mass reduction is
predominantly a cavitation induced effect. The driving voltage for ND was adjusted so as to
match the P1+ of the NC waveform. Post-treatment mass at 0.5 Hz that were statistically
different from those at 1 Hz are denoted by ‘∗’.

Presence of debris and cavitation nuclei in the free field in front of the stone is

known to shield the stone from the incident acoustic energy, in particular the tensile

phase of the shock wave and the shielding effect is dependent on PRF [67]. In order

to investigate the effect of shielding, stones were treated with typical ND shock waves

as well as the waveforms customized to manipulate cavitation (NP and NC) at pulse

repetition rates of 0.5 Hz and 1 Hz. The driving voltage for ND was adjusted to 850 V

so as to match the focal P1+ of the NC waveform. The post-treatment mass results

from the shielding study are presented in Fig. 4.22. Post-treatment mass at 0.5 Hz

that were statistically different from those at 1 Hz are denoted by ‘∗’. The results

indicate an overall decrease in stone fragmentation for all three acoustic fields with
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decrease in pulse repetition frequency which also translates into an overall decrease

in the influence of cavitation on the stone at the lower pulse repetition frequency.

The decrease in treatment efficacy with decrease in PRF indicates that pre-focal

shielding does not hinder cavitation induced stone comminution. The NP waveform

at 1 Hz is the most effective which is consistent with the notion that cavitation

related fragmentation is dominated by the main tensile phase and more nuclei are

available prior to each pulse at a higher pulse repetition frequency. Even though

the waveforms administered at the slower pulse repetition frequency were determined

to be less effective as quantified by post-treatment mass, indications of stress related

effects such as spallation-like cracks and occasional cleaving of the stone were observed

creating a need for measuring specifically the stress induced effect on stones.

4.3.2 Tensile strength test

As the post-treatment mass measurements were limited in their ability to quantify

stone fragmentation associated only with cavitation, tensile strength of the treated

stones was determined for quantifying stress induced fragmentation.

Figure 4.23 shows the results from the tensile strength study for stones treated

with each of the acoustic fields at a pulse repetition frequency of 1 Hz and driving

voltage of 1.2 kV. The tension required to induce failure in an untreated stones was

determined to be 12.5 N. The mean tensile strength of stones statistically different
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Figure 4.23: Results from tensile test data for stones treated with each of the acoustic
fields at a pulse repetition frequency of 1 Hz and a driving voltage of 1.2 kV. The mean
tensile strength of stones statistically different from the mean tensile strength of the UT
stones are denoted by ‘∗’.

from the mean tensile strength of the UT stones are denoted by ‘∗’. The typical

ND pulse generated by driving elements synchronously reduced the failure point to

about 8 N indicating that the ND waveform does induce some stress related effects

weakening the structural integrity of stone. However, the NP waveform (designed

to reduce the effects of the negative precursor) further reduces the failure point by

a factor of two. The contrast between the tensile strength measurement for the ND

and NP waveforms is a strong indication that cavitation in the region in front of

the stone aided by the negative precursor might hinder the trailing shock front from

inflicting stress related damage on the stone. Recall that the mass measurements

indicated that maximum cavitation related damage was inflicted upon the stone when

both the negative precursor and the main tensile phase were present, i.e. the ND
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Figure 4.24: Results from tensile test data for stones treated with ND, NP, and NC
waveform at a pulse repetition frequency of 1 Hz compared to those treated at 0.5 Hz. All
measurements were acquired at a driving voltage of 1.2 kV. Mean tensile strength values
determined for the PRF of 0.5 Hz that are statistically different from the corresponding
tensile strengths at 1 Hz are denoted by ‘∗’.

waveform. Furthermore, the PCD measurements indicated that cavitation on the

proximal surface of the stone is not inhibited by shielding, which further implies that

the difference in tensile strength of the stone for ND waveform and the NP waveform

might be due to increased contribution from the positive shock front for the NP

waveform. Although the main tensile phase also produces cavitation in the free field

in front of the stone, a higher failure point of 6.5 N resulting from the NC waveform

indicates that the the main tensile phase is not a dominant contributer to the shielding

effect. The WF4 waveforms suffer from cavitation related effects similar to the ND

waveforms but has a lower P1+ = 45 MPa in comparison to the ND waveform at

1.2 kV (65 MPa) therefore subjecting the stone to less stress resulting in stone failure
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at over 10 N. The RF4 acoustic field did not produce a statistically different stress

compared to the untreated stones. However, the pressures induced around the stone

by both the ND and the RF4 acoustic fields were in the range of 15−20 MPa (see

Fig. 4.5).

To further elucidate upon the shielding phenomenon, a tensile strength study was

also performed using the ND, NP, and the NC waveforms for pulse repetition fre-

quencies of 1 Hz and 0.5 Hz as shown in Fig. 4.24. Mean tensile strength values

determined for the PRF of 0.5 Hz that are statistically different from the correspond-

ing tensile strengths at 1 Hz are denoted by ‘∗’. At a pulse repetition frequency of

1 Hz, the ND waveform resulted in stone failure at 8 N. Tension required to induce

failure was reduced by more than 50 % when the stones were administered with the

ND waveform at a pulse repetition frequency of 0.5 Hz. Higher tension values for

NP and NC waveform at 0.5 Hz compared to that of 1 Hz indicates that there might

also be some contribution to the stress related damage from secondary acoustic emis-

sions from bubble collapses. However, since the mass measurements indicate that the

strongest cavitation is induced by the ND waveform (Fig. 4.20) and that cavitation

activity is reduced by decreasing the pulse repetition frequency (Fig. 4.22), the dra-

matic difference in the failure points for stones treated with the ND waveform at 1 Hz

and 0.5 Hz is an indication that the positive phase of the shock wave is the dominant

contributer for the stress related effects. Further, the piezoelectric lithotripter system
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in the current study could lead to extensive pre-focal shielding due to debris and cav-

itation in front of the stone, particularly when aided by the negative precursor, thus

hindering the positive phase of the shock wave from effectively entering the stone and

inducing the stress related effects characteristic of lithotripsy.

4.4 Cavitation Induced Shielding

The shielding phenomenon was investigated using a diagnostic ultrasound system.

B-mode images were obtained during the course of the shock wave treatment and

the pre-focal volume in front of the stone was probed using the diagnostic ultrasound

system. The details of the methodology are presented in Chapter 2. Figure 4.25

shows a B-mode image of the stone. The proximal surface of the stone is placed at

the focus. The net shielding is related to the amount of pre-focal debris, which was

quantified in terms of the spatial average brightness or echogenecity of the B-mode

image of the region of interest.

Figure 4.26 shows B-mode images of the region of interest for two conditions, one

with very little debris and other with a significant amount of debris. The images

were acquired while administering shock waves at a PRF of 1 Hz. Of the 30 pulses

fired, frames corresponding to time-span between the 20th and the 27th pulse were

recorded. Higher average brightness was an indicator of more debris particles and
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Figure 4.25: B-mode image of the stone acquired during treatment. The proximal surface
of the stone is placed at the focus.
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(a) Image with less debris (b) Image with more debris

Figure 4.26: The B-mode image of the region of interest for two cases, one with less debris,
other with significantly more debris. The brightness relates to the size of a debris particle
and amount of gas entrapped in the debris.

more entrapped gases potentially leading to more nucleation sites for shielding. The

average brightness between shock waves will be referred to as the baseline. The

baseline brightness and the time required for the brightness to settle back to the

baseline were used for comparing the amount of pre-focal debris.

Figure 4.27 (a) shows the average B-mode brightness over time for the ND, NC,

and NP waveforms at a PRF of 0.5 Hz. The sharp peaks indicate the arrival of

the shock wave. The average brightness resulting from the ND waveforms had the

highest baseline of approximately 70. The time required for the average brightness to

fall back to the baseline was between 25 % and 100 % of the period (tPRF =1/PRF).

Similarly, the baseline average brightness for the NC waveform was around 60 and

in most cases, the the brightness reached baseline following a shock in 10 % to 20 %

of the tPRF . The NP waveforms produced the least amount of debris resulting in
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(a) Amount of debris dependent on
waveform shape at 1 Hz

(b) Amount of debris dependent on
PRF for the ND waveform

Figure 4.27: Amount of debris in front of the stone quantified in terms of the spatially
averaged brightness of the B-mode image in the pre-focal region. Sharp peaks indicate the
arrival of the shock wave. Amount of debris exhibited a dependence on both waveform
shape and PRF. ND waveform had the most pre-focal debris. Amount of debris increased
with an increase in PRF.

a baseline average brightness of 52. Following a shock wave, the brightness reached

baseline within 10 % of the tPRF . The results from the B-mode brightness indicate

that the NP waveform would produce the least amount of pre-focal debris and would

lead to least shielding. This result is consistent with the results from the stone mass

and tensile strength measurements. It is noteworthy that there appear to be two

different time-scales for the decay of the B-mode brightness, faster drop followed by a

more gradual decay. The two time-scales might be associated with movement of the

debris (fast), and bubble dissolution (slow).

The dependence of pre-focal debris on the PRF is illustrated from the results shown

in Fig. 4.27 (b) for the ND waveform. The baseline of average B-mode brightness
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increases with an increase in PRF from 45 for 0.25 Hz to about 90 for 2 Hz. The

results also indicate that the brightness value does not settle back to the baseline

prior to the subsequent shock wave for PRFs of 1 Hz and 2 Hz. The B-mode results

for varying PRF’s indicate that PRF has a profound effect on the amount pre-focal

debris and thus shielding of the stone from the incident shock wave.
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Chapter 5

Discussion and Conclusions

The primary goal of this study was to gain insight into the mechanisms of stone frag-

mentation in shock wave lithotripsy which might lead to improvement in treatment

efficacy while reducing the bio-effects associated with lithotripsy. In order to inves-

tigate different proposed modes of stone fragmentation, a piezoelectric shock wave

source consisting of a spherically focused array with 170 elements each of which could

be driven independently, was employed. The piezoelectric lithotripter array was used

to customize the acoustic output (spatial pressure distribution and waveform shape)

with aim of specifically enhancing or suppressing the effects of specific mechanisms.

Despite the ability to customize the acoustic output, the system utilized in this study

was determined to be ill-suited for exciting some of the proposed fracture modes when

operated at a PRF of 1 Hz , specifically stress induced fragmentation. The implica-
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tions of the results discussed in the previous chapter and the conclusions followed by

future directions will be presented in the following sections.

5.1 Discussion

The piezoelectric source used in this study was capable of producing peak positive

pressures of around 65 MPa with a focal width of around 2 mm when all elements

were driven synchronously at the highest driving voltage of 1.2 kV. The peak pressure

was well within the range (30 MPa to 110 MPa) produced by clinical lithotripters

[25][10][14]. The shock waves induced detectable cavitation in the free field with

the characteristic time for bubble collapses ranging between 50 µs and 60 µs. This

time was significantly less than measured in clinical lithotripters (between 150 µs and

400 µs) due to the presence of a second shock front with a ∼30 MPa peak pressure

following the main tensile phase of the incident SW which inhibits bubble growth.

The second positive peak of the waveform (P2+) inhibited cavitation growth re-

sulting in a maximum bubble radius of 200 µm.

Artificial stones (3 mm × 3 mm × 5 mm) made of Ultracal-30 (U30) gypsum

cement were used for studying stone fragmentation. Previous work with U30 stones

exhibited both stress and cavitation induced stone fragmentation for an electromag-

netic lithotripter with a high peak pressure (115 MPa) and a narrow focal region
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(2.5 mm) and an electrohydraulic lithotripter with a moderate peak positive pressure

(35 MPa) and a wide focal region (11 mm). Therefore, the piezoelectric lithotripter

array was also expected to induce fragmentation modes associated with both stress

and cavitation in these model stones.

In this study, stress related mechanisms were investigated selectively by manipu-

lating the spatial distribution of pressure across the focal plane and cavitation related

effects were selectively studied by waveform shaping. Five main acoustic fields were

employed: the acoustic field generated by driving all elements synchronously (ND),

the acoustic field customized to produce a wide focal region (WF4) such that the

−6 dB focal width was 4 mm (more than twice that of ND and larger than the stone

dimension of 3 mm), the acoustic field designed to produce a spatial pressure distri-

bution in the shape of a 4 mm diameter ring (RF4) on the periphery of the stone,

the waveform with reduced negative precursor (NP), and the waveform with reduced

main tensile phase (NC).

5.1.1 Results obtained at PRF of 1 Hz

First results are discussed for experiments carried out at a PRF of 1 Hz which is

in the range of clinical treatments. Contributions from specific waveform features

will be discussed in terms of damage associated with direct stress and cavitation and

compared to the results obtained by customizing the waveform shape and spatial
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pressure distribution.

Since spallation depends on the portion of the incident wave that enters the stone

and reflects from the distal surface of the stone resulting in large tensile stress, a

focal width narrower than the stone dimension was desired for isolating spallation

from other stress effects. Since the ND focal width (1.7 mm) was less than the stone

diameter of 3 mm, driving all elements synchronously should isolate the effects of

spallation from other stress effects. However, the stones exposed to ND acoustic field

did not exhibit a crack near the distal surface of the stone or cleaving characteristic

of spallation [13][50][70]. Rather, the damage was characteristic of cavitation, with

surface pitting and erosion of the proximal and distal surfaces of the stone. The PCD

measurements indicated that indeed the ND acoustic field produced the strongest

cavitation on the stone surface of all the acoustic fields investigated.

Shear waves are predicted to produce large tensile stresses, particularly when they

interact the reflected longitudinal wave in the stone [19]. For a cylindrical stone,

effective generation of shear waves depends on the presence of a high amplitude

pressure wave passing through the fluid on the sides of the stone. The WF4 acoustic

field was designed to ensure generation of shear waves in the stone which should also

result in crack formation near the distal end of the stone. Stones treated with the

WF4 acoustic field also exhibited cavitation mediated fragmentation without evidence

of cracks near the distal surface or cleaving. The amount of erosion was less than
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the ND waveform and was consistent with the reduced cavitation measured with the

PCD.

The ring acoustic field (RF4) was designed in order to exclude the contribution

from spallation to stone comminution and selectively investigate squeezing and shear

effects [36] by projecting the highest pressure magnitudes on the periphery of the

stone while minimizing the magnitude of the pressure wave entering the stone. Since

no constraints were applied to the arrival times of the pulses, some portions of the

ring were delayed in time potentially rendering the RF4 acoustic field less effective

in producing the desired stress effects. The peak positive pressures generated in the

fluid outside of the stone by the RF4 acoustic field were between 15−22 MPa which

were larger than the ND acoustic field (12 MPa at X = ± 1.5 mm) but lower than

the WF4 acoustic field (25 MPa at X = ± 1.5 mm). The RF4 acoustic field did

not result in visible cracks or cleaving associated with stress induced fragmentation.

However, a modest decrease in post-treatment mass was measured for the RF4 stones

consistent with PCD measurements showing a weak cavitation field. The lack of a

coherent wavefront passing on the periphery of the stone means that this data cannot

be used to dismiss the role of squeezing or shear waves.

The lack of stress related damage to the stone for the ND, WF4, and RF4 acous-

tic outputs could be attributed to the fact that the negative precursor in the ND

waveform induced cavitation bubbles that shielded the stone from direct stress. This
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is supported by data at 1 Hz which showed almost exclusively cavitation erosion to

the stones despite a peak positive pressures and a spatial pressure distribution that

would typically induce strong spallation/shear effects. Further, modifying the spatial

pressure distribution did not change the stress associated fragmentation but rather

was consistent with the measured cavitation for the respective fields. Furthermore,

the stones treated with the ND waveforms did not exhibit a significant difference in

measured tensile strength when compared to the untreated stones. However, stones

treated with the NP waveform (which might have reduced the shielding effect induced

by the precursor) had a much lower tensile strength at about 50 % that of the ND

waveforms.

Although the ND, WF4, and RF4 acoustic fields did not produce visible cracks

or cleaving associated with stress, measurable cavitation mediated surface erosion

(post-treatment mass measurements) was observed for all three cases. The role of

cavitation in stone comminution for the piezoelectric lithotripter array was further

investigated by means of waveform shaping. The ND waveform can lead to two types

of cavitation events: bubble growth induced by the negative precursor (0.5 µs in

duration and P1− =-10 MPa, see Fig. 2.5) followed by forced collapse due to trailing

positive shock front, and bubble growth induced by the main negative phase (1.5 µs

in duration and P2− =-15 MPa, see Fig. 2.5) and subsequent inertial collapse.

Two waveforms were designed to isolate and distinguish between the cavitation
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events and their contribution to stone comminution. The first waveform (NP) had

a reduced negative precursor thus reducing the ‘strength’of the forced collapse while

retaining the inertial collapse comparable to that from the ND waveform. The second

waveform (NC) was designed to reduce the main negative phase of the shock wave

resulting in an inertial collapse weaker than that induced by the ND waveform while

not affecting the forced collapse.

Changes in cavitation activity for the two customized waveforms were predicted

using the Gilmore formulation for single bubble dynamics and confirmed using passive

cavitation detector (PCD) measurements acquired at the proximal surface of the

stone. The characteristic time tc for the NP waveform was 80 % of that resulting from

the ND waveform indicating relatively similar inertial cavitation but NC waveform

resulted in a tc that was 54 % of the tc for the ND waveform (see Fig. 4.16).

The effect of waveform shaping on cavitation was also reflected in the post-treatment

mass measurements which indicated that the fragmentation of the NP waveform was

40 % less than the ND waveform and the NC waveform was 79 % less than the NP

waveform. Although measured tc appears to correlate well with the post-treatment

mass measurements, the radiated pressure from the inertial collapse (Prad2) did not

correlate well with the mass loss and was not consistent with predictions of the bub-

ble dynamics model. These data indicate that tc maybe a better metric by which to

evaluate cavitation strength in lithotripsy.
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When the SW delivery rate was reduced to 0.5 Hz, the shielding effects were

strongly reduced which subsequently resulted in an increase of stress associated dam-

age to the stones. The details of this study and its implications are described in the

next subsection.

5.1.2 Results obtained at PRF of 0.5 Hz

The fragmentation of stones treated with shock waves at 0.5 Hz was dramatically

different than the results at 1 Hz. In particular, many stones exhibited a spall-like

fracture especially when treated with the ND and NP waveforms. Furthermore, the

cavitation mediated surface erosion decreased with decrease in PRF for all three wave-

forms (see Fig. 4.16). Since the dissolution time of bubbles ranging from 100 µm to

1 mm can be on order of seconds [44], the rate effect is indicative of a phenomenon

depending on the bubble population of the fluid when the shock wave is incident.

Pishchalnikov et al. [67] have reported that fragmentation efficacy improves with

decrease in PRF in both an electrohydraulic and an electromagnetic lithotripter.

Pishchalnikov’s results indicated that the negative phase of the shock waves was re-

duced at higher PRF’s, particularly for fluid with higher gas concentration. The loss

of amplitude of the negative phase was demonstrated to be consistent with calcu-

lations of the energy required to grow cavitation bubbles in the shock path. The

positive phase of the pulse was not affected because of the low void fraction of the
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bubbles prior to the arrival of the pulse resulted in minimal scattering. Thus, for a

typical lithotripter shock wave, the bubbles in the shock path act like an acoustic

diode.

The observations made during this study are consistent the shielding mechanism

suggested by Pishchalnikov. However, the specific nature of the waveform generated

by the piezoelectric lithotripter array, particularly the negative precursor, complicates

the shielding process. The data from this study supports the hypothesis that the

negative precursor induces a cavitation bubble cloud on the surface of the stone that

shields the stone from the trailing positive peak. The shielding effect is reduced with

a decrease in PRF because of the presence of fewer nuclei, and the positive portion

of the wave can enter the stone leading to spallation.

We used the conservation of energy approach similar to that of Pishchalnikov’s

to examine the effect of the negative precursor on the shielding effect. Suppose the

fluid preceding the stone contains N bubble nuclei with mean initial radius of 10 µm.

Based on the the Gilmore prediction of a single 10 µm bubble to a ND waveform, the

bubble growth (prior to the arrival of the main shock front) induced by the negative

precursor leads to a bubble radius of about 25 % of the maximum bubble radius (see

Fig. 4.14). Based on the measurements of the maximum bubble radius of around

200 µm acquired by the high speed camera, this translates to a bubble size of 50 µm

by the time the main shock front reaches the bubbles.
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Since the work done against the atmospheric pressure during cavitation bubble

growth is two orders of magnitude greater than that against surface tension or vis-

cosity [90], the work required for cavitation growth of a solitary bubble can be ap-

proximated as the product of atmospheric pressure and change in bubble volume (for

change in radius from 10 to 50 µm) which was determined to be 0.05 µJ. The net

acoustic energy (determined from the pressure measurements acquired along the focal

plane) corresponding to the negative precursor introduced over the surface area equiv-

alent to that of the U30 stone (3 mm in diameter) was 64 µJ. Pishchalnikov predicted

that up to 50 % of the tensile energy was spent in growing cavitation bubbles which

translates to 32 µJ of energy being spent to grow bubbles to 50 µm radius. Based on

these values, estimated values for N and initial void fraction (radius of 10 µm) prior

to the arrival of the SW were determined to be 600 and 3 % respectively. When the

bubbles grow to be 50 µm in radius, the predicted void fraction prior to the arrival

of the shock front reaches as high 60 %. Although the values presented above do

not represent actual quantitative measurements, they present a likely scenario where

the shielding of the stress wave is strongly enhanced due to the negative precursor.

Since the number of bubble nuclei prior to the arrival of a SW depends largely on the

number of residual bubbles from cavitation bubble collapses from the previous SWs,

the number of nuclei depends directly on the PRF of incident SWs. In contrast, con-

ventional lithotripters where the waveforms do not have the strong negative precursor
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result in a significantly lower void fraction of the bubbles prior to the arrival of the

shock front allowing the shock front to enter the stone unhindered. Therefore, the

cavitation bubbles present in the fluid preceding the stone will only affect the tensile

phase of the SW and cavitation effects while allowing the fragmentation associated

with the stress wave.

Figure 5.1: High speed camera image of bubbles covering the proximal surface of 6.5 mm
diameter U30 stone treated with the ND waveform produced by piezoelectric lithotripter
array. The image was acquired at 40 µs after the arrival of shock wave at the stone face
and camera was operated at an exposure time of 1 µs.

The presence of shielding was confirmed using B-mode ultrasound imaging of the

region in front of the stone. The amount of debris in the fluid in front of the stone

was higher at 1 Hz PRF compared to 0.5 Hz PRF. Of the three waveforms, the ND

waveform had the most debris. The amount of debris was reduced by either lowering

the PRF or using the NP waveform. The debris in the shock path provide nucleation
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sites for bubbles to grow. The negative precursor induces bubble growth at these sites

that subsequently leads to attenuation of the trailing positive pulse. The shielding of

the positive phase is particularly enhanced at the proximal surface of the stone where

“pressure doubling” enhances the growth of bubbles and the surface acts as a stable

source for cavitation nuclei. The bubbles can grow as a gas layer on the surface as

shown in Fig. 5.1.

(a) Transmission loss as function of
frequency and gas layer thickness

(b) Frequency dependent transmission
loss for 1 µm gas layer

Figure 5.2: Plane wave transmission loss (dB) calculated for a range of frequencies and air
film thicknesses. The calculations predict that higher harmonics such as those associated
with a shock front, suffer high transmission loss even for thin air films.

The impact of a gas layer on sound propagation was treated to a first approximation

by modeling the propagation through a 3 layer medium consisting of water, air, and

the stone. The predicted transmission loss [8] as a function frequency and gas layer

thickness as shown in Fig. 5.2 (a). The calculations predict that higher harmonics

such as those associated with a shock front, suffer high transmission loss for thin air

135



films thus potentially hindering the stress effects. For instance, a 1 µm gas layer

results in a transmission loss of over 30 dB for 5 MHz but only 12 dB for 0.5 MHz.

The transmission loss results indicate that a thin gas layer on the proximal surface

might severely hinder spallation but allow cavitation to occur on the proximal and

distal surfaces of stone.

The PCD measurements were consistent with the transmission loss predictions.

Although reducing the PRF from 1 Hz to 0.5 Hz led to a considerable improvement

in spallation, tc for the ND and NP waveforms were not dependent on PRF and only

modestly dependent on PRF for the NC waveform. However, post treatment mass

measurements indicated a significant reduction in treatment efficacy when PRF was

reduced from 1 Hz to 0.5 Hz which indicates changes in cavitation due to changes in

PRF might be manifested as change in bubble population or number density at the

surface.

5.1.3 Tensile strength study

The shielding of the positive phase due to the negative precursor was further con-

firmed with the tensile strength measurements of stones treated with the ND, NP, and

NC waveforms. The tensile strength of stones treated with ND waveforms reduced by

more than 50 % when the PRF was lowered from 1 Hz to 0.5 Hz, which is consistent

with the notion of spallation being enhanced at a lower PRF. However, the tensile
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strength measurements for the NP and the NC waveforms at 0.5 Hz were not consis-

tent with the PRF trend exhibited by the ND waveform. Since the NC waveform has a

precursor similar to the ND waveform, stones treated with the NC waveform at 0.5 Hz

were expected fail under tension more readily than those treated at 1 Hz. Further,

since the NP waveform inhibits the negative precursor, stones treated with the NP

waveform at 0.5 Hz were expected to have tensile strengths similar to those treated

at 1 Hz. However, stones treated with either the NP or NC waveforms exhibited an

increase in tensile strength with decrease in PRF.

The increase in the tensile strength from 1 Hz to 0.5 Hz for the NP and NC

waveforms is a contradiction to the shielding hypothesis. In order to further explore

this issue, tensile strength measurements were repeated. The mean tensile strength

of the stones treated with the NP waveform at 1 Hz was 6 N ± 3 N compared to

7 N ± 2 N for 0.5 Hz. Although the means were statistically different from each

other, the measurements indicated that lowering PRF from 1 Hz to 0.5 Hz had a

much lower impact on stress related damage from the NP waveforms than the ND

waveforms. The tensile strength for the stones treated with NC waveforms at 0.5 Hz

was determined to be 7 N ± 3 N which is reasonable as at the lower PRF, both

waveforms would suffer less from shielding. The tensile strengths measured from the

stones treated with NP and NC waveforms are higher than that of stones treated

with ND waveforms at 0.5 Hz, which is expected since the peak positive pressure for
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the ND waveforms is higher than NP and NC waveforms. The new data indicates

that the shielding hypothesis is a possible explanation for the lack of stress related

damage at 1 Hz. However, the data also indicates a need for a more reliable and

accurate method for measuring the tensile strength of the treated stones. Further,

the sample size of 10 stones for each case is not sufficient and a much larger sample

size is necessary for obtaining an accurate measure of direct stress on the stones.

Alternately, the PRF tensile study that contradicts the shielding hypothesis above

presents a possibility that the presence of spall-like fractures at the lower rates may

not be due to direct stress effects but rather due to enhanced cavitation, particularly

if cavitation induced stress waves in the stone lead to fractures [87][45][70] rather than

pitting. Cavitation can act on the stone in two ways. One mechanism, micro-jets im-

pacting the surface, which likely are responsible for surface erosion, did not increase

with increase in PRF. This was indicated by the fact that the surface erosion which

depends directly on micro-jets did not vary with change in PRF. The second mecha-

nism by which cavitation may act upon a stone is though high amplitude secondary

acoustic emissions produced from spherical bubble collapses near the stones surface.

This can launch stress waves in the stone which can produce spall in a similar manner

to the direct wave [45]. However, if spherical bubble collapses were more intense at

lower PRF, then the increase in cavitation intensity should have been measured by

the PCD as an increase in tc or increase in Prad2 or both. Since the PCD did not
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detect an increase in either tc or Prad2, the nature of cavitation damage did not alter

dramatically with change in PRF.

5.2 Conclusion

The piezoelectric lithotripter array and the optimization routine presented in this

study enabled customization of both spatial distribution of pressure across the focal

plane and the waveform shape. Acoustic customization was utilized to selectively

activate different proposed mechanisms of stone fragmentation. Although a linear

propagation model was employed to customize an acoustic field with significant non-

linear propagation effects, the resulting customized fields were in good agreement with

the prescribed acoustic fields. The optimization routine suffered two limitations: am-

plitude was traded for the desired pressure distribution or waveform shape, and the

arrival times of pulses for the ring focus were not uniform and thus did not produce

a perfect hoop-stress.

The proposed study of fragmentation mechanisms was confounded by the specific

nature of the waveform which had a negative precursor that led to cavitation induced

shielding thus preventing the positive shock from entering the stone. The shielding

effect was compounded by the presence of debris and bubbles from cavitation erosion

on the proximal surface of the stone. Acoustic fields that mitigated shielding and
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allowed the direct stress wave to enter the stone induced spall-like fragmentation in

addition to the surface erosion, which is consistent with the conclusions presented by

Zhu et al. [92]. The issue of pre-focal shielding might be a reason the electrohydraulic

lithotripter designed by Bailey et al. [4][5], comprising of a pressure release reflector,

might have failed to induce stone comminution. The pressure release reflector results

in a shock wave that consists of a leading negative phase followed by a positive

pressure spike. Bailey attributed the lack of stone fragmentation to that fact that

cavitation initiated by the leading negative portion of the pulse was inhibited by

the trailing shock front. However, the results from this study indicate that Bailey’s

waveform could have been inducing a shielding effect, similar to that produced by the

negative precursor of the piezoelectric lithotripter array, that prevented the positive

phase from entering the stone.

5.3 Future Directions

The current study can be significantly improved by upgrading the hardware to enable

higher peak pressures or independent control of amplitude and time delay for each

element for more effective optimization. Given a system with both amplitude and

delay control, the optimization routine can be modified so that inversion could be

achieved by directly solving Eq. 3.18 for D(ω) where the solution will take a form
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of Aei∆tω. Scaling the output of lth element by Al and delaying the signal by ∆tl

for all elements will then produce the desired acoustic field. Improvement in the

system would enable more selective investigation of each mechanisms by providing

the ability produce an acoustic field more conducive to excite a specific fracture mode

The results from the optimization for the wide focal field indicate that performing

the optimization in a single plane may not be sufficient. The optimization routine

produced a wide focal field at geometric focus by shifting the acoustic focus along the

axis of propagation rather than manipulating the pressure distribution. Performing

the optimization on at least three planes including the focal plane will enforce better

control of the optimization scheme in manipulating the spatial pressure distribution

while maintaining the acoustic focus at the geometric focus.

The results from prior studies indicate that different mechanisms might act syner-

gistically resulting in stone comminution although spallation seems to be the domi-

nant mechanism. Stress effects such as spallation appear to be more effective in the

earlier stages of the treatment, and the efficacy of these fragmentation modes might

be improved by minimizing cavitation. Once, the stone has broken into larger frag-

ments, the stress effects, particularly spallation, becomes less effective in breaking

stones, at which time cavitation becomes a dominant mechanism in further reducing

the stone into clinically passable fragments. Therefore, an effective treatment pro-

tocol might consist of two stages: first to activate the stress effects and minimize

141



cavitation; second to enhance cavitation.

However, the results from our work indicate that due to the presence of the nega-

tive precursor, the piezoelectric lithotripter array is unable to produce spallation or

other stress damage effectively. Therefore, in order to incorporate the treatment pro-

tocol described above with the piezoelectric lithotripter array, mitigation of shielding

due to the precursor is essential. The results from our work further establishes the

dependence of treatment efficacy on the PRF of incident SWs, particularly for those

devices that might have waveforms with tensile features that accentuate the shielding

of stress wave.

Kidney stones can vary greatly in chemical composition, hardness, shape, and size

[72]. Therefore, given sufficient knowledge of dominant fragmentation mechanisms

for a specific type of stone, in theory, it might be possible to customize the acoustic

characteristics to improve the treatment of that stone and reduce the number of

SWs required for fragmentation. A piezoelectric lithotripter design based on our

piezoelectric lithotripter array can provide the flexibility and dynamic control to adapt

different treatment protocols necessary to each specific case. The internal structure

of kidney stones could be determined using medical imaging modalities such as CT

and acoustic output modified accordingly. This could be a considerable improvement

over the existing lithotripters that are rigid and lack the ability to drastically modify

the acoustic output.
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The focused array used as the piezoelectric lithotripter could also be used for track-

ing and monitoring the stone. Instantaneous location of the stone with the respect to

lithotripter could be determined by triangulation based on pulse-echo arrival times

for any three elements. Further, the echo from the stone could be analyzed to gain

information about the stone for potentially monitoring treatment progress.

Knowledge of dominant mechanisms obtained through the current and future work

could be applied by selectively enhancing the effects responsible for stone failure and

suppressing those effects that do not contribute to comminution thus potentially re-

ducing bio-effects. The current study could also be extended further by examining

stones constrained in tissue mimicking phantom to determined the dominant mecha-

nisms in a situation more akin to the in vivo case which would also allow a more direct

investigation of possible bio-effects resulting from the current piezoelectric lithotripter

array. Improving the treatment efficacy and target tracking/monitoring would also

lead to a reduction in the SW dosage further reducing bio-effects and risk of compli-

cations.
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Appendix A

Electronic driving system

The high voltage drivers are assembled into 6 racks, each with 8 boards. Each boards

has 4 channels referred A, B, C, and D. Each rack has 32 elements. The triggering for

the high voltage pulsar circuits (Gammell Applied Technologies, LLC, Exmore, VA)

was achieved using a pulse-pattern generator (81104A, Agilent, Palo Alto, CA). A

78-pin connector cable was used for sending TTL pulses to groups of 32 high voltage

pulser circuits. Synchronization with the pulse-pattern generator was accomplished

using the clock signal from the second bank of board one (Line 62 of Port 2). The

clock signal was fed into the interrupt line (INT − pin 6) on all six boards.

The high voltage power supply (model P02HP30, Acopian, Easton, PA) has a

working range of 0−2000 V but was limited to 1200 V due to the maximum permissible

voltage for the IGBTs. The high voltage live and ground are split into 6 lines, each
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made of high voltage plastic cable (Digikey, Thief River Falls, MN). Molex connectors

were used to connect the high voltage lines to each rack. Two low voltage lines, 24 V

and 9 V, were also supplied to each cage.
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Appendix B

Optimization

The optimization was performed using the optimization toolbox in Matlab (Release

14, Mathworks, Natick, MA). The optimization function used was “lsqnonlin”. The

optimization employed the Levenberg-Marquardt method for determining the set of

delays that minimizes the error between the modeled and prescribed pressure. The

search direction used in this algorithm is a solution of the linear set of equations:

(
J(xk)

TJ(xk) + λkI
)
dk = −J(xk)

TΠ(xk), (B.1)

where J is the Jacobian of the error function Π. The magnitude and direction of

the search direction is controlled by a scalar value λ. This method is not immune to

local minima, therefore, the effectiveness in obtaining the global minimum depends
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on how close the initial guess is to the global minimum. The initial guess for the time

delays and the corresponding optimization results for wide focus and ring focus are

presented below.

Figures B.1, B.2, and B.3 show the initial guess and optimization results for the

delays necessary to produce an acoustic field of a prescribed −6 dB focal width of 3,

4, and 5 mm respectively. Acoustic measurements in Chapter 4 indicate that in all

instances, the wider focal widths were obtained by shifting the focus along the acoustic

axis. Consequently, the delays assigned to the transducer elements are distributed

axis-symmetrically in an annular ring arrangement.

Initial guess for the delay and the optimization results for the ring pressure fields are

shown in Figs. B.4 and B.5. The optimization routine is less successful in achieving

this complex focal pressure distribution and is likely trapped in a local minimum.

Convergence to a true solution obtaining a ring pressure field ought to result in

assignment of optimal delays to the transducer elements in an axis-symmetric manner.

However, neither the acoustic field produced using the ‘optimal ’delays, nor the delay

assignment to the elements are axis-symmetric.
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(a) Initial guess for ∆t(µs)

(b) Optmization results for ∆t(µs)

Figure B.1: Optimization results for prescribed pressure field with a −6 dB focal width of
3 mm (a) Initial guess for delays(b) Optimal delays obtained using the optimization routine.
The delays are plotted on a color-map where each element is represented by a circle and the
color-bar represents delay in µs. The non-fuctional transducer elements are marked by a
×. The central element is designated as the first element (e1) and the first element in each
subsequent ring is marked by + and the elements are numbered in the clockwise direction.
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(a) Initial guess for ∆t(µs)

(b) Optmization results for ∆t(µs)

Figure B.2: Optimization results for prescribed pressure field with a −6 dB focal width of
4 mm (a) Initial guess for delays(b) Optimal delays obtained using the optimization routine.
The delays are plotted on a color-map where each element is represented by a circle and the
color-bar represents delay in µs. The non-fuctional transducer elements are marked by a
×. The central element is designated as the first element (e1) and the first element in each
subsequent ring is marked by + and the elements are numbered in the clockwise direction.
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(a) Initial guess for ∆t(µs)

(b) Optmization results for ∆t(µs)

Figure B.3: Optimization results for prescribed pressure field with a −6 dB focal width of
5 mm (a) Initial guess for delays(b) Optimal delays obtained using the optimization routine.
The delays are plotted on a color-map where each element is represented by a circle and the
color-bar represents delay in µs. The non-fuctional transducer elements are marked by a
×. The central element is designated as the first element (e1) and the first element in each
subsequent ring is marked by + and the elements are numbered in the clockwise direction.
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(a) Initial guess for ∆t(µs)

(b) Optmization results for ∆t(µs)

Figure B.4: Optimization results for prescribed pressure field with a ring focal field 4 mm
in diameter (a) Initial guess for delays(b) Optimal delays obtained using the optimization
routine. The delays are plotted on a color-map where each element is represented by a circle
and the color-bar represents delay in µs. The non-fuctional transducer elements are marked
by a ×. The central element is designated as the first element (e1) and the first element
in each subsequent ring is marked by + and the elements are numbered in the clockwise
direction.
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(a) Initial guess for ∆t(µs)

(b) Optmization results for ∆t(µs)

Figure B.5: Optimization results for prescribed pressure field with a ring focal field 7 mm
in diameter (a) Initial guess for delays(b) Optimal delays obtained using the optimization
routine. The delays are plotted on a color-map where each element is represented by a circle
and the color-bar represents delay in µs. The non-fuctional transducer elements are marked
by a ×. The central element is designated as the first element (e1) and the first element
in each subsequent ring is marked by + and the elements are numbered in the clockwise
direction.
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In order to examine the effectiveness of the “lsqnonlin” in obtaining the optimal

delays for achieving the desired pressure field, we investigated the behavior of the

error-residual and directional derivative obtained for each iteration during the op-

timization routine as shown in Figs. B.6, B.7 and B.8. The maximum number of

functional evaluations was 32600 and maximum number of iterations was 500. The

tolerance for functional evaluation was 0.0001 and the tolerance for ∆tl was 0.001 µs

for the wide focus optimization and 0.01 for the ring focus optimization. In all cases,

the optimization was terminated when the magnitude of the search direction was less

than the tolerance for ∆tl.

(a) Error-residual (b) Direction derivative

Figure B.6: Optimization results for prescribed pressure field for focal width with -6 dB
region of 5 mm. During the course of the optimization, the residue decreases and the
derivative approaches zero indicating that the optimization routine is indeed approaching
a minimum.
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(a) Error-residual (b) Direction derivative

Figure B.7: Optimization results for prescribed pressure field with a ring focal field 4 mm
in diameter. During the course of the optimization, the residue and the derivative exhibit
a modest decrease indicating that optimization might have encountered a local minimum.

Figure B.6 shows that the optimization routine effectively reduced the residual

and the magnitude of directional derivative for the desired pressure field of prescribed

-6 dB focal widths. However, the residuals and the directional derivatives did not de-

crease as effectively for the prescribed fields with a ring pressure distributions (Figs.

B.7 and B.8) indicating that the optimization routine might have encountered a lo-

cal minimum. More sophisticated optimization routines specifically tailored to this

problem might be desirable for better results.
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(a) Error-residual (b) Direction derivative

Figure B.8: Optimization results for prescribed pressure field for a ring focal field 4 mm
in diameter. During the course of the optimization, the residue and the derivative exhibit
a modest decrease indicating that optimization might have encountered a local minimum.
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