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Nederlandstalige samenvatting

Fases van materie zijn een centraal begrip in de fysica. Ze beschrijven
hoe een grote hoeveelheid microscopische deeltjes (bijvoorbeeld atomen)
zich collectief gedragen. Uit deze algemene beschrijving is het meteen
duidelijk dat een fase van materie een universeel begrip is dat in enorm
veel verschillende contexten toepassingen kent. Ook mensen die zich niet
verdiepen in natuurkunde ondervinden dagelijks het verschil tussen vaste
stoffen, vloeistoffen en gassen.

Hoewel het concept ‘fase van materie’ een alledaags gegeven is heeft het
toch betrekkelijk lang geduurd voordat natuurkundigen er een systematische
theorie voor hadden ontwikkeld. Pas in het midden van de twintigste
eeuw realiseerde men zich dat de verschillende fases en de geassocieerde
fasetransities nauw verbonden zijn met het begrip symmetrie. In een vaste
stof zitten de atomen bijvoorbeeld op vaste posities in een rooster, waardoor
enkel rotaties over bepaalde hoeken het rooster onveranderd laten. Voor een
vloeistof is de situatie anders. Vloeistoffen zijn veel chaotischer en kunnen
dus over elke hoek geroteerd worden zonder dat je dit kan opmerken. Een
vaste stof heeft dus minder symmetrie dan een vloeistof en deze observatie
kan voor heel veel andere verschillende fases van materie gemaakt worden.

Met de ontwikkeling van de kwantum mechanica aan het begin van
de twintigste eeuw nam het begrip van de microscopische wereld en de
corresponderende natuurwetten toe. Hierdoor ontstond ook de mogelijkheid
om nieuwe soorten materie te gaan bestuderen. Uit deze studies werd
duidelijk dat sommige van deze kwantum fases van materie niet gerelateerd
kunnen worden aan symmetrie eigenschappen, zoals voorheen wel altijd
het geval was geweest. Aan het eind van de twintigste en het begin van
de éénentwintigste eeuw werd duidelijk dat een nieuw wiskundig concept,
namelijk topologie, nodig was om deze kwantum fases te begrijpen. Deze
thesis bestudeert net deze topologische fases voor kwantum systemen in één
en twee dimensies.



De belangrijkste theoretische methode die in deze thesis gebruikt wordt
zijn de zogenaamde tensor netwerk toestanden. Deze methode is gebaseerd
op recente inzichten in kwantumverstrengeling, een eigenschap die intrinsiek
is aan kwantum mechanische systemen. Tensor netwerk toestanden laten ons
toe om de lage energie eigenschappen van kwantum veeldeeltjes systemen
op een efficiente manier te modelleren. Er wordt in dit werk getracht om de
connectie tussen topologische kwantum fases en kwantum verstrengeling
concreet uit te werken. De motivatie voor dit werk is tweezijdig: enerzijds
kan op deze manier een theoretische connectie gemaakt worden tussen fysis-
che eigenschappen van kwantum systemen en concepten uit de wiskunde,
en anderzijds laten de inzichten die hier ontwikkeld worden toe om deze
fysische systemen beter numeriek te simuleren.

Concreet worden in dit werk volgende verschillende types kwantum
veeldeeltjes systemen bestudeerd: elektron (fermion) systemen in één dimen-
sie, magnetische (spin) systemen in twee dimensies en elektron systemen in
twee dimensies. Voor de elektron systemen wordt een nieuw tensor netwerk
formalisme ontwikkeld op basis van het wiskundig concept super vector
ruimtes. Via dit nieuw formalisme wordt de volledige lijst van mogelijke
topologische fases in één dimensie gereproduceerd en wordt ook hun onder-
linge verhouding (i.e. de corresponderende groepsstructuur) blootgelegd. De
link tussen verstrengelingseigenschappen en topologische fases komt heel
natuurlijk tevoorschijn en geeft waardevolle informatie voor het identificeren
van de fase van een bepaald elektron systeem.

Voor de twee dimensionale spin systemen worden twee verschillende
klasses bestudeerd: systemen met een globale symmetrie en systemen met
onconventionele lage-energie deeltjes. Wanneer een globale symmetrie aan-
wezig is concentreren we ons steeds op het geval waarbij deze niet spontaan
gebroken is. In kwantum veeldeeltjes systemen kan de globale symmetrie
op verschillende manieren gerealiseerd worden bij lage temperatuur. De
tensor netwerk toestanden worden gebruikt om fysische gevolgen van deze
verschillende symmetrie realisaties te onderzoeken. Voor de systemen met
onconventionele excitaties (lage energie deeltjes) genaamd anyonen, die zich
noch als een spin (boson) noch als een elektron (fermion) gedragen, wordt
de connectie tussen kwantum verstrengeling en deze excitaties onderzocht.
De topologische eigenschappen van de anyonen blijken volledig geëncodeerd
te zijn in de verstrengelingsstructuur.

De twee dimensionale elektron systemen worden op analoge manier
bestudeerd. Net als voor spin systemen blijkt opnieuw dat de topologische
eigenschappen zich manifesteren in kwantum verstrengeling. Dit wordt
gebruikt om een systematische theorie voor elektron kwantum fases te on-
twikkelen, zowel voor systemen met een globale symmetrie als voor systemen
met anyonen. Uit deze theorie volgt een expliciete tensor netwerk construc-
tie voor al de verschillende fases. Gebruik makend van deze modellen
worden de universele fysische eigenschappen van de topologische systemen
bestudeerd en worden nieuwe numerieke simulatietechnieken mogelijk.



Het formalisme dat in deze thesis ontwikkeld wordt kan als startpunt
dienen voor verdere theoretische en numerieke studies. Topologische fases
zijn een nieuw begrip en er zal nog veel wetenschappenlijk werk nodig zijn
vooraleer het duidelijk wordt welke plaats ze gaan innemen in de fysica, en
eventueel daarbuiten in ingenieurstoepassingen. Hopelijk kan deze thesis op
korte of lange termijn een bijdrage leveren aan dit proces.
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Introduction

0.1 Quantum many-body physics

The theory of quantum mechanics has been developed for almost a century
now. It tells us how particles at the microscopic level behave, which turns out
to be very different from the macroscopic objects we see in the world around
us. The fundamental principles underlying quantum mechanics are concep-
tually very intruiging, and sometimes subtle to interpret. Even experienced
physicists still get confused about the precise statements of the theory in a
particular situation. Quantum mechanics is not only conceptually appealing,
but also of great scientific value because of its predictive power. One of the
first instances where this was beautifully illustrated is the calculation of the
energy spectrum of the hydrogen atom. In the past hundred years quantum
mechanics has survived many non-trivial experimental tests, leaving no room
for doubt that it is indeed the correct way to think about the microscopic
world. For this reason it is without exaggeration that quantum mechanics
can be called one of the greatest intellectual triumphs in physics.

The many successes of quantum mechanics do not mean that everything
is solved. Most of the physically interesting situations involve not one,
but many microscopic particles. Examples of this go from molecules to
macroscopic materials and even potential quantum technologies. Quantum
mechanics governs the laws according to which each individual particle
behaves, but studying the collective behavior of a macroscopic amount
of particles requires another level of understanding. Unfortunately it is
inherent in the mathematical structure of quantum mechanics that the
problem becomes exponentially harder to solve when the number of particles
increases, ruling out the possibility (in most cases) of exactly solving the
equations, or even doing it numerically on a computer.

1
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In quantum many-body physics one looks for ways to approach a problem
involving many microscopic particles in such a way that some interesting
physical properties can be studied or relevant quantities can be calculated.
Although quantum many-body systems are in principle exponentially hard
to solve, it is often possible to identify the degrees of freedom that capture
the relevant physical properties and find suitable approximations. Instead of
trying to solve the complete equations, which bury the sought answers under
all the complicated details of the problem, one often constructs an effective
theory which contains only the relevant degrees of freedom. Identifying
the physical essence of a system and finding manageable approximations,
possibly in the form of an effective theory, is at the core of quantum many-
body (and most other branches of) physics.

A first starting point in quantum many-body physics is often to work at
zero temperature, which is also the regime of interest in this dissertation.
In this case one is interested only in the ground state of the system. How-
ever, solving the problem at zero temperature generically already gives a
great deal of information about the behavior of the system at low, non-zero
temperatures. This is because the ground state structure contains a lot of
information about the first excited states and the associated elementary
quasi-particles. Quantum many-body physics is a rich branch of physics
which is of course not confined to the study of low-temperature equilib-
rium systems. Other prominent topics of active research are disordered,
many-body localised systems at high temperature, or open quantum systems.

0.2 Quantum phases of matter

Phases of matter and the transitions between them are central concepts in
physics. They are very familiar even to non-physicists because our world con-
sists of solids, liquids and gasses and we experience the differences between
them on a daily basis. The corresponding phase transitions such as melting
and boiling can also hardly be called exotic. Although phases of matter
and phase transitions are so familiar, it took a long time before the correct
physical language was developed to understand them. A phenomenological
discription of phase transitions has been around since the development of
thermodynamics in the nineteenth century, but a detailed understanding of
their universality and the underlying physical mechanisms only arose in the
second half of the twentieth century.

The paradigm for describing phase transitions became known as the
Landau-Ginzburg theory [1]. It associates a pattern of spontaneous symmetry
breaking to every transition. This means that when a system goes from one
phase to another, it becomes either more or less symmetrical. For example,
when a solid melts, the atoms are no longer locked at fixed positions in
the crystalline structure such that there is more translational and rotational
symmetry in the liquid phase. This idea has a very broad applicability and
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can also be used to describe for example phase transitions in magnets. It
was also observed that near a phase transition systems with very different
microscopic structure start behaving in similar ways. This universality of
phase transitions gave rise to the intuitive understanding that near a critical
point the system develops very large correlations, thereby forgetting its
microscopic structure.

All examples of phase transitions we have given up to now are driven by
thermal fluctuations. We can go from one phase to another by increasing or
lowering the temperature until a non-zero critical temperature is reached
at which the transition occurs. In the low-temperature region of quantum
many-body systems, which is the focus of this thesis, not all transitions are
related to a change in temperature. Even in the zero temperature limit phase
transitions can occur by changing a parameter in the Hamiltonian governing
the dynamics of the system. For quantum magnets this parameter could
for example be the strength of an external magnetic field. In this case it
are inherently quantum mechanical fluctuations that drive the transition.
The Landau-Ginzburg theory is also applicable to zero-temperature quantum
phase transitions. Well-known examples are quantum ferromagnets breaking
spin rotation symmetry, Bose-Einstein condensation and the associated su-
perfluids corresponding to breaking of particle number symmetry and gauge
symmetry breaking in superconductors.

In the 1970s and 1980s new critical phenomena and unconventional
phases of matter that were not predicted by Landau-Ginzburg theory started
to appear. It was observed that the confinement-deconfinement transition in
a simple lattice model of a Z2 gauge theory could not be related to any break-
ing of a global symmetry [2]. The same holds for the Kosterlitz-Thouless
transition in the XY model, where the different phases are characterized
by the long-distance correlations of vortices [3]. The integer quantum Hall
system [4], discovered 1980, was the first observed phase which does not
break any symmetries but has universal, robust properties that are not shared
by conventional symmetric systems. Specifically, the Hall conductance was
found to be quantized to extraordinary precision and along the boundary of
the sample purely left- or right-moving currents appear [5]. Soon after the
discovery of the integer quantum Hall effect also the fractional quantum Hall
effect was experimentally observed [6], which has even more exotic features.
The quasi-particles in the fractional quantum Hall states behave as a gen-
eralization of bosons and fermions, picking up arbitrary phases when they
are interchanged [7]. Such quasi-particles are called anyons [8] and they
always appear together with a robust ground state degeneracy depending on
the boundary conditions of the system [9]. Around the same time resonating
valence bond states were studied in the context of high Tc superconductivity
[10]. It was realized that also these spin systems have anyonic excitations
[11]. Next to the resonating valence bond states new featureless spin liquid
states, such as the chiral spin liquids [12, 13], showing similar behavior to
the fractional quantum Hall systems were put forward in theoretical studies.
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The one-dimensional Heisenberg model of spin-1 moments was also found to
share some interesting features with the quantum Hall effects: under open
boundary conditions there appear gapless edge degrees of freedom in the
form of ‘fractionalised’ spin-1/2 moments [14, 15].

After the first wave of discoveries beyond the Landau-Ginzburg paradigm,
the study of quantum phases of matter received a second boost with the
discovery of topological superconductors such as the Majorana chain [16]
and the p+ ip superconductor [17], and the two-dimensional spin quantum
Hall insulator [18]. These free fermion models show a lot of resemblences
to the quantum Hall materials, but differ crucially in terms of their global
symmetries. Particle number symmetry is obviously broken in supercon-
ductors, which prevents topological properties to be probed via external
electromagnetic fields as in measurements of the Hall conductivity. A spin
quantum Hall sample has gapless degrees of freedom on the boundary only
when time reversal symmetry is preserved. This is in sharp contrast to the
standard quantum Hall effects, where time reversal symmetry is explicitly
broken by external magnetic fields. Soon after its theoretical prediction, the
spin quantum Hall effect was experimentally realised in HgTe quantum wells
[19, 20]. The physical principles of the two dimensional spin quantum Hall
effect were shown to also be applicable to three dimensional materials with
only slight modifications [21]. Together with the Majorana chain, the three
dimensional spin quantum Hall effect generalised the physics of quantum
Hall phases, which are confined to two spatial dimensions. The insights
obtained from the topological superconductors and the spin quantum Hall
effects were used to obtain a full classification of topological phases in free
fermion systems based on the realisation of possible global anti-unitary
symmetries such as time reversal or charge conjugation [22, 23]. The classi-
fication, going under the name of the periodic table for topological insulators
and superconductors, not only unifies many known quantum phases such as
the above mentioned topological superconductors, the spin quantum Hall
effects and the integer quantum Hall effect, but also predicts new phases in
higher dimensions.

As stressed above, global symmetries play a pivotal role in the periodic
table of topological insulators and superconductors. Many of the non-trivial
phases contained in the classification loose their non-trivial universal prop-
erties once the relevant global symmetry is allowed to be broken. This
observation has lead to the general concept of a Symmetry-Protected Topo-
logical (SPT) phase [24]. SPT phases are not confined to free fermions, but
also appear in interacting spin or boson systems. In fact, the spin-1 Heisen-
berg model with fractionalised spin-1/2 moments on the edge mentioned
previously, is a phase protected by global spin rotation symmetry. A first
classification for SPT phases in spin systems protected by on-site symmetries
was proposed in terms of group cohomology [24]. This classification is very
succesful, but it was shown that some phases protected by time reversal sym-
metry in three dimensions and higher were not captured. The generalisation
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for fermions based on supercohomology [25] misses an important subclass
of topological superconductors, even in two dimensions. Improvements on
the cohomology classification using invertible topological field theories were
formulated and relate the classification of SPT phases to cobordism theory
[26–28]. Next to the work on classification of SPT phases, many insights
about the physical characteristics of these phases were obtained. Although
SPT phases seem featureless in the bulk, they respond in unconventional
ways to external fields. This behavior of SPT phases is similar to observa-
tions made a long time ago for the quantum Hall effect, where an external
magnetic flux pearcing a quantum Hall sample acquires an electric charge
[29, 30]. The gapless boundary degrees of freedom in SPT phases were
shown to be related to quantum anomalies of the global symmetry. This
connect the physics of SPT phases to many concepts developed in quantum
field theory in the 1980s.

Next to the substantial progress made in the physics of SPT phases, peo-
ple also developed a systematic understanding of bosonic quantum phases
containing anyonic excitations in two dimensions [31, 32], which are in
close spirit to the fractional quantum Hall effect. These phases are said
to have intrinsic topological order. A lot of the interest in these phases
comes from their potential for topological quantum computers [33]. Many
subtleties occur when a system has topological order. A main example is how
a global symmetry can be implemented on the low-energy states. Because of
their special properties, anyons can intertwine with the global symmetry in
a non-trivial way. The corresponding phases are called symmetry-enriched
topological phases. They are of great interest since many of the spin liquids
that can potentially be realised in experiments combine the anyonic excita-
tions with global spin rotation or time reversal symmetry. The analogous
theory of anyons and symmetry-enriched phases in fermionic systems and
in higher dimensional boson systems is much less developed and still poses
many interesting questions in contemporary quantum many-body physics.

0.3 Tensor network states

In recent years a new perspective on quantum many-body systems based
on entanglement has been developed. A crucial observation was the en-
tanglement area-law behavior in ground states of systems with a non-zero
energy gap between the ground state and the first excited state. In such
ground states the entanglement entropy associated to the reduced density
matrix of a spatial region was found to scale with the boundary of the region,
whereas generically one would expect this quantity to scale with the volume.
This implies that for gapped systems, not only the correlations but also the
entanglement pattern is local. This local entanglement structure leads to
many new and useful tools in the study quantum many-body systems. These
tools can be both conceptual, like for instance the entanglement Hamiltonian,
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or more applied. A prime example of the latter are tensor networks. Tensor
networks represent a certain quantum many-body state as a contraction over
many local tensors. In this way, the number of parameters describing the
state is greatly reduced. Because of this special structure, tensor network
states have the entanglement area law built-in, and therefore make up a
powerful ansatz for studying the low-energy physics of gapped quantum
many-body systems.

To make tensor networks more tangible, let us start by explaining Ma-
trix Product States (MPS) [34–36], which are tensor networks for one-
dimensional spin chains. The building block for MPS is a rank three tensor
Aiαβ , with i = 1 . . . d and α, β = 1 . . . D. d is called the physical dimension,
and D is the virtual or bond dimension. If we fix the value of i, then we
obtain a D ×D matrix denoted by Ai. To construct a MPS for a chain of L
spin-s moments with periodic boundary conditions we take matrices Ai with
d = 2s+ 1 and write the corresponding state |ψ〉 as

|ψ〉 =
∑

{i}

tr
(
Ai1Ai2 . . . AiL

)
|i1〉|i2〉 . . . |iL〉 ,

from which we see that the coefficients of the many-body spin state are given
by the trace of a product of matrices. All information about the quantum
state should therefore be encoded in the matrices Ai. For example, for this
state to have exponential decay of correlations Ai should span a simple
D ×D matrix algebra [34]. Also global symmetries of the system, like spin
rotation symmetry, are reflected in local intertwining properties of the tensor
[37]. These are two basic examples of one of the strengths of tensor network
states: local tensors and their algebraic structure determine global, physical
properties of the many-body state.

It is convenient to denote tensor network states in a graphical way. In this
graphical notation every tensor is depicted by a planar object like a square,
circle, triangle,... with a number of lines connected to it that represent its
indices. For the MPS tensor Aiαβ this means we depict it as

i

α β = Aiαβ .

In the graphical notation tensor contraction corresponds to simply connecting
the lines of those indices that are being contracted. We thus depict the MPS
|ψ〉 as

.

We can now generalise the construction of MPS to two dimensional spin
systems. For this we associate a rank C+1 tensor to every vertex of the lattice
on which the spin system is defined, where C is the coordination number
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of the vertex (i.e. the number of edges connected to it). We subsequently
contract the C virtual indices with those of the neighboring tensors. The
resulting tensor network states are called Projected Entangled-Pair States
(PEPS) [38]. As an illustration, a PEPS on a 6× 6 square lattice with open
boundary conditions takes the form

.

Up to now we have only used tensor networks to construct quantum
many body states by contracting tensors as determined by the geometry of
the underlying physical lattice. However, generalisations to this construc-
tion are possible. For example, one can also use Multiscale Entanglement
Renormalisation (MERA) tensor networks [39] to study one-dimensional
spin chains. MERA tensor networks are particularly useful for gapless spin
systems as they mimic the scale-invariant behavior associated to inifinite
correlations lengths. A subregion of a MERA network looks like

...
...

...
...

. . .. . .

,

where the lower indices correspond to the physical spins and we have only
represented a finite subregion of the infinite chain. The open indices with
dots should be contracted with the part of the MERA that is not represented
in the figure, so they are in fact not really open indices. As shown in the
figure, a MERA network consists of multiple layers, each layer consisting of
rank 4 or rank 3 tensors. Going from one layer to another can be interpreted
a renormalization step to a different length scale. To be truly scale-invariant
it is clear that the number of layers should be infinite. However, similar to
MPS, all information about the infinite network can be obtained by studying
the local rank 4 and rank 3 tensors.
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A second generalisation to the tensor network constructions considered
up to now is that the formalism is not restricted to states, but can also be
used to construct linear operators. For example, an operator defined on the
Hilbert space of a one-dimensional spin chain can be represented as

.

Written down explicitly, this operator takes the form
∑

{i}{j}

tr
(
Bi1,j1Bi2,j2 . . . BiL,jL

)
|i1〉〈j1| |i2〉〈j2| . . . |iL〉〈jL| ,

where Bi,j are D × D matrices. In analogy to MPS, these operators are
called Matrix Product Operators (MPO). Similar constructions of course also
lead to operators acting on spins defined on higher dimensional lattices.

0.4 This dissertation

In the previous sections we have presented the broader context in which
this dissertation is to be situated. In this section we discuss the general
philosophy and the specific approach explored in chapters 1, 2, 3 and 4,
which contain the main results. We also give an outline of the results per
chapter.

0.4.1 Topological phases, entanglement and tensor net-
works

One of the hallmarks of topological quantum phases is that they cannot be
distinguished via local order parameters. So an obvious question that raises
itself is where to look for signatures of the non-trivial phase once we have
obtained the ground state wave function for our system of interest. In recent
years it was observed that non-trivial topological quantum phases leave clear
imprints in the entanglement structure of the ground state wave function.
For systems with intrinsic topological order, the entanglement entropy of a
spatial region in the ground state scales as S(L) = αL− γ +O(1/L), where
L is the length of the boundary of the region. The coefficient α determines
the area-law scaling as mentioned above and is non-universal. However, γ is
observed to be constant for all wavefunctions that correspond to the same
quantum phase; in particular it takes the value zero for systems without any
anyonic excitations. It is therefore a robust and universal characteristic of
non-trivial topological order [40, 41].

Many topological phases are characterised by gapless modes localised
on the boundary of the system. Rather surprisingly, the ground state wave
function and its local entanglement structure in a region far away from any
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physical boundaries was found to contain information about these edge
modes. To extract the revelant bulk entanglement properties we first define
the entanglement Hamiltonian HΣ associated to a spatial region Σ, where
HΣ is related to the reduced density matrix ρΣ of Σ as ρΣ = exp(−HΣ). It
was observed that the low-energy spectrum of HΣ mimics the low-energy
edge physics. This connection between bulk entanglement and edge modes
was originally observed for fractional quantum Hall states in Ref. [42],
but has since then been generalised to many other topological phases. In
particular, the discovery of SPT phases in spin chains originated from studies
of entanglement spectra [43].

Another connection between topological phases and entanglement mani-
fests itself in the so-called minimally entangled states. For intrinsic topologi-
cally ordered systems on a torus the ground states with a definite anyon flux
through one of the cycles were found to minimise the entanglement entropy
for cuts along orthogonal cycles [44]. This identification of states with a
definite anyon flux is particularly useful for numerical studies of topological
phases since it allows one to calculate the T and S matrices, which contain
universal information about the topological phase.

All these observations firmly established the deep and general connection
between ground state entanglement and topological quantum phases. In
chapters 1 to 4 this connection is studied from the perspective of tensor
networks. The local structure of tensor networks gives direct access to the
entanglement structure and in this way allows for a systematic study of all
such possible structures. This naturally leads to mathematical concepts such
as G-equivariant algebras, Z2 graded algebras and fusion categories. The
main object of this dissertation is to connect these mathematical concepts to
the physics of topological phases in one and two spatial dimensions.

0.4.2 Outline of the results

The four main chapters in this dissertation are integral reprints of research
papers. Here we give an outline of the results contained in each chap-
ter/research paper.

Chapter 1: Fermionic matrix product states and one-dimensional topo-
logical phases

In this chapter a framework for fermionic tensor networks based on su-
per vector spaces is introduced. Although previous formulations of fermionic
tensor network were available in the literature, the formalism using super
vector space has the advantage that it is particularly well-suited for the-
oretical studies. We exploit this advantage to develop a complete theory
for fermionic MPS. In particular, we identify two types of fermionic MPS
corresponding to unique ground states of local Hamiltonians and relate these
to two different types of quantum phases: the standard, trivial phase and
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the topological phase, where Majorana edge states appear. Our fermionic
MPS formalism naturally captures fermion systems with closed boundary
conditions, both periodic and anti-periodic, which are difficult to study via a
Jordan-Wigner transformation. In particular, we show that local tensor prop-
erties of the fMPS imply that the trivial and the Majorana phases respond
very differently to anti-periodic boundary conditions. The fermionic MPS
interpretation of the Majorana phase also provides a direct link between
the Majorana edge modes and degeneracies in the entanglement spectrum,
both for non-interacting and interacting fermion systems. The super vector
space formalism gives rise to a clear generalisation of the concept of parent
Hamiltonians, familiar from bosonic MPS. We show that the fermionic parent
Hamiltonians have very similar features to bosonic parent Hamiltonians,
and in particular, we show that each fermionic parent Hamiltonian has the
corresponding fMPS as its unique ground state.

We further explore fermionic MPS with global symmetries, both unitary
and anti-unitary. In this way we recover the classification of fermionic SPT
phases in one dimension. Additionally, we also reveal the group structure of
these phases under ‘stacking’, which is bringing two parallel fermionic chains
in proximity of each other. One of the added values of our formalism is
that it can also deal with spatial reflection symmetry and predict the correct
classification and group structure of the associated topological phases, which
relies crucially on the intrinsic fermionic formulation of our method.

The results presented in this work should be seen as a first step towards
a more general and systematic understanding of fermionic tensor networks.
The insights obtained in the one-dimensional case are crucial for the work in
chapter 4, which concerns two-dimensional systems. The fMPS formalism
can also be generalised to parafermion systems [45], where less is known
about the possible quantum phases.

Chapter 2: Matrix product operators for symmetry-protected topologi-
cal phases

The first general understanding of SPT phases in one-dimensional spin
systems arose from studies of MPS [46–49]. Soon after, X. Chen and collab-
orators used similar tensor network techniques to study the CZX model, a
specific two-dimensional SPT protected by Z2 symmetry [50]. From the in-
sights obtained in MPS and the CZX model a general classification of bosonic
SPT phases in all dimensions was proposed based on group cohomology.
However, the findings in the CZX model were not generalised to a general
theory of SPT phases in PEPS. This is exactly the goal of the work in chapter
2.

We start from a general PEPS with non-zero correlation length and
identify the class of local tensors that lead to short-range entangled states.
Restricting to short-range entangled PEPS we study how global symmetries
can be implemented on the virtual level of the tensor network using MPOs.
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Using the results of Chen on the CZX model we are then able to relate the
group cohomology classification of SPTs to the properties of these virtual
symmetry MPOs, which completes the framework within one can study SPT
properties of PEPS associated to on-site symmetries.

From the general, abstract formalism we recover many characterising
properties of SPT phases. We show how the group cohomology data reflects
itself in non-trivial properties of symmetry defects. These defects can, and for
non-trivial SPT phases in general will, carry fractional charges determined
by the group cohomology data. We also apply the quantum state gauging
procedure [51] to the class of SPT PEPS and establish rigorous connections
between the PEPS before and after gauging. In particular, we show that
the energy gap does not close under gauging and that the gauged PEPS
has intrinsic topological order determined by a virtual symmetry MPO with
identical group cohomology data as the SPT symmetry MPO. This establishes
a precise tensor network formulation of the connection between topological
properties of SPT phases and gauge theories with discrete gauge groups.

With this general understanding of SPT phases in PEPS one should be
able to develop new algorithms to study these phases numerically. Having in
mind the general theoretical framework allows one to identify the properties
of the PEPS one wants to study numerically, i.e. it helps to ask the right
questions to which the computer should give the answer.

Chapter 3: Anyons and matrix product operator algebras

The fundamental imprint of intrinsic topological order in PEPS is that the
local tensors have a purely virtual symmetry. This was first exemplified for
topological order corresponding to deconfined discrete gauge theories in the
formalism of G-injectivity [52]. The virtual symmetry representation con-
sidered in G-injective PEPS consists of a tensor product of matrices, one for
each virtual PEPS index, which form a representation of the discrete group G.
The concept of G-injectivity was subsequently generalised to MPO-injectivity,
where the virtual symmetries need not be tensor products of matrices, but
can also be non-trivial MPOs.

In chapter 3 we start from the formalism of MPO-injectivity and we de-
velop a general theory for the algebras of MPOs that can serve as symmetries
of a PEPS. This results in an abstract and mathematical formalism which
we show is intimately related to tensor fusion categories. The main goal is
then to develop a method to extract physical properties from this abstract
framework. In particular, we want to understand how one can calculate
properties of the anyons present as low-energy excitations in these models.
We solve this problem by identifying a second, larger algebra, which contains
the symmetry MPO algebra as a subalgebra, and relate topological superse-
lection sectors to the irreducible central idempotents of this algebra. This
identification of the topological superselection sectors allows us to devise
methods to obtain the topological spins of the anyons and the S matrix,
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which also gives the fusion rules.
The theoretical methods are illustrated using numerous examples, both

analytically for the twisted quantum double models, and numerically for
the Fibonacci, Ising and Rep(S3) string-net PEPS. The anyons we obtain
and their topological properties are shown to match with previous results,
indicating the validity of our approach.

Chapter 4: Fermionic projected entangled-pair states and topological
phases

In the fourth and final chapter we turn to fermionic tensor networks in
two dimensions based on super vector spaces. Similar to the bosonic case
considered in chapter 3, we study topological properties of fermionic PEPS by
looking at the possible fermionic MPO (fMPO) symmetries on the virtual in-
dices. From the results on fermionic MPS in chapter 1 it is clear that there are
two types of fermionic symmetry MPO, characterised by the absence or pres-
ence of Majorana edge states. Leaving out the fMPOs with Majorana edge
modes, the mathematical structure underlying the fMPO symmetry algebras
is equivalent to the mathematical structure used to construct fermionic string
nets, which are solvable fixed-point models for two-dimensional phases of
fermions with intrinsic topological order [53, 54]. However, with inclusion
of the Majorana-type symmetry MPOs we obtain a more general class of
models.

From the algebraic data associated to a fMPO algebra we show how to
construct a fermionic PEPS that has this algebra as a virtual symmetry. So
the first part of chapter 4 consists of a bootstrap method: first we study
the fMPO algebras and then we engineer a tensor network that has the
relevant symmetries from the algebraic data. For the case without Majorana
fMPOs our construction gives the tensor network representation of the
ground state of fermionic string-nets. With Majorana fMPOs, the PEPS
construction involves some additional subtleties. For this reason we treat
this case separately at the end of chapter 4 and focus on a particular class of
examples.

For the special case where the symmetry fMPOs form a group we also
discuss the connection to short-range entangled symmetry-protected phases.
Similar to the results of chapter 2 we argue that these fMPO group represen-
tations classify fermionic SPT phases associated to on-site unitary symmetries
in two dimensions. We show how to modify the fermionic PEPS construction
to obtain the short-range entangled PEPS interwining the global on-site sym-
metry action to a particular fMPO group representation on the virtual indices.
A large part of chapter 4 is devoted to showing that the general properties of
fermionic MPOs reproduce the physical properties of fermionic SPT phases.
For the non-Majorana fMPO group representations, corresponding to the
supercohomology models [25], we study the group structure under stacking,
fractionalization of symmetry defects and calculate the modular matrices of
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twisted states on the torus.
Going beyond supercohomology, it is shown that including Majorana type

fMPOs leads to symmetry defects that bind Majorana modes. For the case of
Z2 fMPO symmetries we study the defects and stacking in more detail. We
show how to recover the connection between spin structures and fermion
parity of the local symmetry action on Majorana defects. In this way we
relate the abstract algebraic data associated to a Z2 fMPO representation to
universal physical properties of fermionic Z2 SPT phases. To obtain the Z8

group structure of the Z2 SPT phases under stacking we reveal its relation to
the Z8 group structure of time reversal invariant Majorana chains.
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1.1 Introduction

Tensor network states form a natural ansatz for the ground state of gapped
local Hamiltonians because of their local entanglement structure. In one
spatial dimension, it can even be proven that every ground state of such
a Hamiltonian can be approximated by a tensor network state to arbitrary
precision [55]. Such one-dimensional tensor networks, called matrix product
states (MPS), thus capture the relevant subspace in which the low energy
physics of gapped local systems takes place. For this reason, MPS are not
only useful to describe model-dependent microscopic properties of quantum
many-body systems, but also for universal properties associated to an entire
family of Hamiltonians in the same quantum phase. It was realized that
the universal properties that are stable under renormalization and manifest
themselves in the far infrared field theory descriptions of the system are
encoded in the entanglement properties of the MPS [42]. This insight has
lead to a complete classification of bosonic quantum phases in one spatial
dimension using tensor networks [46–49]. Although we will stick to one-
dimensional systems in this work, we note for completeness that similar
techniques applied to two-dimensional tensor network states have lead to
a systematic understanding of the entanglement structure in non-chiral
topological order and the properties of the associated superselection sectors
[56–58]. Also two-dimensional symmetry-protected phases [59, 60] and
chiral phases [61–63] can be described using the tensor network language.

Extending the class of systems under consideration to also include
fermionic degrees of freedom allows for a greater variety of quantum phases.
For example, fermionic systems can have Majorana edge modes when de-
fined on a lattice with boundary [16]. A complete classification of quantum
phases for free fermion systems, known as the periodic table for topological
insulators and superconductors, has been established through the use of tools
such as Anderson localization and K-theory [22, 23]. However, when inter-
actions are taken into account the classification can change drastically [64].
Recently it has been claimed that interacting symmetry-protected fermionic
phases can be classified using cobordism theory [28, 65]. In one spatial
dimension, the classification of interacting fermionic systems was considered
in [66]. Building upon this work, we develop a tensor network approach
towards symmetric fermionic phases. As a first step, in sections 1.3 and 1.4
we construct tensor networks that can carry fermionic degrees of freedom
using the mathematical formalism of super vector spaces. We note that
there already exist equivalent fermionic tensor network constructions in the
literature using fermionic mode operators or Grassmann numbers [53, 67–
70], but for our purposes we find it more convenient to adopt the language
of super vector spaces. Furthermore, these proposals are aimed towards
two-dimensional tensor networks, as one-dimensional fermion systems are
typically mapped to spin systems using the Jordan-Wigner transformation in
numerical studies. However, the intrinsically fermionic formalism has sev-
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eral advantages. For example, periodic or antiperiodic boundary conditions
are automatically incorporated and fermionic parent Hamiltonians can be
constructed in a systematic way (see section 1.5).

In section 1.4 we identify two distinct classes of irreducible fermionic
matrix product states (fMPS), which are characterised by the presence or
absence of Majorana zero modes at the ends of open chains. Both classes or
irreducible fMPS are shown to be the unique ground state or their associated
fermionic parent Hamiltonian with periodic boundary conditions in section
1.5. The physical distinction between both types of fMPS has a clear signature
in the algebraic structure of the local tensors constructing the fMPS and is
related to the possible types of simple Z2 graded algebras over C. This local
tensor structure has a profound influence on the entanglement spectrum
since it implies that Majorana edge modes are alway accompanied by a two-
fold degeneracy of the Schmidt values, as we show in section 1.6. In section
1.7 we include time-reversal symmetry, in the form of complex conjugation,
and observe that the local structure of the fMPS tensors also provides an
explicit link between the Z8 classification of time reversal symmetric spinless
superconductors [64] and the 8-fold periodicity in the representations of
real Clifford algebras. Using the fundamental theorem of MPS in section
1.8 enables us to go beyond just time reversal and study general on-site
unitary and anti-unitary symmetries by identifying invariants associated to
the possible symmetric phases. Similar to the bosonic case, these invariants
are obtained by studying the entanglement degrees of freedom in the ground
state wave function. In this way we recover the classification derived in
Ref. [66], i.e. without Majorana edge modes a one-dimensional fermionic
topological phase protected by the symmetry group G is characterized by
H2(G,U(1)), while a fermionic symmetry protected phase with Majorana
modes can only occur when G = G̃× {I, P} and corresponds to an element
of H2(G̃, U(1)) and H1(G̃,Z2). Sections 1.6, 1.7, 1.8.1 and 1.8.2 are largely
covered by Ref. [66] but we revisit them using the fMPS formalism to make
this work self-contained. In section 1.8.3 it is explained how the fMPS
formalism is a natural framework for calculating the group structure of
fermionic symmetric phases by studying the behavior of the invariants under
stacking, which was not considered in Ref. [66].

In section 1.9 we show that our method is not restricted to on-site sym-
metries and also recovers the Z8 group structure of reflection symmetric
phases. This result relies heavily on the intrinsically fermionic nature of our
formalism. To obtain the correct group structure we use the recently pro-
posed method of partial reflection [71, 72] and show that it fits comfortably
within the tensor network language.

Since the fMPS formalism is an extension of bosonic matrix product
states, we first review some basic facts about them in section 1.2.
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1.2 Bosonic matrix product states

A matrix product state (MPS) is defined in the Hilbert space H1⊗H2⊗ · · · ⊗
HN of a one dimensional lattice of N finite-dimensional bosonic degrees of
freedom. A general state is defined by the array of coefficients Ci1,i2,...,iN
with respect to the product basis |i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |iN 〉. To construct a MPS
one associates a rank three array Ai[j]αβ to every site j, where the index i is
associated with the basis |i〉 of the local physical Hilbert space Hj and the
so-called virtual indices α and β are of dimension Dj and Dj+1 respectively.
We also denote by Ai[j] the Dj ×Dj+1 matrix obtained by fixing the index i.
The MPS is then defined as

|ψ〉 =
∑

{ij}

tr
(
Ai1 [1]Ai2 [2] . . . AiN [N ]

)
|i1〉|i2〉 . . . |iN 〉 . (1.1)

When all local Hilbert spaces Hj ≡ Cd with constant physical dimension d,
we can associate the same Aiαβ to every site in order to obtain translation
invariant states 1. The dimension D of the virtual indices is than independent
of the links and is referred to as the bond dimension. From the definition
(1.1) it is clear that the resulting MPS is invariant under a similarity transfor-
mation of the matrices Ai, i.e. if we replace the d matrices Ai with XAiX−1

then the resulting state |ψ〉 remains the same. For this reason we call such a
transformation of the tensor A a gauge transformation.

MPS of this form can be brought into a canonical form [73, 74]. In
discussing this canonical form we will follow the presentation of Ref. [75].
Let us consider the situation where we decompose the identity on the virtual
indices as a sum of two projectors P and P⊥ = 1− P , where P corresponds
to the orthogonal projector onto an invariant subspace of the matrices Ai,
i.e.

AiP = PAiP (1.2)

P⊥Ai = P⊥AiP⊥ . (1.3)

Using these relations one sees that the MPS

|ψ〉 =
∑

{ij}

tr
(
Ai1Ai2 . . . AiN

)
|i1〉|i2〉 . . . |iN 〉 (1.4)

can equivalently be constructed by replacing the matrices Ai with Âi, where

Âi = PAiP + P⊥AiP⊥ ≡ Ai1 ⊕Ai2 . (1.5)

1A translation invariant MPS is not necessarily of this form and can for example have an
additional matrix B in the trace that commutes with all of the Ai. For an irreducible MPS (see
below), such a B naturally satisfies B ∼ 1, but in the case of fermionic MPS, a non-trivial B
can arise.
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We can now apply the same argument to further decompose the Ai1 and
Ai2 blocks under the presence of possible invariant subspaces. After a finite
number of iterations we can write the matrices as

Âi =

r⊕

k=1

Aik , (1.6)

where none of the blocks Aik contains an invariant subspace. This form of
the matrices implies that we can decompose |ψ〉 as a sum of multiple MPS:
|ψ〉 =

∑r
k=1 |ψ〉k, where |ψ〉k is a MPS constructed from the matrices Aik.

The existence of the canonical form implies that without loss of generality
we can restrict to matrices Âi that span a semisimple algebra. If the Ai

span a simple D ×D matrix algebra we see that the corresponding MPS is
irreducible, i.e. it cannot be decomposed as a sum of multiple MPS. This
class of irreducible MPS is commonly refered to as injective MPS because
they satisfy the property that there exists a p ∈ N, such that for all q > p we
have that

(
Ai1Ai2 . . . Aiq

)
αβ

, interpreted as a map from α, β to i1, i2, . . . , iq,
is injective.

To every such MPS we can also associate a so-called parent Hamiltonian
[73]. It consists of a sum of local terms acting on q > p neighbouring sites.
To define the local terms we again consider the map

(
Ai1Ai2 . . . Aiq

)
αβ

. The
local Hamiltonian terms are then projectors onto the space orthogonal to
the image of this map. Because the image is D2 dimensional and the total
physical space corresponding to q site is dq, this space orthogonal to the
image is alway non-zero for large enough q. By construction, the parent
Hamiltonian of a MPS is frustration free and has the MPS as its ground state.
If the MPS is irreducible, one can even show that the parent Hamiltonian
is gapped and that its ground state is unique. If the MPS is reducible, i.e.
|ψ〉 =

∑r
k=1 |ψ〉k, then every state |ψ〉k is by itself a ground state of the

parent Hamiltonian.

1.3 Super vector spaces

To construct fermionic matrix product states we will make use of super vector
spaces. In this section we introduce the relevant concepts and present the
notation to be used in following sections. A super vector space V has a
natural direct sum decomposition

V = V 0 ⊕ V 1 , (1.7)

where we refer to vectors in V 0(V 1) as even (odd) parity vectors. Vectors
that have a definite parity are called homogeneous. We denote the parity
of a homogeneous basis state |i〉 by |i| ∈ {0, 1}. The tensor product of two
homogeneous vectors |i〉 and |j〉 is again a homogeneous vector, and its
parity is given by |i| + |j| mod 2. In other words, V and the associated
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operation of taking tensor products is Z2 graded. We will denote the graded
tensor product as

|i〉 ⊗g |j〉 ∈ V ⊗g V . (1.8)

The key relation between super vector spaces and fermionic degrees of
freedom is the following canonical graded tensor product isomorphism

F :V ⊗g W →W ⊗g V

|i〉 ⊗g |j〉 → (−1)|i||j||j〉 ⊗g |i〉 (1.9)

The canonical isomorphism F is the crucial ingredient of super vector spaces
and it shows why even (odd) parity vectors can be interpreted as having
even (odd) fermion number.

The dual space V ∗, defined via its linear action on V , has a canonical
basis 〈i| satisfying 〈i|j〉 = δi,j that inherits the Z2 grading of V . In particular,
the definition of F has a natural extension to also include the action on the
relevant dual spaces. For example, if we replace V with its dual space V ∗,
then F acts as

F :V ∗ ⊗g W →W ⊗g V
∗

〈i| ⊗g |j〉 → (−1)|i||j||j〉 ⊗g 〈i| , (1.10)

and similarly for the other cases V ⊗g W
∗ and V ∗ ⊗g W

∗. We will often
refer to F as fermionic reordering and use the notation F very loosely, i.e.
every isomorphism between graded tensor products of super vector spaces
that corresponds to multiple applications of F as defined above will actually
be denoted with the same symbol, and clearly the precise order of such
subsequent applications is irrelevant.

A tensor in V ∗ ⊗g V can be mapped to C by using the natural action of
the dual space. We denote this homomorphism as a contraction C

C : V ∗ ⊗g V → C : 〈ψ| ⊗g |φ〉 → 〈ψ|φ〉 , (1.11)

and in particular C(〈j| ⊗g |i〉) = δi,j . Applying the contraction of V ∗ and
V in a more general tensor product involving several super vector spaces
requires that we first apply F so as to isolate V ∗ ⊗g V . Still denoting this
combined reordering and contraction as C, we obtain for example the famous
supertrace

C(|i〉 ⊗g 〈j|) = (−1)|i||j|C(〈j| ⊗g |i〉) = (−1)|i|δi,j . (1.12)

To obtain the normal trace, we need to include the fermion parity operator∑
k(−1)|k| |k〉 ⊗g 〈k| so that we indeed obtain

C(
∑

k

(−1)|k| |k〉 ⊗g 〈k| ⊗g |i〉 ⊗g 〈j|) = (−1)|i|C(|i〉 ⊗g 〈j|) = δi,j . (1.13)
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The contraction map also defines the canonical isomorphism (V ⊗g W )∗ '
W ∗ ⊗g V

∗, as indeed we have C(〈j′| ⊗g 〈i′| ⊗g |i〉 ⊗g |j〉 = δi′,iδj′,j .
The grading of the super vector space V carries over to the algebra of

(anti-)linear operators acting on V , as linear operators on V are naturally
represented as tensors in V ⊗g V

∗ as

M =
∑

i,j

Mij |i〉 ⊗g 〈j| ∈ V ⊗g V
∗ . (1.14)

The algebra of operators on V thus becomes a superalgebra, whose ho-
mogenous elements are represented by tensors M with a well defined parity,
henceforth denoted as |M|, i.e. |i|+ |j| mod 2 = |M| is equal for all contri-
butions to the sum (1.14). The algebra multiplication rule · is obtained by
applying the contraction map C, which involves the fermionic reordering F .
For the algebra of operators on V ⊗g W , this results in the multiplication
rule

(
M⊗g N

)
·
(
O⊗g P

)
= (−1)|N||O|(M · O)⊗g (N · P) , (1.15)

with M,O ∈ V ⊗g V
∗ and N,P ∈W ⊗g W

∗.

1.4 Fermionic matrix product states

In this section we introduce the general formalism of fermionic matrix
product states (fMPS). We obtain two distinct classes, one leading to even
parity states with periodic boundary conditions, and one to odd parity states.
But firstly, we introduce the general notion of fermionic tensor networks
using super vector spaces.

1.4.1 Fermionic tensor networks

We start by providing a more abstract definition of the bosonic MPS. We
therefore promote the rank three arrays Aiα,β to tensors

A[j] =
∑

i,α,β

A[j]iα,β |α)j−1 ⊗ |i〉j ⊗ (β|j ∈ V j ⊗Hj ⊗ (V j+1)∗ , (1.16)

where round bras and kets correspond to the basis of the virtual spaces
V j ' CDj (and its duals). The MPS |ψ〉 from Eq. (1.1) is then obtained as

|ψ〉 = Cv(A[1]⊗ A[2]⊗ · · · ⊗ A[N ]) (1.17)

where Cv denotes the contraction of all the virtual indices and the different
tensor product orders are trivially isomorphic in the bosonic case (reordering
does not introduce signs).
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A natural definition of a fMPS follows from this construction by starting
from tensors A[j] ∈ V j ⊗g Hj ⊗g (V j+1)∗ where both the physical Hilbert
space Hj and the virtual spaces V j are super vector spaces. The fMPS is
then obtained as

|ψ〉 = Cv(A[1]⊗g A[2]⊗g · · · ⊗g A[N ]) (1.18)

where the contraction Cv over the virtual indices now involves the fermionic
reordering isomorphism F . This construction extends to fermionic tensor
networks in general. If all of the individual tensors have a well defined
parity |A[j]|, then so does the resulting state and a different initial order of
the tensors in the graded tensor product will at most result in a global sign
difference of the state. In particular, if at most one of the tensors is odd, the
definition of the fermionic tensor network is independent of the order of the
individual tensors. As the ability to manipulate tensor networks locally is of
paramount importance both for numerical as well as theoretical applications,
we will always impose this constraint as a consistency condition.

As an illustration, let us define following fermionic tensors

C =
∑

αβγ

Cαβγ |α)|β)(γ|

D =
∑

λκ

Dλκ|λ)(κ|

Suppose we wish to contract the β index of C with the κ index of D. As
explained above, we first take the graded tensor product of C and D:

C ⊗g D =
∑

αβγλκ

CαβγDλκ|α)|β)(γ| ⊗g |λ)(κ| .

Next, we bring the κ bra next to the β ket using fermionic reordering

F(C ⊗g D) =
∑

αβγλκ

CαβγDλκ(−1)|κ|(|λ|+|γ|+|β|)|α)(κ| |β)(γ| |λ) .

If the tensors C and D are even, this is equivalent to

F(C ⊗g D) =
∑

αβγλκ

CαβγDλκ(−1)|κ|+|κ||α||α)(κ| |β)(γ| |λ) .

Now we apply the contraction to obtain the final tensor:

F ≡
∑

αγλ


∑

β

CαβγDλβ(−1)|β|+|β||α|


 |α)(γ| |λ) .

Note that also in the definition of the contracted tensor F we have to include
an internal ordering. Different internal orderings give additional minus signs
to the tensor components. It therefore only makes sense to compare tensors
that have the same internal ordering. Let us now use this formalism to study
the two different classes of fMPS.
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1.4.2 Even parity states

To build translation invariant fMPS on chains of every length, we start from
even tensors A =

∑
iαβ A

i
α,β |α)⊗g |i〉 ⊗g (β|. As in the bosonic case, we will

denote by Ai the matrices obtained by fixing the superscript i in the array
Aiα,β . Evenness of the tensors requires these matrices to take the following
form

Ai =

(
Bi 0
0 Ci

)
if |i| = 0

Ai =

(
0 Di

F i 0

)
if |i| = 1 ,

(1.19)

in a standard basis of the virtual space where |α| = 0 for α = 1, . . . , De and
|α| = 1 for α = De + 1, . . . , De + Do = D. Note that De and Do can be
different. By the chosen internal order of the tensors A, the contraction of
the virtual indices on the bonds 1 to N − 1 is trivial and gives rise to

|ψ〉e = CN


∑

{i}

∑

αβ

(
Ai1Ai2 . . . AiN

)
αβ
|α)N |i1〉|i2〉 . . . |iN 〉(β|N


 .

where no minus signs have been generated and only the virtual index on
bond N remains to be contracted. Using that all tensors are even, we can
apply fermionic reordering to obtain

|ψ〉e = CN


∑

{i}

∑

αβ

(
Ai1Ai2 . . . AiN

)
αβ

(−1)|β|(β| |α)|i1〉|i2〉 . . . |iN 〉


 ,

where we can apply the contraction trivially in order to obtain

|ψ〉e =
∑

{i}

tr
(
PAi1Ai2 . . . AiN

)
|i1〉|i2〉 . . . |iN 〉 . (1.20)

Here, we introduced the parity matrix P

P =

(
1 0
0 −1

)
(1.21)

which has the defining property

PAi = (−1)
|i|
AiP , (1.22)

because we started from even tensors A. The resulting fMPS |ψ〉e, being the
contraction of these even tensors, has even fermion parity, as indicated by
the subscript. One sees that the coefficients of the fMPS satisfy

tr
(
PAi1e Ai2e . . . AiNe

)
= (−1)

|i1| tr
(
PAi2e Ai3e . . . Ai1e

)
,

which is indeed the correct behaviour for translationally invariant fermionic
states with even fermion parity, as shown in appendix 1.A.
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1.4.3 Odd parity states

Because the fMPS tensors A are even, a fMPS with odd fermion parity is
obtained by adding one additional tensor with odd parity and no physical
component to the tensor network. We choose Y =

∑
α,β Yα,β |α)N ⊗g (β|1

with Yα,β = 0 if |α|+ |β| mod 2 = 0. Evaluating

|ψ〉o = Cv
(
Y ⊗g A[1]⊗g A[2]⊗g · · · ⊗g A[N ]

)
(1.23)

using the same steps as in the previous subsection results in

|ψ〉o =
∑

{i}

tr
(
Y Ai1Ai2 . . . AiN

)
|i1〉|i2〉 . . . |iN 〉 . (1.24)

If we require this state to be invariant under translations then, as shown in
appendix 1.A, it should hold that

tr
(
Y Ai1Ai2 . . . AiN

)
= tr

(
Y Ai2Ai3 . . . Ai1

)
,

implying that Y has to commute with all Ai. To satisfy these requirements
we choose De = Do and take the tensors to be of the form

Ai =

(
Bi 0
0 Bi

)
= 1⊗Bi if |i| = 0

Ai =

(
0 Bi

−Bi 0

)
= y ⊗Bi if |i| = 1 ,

(1.25a)

with

y =

(
0 1
−1 0

)
. (1.25b)

The odd matrix commuting with Ai is then simply

Y =

(
0 1

−1 0

)
= y ⊗ 1 . (1.25c)

We will comment on the generality of this choice in the next section.
Let us now look at what happens when we define the fMPS with odd

fermion parity on a chain with open boundary conditions. We will do this
by looking at a particular example, namely the Kitaev chain for spinless
fermions, which is described by the Hamiltonian [16]

HKitaev = −i
N∑

j=1

γ2jγ2j+1 , (1.26)

where

γ2j−1 = −i(aj − a†j) (1.27)

γ2j = aj + a†j (1.28)
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are Majorana operators satisfying γ†j = γj and {γj , γk} = 2δjk. We can easily
obtain the exact fMPS description of the ground state with periodic boundary
conditions by applying the projectors

Pj =
1

2

(
1+ iγ2jγ2j+1

)
=

1

2

(
1− (a†j + aj)(a

†
j+1 − aj+1)

)
(1.29)

to an arbitrary state with odd fermion parity (acting with these projectors on
an even parity state gives zero). The matrices of the fMPS ground state are:

A0 =

(
1 0
0 1

)
(1.30)

A1 = Y = y =

(
0 1
−1 0

)
, (1.31)

which is indeed a special case of the general structure given in equations
(1.25). Starting from the expression

∑

{i}

(
Ai1Ai2 . . . AiN

)
αβ
|α)|i1〉|i2〉 . . . |iN 〉(β| (1.32)

we can now obtain four ground states on a chain with open boundary
conditions by closing the virtual indices at the boundaries with either (0|
(|0)) or (1| (|1)). However, because of the special structure of the tensor, the
two states with even fermion parity, obtained by closing the virtual indices
diagonally with either (0| ⊗g |0) or (1| ⊗g |1) are equal. Also the two odd
parity states obtained by closing off-diagonally with (0| ⊗g |1) or (1| ⊗g |0)
are equal up to a minus sign. So on a chain with open boundary conditions
we have only two different ground states, one with even and one with odd
parity. The information about which ground state we pick is shared between
the two edges; i.e. it is encoded in the way the fMPS was closed, either
diagonally or off-diagonally. Because there is no local way to detect this
difference, there is no local term that can be added to the Hamiltonian to
split the degeneracy for large system sizes. This is the fMPS manifestation of
the appearance of Majorana edge modes [16].

1.4.4 Irreducibility

At this point the structure of the tensors we used to construct fMPS with
odd parity (1.25) can be seen as a special case of the structure of tensors
for even parity fMPS (1.19). Furthermore, interpreting the matrices Ai as
those specifying a bosonic MPS, the existence of a matrix Y commuting
with all Ai in the case of the odd parity states would point towards a
reducible representation and hence symmetry breaking. We therefore need
to redevelop the concept of irreducibility for fMPS from the ground up, using
the notion of invariant subspaces. We thus start from the matrices Ai with
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the general structure of Eq. (1.4.2), whose defining signature is the existence
of the parity matrix P = P−1 satisfying Eq. (1.22). If the matrices Ai have a
non-trivial invariant subspace with corresponding orthogonal projector P
satisfying

AiP = PAiP

then necessarily
PAiPP = PPAiPP

and thus
AiPPP = PPPAiPPP

so that Q = PPP is also an orthogonal projector onto an invariant subspace.
If P was already associated to an irreducible invariant subspace (containing
no smaller non-trivial invariant subspaces), then either Q = P or PQ =
QP = 0. Otherwise, the intersection of the invariant subspaces of Q and P
would be an invariant subspace of its own, thus leading to a contradiction.

The case Q = P corresponds to [P,P] = 0 and allows one to decompose
the invariant subspace (and its orthogonal complement) into an even and
odd part using the projectors P± = (1 ± P)/2 as P = P+PP+ + P−PP−.
Consequently, we can replace Ai by Âi = PAiP + P⊥AiP⊥ where both
PAiP and P⊥AiP⊥ individually have the structure of Eq. (1.22) and thus
correspond to even fermionic tensors specifying a fMPS.

If the matrices Ai have no more non-trivial invariant subspaces satisfying
[P,P] = 0, we can try to reduce them further using invariant subspaces
where PQ = QP = 0. Note, firstly, that P + Q is an invariant subspace
projector that does commute with P and thus, by the previous assumption,
is equal to the identity. This imposes the following structure on P and
Q = P⊥ = 1− P = PPP

P =
1

2

[
1 U
U† 1

]
, Q =

1

2

[
1 −U
−U† 1

]
, (1.33)

where idempotence requires UU† = U†U = 1. Hence, this is only possible if
De = Do and U is a unitary matrix. This implies the matrices Ai are of the
following form

Ai =

(
Bi 0
0 U†BiU

)
if |i| = 0

Ai =

(
0 Bi

U†BiU† 0

)
if |i| = 1 .

(1.34)

An even-parity gauge transform of the form 1 ⊕ iU will map this to the
standard form of Eq. (1.25), which we will employ for the remainder of the
discussion.
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So why, despite the presence of non-trivial invariant subspaces, is this
fMPS irreducible? So far, our irreducibility discussion has not distinghuished
between fermionic MPS or bosonic MPS with a Z2 symmetry. In the bosonic
case, the latter form can be further reduced using P and P⊥ into two MPS,
which will be irreducible if the Bi span a simple matrix algebra of dimension
De = Do = D/2. These individual MPS break the Z2 symmetry. The even
and odd superposition on the periodic chain are obtained by closing the MPS
with either the identity or with Y . In the fermionic case, the new matrices
obtained by reducing Ai with P and P⊥ do not make sense as fermionic
tensors, as they do not have well defined parity. Indeed, fermion parity
cannot be broken. On the periodic chain, we can again try to create the
symmetric and antisymmetric linear combinations corresponding to even
and odd fermion parity. To close the fMPS, we also have to start at the
level of the fermionic tensors, where we can thus try to add either the
identity or the non-trivial element Y, giving rise to the two states Cv(A⊗gN )
and Cv(Y ⊗ A⊗gN ). However, unlike in the bosonic case, upon applying the
fermionic contraction and reordering, the first state evaluates to zero because
an extra factor P is introduced at the level of the matrices, as discussed in
Section 1.4.2. So only the odd parity state survives as a translation invariant
state.

We thus want to conclude that fermionic tensors A associated with the
matrices Ai = y|i| ⊗ Bi define an irreducible fMPS if the Bi span a simple
D/2 ×D/2 dimensional matrix algebra. However, this is not sufficient as
there is an extra condition hidden in the fact that Ai also doesn’t have an
invariant subspace that commutes with P . Suppose indeed thatAi = y|i|⊗Bi
has a non-trivial invariant subspace AiP = PAiP with P of the form

P =

[
Pe 0
0 Po

]
, (1.35)

and Po = 1D/2 − Pe. The condition AiP = PAiP then implies that

BiPe = PeB
iPe,∀|i| = 0, BiPo = PoB

iPo,∀|i| = 0,

BiPe = PoB
iPe,∀|i| = 1, BiPo = PeB

iPo,∀|i| = 1. (1.36)

This type of invariant subspace is consistent with the requirement that the
matrices Bi span a simple D/2 × D/2 matrix algebra. However, when
properties (1.36) hold we can conclude that the even subalgebra, spanned
by Bi1 . . . Bip with p ∈ N and

∑p
j=1 |ij | = 0 mod 2 has Pe and Po as non-

trivial invariant subspaces. A sufficient condition for the odd parity fMPS to
be irreducible is thus that the even subalgebra spanned by y|i| ⊗Bi should
be a simple D/2 ×D/2 matrix algebra. This is also a necessary condition,
as an irreducible algebra Bi with a reducible even subalgebra automatically
leads to the existence of a Pe and Po = P⊥e and thus to an invariant subspace
projector P satisfying [P,P] for the Ai. The physical reason for excluding
this case is that the above structure of the Bis, in combination with the fact
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that the resulting state has an odd fermion parity and thus an odd number
of Bi factors with |i| = 1 automatically makes the state zero, as can readily
be verified.

In summary, an fMPS is irreducible in the following two cases. In the
standard basis where P = 1De ⊕−1Do , the matrices Ai either

• take the form of Eq. (1.19) and span a simple D ×D matrix algebra;
the center is trivial and resulting translation invariant fMPS on the
periodic chain have even fermion parity.

• take the form of Eq. (1.34), which can be gauge transformed into the
canonical form of Eq. (1.25) where Ai = y|i| ⊗Bi, and the even subal-
gebra of the Bi is a simple D/2×D/2 matrix algebra. The resulting
translation invariant fMPS on a periodic chain has odd fermion parity.

The above two notions of irreducibility for even and odd parity fMPS cor-
respond to the two possibilities for simple Z2 graded algebras [66, 76]. An
even simple Z2 graded algebra is simple as an ungraded algebra, which
implies that its center consists only of multiples of the identity. An odd
simple Z2 graded algebra A = A0⊕A1, where A0 consists of the even parity
elements and A1 of the odd parity elements, has the property that A0 is
simple and A1 = YA0, with Y an odd element satisfying Y 2 ∝ 1. The
graded center of an odd simple algebra consists only of multiples of 1 and
Y . So we see that the bosonic statement of irreducibility:

A MPS is irreducible⇔ Ai span a simple algebra

has an elegant generalization to the fermionic case:

A fMPS is irreducible⇔ Ai span a simple Z2 graded algebra

The two types of simple Z2 graded algebras, which are called even and
odd type, correspond to fMPS with even or odd fermion parity respectively
under periodic boundary conditions. For this reason we henceforth refer to
these two types of irreducible fMPS as even algebra and odd algebra fMPS
respectively. As explained in the previous section, odd algebra fMPS have the
physical property of Majorana edge modes on a chain with open boundary
conditions.

1.4.5 Z2 group structure

Taking the graded tensor product of two fMPS with odd fermion parity under
periodic boundary conditions obviously gives an fMPS with even fermion
parity. In the previous section we related the global fermion parity of the
fMPS to the type of simple Z2 graded algebra spanned by the matrices Ai.
In this section we calculate how the type of simple graded algebra changes
under the graded tensor product of two odd fMPS. We start by taking the
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graded tensor product of two fMPS tensors, and applying the fermionic
reordering to obtain the tensor of the new fMPS:

F





∑

iαβ

Aiαβ |α)|i〉(β|


⊗g


∑

jγδ

A′jγδ|γ)|j〉(δ|







=
∑

ijαβγδ

AiαβA
′j
γδF

(
|α)|i〉(β| ⊗g |γ)|j〉(δ|

)

=
∑

ijαβγδ

AiαβA
′j
γδ(−1)|γ||i||α)|γ)|i〉|j〉(δ|(β|

From this we see that the tensor components of the fMPS describing the
graded tensor product of the individual fMPS are

Aij(αγ)(βδ) = AiαβA
′j
γδ(−1)|γ||i| (1.37)

As the tensor product of two simple matrix algebras over C again forms
a simple algebra, it is sufficient to start from the matrices Ai = y|i|, i.e.
those of the Kitaev chain (1.30). We also use a relabeling (permutation) for
the virtual bases of the new fMPS tensors in which the even parity states
come before the odd parity states, i.e. so that the parity matrix P takes the
standard form. We thus obtain:

A00 =1⊗ 1, A11 =1⊗ y
A01 =y ⊗ z, A10 =y ⊗ x ,

with y =

(
0 1
−1 0

)
, z =

(
1 0
0 −1

)
and x =

(
0 1
1 0

)
. The Kitaev chain fMPS

with periodic boundary conditions also contains an additional matrix y in
the trace defining the coefficients. The reordered graded tensor product
F
(
y ⊗g y

)
expressed in the new basis given is by −z ⊗ y. As the total

fermion parity of the tensor product of two odd chains is even, the final
fermion contraction induces an extra factor P = z ⊗ 1. We thus see that the
coefficients of the new fMPS are of the form

tr
(

(1⊗ y)Ai1j1Ai2j2 . . . AiN jN
)

≡ −tr
(
iΛAi1j1Ai2j2 . . . AiN jN

)
. (1.38)

The matrices Aij are of the form y|i|+|j| ⊗ Bi,j where the even subalgebra
of the B matrices is spanned by 1 and y and is thus reducible. This implies
the existence of a parity preserving projector Q = (1 + iy)/2 ⊕ (1 − iy)/2
and its complement Q⊥ = (1− iy)/2⊕ (1 + iy)/2. The non-trivial closure
iΛ = −1⊗y makes this state nonzero. The following gauge transform makes
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this form explicit

1√
2




0 −i 0 i
0 1 0 1
i 0 −i 0
1 0 1 0




and transforms the matrices into

A00 =1⊕ 1, A11 =(−iz)⊕ (−iz),
A01 =(−ix)⊕ (ix), A10 =(y)⊕ (−y),

P = z ⊕ z, iΛ =(iz)⊕ (iz) = iP .

Although the two individual fMPS tensors in the direct sum decomposition
have a different sign in case of odd |i|, this sign is irrelevant as the odd
matrices appear an even number of times. Hence, up to a global factor −2i,
the tensor product of two Kitaev chain fMPS takes the standard form of an
even fMPS [Eq. (1.19)] with matrices

A00 =1, A11 =(−iz),
A01 =− ix, A10 =y.

These matrices clearly span an even simple Z2 graded algebra. However, we
notice that under time reversal for spinless fermions the matrices of the new
fMPS transform as

Āij = yTAijy (1.39)

−iP = yT (iP) y , (1.40)

which implies that there will be Kramers pairs at the ends of an open chain
because the global action of time reversal on the chain gets intertwined to
an action of y on the virtual indices at the ends and y2 = −1 [64, 77]. We
come back to this point in more detail in section 1.7.

1.5 Parent Hamiltonian and ground state unique-
ness

In section 1.2 we explained how every bosonic MPS has a parent Hamiltonian
associated to it. We show that this construction carries over directly to
the fMPS framework and that the resulting parent Hamiltonian, both for
even and odd algebra fMPS, has a unique ground state on a closed chain
with periodic boundary conditions. The parent Hamiltonian construction
is most cleanly expressed using fermionic tensors, such that the resulting
Hamiltonian terms are fermionic operators by construction. The reason for
this is that the framework of fermionic tensor networks was set up in such
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a way (the use of even tensors and at most one odd tensor) that applying
the fermionic reordering isomorphism F before contracting the tensors, as
well as the order in which the various contractions are evaluated, has no
effect on the outcome. This is precisely what warrants the validity of the
popular graphical notation used for bosonic tensor networks, and is thus
still valid in the current fermionic context. Even at the level of a single
tensor we can apply F in order to choose a different internal ordering with
respect to which the tensor coefficients are defined. This information is not
encoded in the graphical notation, but does again not influence the end
result, if the tensor coefficients are correctly transformed when going from
one particular ordering to another. As such, boxes in the graphical tensor
network notation do not denote a single tensor A, but the whole equivalence
class [A] of tensors related by the reordering isomorphism F .

We first construct the parent Hamiltonian for the case of an irreducible
even algebra fMPS and start by blocking the physical sites such that the
tensors become injective at the single site level, i.e. Aiα,β as a map from the
D2-dimensional space corresponding to α and β to the d-dimensional space
of i is injective. If (A+)iα,β denotes the Moore-Penrose pseudo-inverse of
Aiα,β , interpreted as matrix with rows i and columns α, β, then it actually is
a left inverse, i.e. ∑

i

(A+)iα,βA
i
α′,β′ = δα,α′δβ,β′ (1.41)

Generically, the left inverse is not unique, but the Moore-Penrose pseudo-
inverse is singled out by the condition that, acting on the right, it gives rise
to a hermitian projector

∑

α,β

Aiα,β(A+)i
′

α,β = (P1)i,i′ (1.42)

We now lift this definition to a fermionic tensor A+ as

A+ =
∑

i,α,β

(−1)|α|(A+)iα,β |β)⊗g 〈i| ⊗g (α|. (1.43)

The reason for the additional sign (−1)|α| becomes clear when we contract
A+ ⊗g A over the physical index and use a fermionic reordering to obtain

C(A+ ⊗g A) = C
( ∑

i,α,α′,β,β′

(−1)|α|(A+)iα,βA
i
α′,β′ |β)⊗g 〈i|

⊗g (α| ⊗g |α′)⊗g |i〉 ⊗g (β′|
)

F→ C
( ∑

i,α,α′,β,β′

(A+)iα,βA
i
α′,β′ |α′)⊗g (α| ⊗g |β)⊗g 〈i| ⊗g |i〉 ⊗g (β′|

)

= (
∑

α

|α)(α|)⊗g (
∑

β

|β)(β|) = 1.
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A A

A+ A+

= = D

Figure 1.1: Stability of the injectivity property under contraction of tensors. The
figure represents C(A(−1)

2 ⊗g A2) = D1⊗g 1, with D the bond dimension. The black
dot represents the matrix

∑
α(−1)α|α)(α|. The arrows in the diagrammatic notation

denote which indices correspond to bra’s and which indices correspond to kets in the
corresponding super vector spaces.

Hence, A+ is a left inverse of A, i.e. in any tensor network diagram, we can
cancel A+ and A when contracted along the physical index.

However, upon applying several neighbouring A+ to the MPS, we can-
not simply contract the inner virtual degrees of freedom, as we will get
supertraces (as discussed in Section 1.3) which are not merely traces of
the identity. This is resolved by simply inserting additional parity uperators
when concatenating A+ tensors. Consider hereto the MPS tensor A2 of a
two-site block, which is defined by contracting a single bond between two
MPS tensors A⊗g A

A2 = C(A⊗g A) =
∑

α,β,γ,i,j

Aiα,βA
j
β,γ |α)|i〉|j〉(γ|. (1.44)

By constructing a left inverse A
(−1)
2 of A2 as

A
(−1)
2 = C

(
A+ ⊗g (

∑

β

(−1)|β||β)(β|)⊗g A
+
)

=
∑

i,j,α,β,γ

(−1)|α|(A+)iα,β(A+)jβ,γ

|γ)⊗g 〈j| ⊗g 〈i| ⊗g (α|

one can show stability of the injectivity property under contraction of tensors.
This is illustrated in figure 1.1 using a diagrammatic notation.

A different left inverse

A+
2 =

∑

i,j,α,β,γ

(−1)|α|(A+
2 )i,jα,γ |γ)⊗g 〈j| ⊗g 〈i| ⊗g (α|. (1.45)

can be constructed from the pseudo-inverse (A+
2 )i,jα,γ of the coefficients

(A2)i,jα,γ =
∑
β A

i
α,βA

j
β,γ , interpreted as matrix with rows (i, j) and columns

(α, β). While A
(−1)
2 can be used to prove the ground state uniqueness (see

below), we need to use A+
2 in the construction of the parent Hamiltonian,

in order to obtain a hermitian operator. By contracting A2 ⊗g A+
2 along
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the virtual bonds α and γ, we obtain the orthogonal projector P2 onto the
physical support on two sites as

P2 = C(A2 ⊗g A
+
2 ) (1.46)

=
∑

i,i′,j,j′,α,γ

(A2)i
′j′

α,γ(A+
2 )ijα,γ |i′〉 |j′〉 〈j| 〈i| .

The extra factor (−1)|α| was cancelled by the factor picked up from reorder-
ing the (α| before contracting it with |α). The resulting fermion operator
P2 is a hermitian projector, as can be verified from the properties of the
pseudo-inverse (A+

2 )i,jα,γ . The parent Hamiltonian is then simply

H =

N∑

i=1

(1− P2)i , (1.47)

where (1− P2)i acts on two consecutive sites i and i+ 1 mod N . It clearly
annihilates the fMPS. Vice versa, when showing uniqueness, we use that the
ground subspace of the local terms is of the form C(A⊗g A⊗ X) with X an
arbitrary tensor with well-defined parity (we try even and odd seperately)
on the other sites. That the intersection of all these local ground states
only contains the translation invariant even parity fMPS containing only
A tensors follows from proving the intersection and closure property from
Ref. [56]. These proofs can be completely expressed in terms of tensor
network diagrams of the type shown in figure 1.1 (using the left inverse
A

(−1)
2 ) and are therefore equally valid for the bosonic and fermionic case.

For the odd algebra Ai = y|i| ⊗Bi, we first block sites to the point where
Bia,b with |i| = 0 provides an injective mapping from the (D/2)2 dimensional
space labeled by a and b to the de-dimensional space of |i| = 0, and separately
for Bia,b with |i| = 1 2. We here used the notation α = (|α|, a) where
a = 1, . . . D/2 spans the space in which the matricesB live and does not carry
any information of the parity. Let us denote B+ as the pseudo-inverse of B in
the two parity sectors individually, i.e.

∑
|i|=0(B+)ia,bB

i
a′,b′ = δa,a′δb,b′ and

similarly for the sum over |i| = 1, whereas
∑
a,bB

i
a,b(B

+)i
′

a,b is a hermitian
projector in the block corresponding to |i| = |i′| = 0, as well as when
restricted to the block |i| = |i′| = 1. The Moore-Read pseudo-inverse of A
can than be verified to be given by (A+)iα,β = 1

2 (y|i|)|α|,|β|(B
+)ia,b. It indeed

2Note that under blocking two sites n times, we have d(n)e = (d
(n−1)
e )2 + (d

(n−1)
o )2 and

d
(n)
o = 2d

(n−1)
e d

(n−1)
o , so that the ratio x(n) = d

(n)
e /d

(n)
o = x(n−1)/2+1/2x(n−1) converges

to 1 and thus d(n)e,o → d(n)/2 = d2
n
/2.
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satisfies
∑

α,β

Aiα,β(A+)i
′

α,β =
∑

α,β

1

2
(y|i|)|α|,|β|(y

|i′|)|α|,|β|B
i
a,b(B

+)i
′

a,b

= δ|i|,|i′|
∑

a,b

Bia,b(B
+)i
′

a,b

= (P1)i,i′

with P1 a hermitian projector. Note that the restriction to |i| = |i′| follows
from the y part in A and A+. Acting on the left, by evaluating the sum over
|i| = 0 and |i| = 1 separately, it results in

∑

i

(A+)iα′,β′A
i
α,β

=
1

2
[δ|α|,|β|δ|α′|,|β′| + y|α|,|β|y|α′|,|β′|]δa,a′δb,b′

=
1

2
[δ|α|,|α′|δ|β|,|β′| + y|α|,|α′|y|β|,|β′|]δa,a′δb,b′

Again defining the fermionic tensor A+ using Eq. (1.43), we obtain

C(A+ ⊗g A)
F→

∑

α,β,α′,β′

1

2
[δ|α|,|α′|δ|β|,|β′| + y|α|,|α′|y|β|,|β′|]δa,a′δb,b′ |α′)(α| ⊗g |β)(β′|

=
1

2

[
1⊗g 1− Y ⊗g Y

]
,

where the minus sign in the second term originates from y = −yT . Hence, A+

acts as a left pseudo-inverse onto the subspace where the tensor is injective.
As in the even algebra case, we obtain a left pseudo-inverse A

(−1)
2 on two

sites by combining A+ ⊗g A
+ with a parity operator on the internal virtual

bond. The latter gives rise to a normal trace, so that we obtain

C(A−1
2 ⊗g A2) ∼1⊗g tr(1)⊗g 1− Y ⊗g tr(Y)⊗g 1

− 1⊗g tr(Y)⊗g Y + Y ⊗g tr(YY)⊗g Y

∼1⊗g 1− Y ⊗g Y,

i.e. the left inverse property is stable under blocking. The parent Hamiltonian
is constructed in the same way as in the even case using the pseudo-inverse
A+

2 . Let us make the explicit exercise for the fermionic MPS representing the
Kitaev chain, with tensor Ai = y|i| and thus B0 = B1 = 1. On a single site,
this tensor already satisfies the injectivity condition, so no extra blocking is
needed. We obtain B00

2 = B01
2 = B10

2 = −B11
2 = 1. The pseudo-inverse B+

2

is constructed using the parts of even and odd |i|+|j| separately, so we obtain
(B+

2 )00 = −(B+
2 )11 = 1/2 for the even part and (B+

2 )01 = (B+
2 )10 = 1/2
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for the odd part. We then find (A+
2 )00 = −(A+

2 )11 = 1/4 and (A+
2 )01 =

(A+
2 )10 = y/4. The projector onto the physical support on two sites is then

given by

P2 =
1

2
(|00〉 − |11〉)(〈00| − 〈11|) +

1

2
(|01〉+ |10〉)(〈01|+ 〈10|)

and by rewriting it in terms of creation and annihilation operators, we obtain
the projector Pj defined for the Kitaev Hamiltonian in Eq. (1.29), up to a
constant.

To prove uniqueness of the ground state, we recycle the intersection and
closure property of Z2-injective MPS, as discussed in Ref. [56]. These are
proven diagrammatically and are thus equally valid in the fermionic case.
The only difference is in the final conclusion. We find again that the most
general fermionic tensor that can be used to close the fMPS with periodic
boundary conditions is a two-dimensional linear combination, namely of
1 and Y. However, when investigating the linear independence of these
two closures, the first one turns out to give rise to a zero state, as already
discussed in the previous section. So we end up with a unique ground state
for the parent Hamiltonian (1.47) corresponding to the closure Y, and thus
to a state with odd fermion parity.

Let us now discuss the odd algebra fMPS case in more physical terms. To
recapitulate, after evaluating the contraction of the virtual bonds, the odd
algebra fMPS takes the form

|ψ〉 =
∑

{ij}

tr
(
Y Ai1Ai2 . . . AiN

)
|i1〉|i2〉 . . . |iN 〉 , (1.48)

with Y = y ⊗ 1 and Ai = y|i| ⊗Bi. In the bosonic case, the state

|ϕ〉 =
∑

{ij}

tr
(
Ai1Ai2 . . . AiN

)
|i1〉|i2〉 . . . |iN 〉 . (1.49)

would be another ground state. However, if we close the fMPS with an
fermionic identity

∑
α |α)N (α|1 and evaluate the virtual contractions, we

pick up an additional matrix P which renders the state zero, as discussed
above. Vice versa, we can try to obtain the state |ϕ〉 as a fermionic state
with even fermion parity. This requires that we start from a fermionic tensor
network that is closed with an extra

∑
α(−1)|α||α)N (α|1 factor. However,

this factor is not in the center and can therefore not be moved to other
positions. Indeed, an even fermionic state |ϕ〉 is not translation invariant
(see appendix 1.A) and the position of this factor will be detected by the
parent Hamiltonian and cost energy. Hence, |ϕ〉 is not a ground state of the
parent Hamiltonian. We note, however, that |ϕ〉 is invariant under TAP (see
appendix 1.A for the definition of TAP ). Hence, |ϕ〉 would be the ground
state of the Hamiltonian obtained after inserting a π-flux. Indeed, Majorana
chains on a ring change their ground state parity under insertion of a π-flux,
which is the characterizing topological bulk response.
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1.6 Entanglement spectrum and Majorana modes

It was shown in Ref. [78] that within the mean-field BCS description of
superconductors the presence of Majorana zero modes leads to a two-fold
degeneracy in the entanglement spectrum of the ground state wave function.
We will use the fMPS description of Majorana chains to show why this
remains true beyond the mean-field approximation. We note that the two-
fold degeneracy in the entanglement spectrum of interacting Majorana chains
was also discussed in Ref. [77]. Let us first define the transfer matrix

E(αγ)(βδ) =
∑

i

AiαβĀ
i
γδ , (1.50)

which is a D2 × D2 matrix. It is an important object since it appears in
every calculation of expectation values with (f)MPS. Normalization of the
(f)MPS implies that the largest eigenvalue of E has norm one. If the Ai span
a simple D ×D matrix algebra, one can show that this largest eigenvalue
is unique and that the associated left and right fixed points are positive
matrices. Given this fact, one can always perform a gauge transformation
such that one of the two fixed points, say the left fixed point, is the identity
matrix and the other, right, fixed point a positive diagonal matrix [73, 74].
For an odd algebra fMPS the matrices are of the form Ai = y|i| ⊗Bi. Let us
first consider

E′(αγ)(βδ) =
∑

i

BiαβB̄
i
γδ . (1.51)

If the odd algebra fMPS is irreducible then we can work in the gauge
described above such that the (D/2)2 × (D/2)2 matrix E′ has a unique left
fixed point given by the identity and a unique right fixed point given by a
diagonal positive matrix Λ. The fixed points of the full transfer matrix E will
of course not be unique since Ai = y|i| ⊗ Bi do not span a simple matrix
algebra. As it turns out, the eigenspace corresponding to eigenvalue 1 is
two-dimensional. Using Λ we can easily find two orthogonal right fixed
points of E:

Re = 1⊗ Λ (1.52)

Ro = y ⊗ Λ . (1.53)

Similarly, two orthogonal left fixed points of E are given by

Le = 1⊗ 1 (1.54)

Lo = y ⊗ 1 . (1.55)

Let us now consider an odd algebra fMPS defined on a chain of length N
with open boundaries

|ψ〉 =
∑

{i}

vTLA
i1Ai2 . . . AiN vR |i1〉|i2〉 . . . |iN 〉 , (1.56)
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where vL and vR are two D-dimensional vectors used to close the virtual
indices on the boundary. The Hermitian conjugate of |ψ〉 is given by

〈ψ| =
∑

{i}

v̄TL Ā
i1Āi2 . . . ĀiN v̄R 〈iN | . . . 〈i2|〈i1| . (1.57)

We will now divide the chain in two, where the first N/2 sites are in subsys-
tem A and the N/2 sites on the right constitute subsystem B. The reduced
density matrix of subsystem A is then defined as 3

ρA ≡
∑

i1...iN/2,i
′
1...i

′
N/2

( ∑

iN/2+1...iN

(vTLA
i1 . . . AiN/2AiN/2+1 . . . AiN vR)

(v̄TL Ā
i′1 . . . Āi

′
N/2ĀiN/2+1 . . . ĀiN v̄R)

)
|i1〉 . . . |iN/2〉〈i′N/2| . . . 〈i′1| .

(1.58)

In the expression for ρA we recognize N/2 times the application of E to
vR ⊗ v̄R. Since vR has a well-defined fermion parity, vR ⊗ v̄R is even such
that for N going to infinity we get

lim
N→∞

∑

βδ

(
EN/2

)
(αγ)(βδ)

(vR)β(v̄R)δ = 1⊗ Λ = Re . (1.59)

Because we are only interested in this limit we can rewrite the reduced
density matrix of subsystem A as

ρA =
∑

i1...iN/2,i
′
1...i

′
N/2

(∑

αβ

(vTLA
i1 . . . AiN/2)α(Re)αβ(v̄TL Ā

i′1 . . . Āi
′
N/2)β

)

|i1〉 . . . |iN/2〉〈i′N/2| . . . 〈i′1| . (1.60)

Using the fact that the spectra of AB and BA for two matrices A and B are
the same, we see that the eigenvalues of ρA are the same as the eigenvalues
of the matrix

Eαβ =
∑

γ


 ∑

i1...iN/2

(vTLA
i1 . . . AiN/2)γ(v̄TL Ā

i1 . . . ĀiN/2)α


 (Re)γβ , (1.61)

where we again recognize multiple applications of the transfer matrix. Using

lim
N→∞

∑

κλ

(vTL )κ(v̄TL )λ

(
EN/2

)
(κλ)(γα)

= (1⊗ 1)γα = (Le)γα (1.62)

3ρA is a positive matrix obtained from tracing out the degrees of freedom in region B,
starting from |ψ〉〈ψ|. Note that in this fermionic setting, tracing is not obtained by simply
contracting using C, as the latter gives rise to the supertrace as discussed in Section 1.3. Instead,
we first have to apply the corresponding parity operator.
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we find that in the large N limit

spec(ρA) = spec(LTe Re) . (1.63)

Since LTe Re = 1 ⊗ Λ, we indeed see that the entanglement spectrum is
two-fold degenerate.

1.7 Time reversal symmetry and the Z8 classifi-
cation

In section 1.4.5 we saw that the graded tensor product of two Kitaev chains
is non-trivial when time reversal is included because of the appearance of
Kramers pairs at the ends of open chains. To recapitulate, we showed that
the tensors describing the graded tensor product of the ground states of two
Kitaev chains satisfy

Āij = T −1AijT , (1.64)

with T = y and P = z. This relation will also hold for the tensors describing
the ground state of n Kitaev chains, but with different expressions for T .
Just as in the MPS description of symmetry-protected phases in spin chains,
we can extract discrete invariants from T . For an even algebra fMPS these
invariants are κ ∈ {0, 1} and µ ∈ {0, 1}, defined via

T T̄ = (−1)κ1 (1.65)

T P = (−1)µPT . (1.66)

The first requirement stems from the fact that time reversal for spinless
fermions squares to the identity. Because time reversal is anti-unitary (−1)κ

cannot be absorbed in a redefinition of T . The invariant µ denotes whether
T has even or odd fermion parity. So for n = 2 we see that κ = µ = 1.

For an odd algebra fMPS we have to define different invariants. Let us
for example consider the case n = 1, i.e. a single Kitaev chain described by
the matrices A0 = 1 and A1 = y. We easily see that

Āi = Ai , (1.67)

so T = 1. However, for an odd algebra fMPS the graded algebra spanned by
the Ai has a graded center consisting of multiples of 1 and Y (= y). So we
could equivalently choose T = y. Since y2 = −1 this ambiguity makes the
invariants as defined for an even algebra fMPS ill-defined for an odd algebra
fMPS. However, we can use this ambiguity to always make T even, i.e. of
the two choices for T given by Te and To = Y Te we always pick Te and then
define κ as

TeT̄e = (−1)κ1 . (1.68)
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To define the µ invariant we note that for the odd algebra fMPS with periodic
boundary conditions to be invariant under time reversal it should hold that:

T Ȳ = (−1)µY T . (1.69)

Note that we could change µ by redefining Y → iY . For this reason equation
(1.69) should be considered together with the requirement Y 2 = −1 for µ
to be a true invariant. So we see that µ = κ = 0 for n = 1. The invariants
obtained for the even and odd algebra fMPS give rise eight different possibil-
ities, implying that there are eight different spinless superconductors under
the protection of time reversal. In the remainder of this section we will study
these invariants for the tensors describing the graded tensor product of n
copies of the Kitaev chain ground state. In this way we obtain the group
structure of time reversal symmetric fMPS under stacking. Let us start with
n = 3.

n = 3
The matrices of the fMPS ground state of 3 copies of the Kitaev chain are

A = 1⊗ 1 B = 1⊗ y C = −iz ⊗ x D = −iz ⊗ z
E = y ⊗ x F = y ⊗ z G = −ix⊗ 1 H = −ix⊗ y (1.70)

The extra matrix in the trace expression for the fMPS coefficients (1.24)
becomes

F(y ⊗g i1) = ix⊗ y = −H . (1.71)

As expected, these matrices span an odd graded algebra because its graded
center contains the odd element H. However, these matrices do not take
on the standard form y|i| ⊗ Ai for an odd graded algebra. To make the
odd algebra structure explicit we note that the fMPS coefficients are fully
determined by the following properties of the traceless matrices:

A2 = H2 = 1 (1.72)

B2 = C2 = D2 = E2 = F 2 = G2 = −1 (1.73)

[B,G] = [C,F ] = [D,E] = 0 (1.74)

[A,X] = [H,X] = 0 ∀X ∈ {A,B, . . . ,H} , (1.75)

and all other elements anti-commuting with each other. We can use a
different representation of this algebra by choosing the matrices

A = 1⊗ 1 B = 1⊗ y C = 1⊗ iz D = 1⊗ ix
E = y ⊗ x F = y ⊗ z G = y ⊗ iy H = y ⊗ i1 , (1.76)

which are of the standard form y|i| ⊗Ai. Indeed, these representations are
related by the following gauge transformation

G =

[
1 0
0 −y

]
×
(
1⊗ 1√

2

[
1 1
−1 1

])
.
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We will not do this step for the other cases below since it is not required to
find the invariants associated to time reversal. One can now easily check
that the even virtual time reversal action is of the form

Te = z ⊗ y , (1.77)

implying that for n = 3

TeT̄e = −1 and T Ȳ = −Y T , (1.78)

with Y = y ⊗ 1.
n = 4
We can obtain the fMPS tensor for the ground state of four copies of the

Kitaev chain by taking the graded tensor product of the tensors corresponding
to the n = 2 case. In this way we find the matrices

1⊗ 1 −i1⊗ z −iy ⊗ y y ⊗ x
−iz ⊗ z −z ⊗ 1 −x⊗ x −ix⊗ y
−ix⊗ 1 −x⊗ z −z ⊗ y −iz ⊗ x
y ⊗ z −iy ⊗ 1 −i1⊗ x 1⊗ y

(1.79)

These span an even simple graded algebra and the virtual time reversal
action is

T = z ⊗ y . (1.80)

So the invariants are

T T̄ = −1 and T P = PT (1.81)

n = 5
For n = 5 we combine the tensors of the n = 2 and n = 3 case and find

following matrices

1⊗ 1⊗ 1 −iy ⊗ y ⊗ 1 −i1⊗ z ⊗ 1 y ⊗ x⊗ 1
−iz ⊗ z ⊗ x −x⊗ x⊗ x −z ⊗ 1⊗ x −ix⊗ y ⊗ x
y ⊗ z ⊗ x −i1⊗ x⊗ x −iy ⊗ 1⊗ x 1⊗ y ⊗ x
−ix⊗ 1⊗ 1 −z ⊗ y ⊗ 1 −x⊗ z ⊗ 1 −iz ⊗ x⊗ 1 ,

(1.82)

and all elements obtained by right multiplication with 1⊗ 1⊗ y. We thus
find that the even virtual symmetry action Te and the central odd element Y
are given by

Te = z ⊗ y ⊗ 1 (1.83)

Y = x⊗ z ⊗ y . (1.84)

So the invariants are given by

TeT̄e = −1 and T Ȳ = Y T . (1.85)
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n = 6
By combining the matrices of n = 2 and n = 4 we find that the matrices

for n = 6 are generated by following elements

−ix⊗ 1⊗ 1 −iz ⊗ z ⊗ z
−i1⊗ 1⊗ z y ⊗ x⊗ 1
−iy ⊗ z ⊗ y i1⊗ z ⊗ 1

(1.86)

We thus see that the virtual time reversal symmetry action T is given by

T = y ⊗ x⊗ y , (1.87)

leading to the invariants

T T̄ = 1 and T P = −PT . (1.88)

n = 7
Taking the graded tensor product of n = 1 and n = 6 we find that the

matrices of the ground state fMPS of seven copies of the Kitaev chain are
generated by

−ix⊗ 1⊗ 1⊗ 1 y ⊗ x⊗ 1⊗ 1
−i1⊗ 1⊗ 1⊗ z −iy ⊗ z ⊗ z ⊗ y
y ⊗ z ⊗ x⊗ 1 i1⊗ 1⊗ z ⊗ 1
1⊗ 1⊗ y ⊗ z

(1.89)

The even virtual time reversal action and odd central element corresponding
to this odd graded simple algebra are

Te = z ⊗ y ⊗ x⊗ y (1.90)

Y = x⊗ y ⊗ 1⊗ 1 , (1.91)

giving the invariants

TeT̄e = 1 and T Ȳ = −Y T . (1.92)

n = 8
For n = 8 we find by combining n = 4 and n = 4 that the fMPS matrices

are generated by

iz ⊗ z ⊗ 1⊗ z i1⊗ z ⊗ z ⊗ 1
ix⊗ 1⊗ 1⊗ 1 iy ⊗ y ⊗ 1⊗ 1
i1⊗ 1⊗ 1⊗ z i1⊗ 1⊗ z ⊗ 1
iy ⊗ z ⊗ 1⊗ y iy ⊗ x⊗ y ⊗ 1 .

(1.93)

We thus see that
T = z ⊗ 1⊗ y ⊗ y , (1.94)

such that
T T̄ = 1 and T P = PT . (1.95)
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So for n = 8 we obtain an even algebra fMPS with κ = µ = 0. From this we
conclude that taking eight copies of the Kitaev chain ground state results
in a trivial time reversal symmetric state, implying that the time reversal
invariant one-dimensional spinless superconductors form a Z8 group under
stacking [64, 66, 77].

In section 1.4.4 we mentioned that any odd algebra fMPS can be gauge
transformed into the form Ai = y|i| ⊗Bi and is thus trivially time-reversal
invariant (Te = 1 and thus κ = 0) if all the matrices Bi are real. The Kitaev
fMPS, which has Bi = 1, was the simplest starting point to generate the
Z8 group of time-reversal invariant fMPS by stacking. However, also if Bi

is real for |i| = 0 and purely imaginary for |i| = 1 we obtain a state that
is trivially time-reversal invariant. This is most easily observed by writing
Aj = (iy)|j| ⊗ Cj with all the Cj real and performing a unitary gauge
transform u ⊗ 1 to a different standard form Aj = x|j| ⊗ Cj where all
the matrices are again completely real. The simplest case is obtained with
Cj = 1, which would provide an equally simple starting point (i.e. fMPS
with D = 2) to build the Z8 group table. We therefore dub this fMPS the
type 2 Majorana chain (and refer to the original Kitaev chain as the type
1 Majorana chain). In this type 2 standard form Ai = x|i| ⊗ Ci, the odd
central element is given by ix, where the imaginary factor is included to
have (ix)2 = −1. As mentioned above, this was required in order to obtain
µ as an invariant. With Te = 1, we thus obtain

TeT̄e = 1 and T (ix) = −ixT . (1.96)

and thus κ = 0 and µ = 1. We can now do the same steps as for the type 1
(Kitaev) chain and calculate the invariants for n′ copies of the type 2 chain.
The result of these calculations, together with the invariants for n copies
of the Kitaev chain are presented in Table 1.1, where ε ∈ {0, 1} denotes
whether n copies of the Kitaev chain ground state correspond to an even or
odd algebra fMPS.

The matrices that build up the ground state of n Kitaev chains form a
representation of the real Clifford algebra Cln,0. This can easily be seen
by explicitly identifying the anti-commuting generators that square to −1,
as explicitly denoted in Table 1.2. If we consider n′ type 2 chains one can
similarly check that the ground state matrices correspond to the real Clifford
algebra Cl0,n′ . Using following relations

Clp+1,q+1 ' Clp,q ⊗ R(2) (1.97)

Clp+8,q ' Clp,q+8 ' Clp,q ⊗ R(16) , (1.98)

where R(n) denotes the algebra of real n by n matrices, one can then give
an alternative explanation for the mod 8 periodicity under stacking. It also
shows the equivalence of n = 7 and n′ = 1.
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# Type 1 (Kitaev) chains (A1 = y) ε κ µ # Type 2 chains (A1 = x)
n = 1 1 0 0 n′ = 7
n = 2 0 1 1 n′ = 6
n = 3 1 1 1 n′ = 5
n = 4 0 1 0 n′ = 4
n = 5 1 1 0 n′ = 3
n = 6 0 0 1 n′ = 2
n = 7 1 0 1 n′ = 1
n = 8 0 0 0 n′ = 8

Table 1.1: Invariants for n copies of the type 1 or n′ copies of the type 2 Majorana
chain. ε denotes the simple Z2 graded algebra type of the fMPS tensor. κ and µ are
related to time reversal.

n = 1 y Cl1,0
n = 2 iz, ix Cl2,0
n = 3 1⊗ y, 1⊗ iz, y ⊗ x Cl3,0
n = 4 i1⊗ z, iy ⊗ y, z ⊗ y, i1⊗ x Cl4,0
n = 5 i1⊗ z ⊗ 1, y ⊗ x⊗ 1, 1⊗ y ⊗ x Cl5,0

iz ⊗ x⊗ 1, 1⊗ y ⊗ z
n = 6 iy ⊗ z ⊗ y, ix⊗ 1⊗ 1, iz ⊗ 1⊗ 1 Cl6,0

y ⊗ x⊗ 1, y ⊗ z ⊗ x, y ⊗ z ⊗ z
n = 7 ix⊗ 1⊗ 1⊗ 1, y ⊗ z ⊗ x⊗ 1, y ⊗ x⊗ 1⊗ 1,iy ⊗ z ⊗ z ⊗ y Cl7,0

iz ⊗ x⊗ z ⊗ z, iz ⊗ x⊗ z ⊗ z, z ⊗ x⊗ y ⊗ 1
n = 8 iy ⊗ z ⊗ 1⊗ y, iy ⊗ x⊗ y ⊗ 1, iy ⊗ y ⊗ 1⊗ 1, ix⊗ 1⊗ 1⊗ 1 Cl8,0

y ⊗ z ⊗ 1⊗ x, y ⊗ x⊗ x⊗ 1, y ⊗ x⊗ z ⊗ 1, y ⊗ z ⊗ 1⊗ z

Table 1.2: Anti-commuting generators that square to −1 for n copies of the Kitaev
chain, thus providing a representation of the real Clifford algebra Cln,0.
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1.8 General on-site symmetries

After having studied time-reversal for spinless fermions in the previous
section we will now turn to general on-site symmetries. The goal is to find the
invariants and group structure of symmetric phases. For fermionic systems
the on-site symmetry group G always contains the central Z2 subgroup
{I, P}, where I is the trivial group element and P is fermion parity. We
denote the on-site symmetry representation as U(g). Note that U(g)P =
PU(g),∀g ∈ G. Acting with the symmetry on the MPS should leave it
invariant, possibly up to a phase. The fundamental theorem of MPS [74,
75, 79] can also be used in the fermionic case and states that two MPS are
the same for every length of the lattice on which they are defined iff their
tensors are related by a gauge transformation. Concretely, this implies that
the invariance of a MPS under a unitary on-site symmetry is translated into
the following local tensor relation:

∑

j

U(g)ijA
j = eiθ(g)V (g)−1AiV (g) . (1.99)

For an anti-unitary symmetry we get a similar condition:
∑

j

U(g)ijĀ
j = eiθ(g)V (g)−1AiV (g) . (1.100)

In appendix 1.B we show that without loss of generality one can assume that
V (g) has a well-defined parity, i.e. PV (g)P = ±V (g).

1.8.1 Classification

We start by considering unitary on-site symmetries, and treat the case of
even and odd algebra fMPS separately.

Even algebra:
For an even algebra fMPS one can show using similar techniques as in

the bosonic case [79] that the virtual symmetry matrices V (g) should satisfy

V (g)P = (−1)µ(g)PV (g) (1.101)

V (g)V (h) = ω(g, h)V (gh) , (1.102)

with ω(g, h) ∈ C and µ(g) ∈ {0, 1} a homomorphism from G to Z2 with
the restriction that µ(P ) = 0. Note that (−1)µ(g) is incorporated in ω(g, h)
but we treat it on a separate level because it has a distinguished physical
meaning, namely, it is the sign picked up by the fMPS with periodic boundary
conditions under the symmetry action. Stated otherwise, on a ring with
periodic boundary conditions the system transforms according the one-
dimensional representation given by µ(g). It also has a distinct role in the
group structure under stacking of phases as we will explain later on.



Chapter 1. Fermionic matrix product states and one-dimensional
topological phases 45

Associativity of the product of virtual symmetry matrices implies that
ω(g, h) satisfies

ω(g, h)ω(gh, k) = ω(g, hk)ω(h, k) , (1.103)

which means it is a 2-cocycle. Note that every V (g) is only defined up to a
complex number β(g), implying that ω(g, h) has the same ambiguity:

ω(g, h)→ ω(g, h)
β(g)β(h)

β(gh)
, (1.104)

where the ratio of betas appearing in the redefinition of ω is called a cobound-
ary. So just as in the bosonic case, symmetric even algebra fMPS are classi-
fied by the different classes of ω(g, h) under the above equivalence relation.
Mathematically, these classes are described by the second cohomology group
H2(G,C∗), or, since H2(G,R+) is trivial, by H2(G,U(1)).

Odd algebra:
In an odd algebra fMPS the parity of V (g) is ambiguous since we can

always multiply V (g) by Y , which commutes with all the fMPS tensors.
We make use of this freedom to make V (g) = Ve(g) even for all g ∈ G.
However, for an odd fMPS with periodic boundary conditions (1.24) to be
invariant under the symmetry action we see that V (g) has to commute or
anti-commute with Y . This implies following properties of V (g):

V (g)Y = (−1)µ(g)Y V (g) (1.105)

Ve(g)Ve(h) = ω(g, h)Ve(gh) . (1.106)

Here, µ(g) ∈ {0, 1} is again a homomorphism from G to Z2, but this time it
is not included in ω and we have µ(P ) = 1. It has the same physical meaning
as in the even algebra case, i.e. it is the one dimensional representation under
which the fMPS with periodic boundary conditions transforms. ω(g, h) ∈ C
again has to satisfy equation (2.61) and has the same ambiguity (1.104)
under multiplication of V (g) by a complex number.

The fact that µ(P ) = 1 has a big implication. Suppose that g2 = P . Then
Ve(g)2 = ω(g, g)P. But PY = −Y P, which is inconsistent with the fact
that Ve(g) should commute or anti-commute with Y . In general, we can
multiply all group elements with µ(g) = −1 with P . Because P commutes
with everything the redefined group elements all have µ(g) = 0 and form
a subgroup of G. This implies that G ' G̃ × {I, P} [66]. So systems with
particle number conservation cannot be written as an odd algebra fMPS, or
physically, these systems cannot have Majorana edge modes. We give an
alternative proof of this fact, based directly on the algebraic structure of
the fMPS tensors, in appendix 1.C. We can also conclude that symmetric
odd algebra fMPS are classified by H2(G̃, U(1)) and H1(G̃,Z2), where H1

denotes the homomorphism µ [66].
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1.8.2 Anti-unitary symmetries

To incorporate anti-unitary symmetries we now introduce a new homomor-
phism γ : G → Z2, where γ denotes whether g is unitary or anti-unitary.
A straightforward generalization shows that the virtual symmetry matrices
now have to satisfy

V (g)bV (h)eγ(g) = ω(g, h)V (gh) , (1.107)

where we introduced the notation

bXeγ(g) =

{
X if γ(g) = 0

X̄ if γ(g) = 1
. (1.108)

The complex numbers, or, without loss of generality, phases ω(g, h) have the
following property due to associativity

ω(g, h)ω(gh, k) = ω(g, hk)bω(h, k)eγ(g) , (1.109)

and are again ambiguous under a redefinition of V (g) with scalars β(g):

ω(g, h)→ ω(g, h)
β(g)bβ(h)eγ(g)

β(gh)
. (1.110)

So for non-trivial γ, symmetric fMPS are characterized by the homomorphism
µ(g) and classes of ω(g, h) satisfying (1.109) under the equivalence relation
given in Eq. (1.110). One can show using similar arguments as above that,
if µ(P ) = 1, then G ' G̃ × {I, P} also for non-trivial γ. This implies for
example that Majorana edge states also do not appear in systems where
T 2 = P .

We conclude the classification with a comment on the role of the phase
factors eiθ(g) in equations (1.99, 1.100). These phase factors have to satisfy

eiθ(g)beiθ(h)eγ(g) = eiθ(gh) . (1.111)

However, they are not stable under a redefinition of the unit cell, i.e. under
blocking of n MPS tensors the new phase factors become einθ(g). So for
quantum phases that do not require strict translational symmetry on the
original lattice, which is the case we concentrate on, no additional invariants
can be derived from these phase factors.

1.8.3 Group structure

We now look at the group structure of phases protected by on-site symmetries
under stacking. We start with the stacking of two even algebra fMPS.

Even - even:
If we take the graded tensor product of two even fMPS, each symmetric

under the symmetry group G and with respective virtual symmetry actions
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V1(g) and V2(g), then the virtual symmetry of the new fMPS is given by
Ṽ (g) = V1(g) ⊗g V2(g). If a representative cocycle for V1(g) is given by
ω1(g, h) and for V2(g) by ω2(g, h), then we see that multiplication of the new
virtual symmetry action is given by

Ṽ (g)bṼ (h)eγ(g) =
(
V1(g)⊗g V2(g)

) (
bV1(h)eγ(g) ⊗g bV2(h)eγ(g)

)
(1.112)

= (−1)µ1(h)µ2(g)ω1(g, h)ω2(g, h)
(
V1(gh)⊗g V2(gh)

)
,

(1.113)

where µ1(2)(g) denotes the parity of V1(2)(g). So the symmetry-protected
phase of the stacked fMPS is captured by following algebraic data:

µ̃ee(g) = µ1(g) + µ2(g) mod 2 (1.114)

ω̃ee(g, h) = (−1)µ1(h)µ2(g)ω1(g, h)ω2(g, h) . (1.115)

Note that this expression is symmetric since µ1(h)µ2(g) + µ2(h)µ1(g) =
µ1(gh)µ2(gh) + µ1(g)µ2(g) + µ1(h)µ2(h) can be absorbed by a redefinition
of the virtual symmetry actions.

Even - odd:
To expose the behaviour of the invariants under stacking of an even and

odd algebra fMPS we first note that the virtual symmetry action for an odd
algebra fMPS takes the form

Ve(g) = 1⊗ V ′(g) if µ(g) = 0 (1.116)

Ve(g) = z ⊗ V ′(g) if µ(g) = 1 . (1.117)

The virtual symmetry of the stacked fMPS is again the graded tensor product
of V1e(g) = zµ1(g) ⊗ V ′1(g) and V2(g), corresponding to the odd and even
algebra fMPS respectively. This graded tensor product takes on the parity of
V2(g). However, the stacked fMPS is again of odd algebra type so to expose
the invariants all virtual symmetry actions should be even. To accomplish
this we multiply all V1e(g) ⊗g V2(g) for which µ2(g) = 1 with Y ⊗g 1, the
odd central element of the tensors of the stacked fMPS. This leads to the
following expression for the even virtual symmetry actions of the stacked
fMPS:

Ṽe(g) = zµ1(g)yµ2(g) ⊗ V ′1(g)⊗g V2(g) (1.118)

We can now extract the new µ̃ invariant

Ṽe(g)Y =
(
zµ1(g)yµ2(g) ⊗ V ′1(g)⊗g V2(g)

)
(y ⊗ 1⊗g 1)

= (−1)µ2(g)zµ1(g)yµ2(g)y ⊗ V ′1(g)⊗g V2(g)

= (−1)µ1(g)+µ2(g)yzµ1(g)yµ2(g) ⊗ V ′1(g)⊗g V2(g)

= (−1)µ1(g)+µ2(g)Y Ṽe(g) (1.119)
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In a similar way we can obtain a representative 2-cocycle for the stacked
fMPS:

Ṽe(g)Ṽe(h) =
(
zµ1(g)yµ2(g) ⊗ V ′1(g)⊗g V2(g)

)
×

(
zµ1(h)yµ2(h) ⊗ bV ′1(h)eγ(g) ⊗g bV2(h)eγ(g)

)
(1.120)

= (−1)µ2(h)µ2(g)zµ1(g)yµ2(g)zµ1(h)yµ2(h) ⊗ V ′1(g)bV ′1(h)eγ(g)

⊗g V
′
2(g)bV ′2(h)eγ(g) (1.121)

= (−1)µ2(g)(µ1(h)+µ2(h))ω1(g, h)ω2(g, h)

zµ1(g)+µ1(h)yµ2(g)+µ2(h) ⊗ V ′1(gh)⊗g V
′
2(gh) (1.122)

Using the fact that µ1 and µ2 are homomorphisms, and that y2 = −1 we
find

Ṽe(g)Ṽe(h) =(−1)µ2(g)(µ1(h)+µ2(h))ω1(g, h)ω2(g, h)iµ2(g)+µ2(h)−µ2(gh)

(1.123)

zµ1(gh)yµ2(gh) ⊗ V ′1(gh)⊗g V
′
2(gh) (1.124)

So, putting everything together, we conclude that the stacked odd algebra
fMPS has invariants described by the data

µ̃eo(g) = µe(g) + µo(g) mod 2 (1.125)

ω̃eo(g, h) = (−1)µe(g)µo(h)ωe(g, h)ωo(g, h) , (1.126)

where we replaced the subscripts 1 and 2 with o and e to denote the odd and
even fMPS that are being stacked.

Odd - odd:
Before we derive the behaviour of the invariants in symmetric odd algebra

fMPS under stacking we first make a few observations. Since U(g)P = PU(g)

we have U(g) =

(
U0(g) 0

0 U1(g)

)
and we can write the local condition for

the fMPS to be invariant under the symmetry as
∑

j:|j|=|i|

(
U |i|(g)

)
ij

(
y|j| ⊗ bBjeγ(g)

)

=
(
zµ(g) ⊗ V ′(g)−1

)(
y|i| ⊗Bi

)(
zµ(g) ⊗ V ′(g)

)

= (−1)|i|µ(g)
(
1⊗ V ′(g)−1

)(
y|i| ⊗Bi

) (
1⊗ V ′(g)

)
(1.127)

From this we see that

∑

j:|j|=|i|

(
U |i|(g)

)
ij
bBjeγ(g) = (−1)|i|µ(g)V ′(g)−1BiV ′(g) (1.128)
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In section 1.4.5 we also learned that the fMPS tensors for the stacked state
take the form

Ãij = 1⊗Bi1 ⊗Bj2 if |i| = |j| = 0

Ãij = −ix⊗Bi1 ⊗Bj2 if |i| = 0 and |j| = 1

Ãij = y ⊗Bi1 ⊗Bj2 if |i| = 1 and |j| = 0

Ãij = −iz ⊗Bi1 ⊗Bj2 if |i| = |j| = 1 .

(1.129)

Combining this expression for the fMPS tensors with equation (1.128) one
sees that the virtual symmetry actions of the stacked even algebra fMPS are

Ṽ (g) = xµ1(g)y[µ2(g)+γ(g)] ⊗ V ′1(g)⊗ V ′2(g) , (1.130)

where [·] ∈ {0, 1} denotes modulo 2. The parity of this matrix is µ1(g) +
µ2(g) + γ(g) mod 2.

Multiplication of these virtual symmetry actions also gives us a repre-
sentative 2-cocycle and we see that the invariants of the stacked fMPS are
described by

µ̃oo(g) = µ1(g) + µ2(g) + γ(g) mod 2 (1.131)

ω̃oo(g, h) = (−1)µ1(h)(µ2(g)+γ(g))i[µ2(g)+γ(g)]+[µ2(h)+γ(h)]−[µ2(gh)+γ(gh)]

× ω1(g, h)ω2(g, h) (1.132)

We note that this expression at first sight does not look symmetric in µ1 and
µ2. However, the symmetry can be understood from the fact that the stacked
fMPS tensors of |ψ〉1 ⊗g |ψ〉2 and |ψ〉2 ⊗g |ψ〉1 are related by a unitary gauge
tranformation U = u⊗ 1⊗ 1, where u transforms −ix into y and vice versa.
The virtual symmetry matrices then transform as UṼ (g)U†, if γ(g) = 0 and
as UṼ (g)UT if γ(g) = 1, effectively interchanging µ1 and µ2 and possibly
adding some phase factors to the Ṽ (g).

1.9 Reflection symmetry

Up to now we have studied the classification and group structure of on-site
unitary and anti-unitary symmetries. In this last section we study a spatial
symmetry, namely reflection symmetry. To perform a spatial reflection we
need to contract the tensors in a different order. For this we first reorder the
left and right virtual modes in a single fMPS tensor, resulting in:

∑

iαβ

Aiαβ |α)|i〉(β| →
∑

iαβ

Aiαβ(−1)|i||α|+|β|(β| |i〉|α) (1.133)

Because the roles of virtual bras and kets are switched, the contraction of
the virtual bonds in the fMPS is of the form C(|α)⊗g (α|), i.e. a supertrace,
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and an extra factor P is picked up on every bond. Alternatively, we can
interchange the bras and the kets between subsequent fMPS tensors in order
to recover normal fMPS tensors where the left virtual mode is a ket and the
right virtual mode is a bra. This yields the same sign factor, and we thus
obtain:

∑

iαβ

Aiαβ(−1)|i||α||β)|i〉(α| =
∑

iαβ

Aiβα(−1)|i||β||α)|i〉(β| (1.134)

Apart from this change in contraction order, reflection can additionally
involve an onsite unitary UR, with URP = PUR. If the transformed fMPS
tensors represents the same state then we know they should be related to
the original tensors via a gauge transformation R. So the local condition for
a reflection symmetric fMPS becomes

∑

j

(UR)ij

(
Aj
)T
P |j| = RAiR−1 (1.135)

In the remainder of this section we will study the situation where U2
R = P .

The case U2
R = 1 can be worked out similarly. If we apply reflection twice

then we get following condition:

PiiA
i = (−1)|i|µ(R)P |i|(R−1TR)Ai(R−1RT )P |i| , (1.136)

where µ(R) ∈ {0, 1} denotes the parity of R, i.e. RP = (−1)µ(R)PR.
Using Pii = (−1)|i| and P |i|AiP |i| = PAiP = (−1)|i|Ai, Eq. (1.136) can be
rewritten as

P
µ(R)
ii Ai = (R−1TR)Ai(R−1RT ) . (1.137)

1.9.1 Classification

To extract the discrete invariants that label different reflection symmetric
phases we again consider the cases of even and odd graded algebras sepa-
rately.

Even algebra:
If µ(R) = 0 then we see from equation (1.137) that

R = αRT , (1.138)

with α ∈ C. However, by taking the transpose of this expression one learns
that α2 = 1. So we obtain the invariant ρ ∈ {0, 1}, which denotes whether
R is symmetric or anti-symmetric:

R = (−1)ρRT . (1.139)

If µ(R) = 1 then equation (1.137) implies that

R = αRTP . (1.140)
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Again taking the transpose of this expression we can obtain a similar condi-
tion on R:

R = −α−1RTP . (1.141)

So for µ(R) = 1 the invariant ρ carries the following information about R:

R = (−1)ρiRTP . (1.142)

In total we thus obtain four possible reflection symmetric phases in even
algebra fMPS, labeled by the invariants µ(R) and ρ.

Odd algebra:
For an odd algebra fMPS we can choose R ≡ Re in equation (1.135) to

be even, i.e. µ(R) = 0. Just as in the even algebra case this gives rise to an
invariant ρ1 ∈ {0, 1}:

Re = (−1)ρ1RTe . (1.143)

However, Ro ≡ ReY can also serve as R in equation (1.135). Because Ro is
odd, we can define a second invariant ρ2 ∈ {0, 1} by doing the same steps as
in the even algebra case above:

Ro = (−1)ρ2iRTo P (1.144)

One can check that the conditions on Re and Ro are independent and imply
that Re is of the form

Re =

(
(−1)ρ1+ρ2i 0

0 1

)
⊗R′ with R′T = (−1)ρ1R′ . (1.145)

We thus again obtain four possibilities labeled by ρ1 and ρ2, leading to a total
of 8 different reflection symmetric phases. Note thatRe does not commute or
anti-commute with Y . This is also not required because reflection symmetry
cannot be defined on a chain with periodic boundary conditions. If we would
have used a different convention to define the odd gauge transformation,
i.e. R′o ≡ YRe, then we would obtain an equivalent invariant ρ′2, which is
related to ρ2 via ρ′2 = ρ2 + 1 mod 2.

1.9.2 Partial reflection

To expose the group structure of the eight reflection symmetric phases
we will use a different approach than in section 1.8. It was argued in
Refs. [26, 65, 80–84] that the phase of the partition function of reflection
symmetric phases on an unorientable spacetime is an invariant. It was shown
in Refs. [71, 72] that this invariant phase on RP 2 can be obtained from the
ground state wave function. The approach is similar to the bosonic case
[85, 86], and is based on the calculation of the ground state expectation
value of a non-local operator Rpart, called partial reflection.
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We focus on the Kitaev chain described by Hamiltonian (1.26). This
Hamiltonian has reflection symmetry given by

aj → ia−j (1.146)

So we see that

UR =

(
1 0
0 i

)
, (1.147)

and U2
R = P . The MPS tensors of the Kitaev chain ground state satisfy

Eq. (1.135), with

R ≡ Re =

(
eiπ/4 0

0 e−iπ/4

)
(1.148)

To define the partial reflection operator we divide up the chain with periodic
boundary conditions into two connected intervals I1 and I2 of length N1 and
N2. Partial reflection then acts as normal reflection, but only on one of the
two intervals, which we take to be I1.

To apply Rpart in the fMPS formalism we first perform step (1.133) and
(1.134) on the MPS tensors in I1, together with the on-site unitary UR. Note
that we can only interchange virtual kets and bras between subsequent
tensors [i.e. Eq. (1.134)] in the bulk of I1 but not at the end points. Using
Eq. (1.135) this gives the following concatenated tensor corresponding to
I1:

∑

i1,...,iN1

(
ReAiN1 . . . Ai1R−1

e

)
αβ

(−1)|α|(α| |iN1
〉 . . . |i1〉|β) . (1.149)

For I2 we have the usual concatenated tensor
∑

iN1+1,...,iN1+N2

(
AiN1+1 . . . AiN1+N2 y

)
αβ
|α)|iN1+1〉 . . . |iN1+N2

〉(β| .

(1.150)
To obtain the total wavefunction we have to contract the virtual α and β
indices. The final expression for Rpart|ψ〉 is then

Rpart|ψ〉 =
∑

i1...iN1+N2

∑

αβ

(
ReAiN1 . . . Ai1R−1

e

)
αβ

(
AiN1+1 . . . AiN1+N2 y

)
αβ

(−1)|β|(|α|+|β|)|iN1
〉 . . . |i1〉|iN1+1〉 . . . |iN1+N2

〉 (1.151)

To calculate the expectation value we note that 〈ψ| is given by

〈ψ| =
∑

i1...iN1+N2

tr
(
ĀiN1 . . . Āi1ĀiN1+1 . . . ĀiN1+N2 y

)

〈iN1+N2
| . . . 〈iN1+1|〈i1| . . . 〈iN1

| (1.152)



Chapter 1. Fermionic matrix product states and one-dimensional
topological phases 53

We introduce following graphical notation for the transfer matrix (note that
without arrows, the graphical notation denotes the tensor components):

i

α β

γ δ

=
∑

i

Ai
γδĀ

i
αβ = 1

2 (1γδ1αβ + yγδyαβ)

, (1.153)

where the normalization factor 1/2 has been inserted to ensure that the trans-
fer matrix is a projector (which is the fMPS manifestation of the fixed point
character of the model). With this notation we can represent 〈ψ|Rpart|ψ〉 as

R R−1

y

yα αβ β

1
2

(1.154)

The global factor 1/2 comes from the normalization of |ψ〉 and the black
square denotes the non-local sign (−1)|β|(|α|+|β|). Putting everything to-
gether we easily obtain following result

〈ψ|Rpart|ψ〉 =
1

8

(
tr(yy)tr(RR−1yT yT ) + tr(yy)tr(RyR−1zyT )

)

=
1 + i

2
=
eiπ/4√

2
. (1.155)

This agrees with the previous studies of reflection symmetric phases on RP 2.
We see that in order to obtain a trivial phase factor one needs eight copies of
the Majorana chain, which shows that reflection symmetric phases in one
spatial dimension form a Z8 group.

1.10 Discussion

We have shown that the formalism of fermionic matrix product states cap-
tures all phases of interacting fermions in one dimension, both for general
on-site and spatial symmetries. All universal information about the quantum
phase, including the presence or absence of Majorana zero modes, can be
extracted in a local fashion from the tensor building up the ground state
wave function. This local encoding of the information allows for a straight-
forward analysis of the group structure of symmetric phases under stacking.
An advantage of the framework is that it provides a physical interpretation
for the invariants labeling the different phases, both in terms of the entangle-
ment spectrum and quantum numbers of the ground state without or with a
background gauge field. The latter case can be studied analogously to the
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bosonic case [87].

Fermionic tensor network states, and particularly fermionic MPOs, can also
be used to describe topological phases in higher dimensions [54, 61–63, 88–
95]. In this way the observations made in this work should be relevant
for a systematic understanding of how universal topological properties of
two and three-dimensional systems, such as the binding of Majorana modes
to symmetry defects, are connected to the entanglement structure of the
ground state wave function. We hope that this work may pave the way to a
more detailed understanding of higher dimensional topological fermionic
tensor networks.

1.A Translation symmetry for fermionic systems

At the single particle level, the translation operator TP with periodic bound-
ary conditions is defined as

TPajT
−1
P = aj+1 (1.156)

Translation with a π-flux inserted through the system, or equivalently, with
anti-periodic boundary conditions is defined as

TAPajT
−1
AP = aj+1 for j 6= N (1.157)

TAPaNT
−1
AP = −a1 , (1.158)

where N is the number of sites in the system. One obviously has

TNP = 1 (1.159)

TNAP = −1 , (1.160)

so the eigenvalues eik of TP have momenta k = 2π
N n with n ∈ {0, 1, . . . , N −

1} while those of TAP have momenta k = π
N (2n+ 1) with n ∈ {0, 1, . . . , N −

1}. We would now like to implement TP and TAP on states in the fermionic
many-body Hilbert space. We start with a general even state |ψe〉:

|ψ〉e =

1∑

{i}=0

ψei1i2...iN |i1〉1|i2〉2 . . . |iN 〉N ∈ H1 ⊗H2 ⊗ · · · ⊗ HN , (1.161)

where
∑N
j=1 |ij | = 0 mod 2. Applying TP on |ψ〉e gives following state:

TP |ψ〉e =

1∑

{i}=0

ψei1i2...iN |i1〉2|i2〉3 . . . |iN 〉1 ∈ H2 ⊗H3 ⊗ · · · ⊗ H1 (1.162)
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To compare TP |ψ〉e with |ψ〉e with need to use the fermionic tensor product
isomorphism to map the translated state into the same Hilbert space as the
original state. Using the fact that

∑N−1
j=1 |ij | = |iN | mod 2 we find

F
(
TP |ψ〉e

)
=

1∑

{i}=0

ψei1i2...iN (−1)|iN ||iN 〉1|i1〉2 . . . |iN−1〉N

∈ H1 ⊗H2 ⊗ · · · ⊗ HN

=

1∑

{i}=0

ψei2i3...i1(−1)|i1||i1〉1|i2〉2 . . . |iN 〉N (1.163)

So the condition that |ψ〉e is an eigenstate of TP becomes

F
(
TP |ψ〉e

)
= eik|ψ〉e ⇒ ψei1i2...iN = e−ikψei2i3...i1(−1)|i1| (1.164)

Similarly, one can check that the condition for |ψ〉e to be an eigenstate of
TAP is

F
(
TAP |ψ〉e

)
= eik|ψ〉e ⇒ ψei1i2...iN = e−ikψei2i3...i1 (1.165)

For odd states |ψ〉o, i.e. states with
∑N
j=1 |ij | = 1 mod 2, we find

F
(
TP |ψ〉o

)
= eik|ψ〉o ⇒ ψoi1i2...iN = e−ikψei2i3...i1 (1.166)

F
(
TAP |ψ〉o

)
= eik|ψ〉o ⇒ ψoi1i2...iN = e−ikψoi2i3...i1(−1)|i1| (1.167)

We close this appendix by noting that for the classification of topological
phases we consider in the main text, strict translational symmetry is not
required. However, if one was to incorporate translational symmetry in the
classification the number of phases would (at least) double because the fMPS
tensors can be even or odd. We always assumed the fMPS tensors to be even,
which can be done by a redefinition of the unit cell and blocking two tensors.

1.B Parity of gauge transformations

Gauge transformations correspond to different choices of basis in the virtual
spaces of the tensor network. For fermionic tensor networks where the
virtual spaces also have a Z2 grading, it is only sensible to work with a basis
where the grading is explicit, and thus where P takes the standard form
1De ⊕−1Do before and after the transformation. In particular, we require
that Ai and its gauge transformed version A′i = MAiM−1 are even tensors
with respect to the same P, so we have that

PMAiM−1P = MPAiPM−1 (1.168)



Chapter 1. Fermionic matrix product states and one-dimensional
topological phases 56

This relation implies that

PM = MPX−1 , (1.169)

where X is an invertible matrix in the center of the algebra spanned by the
tensors Ai.

If the graded algebra is of even type this implies that

PM = ±MP , (1.170)

so the gauge transformation M has a well-defined parity. Note that an odd
invertible matrix M (which interchanges the even and the odd basis vectors
of the virtual space) can only exist if De = Do.

If Ai span an odd algebra then we have

PM = MP(α1+ βY )−1 , (1.171)

with α 6= ±iβ. We split up M into its even and odd part, M = Me + Mo,
and obtain from the equation above

(1− α)Me = +βMoY (1.172)

(1 + α)Mo = −βMeY (1.173)

We first consider some special cases. If α = 1, then the above equations
imply that β = 0 and Mo = 0. If α = −1, then β = 0 and Me = 0. So in
both cases M has a well-defined parity. We exclude α = ±1 and β = 0 in the
following steps. From equations (1.172) and (1.173) we find that

Me =
β

1− αMoY =
1 + α

β
MoY , (1.174)

which implies that α2 + β2 = 1. We can now write M as

M = Mo

(
1±

√
1 + α

1− αY
)
≡MoX , (1.175)

where X is invertible. Because X is in the center of the odd algebra spanned
by Ai, the gauge transformation Mo also relates A′i to Ai:

A′i = MoA
iM−1

o . (1.176)

This shows that also in the case whereAi span an odd algebra we can without
loss of generality restrict to gauge transformations that have a well-defined
parity.
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1.C Majorana modes and superconductivity

In this appendix we show that the structure of the tensors in an odd algebra
fMPS is incompatible with a U(1) charge conservation symmetry. This implies
that Majorana edge modes can only appear in superconductors. The local
condition for the fMPS to be symmetric under the global U(1) symmetry is

∑

j

U(θ)ijA
j = eipθ V (θ)AiV (θ)† , (1.177)

with p ∈ Z. We also assume that the fMPS is irreducible. If we write
U(θ) = exp(iqθ) and V (θ) = exp(iQθ) and take the derivative of the above
equation with respect to θ evaluated at θ = 0, then we get

∑

j

(q − p1)ij A
j = [Q,Ai] . (1.178)

We continue to work in the basis for the local physical Hilbert space in which
q is diagonal. Because U(1) corresponds to charge conservation, q is of the
form

q =




e1

. . .
er

o1

. . .
os




with r + s = d , (1.179)

where d is the dimension of the local Hilbert space and ei, the eigenvalues
of states with even fermion parity, are even integers, while oi are odd
integers corresponding to eigenstates with odd fermion parity. Without loss
of generality, we take Q to be an even matrix:

Q =

(
Q1 0
0 Q2

)
(1.180)

We recall that the tensors of an odd algebra fMPS take the form
(
Bi 0
0 Bi

)
if |i| = 0 (1.181)

(
0 Ci

−Ci 0

)
if |i| = 1 (1.182)

From this we see that equation (1.178) is equivalent to

[Q1, B
i] = [Q2, B

i] = (ei − p)Bi
{Q1, C

i} = {Q2, C
i}

Q1C
i − CiQ2 = (oi − p)Ci , (1.183)
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which implies that [Q1 −Q2, B
i] = {Q1 −Q2, C

i} = 0. However, because of
the irreducibility of the fMPS we know that products of Bi and Ci span a full
D/2×D/2 matrix algebra, where D is the bond dimension of the fMPS. This
allows us to conclude that Q1 = Q2. Therefore, equations (1.183) reduce to

[Q1, B
i] = (ei − p)Bi

[Q1, C
i] = (oi − p)Ci (1.184)

We now work in the basis in which Q1 takes following diagonal form

Q1 =




λe1
. . .

λet
λo1

. . .
λou




with t+ u = D/2 , (1.185)

where λei ∈ 2Z and λoi ∈ 2Z + 1. In this basis, equations (1.184) can be
written as

(λj − λk)Bijk = (ei − p)Bijk (1.186)

(λj − λk)Cijk = (oi − p)Cijk (1.187)

If p is even, this implies that the Bi are block diagonal and the Ci are block
off-diagonal. If p is odd, then the Bi are block off-diagonal and the Ci

are block diagonal. The situations with p odd and p even clearly become
equivalent after blocking two tensors. However, this structure of the Bi and
Ci is in contradiction with the irreducibility of the fMPS, which requires the
even subalgebra spanned by the fMPS matrices to be simple (see section
1.4.4). If the fMPS were not irreducible we could write it as a sum of
multiple irreducible fMPS, each of which should have U(1) charge symmetry
(because U(1) is continuous and connected it cannot permute the different
irreducible fMPS), thus again leading to a contradiction. This shows that
fMPS with an odd algebra structure cannot have charge conservation. Since
fMPS represent the ground state of gapped local Hamiltonians, this does not
exclude the possibility of having Majorana edge modes in gapless systems
with particle number conservation. Indeed, explicit examples of such systems
have been constructed in the literature [96–99].
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Contributions of the author: The author has contributed to both the
main conceptual formalism developed in this work and also many of the
technical calculations . However, the results in appendices 2.B, 2.F, 2.G, 2.G,
2.H and 2.I, are mainly due to collaborating authors.

2.1 Introduction

The phase diagrams of quantum many-body systems become much richer
when global symmetries are imposed. It has become clear of late that in the
presence of a global symmetry there exist distinct phases which cannot be
distinguished via local order parameters. These phases are referred to as
symmetry-protected topological (SPT) phases [24]. In contrast to topologi-
cally ordered systems [100], all SPT phases become trivial if the symmetry
is allowed to be explicitly broken. While this implies that SPT ground states
possess only short-range entanglement, they cannot be adiabatically con-
nected to a product state without breaking the symmetry. Furthermore they
exhibit interesting edge properties when defined on a finite system with
nontrivial boundary.

In recent years there has been a growing interplay between the theory
of quantum many-body systems and quantum information. This has led
to the development of tensor network ansatz for the ground states of lo-
cal, gapped Hamiltonians [34, 101–103]. Tensor network methods have
proven particularly useful in understanding the emergence of topological
phenomena in quantum many-body ground states. In one dimension, Matrix
Product States were used to completely classify SPT phases via the second
cohomology group of their symmetry group [43, 104, 105]. In two dimen-
sions, Projected-Entangled Pair States (PEPS) have been used to characterize
systems with intrinsic topological order [106–110], symmetry-protected
topological order [111] and chiral topological insulators [112–114].

The first goal of this work is to present a general framework for the
description of on-site symmetries within the PEPS formalism. The framework
includes symmetry actions on states with topological order and thus provides
a natural setting for the study of symmetry-enriched topological phases [115–
124] with PEPS [125]. We then restrict to PEPS without topological order
and provide a complete characterization of bosonic SPT order by formulating
sufficient conditions to be satisfied by the individual PEPS tensors. Previously
some powerful results for renormalization group (RG) fixed-point states
with SPT order were presented by Chen et al. [24, 111], the present work
extends these results to systems with a finite correlation length. Furthermore,
application of the quantum state gauging procedure of Ref. [51] within
the framework presented here illuminates the correspondence between
SPT phases and certain topologically ordered phases in the language of
PEPS, providing a complementary description to the Hamiltonian gauging
construction of Levin and Gu [126]. This naturally brings together the
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classification of SPT phases via fixed point models, gauging and anomalous
boundary symmetries into a single unified approach that focuses only on
MPOs which are properties of the ground states alone.

To achieve these goals we have developed tools to deal with orientation
dependent MPO tensors. These tools allow us to calculate the symmetry ac-
tion on monodromy defected and symmetry twisted states and also modular
transformations, pre- and post- gauging, in a local way that is governed by a
single tensor.

We first outline the general formalism for characterizing gapped phases
in PEPS using matrix product operators (MPOs) in Section 2.2. Section 2.3
presents a set of local conditions that lead to a large class of PEPS with global
symmetries which fit within the general formalism. Next, in Section 2.4, we
identify a class of short-range entangled PEPS and discuss how SPT order
manifests itself in these models via their anomalous edge physics. Section 2.5
explains how gauging a SPT PEPS with a discrete symmetry group yields a
long-range entangled PEPS with topological order. In Section 2.6 we study
symmetry twists and monodromy defects of SPT PEPS. These concepts are
then illustrated with a family of examples that fall within the framework
of SPT PEPS in Section 2.7. We show explicitly that gauging these states
yields ground states of the twisted quantum double models [127, 128],
which are the Hamiltonian formulations of Dijkgraaf-Witten discrete gauge
theories [129, 130].

The appendices are organized into sections that review relevant back-
ground and others that provide technical details of novel results which
are used throughout the paper. We first review the relevant properties of
MPO-injective PEPS in Appendix 2.A, provide a novel argument that a MPO-
injective PEPS with a single block projection MPO is the unique ground
state of its parent Hamiltonian in Appendix 2.B and review the definition
of the third cohomology of a single block MPO group representation in
Appendix 2.C. In Appendix 2.D we present new results concerning possible
orientation dependencies of MPO group representations. In Appendix 2.E
we discuss different crossing tensors, their composition and the effect of
modular transformations. Appendix 2.F contains a brief review of the quan-
tum state gauging formalism and a novel proof that a gauged SPT PEPS
is MPO-injective [109]. In Appendix 2.G we present an extension of the
quantum state gauging procedure of Ref.[51] to arbitrary flat G-connections
and use it to prove that the gauging procedure is gap preserving for arbitrary
topologies and to furthermore construct the full topological ground space
of a gauged SPT model. In Appendix 2.H we develop a novel description
of symmetry twisted states, topological ground states and monodromy de-
fected states in terms of MPOs and calculate their transformation under
the residual symmetry group. Finally in Appendix 2.I we demonstrate that
the quantum state gauging procedure for finite groups is equivalent to the
standard minimal coupling scheme for gauging Hamiltonians.
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2.2 Characterizing topological phases with ma-
trix product operators

In this section we present a general framework for the classification of
gapped phases with PEPS in terms of universal and discrete labels that arise
directly from tensor network states. These discrete labels emerge from the
set of MPO symmetries of the PEPS tensors and should remain invariant
under continuous deformation of the MPOs.

A 2D PEPS can be defined on any directed graph Λ (most commonly a
regular lattice) embedded in an oriented 2D manifoldM given a tensor

Av :=

d∑

iv=1

D∑

{ie}=1

(Av)
iv
{ie} |iv〉

⊗

e∈Ev

(ie|

for every vertex v ∈ Λ, where Ev is the set of edges with v as an endpoint,
see Fig.2.1. Here iv is the physical index running over a basis for the Hilbert
space of a single site Cd and each ie is a virtual index of dimension D along
an edge e adjacent to v in the graph Λ.
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Figure 2.1: a) A PEPS tensor on a trivalent vertex. b) A right handed MPO tensor.

For any simply connected region R ⊂M whose boundary ∂R forms a
contractible closed path in the dual graph Λ∗ we define the PEPS map

AR : (CD)⊗|∂R|e → (Cd)⊗|R|v ,

from |∂R|e virtual indices on the edges that cross ∂R to |R|v physical indices
on the vertices inR, by taking the set of tensors {Av | v ∈ R} and contracting
each pair of indices that are assigned to an edge within R, to yield

AR :=
∑

{iv}v∈R

∑

{ie}e∈R

⊗

v∈R
(Av)

iv
{ie}e∈Ev

⊗

v∈R
|iv〉

⊗

e∈∂R

(ie|

where R := R∪ ∂R, see Fig.2.2.
Universal properties of the phase of matter containing the PEPS wave

function are manifest in the local symmetries of AR. The specific symmetries
we consider are of the form U⊗|R|vAR = ARO

∂R, where U is an on-site
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ℛ
�ℛ

Figure 2.2: The PEPS map AR from virtual indices on edges in ∂R to physical indices
on vertices in R.

unitary corresponding to a physical symmetry that is respected in our clas-
sification of phases. Since physical symmetries necessarily form a group
under multiplication, we henceforth use the notation U(g), g ∈ G (we do
not consider non on-site symmetries such as lattice symmetries [131]). O∂R

is a MPO acting on the virtual space associated to the edges crossing ∂R. In
general,

O∂R =

D∑

{in},{i′n}=1

trB
i1,i
′
1

σi · · ·BiN ,i
′
N

σN |i1 . . . iN 〉 〈i′1 . . . i′N |

where the edges crossing ∂R are ordered 1 to N := |∂R|e, by fixing an
arbitrary base point and following the orientation of ∂R (specifically the
orientation induced by M). Each (Bi,i

′

σn )a,b is a χ × χ matrix, see Fig.2.1,
which can depend on the handedness σn = ± of the crossing of ∂R and
edge n (+ for right, − for left).

Any truly topological symmetries should persist under arbitrary deforma-
tions of the region R, hence the relevant task is to find a complete set Sg
of linearly independent single block [36] MPOs O∂Rα (g) for every symmetry
transformation U(g) such that for every region R (satisfying the conditions
outlined above) we have

U(g)⊗|R|vAR = ARO
∂R
α (g) (2.1)

see Fig.2.3. There is an important subtlety in finding inequivalent MPOs that

�(�)

�(�)

�(�)

�(�) �(�) =

�

Figure 2.3: The symmetry of the PEPS map AR on a region R containing five sites.

satisfy Eq.(2.1) since two linearly independent solutions O∂R1 (g), O∂R2 (g)
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may coincide on the support of AR. This occurs precisely when they differ
by an operator supported on the kernel of AR. To remove this redun-
dancy one must first find the set of all single block MPO symmetries S1

for U(1) = 1. Assuming these MPOs are complete in the following sense∑
αO

∂R
α (1) = A+

RAR, where A+
R is a distinguished generalized inverse of

AR, any MPO Ô∂R can be projected onto the support of AR to yield an-
other MPO A+

RARÔ
∂R with a (multiplicative) constant increase in the bond

dimension. Hence the set of inequivalent single blocked MPO symmetries
Sg := {O∂Rα (g)}α can be found by taking all linearly independent MPOs
satisfying Eq.(2.1), projecting them onto the support subspace A+

RAR and
collecting the linearly independent single block MPOs that result.

Eq.(2.1) implies that S :=
⋃
g Sg has a G-graded algebra structure. This

algebra structure and the number of elements in S must be independent
of R. Note the MPO matrices Bijσe,α(g) also do not depend on R hence for
every region the MPO O∂Rα (g) is constructed from the same local tensors.
The symmetry relations of Eq.(2.1), the graded algebra structure of S and
any discrete labels of the MPO representation of this graded algebra provide
universal labels of a quantum phase, independent of the details of the local
tensors Av. We conjecture that the discrete labels of the MPO representation
can be calculated in a purely local fashion [132, 133] and that they remain
invariant under continuous physical perturbations.

Intrinsic topological order is defined without reference to any symmetry
and thus corresponds to the G = {1} case, in which PEPS are classified by
S1. Injective PEPS [103] always posses trivial topological order and have
S1 = {1⊗|∂R|} whereas all known topological ordered PEPS [106–110]
satisfy Eq.(2.1) with a nontrivial S1. This was formalized in the framework
of MPO-injectivity in Ref.[109], which was shown to capture all Levin-
Wen string-net models (the Hamiltonian version of Turaev-Viro state sum
invariants [134]). In Ref.[109] the independence of the MPO tensors from
the region R was guaranteed by the intuitive pulling through property and
the more technical generalized and extended inverse properties, all of which
were purely local conditions.

By taking a global symmetry G into account, a finer classification is
achieved that contains symmetry-protected phases for |S1| = 1 and symmetry-
enriched topological phases for |S1| > 1. In the next section we demonstrate
how solutions of Eq.(2.1) can be obtained for nontrivial elements g ∈ G in a
similar fashion to [109].

2.3 Global symmetry in PEPS

In this section we present a set of local conditions that lead to a general class
of solutions to Eq.(2.1).

Consider a PEPS on a trivalent directed graph Λ embedded in an ori-
ented manifoldM, built from four index tensors A which we interpret as
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linear maps from the virtual to physical indices A : (CD)⊗3 → Cd. Firstly,
we require that the tensors A satisfy the axioms of MPO-injectivity [109],
a framework describing general gapped phases without symmetry. Thus
(potentially after some blocking of lattice sites, which we assume has already
been carried out) the projection P := A+A onto the subspace within which
the tensor A is injective can be written as a matrix product operator

��

��

+

= (2.2)

here the MPO tensors are denoted as black squares and satisfy the axioms
listed in [109], see Appendix 2.A for a brief review. These axioms ensure
that the same MPO is obtained for any larger region, independent of the
order in which the generalized inverses are applied, and furthermore that
this closed MPO is a projector independent of its length.

We now describe purely local sufficient conditions for a PEPS to be
invariant under the on-site action U(g) of a global symmetry group G. Hereto,
we introduce another set of closed MPOs {V ∂R(g) | g ∈ G} which inherit an
orientation from ∂R. These MPOs are composed of four index tensors that
depend on a group element g. The tensors are depicted by filled circles in
the following diagrams and are defined by conditions (2.3) and (2.4)

�

=
�

�(�)

(2.3)

where U(g) is a unitary representation of G, and

�
= . (2.4)

Note Eq.(2.4) with the directions reversed is implied by the above conditions.
The orientation of the MPO tensors is significant as pulling the MPO through
a PEPS tensor in a right handed fashion, as in Eq.(2.3), induces an action
U(g) on the physical index while pulling through in a left handed fashion
results in a physical action U†(g), this follows directly from Eq.(2.3) since U
is a unitary representation.

With these two properties, it is clear that the ground space of a MPO-
injective PEPS constructed from the tensor A on any closed system of ar-
bitrary size is invariant under the global symmetry action U(g)⊗N . Hence
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such MPO-injective PEPS that are unique ground states must be eigenvectors
of the global symmetry. For the special case of injective PEPS [103] the MPO
P is simply the identity P = 1 (i.e. a MPO with bond dimension 1), the
symmetry MPOs V (g) can always be factorized into a tensor product of local
gauge transformations [135] and the ground state is unique.

From Eqs.(2.3) and (2.4) it immediately follows that the PEPS tensors are
intertwiners, i.e. U(g)A = AV (g), where V (g) denotes a closed MPO acting
on the three virtual indices. Without loss of generality, and in accordance
with the general framework of Section 2.2, we impose that the MPOs V (g)
act within the support space of A such that PV (g) = V (g), i.e.

�

=

�

(2.5)

and in particular V (1) = P , for 1 the identity group element. Hence
the MPOs V (g) form a representation of G since we have AV (g1g2) =
U(g1g2)A = U(g1)U(g2)A = AV (g1)V (g2), and thus PV (g1g2) = PV (g1)V (g2)
where P := A+A, see Eq.(2.2) (note PV (g)P = A+U(g)AP = PV (g)). A
similar argument shows that the symmetry MPO Vrev(g) along the path
with reversed orientation (inducing reversed arrows) equals V (g−1) since
AVrev(g) = U†(g)A = U(g−1)A = AV (g−1) which implies PVrev(g) =
PV (g−1). The above two arguments extend to arbitrary contractible re-
gions R and boundary MPOs P∂R, V ∂R(g).

If we do not project the boundary symmetries onto the support subspace
of A there are many equivalent choices for the symmetry action on the
boundary. In particular, there might be choices for which the action is
factorizable into a tensor product (see e.g. Ref.[111]), even if the support
projector is not. However, the resulting boundary actions will generically
not form a representation of the relevant symmetry group G. The procedure
we have outlined of projecting these actions onto the injectivity subspace
provides an unambiguous recipe to identify the relevant set of boundary
operators that form a MPO representation of the physical symmetry group
G. For the particular case of renormalization group fixed point models, our
recipe matches the results of Ref.[111], as illustrated in Section 2.7.

With these properties it is clear that the class of symmetric PEPS satisfy-
ing Eqs.(2.3) and (2.4) constitute a special case of the general framework
described in Section 2.2. Let V ∂R(g) denote the MPO corresponding to
group element g acting on the boundary of region R then we have

U(g)⊗|R|vAR = ARV
∂R(g) . (2.6)

Note in the general case we may need to decompose V ∂R(g) into a sum of
single block MPOs to be consistent with Section 2.2.
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This general class of solutions show that the formalism of Section 2.2
accommodates the description of both symmetries and topological order,
and furthermore nontrivial actions of symmetries on states with topological
order. Hence the formalism is well suited to describe symmetry-enriched
topological phases within the PEPS framework. We plan to pursue this
direction explicitly in future work[125].

2.4 Symmetry-protected topological PEPS

Having discussed the general framework for gapped phases and global
symmetries in PEPS, we now focus on the subclass corresponding to states
with symmetry-protected topological order. In the first subsection we identify
the characteristic properties of short-range entangled SPT PEPS. We proceed
in the second subsection with an analysis of the edge properties of non-trivial
SPT PEPS.

2.4.1 Identifying SPT PEPS

First we must identify the relevant set of PEPS that accurately capture the
short-range entanglement property characteristic of SPT phases. As shown
in Ref.[109] and argued in the previous sections, MPO-injective PEPS can
describe topological phases with long-range entanglement. To single out
the short-range entangled PEPS that are candidates to describe SPT states
we require that the projection MPO P has a single block when brought
into its canonical form. Let BijP denote the MPO matrix with external
indices i and j, the single block property is equivalent to the transfer matrix
EP :=

∑
ij B

ij
P ⊗ B̄ijP having a unique eigenvalue of largest magnitude with

a corresponding unique eigenvector of full rank. For RG fixed-point PEPS,
which are injective on the support subspace of P , we argue that the single
block property implies the topological entanglement entropy [40, 136] is
zero.

Proposition 1. For a RG fixed point (zero correlation length) MPO-injective
PEPS with a single blocked projector MPO P , the topological entanglement
entropy of the PEPS is zero

Note the rank of the reduced density matrix ρR on a finite homotopically
trivial region R of a MPO-injective PEPS on a sphere equals the rank of the
projection MPO surrounding that region, i.e. rank(ρR) = rank(P∂R) [109].
Since the MPO P is a projection, we have rank(P∂R) = tr(P∂R) = tr(P 2

∂R) =
tr(ELP ), where L = |∂R|e is the number of virtual bonds crossing the bound-
ary of the region R under consideration. We then use the uniqueness of
the largest eigenvalue λmax of EP to conclude that, for large regions, the
rank of the reduced density matrix scales as λLmax. This implies that the zero
Rényi entropy has no topological correction and for RG fixed points this
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furthermore implies that the topological entanglement entropy is zero [137].
We expect this property to hold throughout the gapped phase containing the
fixed point.

A further crucial property of a SPT phase without symmetry breaking is
the existence of a unique ground state on any closed manifold. For a PEPS to
be a unique ground state its transfer matrix must have a unique fixed point.
This excludes both symmetry-breaking and topological degeneracy [107,
138]. By taking a PEPS sufficiently close to its isometric form [106, 108, 109]
we avoid the symmetry-breaking case (and assure the gap condition [104]).
Furthermore, in Appendix 2.B we present an argument showing that MPO-
injective PEPS with single block projection MPOs do not lead to topological
degeneracy.

We have argued above that SPT PEPS should be MPO-injective on the
support subspace of a single blocked projection MPO. In the language of
Section 2.2 this implies |S1| = 1 for SPT PEPS. We now show that in this
case the symmetry MPOs are also single blocked.

Proposition 2. For any MPO-injective PEPS with a single blocked projection
MPO, all symmetry MPOs of that PEPS can be chosen to be single blocked.

Assume V (g) contains multiple blocks when brought into canonical form
V (g) =

∑
i Vi(g), then we have PV (g) =

∑
i Vπ(i)(g) in canonical form (for

some permutation π) since V (g) = PV (g) for all lengths. This follows from
the fact that a pair of MPOs which are equal for all lengths exhibit the same
blocks when brought into canonical form [132]. Furthermore π = 1 since
Vi(g) = PVπ−1(i)(g) = P 2Vπ−1(i)(g) = Vπ(i)(g).

We have
P = V (g−1)V (g) =

∑

i

V (g−1)Vi(g)

and since this equality holds for all lengths and P has a single block, there
can be only one block on the right hand side after bringing it into canonical
form [132]. Hence one term in the sum gives rise to a P block along with
zero blocks in the canonical form and the others give rise only to zero blocks.
Writing this out we have

P = V (g−1)Vi(g)

multiplying by V (g) from the left and making use of the invariance under P
implies

V (g) = Vi(g)

which has a single block (after throwing away the trivial zero blocks).
The arguments in this subsection show that the subclass of symmetric,

MPO-injective PEPS satisfying Eqs.(2.3) and (2.4) which accurately describe
SPT phases are precisely those with a single blocked projection MPO, pro-
vided they are taken sufficiently close to an isometric form to discount the
possibility of a phase transition.
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Hence the framework of Section 2.2 yields a classification of SPT phases
in terms of the discrete labels of the (necessarily single blocked) MPO group
representation V (g) of the physical symmetry group G which include the
group structure and the third cohomology class [α] ∈ H3(G,U(1)) [111] (see
Appendix 2.C for a review).

2.4.2 Edge properties

We now focus on how the MPO symmetries affect the edge physics of a SPT
PEPS and discuss how this can be used to diagnose nontrivial SPT order.

A short-range entangled PEPS with MPO symmetries V (g) that satisfy
Eqs.(2.3) and (2.4) has non-trivial SPT order if the third cohomology class
[α] of the MPO representation is non-trivial. The existence of this non-trivial
SPT order can be inferred by analyzing the edge physics when such a PEPS
is defined on a finite lattice R with a physical edge (boundary) ∂R. In this
case the PEPS has open (uncontracted) virtual indices along the physical
boundary and all virtual boundary conditions give rise to exact ground states
of the canonical PEPS (bulk) parent Hamiltonian HPEPS (note boundary
conditions orthogonal to the support of P∂R yield zero). Hence the ground
space degeneracy scales exponentially with the length of the boundary, which
is a generic property of any PEPS (bulk) parent Hamiltonian. The physically
relevant question is whether the Hamiltonian can be perturbed by additional
local terms Hpert =

∑
vHv, which are invariant under G, to gap out these

edge modes and give rise to a unique symmetric ground state.
In Ref.[138] an isometryW was derived that maps any operator O act-

ing on the physical indices of the PEPS to an effective operator acting on
the virtual indices of the boundary O 7→ WA

R[O]. Let AR = WH be a
polar decomposition of AR, where W is an isometry from the virtual to
physical level (CD)⊗|∂R|e → (Cd)⊗|R|v . This induces the following isom-
etry WA

R[O] := W †OW that maps bulk operators to the boundary in an
orthogonality preserving way. Note there is some freedom in choosing
W precisely when P∂R is nontrivial, in this case we make the choice that
best preserves locality. Regardless of our choice of W we always have
P∂RWA

R[O]P∂R = H+A†ROARH
+, see Fig.2.4. Away from an RG fixed

point, however, it has not been proven that this isometry preserves locality.
To this point we venture the following conjecture, which was numerically
illustrated for a particular non-topological PEPS in Ref.[139],

Conjecture 1. The boundary isometry of any PEPS with exponentially decaying
correlations maps a local operator Ov acting on the physical indices near the
boundary to a (quasi-) local operator Õve := WA

R[Ov] acting on the virtual
degrees of freedom along the boundary.

From properties (2.3) and (2.4) it is clear that acting with U(g) on every
physical site is equivalent to acting with the MPO V ∂R(g) on the virtual
boundary indices of the PEPS, hence a G-symmetric local perturbation Hv to
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𝐴𝑅
†

𝐴𝑅

Figure 2.4: The bulk to boundary isometry, for a region R containing four sites,
projected onto the injectivity subspace P∂RWA

R[O]P∂R = H+A†ROARH
+.

the Hamiltonian at the physical level HPEPS is mapped to an effective (quasi-)
local Hamiltonian term on the virtual boundary H̃v

e that is invariant under
V ∂R(g). The full symmetric edge Hamiltonian is given by

H̃edge = P∂RWA
R[Hpert]P∂R

= V ∂R(1)


∑

e∈∂R

∑

v 7→e
H̃v
e


 V ∂R(1) (2.7)

where v 7→ e denotes that the bulk perturbation centered on site v becomes
a (quasi-) local boundary term centered on virtual bond e.
Ground states of the perturbed physical Hamiltonian Hbulk = HPEPS +Hpert

are given by contracting the virtual boundary indices of the ground state
PEPS network with ground states of the effective edge Hamiltonian, i.e.
|Ψbulk

0 〉 = AR|ψedge
0 ). If the edge Hamiltonian H̃edge is gapped and does not

exhibit spontaneous symmetry breaking then its ground state |ψedge
0 ) is well

approximated by an injective MPS that is invariant under V ∂R(g). However
it was shown by Chen et al. that this results in a contradiction, since an
injective MPS cannot be invariant under the action of a single blocked MPO
group representation V (g) with non-trivial third cohomology [111].

Consequently, the effective edge Hamiltonian H̃edge either exhibits spon-
taneous symmetry breaking, in which case the MPS is not injective, or must
be gapless, in which case its ground state cannot be well approximated by
a MPS. In the former case, the physical state AR|ψedge

0,i ) obtained by con-

tracting the virtual boundary indices of the PEPS network with |ψedge
0,i ), one

of the symmetry breaking ground states of H̃edge, also exhibits symmetry
breaking and hence does not qualify as a symmetric state. The latter case, on
the other hand, implies that a local symmetric perturbation to the physical
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Hamiltonian is unable to gap out the gapless edge modes, which is one of
the hallmarks of non-trivial SPT order.

Here we have again relied on a form of Conjecture 1, specifically that a
PEPS with exponentially decaying correlations has a gapped transfer matrix,
which implies that the gapless modes on the virtual boundary of the PEPS
network are approximately identified, via the PEPS map AR, with physical
degrees of freedom that are an order of the correlation length from the
boundary. Note this explicit identification of the gapless edge mode degrees
of freedom is a major strength of the PEPS framework [139]. Our conjecture
is consistent with the intuition that as a SPT PEPS is tuned to criticality the
gap of the transfer matrix shrinks and the edge modes extend further into
the bulk, and is also supported by the results of Ref.[140] concerning phase
transitions between symmetry-protected and trivial phases.

In this section we have identified a subclass of symmetric PEPS with
short-range entanglement that are MPO-injective with respect to a single
blocked projection MPO. This led to a classification of SPT phases within
the framework of Section 2.2 in terms of the third cohomology class of the
MPO symmetry representation. Finally we described the influence of the
possibly anomalous MPO symmetry action on the boundary physics of the
PEPS. In the next section we explore an alternative approach to classifying
SPT phases with PEPS via gauging.

2.5 Gauging SPT PEPS

In this section we discuss how gauging a SPT PEPS yields a long range
entangled PEPS whose topological order is determined by the symmetry
MPOs. We then proceed to show that the gauging procedure preserves the
energy gap of a symmetric Hamiltonian. Our approach explicitly identifies
how the symmetry MPOs that determine the boundary theory of a SPT model
are mapped to topological MPOs that describe the anyons of a topological
theory [133].

2.5.1 Gauging SPT PEPS to topologically ordered PEPS

We first outline the application of the gauging procedure from Ref.[51] to
SPT PEPS and the effect this has upon the MPO symmetries.

Conditions (2.3) and (2.4) ensure that the SPT PEPS described in Sec-
tion 2.4 are invariant under the global action U(g)⊗|M|v of a symmetry
group G, hence the quantum state gauging procedure of Ref.[51] is applica-
ble. It was shown in Ref.[51] that the virtual boundary action of the physical
symmetry in an injective PEPS becomes a purely virtual topological symme-
try of the gauged tensors, with a trivial physical action. More precisely, it
was shown that the gauging procedure transforms an injective PEPS, with
virtual bonds in CD and a virtual symmetry representation that factorizes
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as V ∂R(g) = v(g)⊗L (with v(g) : CD → CD), into a G-injective PEPS, with
virtual bonds in CD ⊗ C[G], that is injective on the support subspace of
the projector

∑
g∈G

[
v(g)⊗R(g)

]⊗L
. Here, L := |∂R|e is the number of

virtual bonds crossing the boundary of the regionR under consideration and
R(g) |h〉 := |hg−1〉 denotes the right regular representation of G on the new
component C[G] of the virtual bonds. Let us recast this in the framework of
Section 2.2. The ungauged symmetric injective PEPS map satisfies

ARV
∂R(g) = U(g)⊗|R|vAR (2.8)

for any region R ⊂ M and g ∈ G. Now let O∂R(g) :=
[
v(g)⊗R(g)

]⊗L
,

then the gauged PEPS map Ag
R for any region R satisfies

Ag
RO

∂R(g) = Ag
R (2.9)

for all g ∈ G, which implies that the gauged PEPS Ag is in the same phase as
a quantum double model constructed form G, provided it is sufficiently close
to a fixed point to ensure there is no symmetry breaking [106, 141].

The result of Ref.[51] can be extended to the general case outlined in
Section 2.4 and Appendix 2.B where the PEPS map AR in region R has a
non-factorizable MPO representation of the symmetry on the virtual level,
given by V ∂R(g) : (CD)⊗L → (CD)⊗L, and is only injective on the support
subspace of the projection MPO P∂R = V ∂R(1) which is required to be single
blocked. Hence we have

ARP∂R = AR (2.10)

ARV
∂R(g) = U(g)⊗|R|vAR (2.11)

for all g ∈ G; note we have explicitly separated the g = 1 case for emphasis.
In the language of Section 2.2 we have Sg = {V ∂R(g)}, ∀g ∈ G.

The gauged PEPS Ag obtained by applying the procedure of Ref.[51]
to A has virtual bonds in CD ⊗ C[G] and satisfies the axioms of MPO-
injectivity [109], but is now injective on the support subspace of the pro-
jection MPO P g

∂R := 1
|G|
∑
g∈GO

∂R(g), where O∂R(g) := V ∂R(g)⊗R(g)⊗L,
see Appendix 2.F for a detailed proof. Writing these conditions out, we have

Ag
RO

∂R(g) = Ag
R (2.12)

for all g ∈ G, which implies Ag
RP

g
∂R = Ag

R. Note every MPO O∂R(g) is
one of the original MPO symmetries V ∂R(g) tensored with a tensor product
representation on the new component C[G] of the virtual space that was
introduced by gauging. The MPO representation of P g

∂R thus has a canonical
form with multiple blocks labeled by g ∈ G that correspond to the single
block MPOs O∂R(g). Hence for the gauged PEPS S1 = {O∂R(g) | g ∈ G}.
Importantly, tensoring with a local action R(g) on the additional virtual
space C[G] does not change the bond dimension nor the third cohomology
class of the MPO representation.
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The topological order of the gauged SPT PEPS is a twisted Dijkgraaf-
Witten model (provided it is sufficiently close to a fixed point to ensure there
is no symmetry breaking) which is shown explicitly in Section 2.7.2. We
emphasize that up to the trivial operators R(g)⊗L the same MPOs determine
both the gapless edge modes of the SPT phase and, as argued in [108, 109],
the topological order of the gauged model. This realizes the gauging map
from SPT models with a finite symmetry group to models with intrinsic topo-
logical order, explored at the level of Hamiltonians by Levin and Gu [126],
explicitly on the level of states. In Appendix 2.I we apply the gauging pro-
cedure of Ref.[51] to families of SPT Hamiltonians with an arbitrary finite
symmetry group, which yields an unambiguous gauging map to families of
topologically ordered Hamiltonians.

We note that the PEPS gauging procedure can equally well be applied
to gauge any normal subgroup N E G of the physical symmetry group G.
This gives rise to states with symmetry-enriched topological order, where
the topological component corresponds to a gauge theory with gauge group
N and the global symmetry is given by the quotient group G/N; we plan to
investigate this direction further in future work [125].

2.5.2 Gauging preserves the gap

We now show that the gauging procedure of Ref.[51] preserves the energy
gap of a symmetric Hamiltonian, which implies by contrapositive that two
SPT PEPS are in different phases when the corresponding gauged PEPS lie
in distinct topological phases.

Let Hm denote a local gapped symmetric ‘matter’ Hamiltonian, which
captures the particular case of parent Hamiltonians for SPT PEPS. The
Hamiltonian is a sum of local terms Hm :=

∑
v hv, where each hv acts on a

finite region within a constant distance of vertex v. Without loss of generality
we take the Hamiltonian to satisfy [hv, U(g)⊗|M|v ] = 0, ∀g ∈ G and shift
the lowest eigenvalue of Hm to 0. The gap to the first exited energy level
is denoted by ∆m > 0. We now apply the gauging procedure of Ref.[51] to
obtain the gauged matter Hamiltonian defined by HG

m :=
∑
v GΓv [hv], for

GΓv given in Eq.(2.112). This Hamiltonian is also local since each GΓv is
locality preserving.

The gauging procedure introduces gauge fields on the links of the PEPS
network and the full Hamiltonian of the gauged system contains local flux
constraint terms HB :=

∑
p(1− Bp) acting on these gauge fields by adding

an energy penalty when the flux through a plaquette p is not the identity
group element. Each local term Bp is a Hermitian projector acting on the
edges around plaquette p which has eigenvalue 1 on any gauge field con-
figuration (G-connection) that satisfies the flux constraint and 0 otherwise,
see Eq.(2.135). Furthermore Bp is diagonal in the group basis on the edges,
hence [Bp,Bp′ ] = 0.
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The full Hamiltonian may also contain a sum of local commuting projec-
tions onto the gauge invariant subspace HP :=

∑
v(1− Pv), see Eq.(2.109),

this corresponds to a model with an effective low energy gauge theory rather
than a strict gauge theory. Hence the full Hamiltonian on the gauge and
matter system is given by the following sum

Hfull = HG
m + ∆BHB + ∆PHP

where ∆B,∆P ≥ 0. Note a strictly gauge invariant theory is recovered in
the limit ∆P → ∞. It is easy to verify that the components of the full
Hamiltonian commute, i.e. [HG

m, HB] = [HG
m, HP ] = [HB, HP ] = 0, and

hence are simultaneously diagonalizable. Furthermore, HB and HP each
have lowest eigenvalue 0 and gap 1.

Assuming ∆P is sufficiently large, the low energy subspace of Hfull lies
within the ground space of HP and hence is spanned by states of the form
P [ |λ〉Λv ⊗ |φ〉Λe ], with P =

∏
v∈Λ Pv, for a basis |λ〉 of the matter (vertex)

degrees of freedom (we will consider the eigenbasis of Hm) and a basis |φ〉
of the gauge (edge) degrees of freedom (we will consider the group element
basis).

Similarly, assuming ∆B is sufficiently large, the low energy subspace of
Hfull lies within the ground space of HB which is spanned by states whose
gauge fields form a flat G-connection on the edge degrees of freedom. Since
we additionally have [Bp, P ] = 0 the common ground space of HB and HP

is spanned by states of the form P [ |λ〉Λv ⊗ |φflat〉Λe ], for a basis |φflat〉 of the
flat G-connections on the edge degrees of freedom (note these are product
states).

G-connections form equivalence classes under the local gauge operations
agv :=

⊗
e∈E+

v
Re(g)

⊗
e∈E−v Le(g) (see appendix 2.F for a more detailed

definition of agv). On a 1-homotopy trivial manifold (no noncontractible
loops) there is only 1 such equivalence class given by all connections of the
form |φflat〉 =

∏
i a
gi
vi |1〉Λe , where |1〉Λe := |1〉⊗|Λ|e .

Proposition 3. For a 1-homotopy trivial manifold, the states G |λ〉 (for a
basis |λ〉) span the common ground space of both HB and HP , where G is the
quantum state gauging map defined in Eq.(2.111).

Since Pv =
∫

dg Uv(g)⊗agv one can easily see Pvagv = PvU
†
v (g) and hence

for any state in the intersection of the ground spaces of HB and HP we have

P [ |ψ〉Λv ⊗ |φflat〉Λe ] = P [ |ψ〉Λv ⊗
∏

i

agivi |1〉Λe ]

= P [ [
∏

i

Uvi(gi)]
† |ψ〉Λv ⊗ |1〉Λe ]

= G[
∏

i

Uvi(gi)]
† |ψ〉Λv (2.13)
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where we have started from our above characterization of the common
ground space.

We now proceed to show that any eigenstate of Hm is mapped to an
eigenstate of HG

m by the quantum state gauging map G. See appendix 2.F for
the details about the operator and state gauging maps G andG as constructed
in [51].

Proposition 4 ([51]). The identity GΓ[O]G = GO holds for any symmetric
operator O.

Suppose O acts on the sites v ∈ Γ ⊂ Λ where Γ is a subgraph of the full
lattice which contains all the edges between its vertices, then we have

GΓ[O]G =

∫ ∏

v∈Γ

dhv
⊗

v∈Γ

Uv(hv)O
⊗

v∈Γ

U†v (hv)

⊗

e∈Γ

|hv−e h
−1

v+e
〉 〈hv−e h

−1

v+e
|
∫ ∏

v∈Λ

dgv
⊗

v∈Λ

Uv(gv)
⊗

e∈Λ

|gv−e g
−1

v+e
〉

=

∫ ∏

v∈Λ

dgv
∏

v∈Γ

dhv
⊗

v∈Λ

Uv(gv)
⊗

v∈Γ

Uv(g
−1
v hv)

O
⊗

v∈Γ

U†v (g−1
v hv)

∏

e∈Γ

δ(g−1

v
−
e
h
v
−
e

), (g−1

v
+
e
h
v
+
e

)

⊗

e∈Λ

|gv−e g
−1

v+e
〉

= GO (2.14)

where edge e runs from vertex v+
e to v−e . The last equality follows since the δ

condition forces (g−1
v hv) to be equal for all v ∈ Γ (assuming Γ is connected)

and the operator O is symmetric under the group action [O,
⊗

v∈Γ Uv(g)] =
0.

This implies that any eigenstate |ψλ〉 of Hm with eigenvalue λ gives rise
to an eigenstate G |ψλ〉 of HG

m with the same eigenvalue. Note we have
assumed that G |ψλ〉 6= 0, which is the case when the representation under
which |ψλ〉 transforms contains the trivial representation. This always holds
for a unique ground state (possibly after redefining the matrices of the group
representation by multiplicative phases U(g) 7→ eiθ(g)U(g) ).

If Hm has a unique ground state |λ0〉 the ground state of the full Hamil-
tonian is given by G |λ0〉 (since HG

m ≥ 0 for Hm ≥ 0) and its gap satisfies
∆full ≥ min(∆m,∆B,∆P ).

Hence if two local SPT Hamiltonians are connected by a gapped, contin-
uous and symmetric path of local Hamiltonians then the gauged models are
also connected by a gapped and continuous path of local Hamiltonians.

In Appendix 2.G we extend this proof to SPT Hamiltonians on topologi-
cally nontrivial manifolds where the gauging procedure leads to a topological
degeneracy of the ground space. Orthogonal topological ground states are
obtained by gauging distinct symmetry twisted SPT states, which are the
subject of the next section.
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2.6 Symmetry twists and monodromy defects

In this section we argue that symmetry twists and monodromy defects have
a natural description in the tensor network formalism in terms of symmetry
MPOs that correspond to anyons in the gauged model. We harness this
description to calculate the effect that modular transformations have upon
symmetry twisted and topological ground states via their effect on a four
index crossing tensor. Similarly we calculate the projective transformation
of a monodromy defect by composing two crossing tensors. Our approach
explicitly identifies how the symmetry MPOs that describe defects of a SPT
model become topological MPOs that describe the anyons of a topological
model [133].

2.6.1 Symmetry twists in SPT PEPS

We first describe the construction of a symmetry twisted SPT PEPS in terms
of the original SPT PEPS, symmetry MPOs and a crossing tensor. We then
calculate the transformation of this state under the residual symmetry group.

For a flat gauge field configuration there is a well defined procedure for
applying a corresponding symmetry twist to a local symmetric Hamiltonian,
given by conjugating each local term by a certain product of on-site symme-
tries (see Appendix 2.G). On a trivial topology such a symmetry twist can
be applied directly to a symmetric state by acting with a certain product
of on-site symmetries. For example a symmetry twist on an infinite plane,
specified by a pair of commuting group elements (x, y) ∈ G×G and oriented
horizontal and vertical paths px, py in the dual lattice, acts on a state |ψ〉 in
the following way

|ψ〉(x,y) :=
⊗

v∈U
Uv(x)

⊗

v∈R
Uv(y) |ψ〉

where R is the half plane to the right of py, U the half plane above px, see
Fig.2.5. Note x and y must commute for the relevant gauge field config-
uration to be flat. One can also understand why they must commute by
first applying the x-twist which reduces the symmetry group to C(x) (the
centralizer of x) and hence it only makes sense to implement a second twist
for y ∈ C(x). With this definition applying a symmetry twist to an eigenstate
of a symmetric Hamiltonian (on a trivial topology) yields an eigenstate of
the symmetry twisted Hamiltonian with the same eigenvalue.

The framework of SPT PEPS provides a natural prescription for the
application of a symmetry twist directly to a PEPS on any topology, given by
acting with symmetry MPOs on the virtual level of the PEPS. In the above
example, assuming |ψ〉 is a SPT PEPS with local tensor A and symmetry
MPOs V (g), Eq.(2.3) implies that the symmetry twisted state |ψ〉(x,y) is given
by acting on the virtual level of the PEPS |ψ〉 with the MPOs V px(x), V py (y)
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Figure 2.5: a) A symmetry twist (x, y) on an infinite plane. b) Physical action of the
aforementioned symmetry twist.

(with inner indices contracted with the four index crossing tensor Qx,y (2.15)
where px, py intersect) see Fig.2.6.

�

�

�

Figure 2.6: (x, y) symmetry twisted PEPS, for infinite or periodic boundary condi-
tions.

The crossing tensor Qx,y is defined in terms of the local reduction tensor
of the MPO representation X(x, y) (see Eqs.(2.58,2.87))

Qx,y : = X(x, y)X+(y, x) (2.15)

= W x
R(y)

� �

�

�

�

: =
�(�, �)

+
�(�, �)

.

Eq.(2.3) and the zipper condition (2.72) for X(x, y) imply that the Qx,y
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tensor contracted with MPOs V px(x), V py (y) can be moved through the
PEPS on the virtual level by applying appropriate on-site symmetries to the
physical level.

This prescription extends straightforwardly to an arbitrary topology (see
Appendix 2.G) as we now demonstrate with the example of a symmetry twist
on a torus for a pair of commuting group elements (x, y) along distinct non-
contractible cycles px, py. The symmetry twisted SPT PEPS |ψ〉(x,y) is again
given by applying the MPOs V px(x), V py (y) (with inner indices contracted
with the crossing tensor Qx,y) to the virtual level of the untwisted PEPS |ψ〉.
Importantly this prescription fulfills the condition that applying a symmetry
twist to a PEPS groundstate of a symmetric frustration free Hamiltonian
yields a groundstate of the symmetry twisted Hamiltonian due to Eq.(2.3).
We note that similar tensor network techniques allow a construction of
symmetry twists for time reversal symmetry [142].

A symmetry twisted state with conjugated group elements (xg, yg) is re-
lated, up to a phase, to the symmetry twisted state with group elements (x, y)

via a global symmetry action as follows θx,yg |ψ〉(x
g,yg)

= U(g)⊗|M|v |ψ〉(x,y).
Similarly a symmetry twisted state for a local deformation of the paths
(px, py) 7→ (p̃x, p̃y) is related to the symmetry twisted state for (px, py) by a
product of on-site symmetries corresponding to the deformation via Eq.(2.3).
Hence the number of distinct classes of symmetry twisted states on a torus,
under local operations, is given by the number of conjugacy classes of com-
muting pairs of group elements, which equals the number of irreducible
representation of the quantum double D(G) [106].

It is apparent that a symmetry twisted state |ψ〉(x,y) forms a 1D repre-
sentation under the physical action of the residual symmetry group C(x, y).
Assuming that the untwisted ground state |ψ〉 is symmetric under G (which
can always be achieved after rephasing the physical representation) the
symmetry twisted states may still form nontrivial 1D representations of their
respective residual symmetry groups, this fact becomes important when
counting the ground space dimension of the gauged model. Calculating
these 1D representations explicitly within the PEPS framework yields the
result θx,yg = α(x,y)(g) the second slant product of the 3-cocycle α that arose
from the MPO group representation (see Appendix 2.E). Hence an (x, y)
symmetry twisted state is symmetric under C(x, y) iff α(x,y) ≡ 1, in which
case y is called α(x)-regular. If this property is satisfied by a given y ∈ C(x)
it is also holds for all conjugates of y. Furthermore the number of α(x)-
regular conjugacy classes is known to be equal to the number of irreducible
projective representations with 2-cocycle α(x) [129].

2.6.2 Gauging the symmetry twisted SPT PEPS

We now outline how the application of an appropriate gauging procedure to
a symmetry twisted SPT PEPS yields a topological ground state.
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There is a twisted version of the gauging procedure of Ref.[51] for each
flat gauge field configuration which maps a symmetric Hamiltonian with
the corresponding symmetry twist to a gauged Hamiltonian, the same one
as obtained by applying the untwisted gauging procedure to the untwisted
symmetric Hamiltonian (see Appendix 2.G for more detail). For a fixed rep-
resentative (x, y) the twisted gauging operator Gx,y is given by contracting
the tensor product operators R(x)⊗|px|, R(y)⊗|py| with the virtual level of the
original gauging operator G. The twisted versions of the state gauging map
are orthogonal for distinct symmetry twists in general and furthermore the
fixed representatives satisfy G†x′,y′Gx,y = δ[x′,y′],[x,y]

∫
dg U(g)⊗|M|vδg∈C(x,y)

(see Appendix 2.G.3). Hence each conjugacy class of symmetry twisted states
that are symmetric under the residual symmetry group is mapped to an or-
thogonal ground state, while those that form a nontrivial 1D representation
are mapped to 0. Consequently the dimension of the ground space for the
gauged model is given by the number of irreducible representations of the
twisted quantum double Dα(G) which can not be larger than the ground
space dimension of a gauged trivial SPT model with the same symmetry
group.

Given a SPT PEPS ground state |ψ〉, the orthogonal ground states of the
gauged model can be constructed by applying the gauging tensor network
operator and acting with the SPT symmetry MPO and a product of on-site
symmetry actions [V (g)⊗R(g)⊗L] along noncontractible cycles on the virtual
level of the gauged tensor network G |ψ〉. For a fixed representative (x, y) of
a symmetric class of symmetry twists the corresponding gauged ground state
is given by contracting the MPOs [V px(x)⊗R(x)⊗|px|], [V py (y)⊗R(y)⊗|py|]
(with the crossing tensor Qx,y at the intersection point px ∩ py [109]) with
the virtual level of the gauged PEPS G |ψ〉.

2.6.3 Modular transformations

We calculate the effect of modular transformation on symmetry twisted and
topological ground states via their effect on a set of four index crossing
tensors.

Symmetry twisted ground states have been used to identify non trivial
SPT order via the matrix elements of modular transformations taken with
respect to them [143, 144]. We have calculated the SPT S̃ & T̃ matrices,
corresponding to a π

2 rotation and a Dehn twist respectively, using our
framework to find (see Eq.(2.107))

〈x′, y′| S̃ |x, y〉 = α(y)(x−1, x)−1 〈x′, y′|y, x−1〉 (2.16)

〈x′, y′| T̃ |x, y〉 = α(x, y, x) 〈x′, y′|x, xy〉 (2.17)

where we have used the abbreviation |x, y〉 := |ψ〉(x,y) and note y ∈ C(x).
The gauging procedure elucidates the precise correspondence between these
matrix elements and the S & T -matrix of the gauged theory [44, 109,
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145] which we have also calculated within the ground space (again see
Eq.(2.107))

S =
∑

xy=yx

α(y)(x−1, x)−1 |[y, x−1]〉 〈[x, y]| (2.18)

T =
∑

xy=yx

α(x, y, x) |[x, xy]〉 〈[x, y]| (2.19)

where |[x, y]〉 := Gx,y |ψ〉(x,y) denotes a ground state of the gauged model.
Note in our framework we consider a fixed but arbitrary choice of represen-
tative for each conjugacy class, rather than group averaging over them.

We have explicitly verified that S & T generate a linear representation
of the modular group in agreement with known results for lattice gauge
theories (See Subsection 2.E.4).

2.6.4 Projective symmetry transformation of monodromy
defects

Here we describe an explicit construction of the projective representation
that acts upon a monodromy defect. We calculate the 2-cocycle of this
projective representation by considering the composition of pairs of crossing
tensors.

Monodromy defects can be understood as symmetry twists along paths
with open end points and have proven useful for the identification of SPT
phases [87, 146]. The prescription for applying symmetry twists to SPT
PEPS extends naturally to a construction of a pair of monodromy defects at
the ends of a path pg, for g ∈ G. This is given by applying a symmetry MPO
V pg (g) to the virtual level of the PEPS with an open inner index at either
end of the path, which may be contracted with defect tensors replacing
the PEPS tensors at each of the defects, see Fig.2.7. Applying the twisted
gauging procedure for the corresponding gauge field configuration (which
is flat except near the defect points) explicitly maps the symmetry twisted
PEPS to a PEPS that describes a pair of flux anyon excitations in the gauged
theory, see Appendix 2.H and Refs.[106, 133].

We now study a pair of monodromy defects on a twice punctured sphere
topology, with a defect in each puncture, see Fig.2.7. This captures the
case of a symmetry twist g applied to a path pg along a cylinder, from one
boundary to the other, and also the case of a pair of monodromy defects on
a sphere, where each puncture is formed by removing a PEPS tensor and
replacing it with a tensor that describes the defect.

Treating a symmetry twisted SPT PEPS on a cylinder (of fixed radius)
as a one dimensional system, it is clear that the bulk is invariant under the
residual symmetry group C(g) since the symmetry twisted SPT PEPS on a
torus formed by closing the cylinder (such that pg becomes a noncontractible
cycle) is symmetric. In this case the PEPS can be interpreted as a MPS and
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Figure 2.7: a) A symmetry twist along a cylinder PEPS. b) A pair of monodromy
defects in a PEPS.

standard results in this setting imply that the global symmetry U(h)⊗|M|v

is intertwined by the PEPS to a tensor product of projective symmetry
representations on the left and right virtual boundaries VgL(h)⊗ V

g
R(h).

The projective boundary action V
g
R(h) of the symmetry can be explicitly

constructed within the SPT PEPS framework. We find that it is given by a
symmetry MPO acting on the PEPS virtual bonds entering the puncture, with
its inner indices at the intersection of pg and the boundary of the puncture
contracted with the tensor Y gR(h) (see Eq.(2.89)) that acts on the inner index
of the symmetry twist MPO V pg (g) entering the puncture.

V
g
R(h) = (2.20)

The multiplication of physical symmetries induces a composition rule
for the Y gR(·) tensors, see Appendix 2.H for details. Explicit calculation of
these products yields the 2-cocycle factor set ωg of the projective boundary
representation V

g
R(k)VgR(h) = ωg(k, h)VgR(kh) in terms of the 3-cocycle

α of the MPO symmetry representation ωg(k, h) ∼ α(g,k,h)α(k,h,g)
α(k,g,h) . This

is consistent with the results of Ref.[87]. Note that altering α by a 3-
coboundary induces a 2-coboundary change to the 2-cocycle ωg, which
hence forms a robust label of the SPT phase. The projective symmetry action
is closely related to the braiding of anyons in the gauged theory.

2.7 Example: fixed-point SPT states

Inspired by the illuminating examples in Refs.[24] and [111] we now present
a family of SPT PEPS with symmetry group G and 3-cocycle α satisfying
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Eqs.(2.3) and (2.4), and explicitly demonstrate that gauging these states [51]
yields MPO-injective PEPS that are the ground states of twisted quantum
double Hamiltonians [128, 129].

2.7.1 Fixed-point SPT PEPS

We describe our construction of fixed point SPT PEPS and calculate the
MPOs induced by the symmetry action on a site. We explicitly give the fusion
tensors for these MPOs and verify that they satisfy the zipper condition before
determining the 3-cocycle of the MPO representation.

Our short-range entangled PEPS are defined on any trivalent lattice
embedded in an oriented 2-manifold (dual to a triangular graph). They
realize states equivalent to a standard SPT fixed point construction on the
triangular graph [24, 147]. To this end we specify an ordering on the vertices
of the triangular graph which induces an orientation of each edge, pointing
from larger to smaller vertex. With this information we assign the following
PEPS tensor A4 : C(G)⊗6 → C(G)⊗3 to each vertex of the trivalent lattice

A4 :=

∫ ∏

v∈4

dgv α̃4
⊗

v∈4

|gv〉4,v
⊗

e∈4

(gv−e |4,e,v−e (gv+e |4,e,v+e (2.21)

where edge e is oriented from v+
e to v−e (hence v−e < v+

e ) in the trian-
gular graph. The phase α̃4 is defined on a vertex of the trivalent PEPS
lattice dual to plaquette 4 of the triangular lattice, whose vertices appear
in the order v, v′, v′′ following the orientation of the 2-manifold (note
the choice of starting vertex is irrelevant), by a 3-cocycle α as follows
α̃4 := ασπ (g1g

−1
2 , g2g

−1
3 , g3). Where (g1, g2, g3) := π(gv, gv′ , gv′′) with π the

permutation that sorts the group elements into ascending vertex order and
σπ = ±1 is the parity of the permutation (equivalently the orientation of
4 relative to the 2-manifold). In the following example the tensor A4,
possessing six virtual and three physical indices, has non zero entries given
by

g1

g1

g2

g2

g3

g3 = α(g1g
−1
2 , g2g

−1
3 , g3) . (2.22)

Note the tensor diagrams in this section use the convention that physical
vertex indices are written within the body of the tensor. Moreover we only
depict the virtual and physical index combinations that give rise to non-zero
values of the tensor.
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The global symmetry of the PEPS on a closed manifold is ensured by the
following transformation property of each local tensor

R(h)⊗3A4 = A4
⊗

e∈4

[Z
σ4,e
e (h)R(h)⊗2] , (2.23)

where Ze(h) :=
∫

dgv−e dgv+e α(gv−e g
−1

v+e
, gv+e , h)|gv−e , gv+e )(gv−e , gv+e |, and σ4,e =

±1 is +1 if e is directed along the clockwise orientation of ∂4, and −1 oth-
erwise. With this definition one can check that Eq.(2.23) is equivalent to the
cocycle condition (2.61). Note the boundary actions on the shared edge of
two neighboring tensors A4, A4′ , induced by group multiplication on the
physical sites 4,4′, cancel out since σ4,e = −σ4′,e from which it follows
that the full PEPS (on a closed manifold) is invariant under the group action
applied to all physical indices. In our example the symmetry property is1

g1h

g2h g3h

R(h)

R(h) R(h)

g1
g3

g2 =

g1

g1h

g2h

g2

g3h

g3

R(h)

R(h)

g3h

g2h

g1h

R(h)

R(h)

R(h)R(h)

Z(h)

†

†

†

. (2.24)

Note that a tensor product of the virtual symmetry matrices [Z
σ4,e
e (h)R(h)⊗2]

in general do not constitute a representation of G. A representation of G on
the virtual level, V (g), is obtained by projecting these matrices onto the sub-
space on which the PEPS tensor is injective. By doing so we construct MPOs
that cannot be factorized as a tensor product. For the current fixed-point
example we project [Z

σ4,e
e (h)R(h)⊗2] onto the subspace of virtual boundary

indices corresponding to non-zero values of A4, Eq.(2.21). This yields a
MPO V (h) constructed from the following tensors

h

g2g1

g2hg1h

= α(g1g
−1
2 , g2, h) (2.25)

note that for fixed h these MPOs possess a single block. We introduce the

1 Note the following subtlety, our tensor diagrams depict the coefficients of the map A4 and
hence the group action R(h) on the physical kets is equivalent to R(h−1) on the coefficients,
i.e. R(h)

∫
dgf(g) |g〉 =

∫
dgf(gh) |g〉.



Chapter 2. Matrix product operators for symmetry protected-topological
phases 84

isometry X(h1, h2)

h2

h1

h1h2
gh1

g

gh1h2

= α(g, h1, h2) , (2.26)

to describe the multiplication of two MPO tensors. With this isometry we
have the following relation

h1

h2

g1 g2

g1h1 g2h1

g1h1h2 g2h1h2

= h1h2

g2h1h2g1h1h2

g1 g2

(2.27)

where the left most tensor of Eq.(2.27) is X†(h1, h2) and we have made use
of the 3-cocycle condition (2.61). This implies that the MPOs V (h) with
fixed inner indices indeed form a representation of G. Note the stronger
zipper condition

h1

h2

g2h1h2g1h1h2

g1 g2

=

g1 g2

h1

g1h1 g2h1

h2

g1h1h2 g2h1h2

(2.28)

also holds for this MPO representation.
From Eq.(2.23) it is clear that the PEPS tensors A4, Eq.(2.21), together

with the MPOs V (h), defined by Eq.(2.25), have SPT order described by the
framework of Section 2.4. We now calculate the third cohomology class of
the MPOs to determine which SPT phase the model belongs to. For this we
see that X obeys the following associativity condition

X(h1h2, h3)[X(h1, h2)⊗ 1h3
] =

α−1(h1, h2, h3)X(h1, h2h3)[1h1 ⊗X(h2, h3)] , (2.29)

which is again the 3-cocycle condition Eq.(2.61). From Eq.(2.29) we thus
conclude that the short-range entangled states described by the tensors
of Eq.(2.21) lie in a symmetry-protected topological phase labeled by the
cohomology class [α−1] ∈ H3(G,U(1)), see Appendix 2.A.
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One may be surprised to notice that one layer of strictly local unitaries
(equivalent to the local unitary circuit Dα (2.143)) acting on the vertices of
the PEPS built from the tensors in Eq.(2.21) can remove the 3-cocycles, thus
mapping it to a trivial product state. Superficially this seems to contradict
the fact that SPT states cannot be connected to the trivial product state by
low-depth local unitary circuits that preserve the symmetry. However, this is
not the case as this definition requires every individual gate of the circuit to
preserve the symmetry [148], which is not true for the circuit just described.

2.7.2 Gauging the fixed-point SPT PEPS

We now apply the quantum state gauging procedure of Ref.[51] to gauge
the global symmetry of the fixed-point SPT PEPS defined in the previous sub-
section. For this we construct a gauging tensor network operator (matching
that of Ref.[51] on the dual triangular graph) that couples gauge degrees
of freedom to a given matter state. We proceed by applying a local unitary
circuit to disentangle the gauge constraints and explicitly demonstrate that
the resulting tensor describes the ground state of a twisted Dijkgraaf-Witten
gauge theory.

The gauging map is defined by the following local tensors G4 : C(G)⊗6⊗
C(G)⊗3 → C(G)⊗6

G4 :=

∫ ∏

v∈4

dhv
⊗

v∈4

R4,v(hv)
⊗

e∈4

[ |hv−e h
−1

v+e
〉
4,e

⊗ (hv+e |4,e,v+e (hv−e |4,e,v−e ], (2.30)

note G4 introduces gauge degrees of freedom on the edges. For our example
the gauging tensor is

h1

h2 h3

R(h2) R(h3)

R(h1)

h2h3

h1h3h1h2
-1

-1

-1

(2.31)

We can apply the gauging tensors locally to the SPT PEPS to form tensors for
a gauge and matter PEPS

Ā4 :=

∫ ∏

v∈4

dhvdgv α̃4
⊗

v∈4

|gvh−1
v 〉4,v

⊗

e∈4

|hv−e h
−1

v+e
〉
4,e

(gv+e , hv+e |4,e,v+e (gv−e , hv−e |4,e,v−e (2.32)
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in our example these are

h1

g2 g3

h2h3

h1h3h1h2
-1

-1

-1

g1h1

g2h2 g3h3
-1 -1

-1

g1

h2

h3

h3

h2

g1

g2 g3

h1

= α(g1g
−1
2 , g2g

−1
3 , g3) . (2.33)

The gauged PEPS |ψg〉, built from the tensors Ā4, satisfies local gauge
constraints P̃v |ψg〉 = |ψg〉 for every vertex v, where

P̃v :=

∫
dgv

⊗

43v

[R4,v(h)
⊗

e∈E+
v

R4,e(gv)
⊗

e∈E−v

L4,e(gv)]

The gauge and matter tensor Ā4 is MPO-injective with respect to a purely
virtual symmetry inherited from the symmetry transformation of the SPT
tensor A4 and it also intertwines a physical symmetry to a virtual symmetry
due to the transformation of the gauging tensors

Ā4
⊗

e∈4

[Z
σ4,e
e (h)R(h)⊗2]⊗R(h)⊗2 = Ā4 (2.34)

⊗

v∈4

R4,v(h)
⊗

e∈4

R4,e(h)L4,e(h)Ā4

= Ā4
⊗

e∈4

1⊗2 ⊗ L(h)⊗2 (2.35)

the latter symmetry reflects the invariance of the full PEPS under the gauge
constraints P̃v.

We next apply a local unitary circuit C̃Λ to explicitly map the gauge
and matter model to a twisted quantum double ground state on the gauge
degrees of freedom alone. This circuit is given by the tensor product of the
following local unitary on each site

C̃4 :=

∫ ∏

v∈4

dgv
⊗

v∈4

|gv〉 〈gv|v
⊗

e∈4

Le(gv−e )Re(gv+e ) ,

which maps the gauge constraints to local rank one projectors on the matter
degrees of freedom at each vertex C̃ΛP̃vC̃Λ =

∫
dgv

⊗
43v R4,v(h), fixing

the state of the matter to be
∫

dgv
⊗
43v |gv〉4,v. From this we infer that

the circuit C̃Λ disentangles the gauge from the matter degrees of freedom.
To see this explicitly we apply the circuit locally to each PEPS tensor, along
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with a unitary change of basis on the virtual level (leaving the physical state
invariant) to form the tensor ¯̄A4 which is defined as follows

¯̄A4 := C̃4Ā4
⊗

e∈4

U4,e,v+e ⊗ U4,e,v−e

=

∫ ∏

v∈4

dkvdgv α̃4
⊗

v∈4

|kv〉4,v
⊗

e∈4

[ |gv−e g
−1

v+e
〉
4,e

⊗ (gv+e , kv+e |4,e,v+e (gv−e , kv−e |4,e,v−e ] (2.36)

where U :=
∫

dg |g〉 〈g| ⊗ SL†(g), with S |g〉 := |g−1〉, satisfies (g, h|U =
(g, gh−1|. For our example this tensor is given by

k1

g2 g3

g2g3

g1g3g1g2
-1

-1

-1

k1

k2 k3

g1

k2

k3

k3

k2

g1

g2 g3

k1

= α(g1g
−1
2 , g2g

−1
3 , g3) (2.37)

This disentangled PEPS tensor ¯̄A4 is now MPO-injective on the support
subspace of the projection MPO given by a normalized sum of the symmetry
MPOs from the SPT PEPS. Moreover the intertwining condition maps the
physical vertex symmetry to a trivial action on the virtual space

¯̄A4
⊗

e∈4

[Z
σ4,e
e (h)R(h)⊗2]⊗ 1⊗2 = ¯̄A4 (2.38)

⊗

v∈4

R4,v(h) ¯̄A4 = ¯̄A4
⊗

e∈4

1⊗2 ⊗R(h)⊗2 . (2.39)

From this we see that ¯̄A4 separates into a trivial local component on the
matter degrees of freedom yielding the state

⊗
v

∫
dgv

⊗
43v |gv〉4,v, and

the following tensors on the gauge degrees of freedom
∫ ∏

v∈4

dgvα̃4
⊗

e∈4

|gv−e g
−1

v+e
〉 (gv+e |4,e,v+e (gv−e |4,e,v−e . (2.40)

These tensors define a PEPS on the gauge degrees of freedom that is a ground
state of a 2D twisted quantum double with 3-cocycle α. Note this PEPS
matches the standard representation of the ground state on the subspace
obtained by mapping

⊗
43v |g〉4,v 7→ |g〉v and

⊗
43e |g〉4,e 7→ |g〉e. For our
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example this tensor is

g1

g2 g3g2g3

g1g3g1g2
-1

-1

-1

= α(g1g
−1
2 , g2g

−1
3 , g3) (2.41)

note in the Abelian case the tensors in Eq.(2.41) reduce to the string-net
tensors [149, 150] after a suitable mapping between 3-cocycles and F -
symbols [151] (in the non-Abelian case one has to change to the basis of
irreducible representations to make the identification).

2.8 Conclusions

We have presented a unified picture for the characterization of all gapped
phases, possibly with respect to certain physical symmetries, within the
framework of PEPS in terms of virtual MPO symmetries. To achieve this
we developed a characterization of global symmetry in the framework of
MPO-injective PEPS [108, 109]. In contrast to the injective case [135],
where the symmetry representation on the virtual indices factorizes into a
tensor product, a MPO-injective PEPS tensors can have a virtual symmetry
representation given by unfactorizable MPOs. We subsequently identified the
short-range entangled PEPS to be those having a single block in the projection
MPO onto the injectivity subspace. If the accompanying single block MPO
virtual symmetry representation has a non-trivial third cohomology class it
gives rise to unconventional edge properties and thus to symmetry-protected
topological PEPS. Our identification of the virtual entanglement structure
of PEPS with SPT order opens new routes to study transitions between
SPT phases by utilizing methods that have been developed to study anyon
condensation transitions of topological phases [52, 152].

We demonstrated that applying the quantum state gauging procedure [51]
to a SPT PEPS transforms its MPO representation of G into a purely virtual
symmetry of the gauged tensors. This implies that the resulting gauge-
invariant PEPS also satisfies the axioms of MPO-injectivity, but with a projec-
tion MPO onto the injectivity subspace with a block structure labeled by the
group elements g ∈ G. This block structure of the projection MPO, together
with the third cohomology class label, characterize the phases of the twisted
quantum double models which are known to have intrinsic topological order.
It was shown in Ref.[109] that the projection MPO determines all the topo-
logical properties of the gauged PEPS. This relation explains the mechanism
behind the braiding statistics approach to SPT phases [126] at the level of the
corresponding quantum states. It furthermore reveals that both the gauging
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and boundary theory approaches to classifying SPT phases are recast in the
PEPS framework as the classification of a common set of MPOs. We have
illustrated these concepts for a family of RG fixed-point states, containing
a representative for all two-dimensional bosonic SPT phases with a finite
on-site symmetry group.

To prove these results we developed new tools to deal with orientation
dependent MPO tensors and used them to calculate the symmetry action
on monodromy defected and symmetry twisted states and also modular
transformations, before and after gauging, in terms of a single tensor.

The general formalism presented in this paper describes both local physi-
cal symmetries and topological order of PEPS with virtual MPO symmetries.
Furthermore, it captures the general action of a symmetry on a PEPS with
topological order and hence yields a natural framework for the study of
symmetry-enriched topological phases. The quantum state gauging proce-
dure can be adapted to gauge only a normal subgroup of the global symmetry
group of a SPT PEPS, which allows one to explicitly construct families of SET
PEPS. An open question is how the corresponding MPOs encode the discrete,
universal labels of the SET phase and how to extract them. We further expect
that a better understanding of excitations in MPO-injective PEPS [133] will
yield insights into the physical properties of SET phases such as symmetry
fractionalization. We plan to study these matters in future work [125].

Another question which presents itself is how to generalize the construc-
tions presented in this paper to fermionic systems. It would be interesting to
see if applying the same principles to the formalism of fermionic PEPS [68]
naturally gives rise to the (partial) classification of fermionic SPT phases
based on supercohomology theory [25]. The quantum state gauging pro-
cedure works equally well for fermionic systems, but the gauge degrees
of freedom are always bosonic. It would thus be interesting to see how
fermionic SPT order can be probed in this way.

Our identification of SPT PEPS in 2D as being injective with respect to
an injective MPO hints at a hierarchical definition of SPT PEPS in arbitrary
dimension with an injective tensor network object associated to each codi-
mension. This appears to recover the cohomological classification of bosonic
SPT states in arbitrary dimensions by a generalization of the argument
from [111]. We plan to explore this further in future work.

2.A Axioms for MPO-injectivity

This section reviews the axioms of MPO-injectivity as presented in Ref.[109].

We interpret the tensors A of a MPO-injective PEPS as linear maps from
the virtual to the physical space and apply a distinguished generalized inverse
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A+, which gives rise to a projector that can be written as a MPO:

�

�
+

= (2.42)

We further require this MPO to satisfy the pulling through property shown in
Eq.(2.43).

= (2.43)

The same property should also hold where the MPO gets pulled from three
virtual indices to one or vice versa. This makes the presence of this MPO
locally undetectable in the PEPS. Using the pulling through property, it is
easy to check that the requirement for the MPO to be a projector is equivalent
to the property shown in Eq.(2.44)

= (2.44)

We also need a technical requirement such that the properties of the PEPS
grow in a controlled way with the number of sites. For example, we want
two concatenated tensors to be injective on the support subspace of the
projection MPO surrounding these two tensors. For this we need that there
exists a tensor X, depicted in (2.45),

X := (2.45)

such that we have the extended inverse property (2.46).

= (2.46)

The extended inverse property allows one to prove many useful things like
the intersection property or an explicit expression for the ground state mani-
fold on a torus [109]. It turns out that under very reasonable assumptions
about the projection MPO the extended inverse condition is automatically
satisfied [133].
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2.B Uniqueness of SPT PEPS ground state

In this appendix we demonstrate that the parent Hamiltonian of a MPO-
injective PEPS with a single block projection MPO has a unique ground state
on the torus (i.e. no topological degeneracy). A similar argument holds for
higher genus surfaces.
For a Hermitian projection MPO there is no need to keep track of a direction
on the internal leg of the MPO, we also ignore the explicit directions on the
edges of the PEPS as they are irrelevant to our arguments. We require the
following condition (stronger than Eq.(2.58))

We assume the projection MPO has been brought into a form satisfying
the zipper condition, i.e. there are no off diagonal blocks in the product of
two MPO tensors after it has been brought into canonical form, equivalently

= (2.47)

where X is the reduction tensor for multiplication of copies of the MPO
which forms a single block representation of the trivial group. This is true of
the MPOs arising from fixed point models. For this representation we have
the following version of Eq.(2.59)

= α (2.48)

we now rewrite this equality in a more suggestive fashion

= α (2.49)

in the above, and throughout the remainder of this appendix, we ignore
explicit direction dependence as it does not affect the arguments made.
In the framework of MPO-injectivity different ground states of the PEPS
parent Hamiltonian on the torus are spanned by tensor networks closed
with different Q tensor solutions (see Ref.[109]) connected to MPOs on the
virtual level along the inequivalent noncontractible loops of the torus

Q . (2.50)
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From the physical level one only has access to the Q tensor projected onto
the support subspace of a MPO loop along the closure of the system.

Q (2.51)

Note this closure gives rise to the same ground state as the closed loop is
a symmetry of the closed MPO-injective tensor network. Using condition
(2.47) repeatedly (within the closed tensor network) leads to the following
crossing tensor

Q (2.52)

which again gives rise to the same ground state. Following several more
applications of Eqs.(2.47) & (2.49) we arrive at

Q (2.53)

Note the overall phase of the ground state is irrelevant. Since the Q tensor
can be placed anywhere in the tensor network we have that the following
matrix

MQ := Q (2.54)

commutes through the virtual level of the single block (injective) projection
MPO and hence must be proportional to the identity MQ = 1. Plugging this
in we have the following crossing tensor

(2.55)

which, by Eq.(2.47), yields the same state as the following

(2.56)
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and with several applications of Eqs.(2.47) & (2.49) one can verify that this
is equivalent to

(2.57)

which is easily seen to be a symmetry of a closed MPO-injective tensor
network which hence yields the trivial ground state. To summarize we have
seen that anyQ tensor solution gives rise to the unique ground state obtained
by closing the tensor network without any MPOs on the virtual level.

2.C Third cohomology class of a single block
MPO group representation

In this appendix we recount the definition of the third cohomology class of
an injective MPO representation of a finite group G, as first introduced in
Ref.[111]. For details about group cohomology theory in the context of SPT
order we refer the reader to Ref.[24].

In a MPO representation of G, multiplying a pair of MPOs labeled by
the group elements g0 and g1 is equal to the MPO labeled by g0g1 for
every length. Since the MPOs are injective we again know there exists a
gauge transformation on the virtual indices of the MPO that brings both
representations into the same canonical form [36]. This implies that there
exists an operator (the reduction tensor) X(g0, g1) : (Cχ)⊗2 → Cχ such that
Eq.(2.58) holds.

�0

�1

�(�0, �1)
+
�(�0, �1)

=

�0�1

(2.58)

note X(g0, g1) is only defined up to multiplication by a complex phase
β(g0, g1). If we now multiply three MPOs labeled by g0, g1 and g2 there are
two ways to reduce the multiplied MPOs to the MPO labeled by g0g1g2. When
only acting on the right virtual indices these two reductions are equivalent
up to a nonzero complex number labeled by g0, g1 and g2. This is shown in
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Eq.(2.59).

�(�0, �1)

�(�0�1, �2)

�0

�1

�2

= α(g0, g1, g2)

�(�1, �2)

�(�0, �1�2)

�0

�1

�2

(2.59)

By multiplying four MPOs one sees that α has to satisfy certain consistency
conditions as the two different paths achieving the same reduction, shown
in Eq.(2.60), should give rise to the same complex number.

�0

�1

�2

�3

→

�0

�1

�2

�3

→

�0

�1

�2

�3

↓ ↓

�3

�0

�1

�2 →

�0

�1

�2

�3

(2.60)

Using Eq.(2.59) one can easily verify that the consistency conditions are

α(g0, g1, g2)α(g0, g1g2, g3)α(g1, g2, g3)

α(g0g1, g2, g3)α(g0, g1, g2g3)
= 1 (2.61)

which are exactly the 3-cocycle conditions and hence α is a 3-cocycle. As
mentioned above X(g0, g1) is only defined up to a complex number β(g0, g1).
This freedom can change the 3-cocycle defined in Eq.(2.59) by

α′(g0, g1, g2) = α(g0, g1, g2)
β(g1, g2)β(g0, g1g2)

β(g0, g1)β(g0g1, g2)
(2.62)

thus we see that α is only defined up to a 3-coboundary. For this reason the
single block MPO group representation is endowed with the label [α] from the
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third cohomology group H3(G,C). Using the fact that Hd(G,R) = Z1 [24]
(and that R as an additive group is isomorphic to R+ as a multiplicative
group), we thus obtain that the third cohomology class of the MPO represen-
tation [α] is an element of H3(G,U(1)).

2.D Orientation dependencies of MPO group rep-
resentations

In this appendix we go beyond previous treatments of MPO group rep-
resentations to consider subtleties that arise due to possible orientation
dependencies of the tensors. We find a gauge transformation that reverses
the orientation of MPO tensors, and use it to define the Frobenius-Schur in-
dicator. We then find several pivotal phases and relate them to the 3-cocycle
of the MPO group representation.

2.D.1 Orientation reversing gauge transformation

To describe the most general bosonic SPT phases one must use lattices with
oriented edges, the internal index of the MPO also carries an orientation
which leads to the definition of a pair of possibly distinct MPO tensors which
depend on the handedness of the crossing upon which they sit

B+(g) = , B−(g) = (2.63)

As shown in Section 2.3 reversing the orientation of the internal MPO index
corresponds to inverting the group element which the MPO represents, i.e.
Vrev(g) = V (g−1). Since this holds for any injective group MPO of arbitrary
length standard results from the theory of MPS imply that the local tensors
are related by an invertible gauge transformation which we denote Zg

= (2.64)

= (2.65)

where we use the following graphical notation for Zg and related matrices

Zg = , ZTg = (2.66)

Z−1
g = , (Z−1

g )T = (2.67)
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which satisfy the relations

= (2.68)

= (2.69)

note while it seems apriori that the gauge transformations in Eq.(2.65)
could be independent, the fact that the equation Vrev(g) = V (g−1) holds for
arbitrary orientations of the PEPS bonds implies that they can be chosen to
be the same.

Applying the gauge transformation twice we arrive at the equality

= (2.70)

which implies Zg(Z−1
g−1)T = χg1 for some χg ∈ U(1) since the MPO is

injective. Hence Zg = χgZ
T
g−1 i.e.

= χg (2.71)

where χg is analogous to the Frobenius–Schur indicator and can be seen to
satisfy χg = χ−1

g−1 . Note χg can be absorbed by redefinition of Zg whenever
g 6= g−1, but we will not do so at this point.

2.D.2 Pivotal phases

Since the multiplication of the injective MPOs forms a representation of G
we have a local reduction as in Eq.(2.58). Again since this holds for arbitrary
orientations of the PEPS bonds the reduction matrix X(g0, g1) is the same
for left and right handed MPOs. From here on we will work with a stronger
restriction on the form of the MPOs such that the following zipper condition
holds

= (2.72)

this is equivalent to there being no off diagonal blocks in the product of two
MPO tensors after it has been brought into canonical form, and is true for
MPOs that arise from fixed point models.

Let us now derive a relation between 1g ⊗ (Z−1
h )T X−1(g, h) andX(gh, h−1)

in terms of a one-line pivotal phase which we then proceed to calculate in
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terms of the three cocycle α of the MPO group representation. Consider

=

=

=

= (2.73)

which yields the desired equality

= γ(gh, h−1) (2.74)

where γ(gh, h−1) is some yet to be determined one-line pivotal phase. We
now separate γ(gh, h−1) into a product of a phase specified by the cocycle α
and another phase b(g, h) which we show to be trivial. Multiplying Eq.(2.74)
by X−1(g0g1, g

−1
1 ) yields

γ(gh, h−1) =
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= α−1(g, h, h−1)

= α−1(g, h, h−1) b(g, h) (2.75)

Now considering

= b(g, h) (2.76)

after an application of Eq.(2.59) to the left most reductions tensors we see
that b(g, h) = b(xg, h), ∀x and hence b has no dependence on the first input
and can be absorbed into the definition of Zh. Similar reasoning yields
another useful equality

= α(g−1, g, h) (2.77)

In summary we have have calculated the one-line pivotal phases

γ(gh, h−1) = α−1(g, h, h−1)

γ′(gh, h−1) = α(g−1, g, h) (2.78)

We now proceed to define a pivotal phase relating the following different
reductions of the same left handed MPO tensors

= (2.79)

=
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Hence

= β(g, h) (2.80)

for some pivotal phase β(g, h) ∈ U(1). By making use of Eqs.(2.74,2.77,2.78)
we calculate β directly to find

β(g, h) = ε(g)ε(h)β̃(g, h) (2.81)

where

ε(g) := χg α(g, g−1, g)

β̃(g, h) :=
α(h, g, g−1)

α(hg, g−1, h−1)

we proceed to show that ε ∼= 1 and hence β ∼= β̃.
Evaluating β in two different ways as follows

β(g, h) =

= χgχh

=
χgχhβ(h−1, g−1)

χgh
(2.82)

leads to the relation on ε

ε(k)ε(h)ε(hk) = 1 (2.83)

after several applications of the 3-cocycle condition for α.
Using Eq.(2.59) we find

=
α(g−1, h−1, h−1)

α(k, h, g)
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× (2.84)

applying Eq.(2.80) twice to both sides yields the further constraint on β

dβ(a, b, c) :=
β(a, b)β(ab, c)

β(b, c)β(a, bc)
=

α(a, b, c)

α(c−1, b−1, a−1)
(2.85)

hence α forms a potential obstruction to β being a 2-cocycle. Note that β̃
also satisfies Eq.(2.85) as a consequence of the 3-cocycle condition for α
and hence the function θ(a, b) := ε(a)ε(b) satisfies the 2-cocycle condition
dθ(a, b, c) = 1. This 2-cocycle condition, together with Eq.(2.83), implies
that ε(a) = ε(c), ∀a, c ∈ G and since ε(1) = 1 consequently ε ≡ 1 is the
constant function. This of course implies β ≡ β̃ which is the desired result

β(g, h) =
α(h, g, g−1)

α(hg, g−1, h−1)
. (2.86)

2.E Crossing tensors

In this Appendix we define four crossing tensors and demonstrate that they
are related by phases involving only the 3-cocycle of the MPO representation.
We proceed to define a composition operation on the crossing tensors and
calculate the resulting crossing tensor. Building upon this result we deter-
mine the transformation of a crossing tensor under the global symmetry.
Finally we calculate the effect of modular transformations on the crossing
tensors.

2.E.1 Definitions

We now introduce several different forms for the crossing tensor (see
Eq.(2.15)) that are related by phases which play an important role in our
calculations

W g
R(h) : = X(g, h)X+(h, g) = (2.87)

W g
L(h) : = X(h, g)X+(g, h) = (2.88)

Y gR(h) : = X+(gh, h−1)[X+(h, g)⊗ Z−1
h ]
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= (2.89)

Y gL (h) : = [X(h, g)⊗ Zh]X(gh, h−1)

= ∼ (2.90)

note h ∈ C(g) and each tensor above is treated as a representative of
an equivalence class of all crossing tensors that give rise to equal PEPS.
Using Eqs.(2.59,2.78) one finds Y gL (h) = α(g, h, h−1)W g

L(h), W g
L(h) =

α(g)(h, h−1)−1W g
R(h−1), and W g

R(h) = α(g, h, h−1)Y gR(h), i.e.

W g
L(h)

α(g)(h,h−1)−−−−−−−−→ W g
R(h−1)

α(g,h,h−1)

y
xα(g,h−1,h)

Y gL (h) −−−−−−−→
ωg(h,h−1)

Y gR(h−1)

(2.91)

where

α(g)(k, h) := α(g, k, h)α(k, h, g)α−1(k, g, h) (2.92)

is the slant product of α (which is a 2-cocycle) and

ωg(k, h) := α(g)(k, h)
α(g, kh, (kh)−1)

α(g, k, k−1)α(g, h, h−1)
(2.93)

is an equivalent 2-cocycle, i.e. [ωg] = [α(g)]. One can easily verify that
changing α by a 3-coboundary alters α(g) by a 2-coboundary and hence the
cohomology class [α] is mapped to [α(g)] by the slant product.

2.E.2 Composition rule

There is a natural composition operation on the Y gR(h) tensors induced by
the action of a global symmetry U(k)⊗|M|v , k ∈ C(g, h), upon a symmetry
twisted ground state as follows

Y gR(k)× Y gR(h) := (2.94)
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note this product is associative but not commutative. The Y gR(h) tensors in
fact form a projective representation under this composition rule since

α(k,gh,h−1)−1

−−−−−−−−−→

α(gkh,h−1,k−1)

y

α(k,h,g)−1

←−−−−−−−

yβ(h,k)

which yields

Y gR(k)× Y gR(h) =
α(k, gh, h−1)α(k, h, g)

α(gkh, h−1, k−1)β(h, k)
Y gR(kh)

=α(g)(k, h)
α(g, kh, h−1k−1)

α(g, k, k−1)α(g, h, h−1)

α(k, h, h−1k−1)

α(h, h−1, k−1)β(h, k)
Y gR(kh)

=ωg(k, h)Y gR(kh) (2.95)

after several applications of the 3-cocycle condition for α, see Eq.(2.61).
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2.E.3 Symmetry action

We are now in a position to calculate the effect of applying a global symmetry
k ∈ C(g, h) to an (x, y) symmetry twisted SPT PEPS on a torus as follows

∼ (2.96)

∼ (2.97)

∼ (2.98)

= Y gR(k)×W g
R(h)× Y gL (k) (2.99)

=
α(g, h, h−1)

ωg(k, k−1)
Y gR(k)× Y gR(h)× Y gR(k−1) (2.100)

=
α(g, h, h−1)ωg(k, h)

ωg(k, k−1)
Y gR(kh)× Y gR(k−1) (2.101)

=
ωg(k, h)ωg(kh, k−1)α(g, h, h−1)

ωg(k, k−1)
Y gR(h) (2.102)

=
ωg(k, h)

ωg(h, k)
W g
R(h) (2.103)

where we have made use of the 3-cocycle condition on α and the relations
from Eq.(2.91). Hence we have found the group action πk[·] induced on the
crossing tensor by the physical symmetry to be

πk[W g
R(h)] = (ωg)(h)(k)−1W g

R(h)

= α(g,h)(k)−1W g
R(h) (2.104)

where (ωg)(h) is the slant product of ωg (it is easy to see this equals the
coeficient in Eq.(2.96)) and hence a 1D representation of C(g, h) which
equals the twice slant product of alpha (ωg)(h) = α(g,h) (since the slant
product maps cohomology classes to cohomology classes). Now by the
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orthogonality of characters we have that the projector Πg,h[·] :=
∑

k∈C(g,h)

πk[·]

maps a nonzero W g
R(h) to zero iff α(g,h) is nontrivial i.e.

Πg,h[W g
R(h)] 6= 0 ⇐⇒ α(g,h) ≡ 1. (2.105)

2.E.4 Modular transformations

In this section we will calculate the effects of the S and T transformations
(π2 rotation and Dehn twist respectively) on the crossing tensor W g

R(h) which
is relevant for both symmetry twisted and topological ground states. We use
the following left handed convention

S−−−−→

T−−−−→

(2.106)

∼ .

Using Eqs.(2.61,2.74,2.77,2.78,2.91) and the 3-cocycle condition on α we
find

S[W g
R(h)] = α(h)(g−1, g)−1Wh

R(g−1) (2.107)

T [W g
R(h)] = α(g, h, g)W g

R(gh) (2.108)

with these formulas we have explicitly verified that the action of S and T
generate a linear representation of the modular group, i.e. they satisfy the
relations

S4 = 1, (ST )3 = S2.

It was sufficient to simply consider the multiplication of these generators
since the gauge theories we deal with are doubled topological orders and
consequently have zero modular central charge. We do not reproduce the
tedious calculation here.

2.F Gauging SPT PEPS yields topological PEPS

In this appendix we recount the definition of the quantum state gauging
procedure of Ref.[51] and generalize their proof to show that gauging a
SPT PEPS results in a MPO-injective PEPS with a projection MPO that has
multiple blocks in its canonical form, labeled by the group elements.
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2.F.1 Quantum State Gauging Procedure

Let us first recount the definition of the global projector onto the gauge
invariant subspace. This is defined on a directed graph Λ in which the
vertices are enumerated and the edges are directed from larger to smaller
vertex. To each vertex v ∈ Λ we associate a Hilbert space Hv together
with a representation Uv(g) of the group G and to each edge e ∈ Λ we
associate a Hilbert space isomorphic to the group algebra He ∼= C[G]. We
define the matter Hilbert space Hm :=

⊗
v∈Λ Hv and the gauge Hilbert space

Hg :=
⊗

e∈Λ He which together form the full Hilbert space Hg,m := Hg⊗Hm.
The states in Hg,m that are relevant for the gauge theory satisfy a local gauge
invariance condition at each vertex. Specifically, they lie in the simultaneous
+1 eigenspace of the following projection operators

Pv :=

∫
dgvUv(gv)

⊗

e∈E+
v

Re(gv)
⊗

e∈E−v

Le(gv) (2.109)

whereE+
v (E−v ) is the set of adjacent edges directed away from (towards) ver-

tex v. R(g), L(g) are the right and left regular representations, respectively.
The projector onto the gauge invariant subspace is given by PΛ :=

∏
v Pv

and the analogous projector PΓ for any operator O supported on a subgraph
Γ ⊂ Λ (which contains the bounding vertices of all its edges) is defined to be

PΓ[O] :=

∫ ∏

v∈Γ

dgv[
⊗

v∈Γ

Uv(gv)
⊗

e∈Γ

Le(gv−e )Re(gv+e )]

×O [
⊗

v∈Γ

Uv(gv)
⊗

e∈Γ

Le(gv−e )Re(gv+e )]† (2.110)

where edge e points from v+
e to v−e .

We proceed to describe a gauging procedure for models defined purely
on the matter degrees of freedom Hm. To apply PΛ and PΓ we first require
a procedure to embed states and operators from Hm into Hg,m. For this we
define the gauging map for matter states |ψ〉 ∈ Hm by

G |ψ〉 := P [ |ψ〉
⊗

e

|1〉e] , (2.111)

and for matter operators O ∈ L(Hm) acting on a subgraph Γ ⊆ Λ (containing
all edges between its vertices) by

GΓ[O] := PΓ[O
⊗

e∈Γ

|1〉 〈1|e] . (2.112)

2.F.2 Gauging SPT PEPS

In this section we show that a gauged SPT PEPS satisfies the axioms of
MPO-injectivity.
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Consider a region R of a SPT PEPS |ψ〉 ∈ Hm built from local tensor
A. The PEPS map AR on this region satisfies A+

RAR = P∂R and hence is
injective on the support subspace of a single block projection MPO P∂R =
V ∂R(1) given by supp(P∂R) ⊆ (Ve)⊗L where Ve denotes the Hilbert space
of a virtual index and L := |∂R|e.

For the gauged PEPS G |ψ〉 ∈ Hg,m, the region R is defined to include
only those edges between vertices within R, i.e. excluding the edges e ∈ ∂R.
Note our proof is easily adapted to the case where the edge degrees of
freedom are ‘doubled’ and absorbed into the neighboring vertex degrees of
freedom, as in Section 2.7.

The gauged PEPS map on region R, Ag
R : (Ve ⊗ C[G])⊗L → H⊗|R|vv ⊗

H⊗|R|ee , naturally decomposes into the original PEPS map and a gauging
tensor network operator multiplying the physical degrees of freedom Ag

R =
GRAR where

GR :=

∫ ∏

v∈R
dgv

⊗

v∈R
Uv(gv)

⊗

e∈R
|gv−e g

−1

v+e
〉
e

⊗

e∈∂R

(gv±e |e (2.113)

where v±e ∈ R denotes the unique vertex in R adjacent to the edge e ∈ ∂R.

Proposition 5. A generalized inverse of the gauged PEPS is given by (Ag
R)+ =

A+
RG
†
R which satisfies (Ag

R)+Ag
R = 1

|G|
∑
g∈G

V ∂R(g) ⊗ R(g)⊗L. Furthermore,

the gauged PEPS is MPO-injective with respect to the projection MPO 1
|G|
∑
g∈G

V ∂R(g)⊗

R(g)⊗L which is a sum of single block injective MPOs labeled by g ∈ G.

Firstly we have

G†RGR =

∫ ∏

v∈R
dhvdgv

⊗

v∈R
Uv(h

−1
v gv)

⊗

e∈R
〈hv−e h

−1

v+e
|gv−e g

−1

v+e
〉
⊗

e∈∂R

|hv±e )(gv±e |e

=

∫
dg
⊗

v∈R
Uv(g)

⊗

e∈∂R

Re(g) (2.114)

since the delta conditions 〈hv−e h
−1

v+e
|gv−e g

−1

v+e
〉 force h−1

v−e
gv−e = h−1

v+e
gv+e and

hence h−1
v gv =: g is constant across all v ∈ R, assuming R is connected.

Hence

A+
RG
†
RGRAR = P∂R

∫
dg V ∂R(g)

⊗

e∈∂R

Re(g) (2.115)

since U(g)⊗|R|vAR = ARV
∂R(g) for a SPT PEPS (see Section 2.3) then the

result follows as P∂RV ∂R(g) = V ∂R(g).



Chapter 2. Matrix product operators for symmetry protected-topological
phases 107

Let us now address the remaining conditions for MPO-injectivity. Most
importantly the pulling through condition is easily seen to hold by Eq.(2.3)
and since PvU

†
v (g) = Pv

⊗
e∈E+

v
Re(g)

⊗
e∈E−v Le(g), see Appendix 2.G,

Proposition 13 for more detail. The trivial loops condition for the MPO
V ∂R(g)⊗R(g)⊗L follows directly from the trivial loops condition for V ∂R(g)
and the convention that R(g) is inverted depending on the orientation of
the crossing of the MPO loop with the virtual bond edge of the PEPS graph,
see Eqs.(2.3),(2.4). Finally, as discussed at the end of Appendix 2.A the
extended inverse condition is automatically satisfied when the projection
MPO has a canonical form with injective blocks [133], which is the case for
the MPO V ∂R(g)⊗R(g)⊗L.

2.G Generalizing the gauging procedure to arbi-
trary flat G-connections

In this section we outline a generalization of the gauging procedure defined
in Ref.[51] to arbitrary flat G-connections. For equivalent G-connections
the gauging maps are related by local operations while for inequivalent
G-connections, which are necessary to construct the full ground space of a
gauged model on a nontrivial manifold, the gauging maps are topologically
distinct. The gauging maps for nontrivial flat G-connections take inequivalent
symmetry twisted states of the initial SPT models to orthogonal ground states
of the topologically ordered gauged models.

2.G.1 Elementary definitions

Definition 1. A G-connection φ on a directed graph Λ, embedded in an oriented
2-manifold M, is given by specifying a group element φe ∈ G for each edge
e ∈ Λ.

φ : Λe → G

e 7→ φe

φ can be thought of as a labeling {φe} of the edges in Λ by group elements
φe ∈ G. We view these connections as basis states |φ〉 :=

⊗
e |φe〉e ∈

C[G]⊗|Λe|.
Each G-connection φ defines a notion of transport along any oriented path
(with origin and end point specified) p ∈ Λ on the edges of the graph, the
transport is specified by the group element

φp :=

1∏

i=|p|e

φσiei = φ
σ|p|
e|p| · · ·φσ1

e1 (2.116)
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where the edges ei ∈ p are ordered as they occur following p along its
orientation, and σi is 1 if the orientation of ei matches that of p and −1 if it
does not, see Fig.2.8. Note for paths p1, from v0 to v1, and p2, from v1 to v2,
we have the following relation φp2φp1 = φp12 , where p12 := p1 ∪ p2 is given
by composing paths 1 and 2.

A pair of G-connections φ, ϕ are considered equivalent if they are related
by a sequence of local gauge transformations from the set

{agv :=
⊗

e∈E+
v

Re(g)
⊗

e∈E−v

Le(g) | ∀g ∈ G, v ∈ Λ} (2.117)

i.e. φ ∼ ϕ ⇐⇒ |φ〉 =
∏

i

agivi |ϕ〉 .

One can easily verify that this constitutes an equivalence relation. Im-
portantly, this equivalence relation preserves the conjugacy class of the
G-holonomy φp of any closed path p ∈ Λ with a fixed base point.

An important class of connections are the flat G-connections which are
defined to have trivial holonomy along any contractible path.

Definition 2. A G-connection φ is flat iff φp = 1 for any closed path p ∈ Λ
that is contractible in the underlying manifoldM.

This definition immediately implies that φp = φp′ for any pair of homo-
topic oriented paths p, p′ with matching endpoints. It is easy to see that a
G-connection is flat if and only if it satisfies the local condition φ∂q = 1 for
every plaquette q of the graph Λ ⊂ M, where ∂q ⊂ Λ is the boundary of
q with the orientation inherited fromM. Moreover, one can easily verify
that flatness is preserved under the equivalence relation (2.117) and hence
the flat G-connections form equivalence classes under this relation. Note
there can be multiple flat equivalence classes since it is possible for a flat
G-connection to have a nontrivial holonomy φp 6= 1 along a noncontractible
loop p ∈ Λ ⊂M.

One can easily show that any contractible region Γ ⊆ Λ ⊂M (formed by
a set of vertices and the edges between them) of a flat G-connection |φ〉 can
be ‘cleaned’ by a sequence of operations

∏
i a
gi
vi , where each vi ∈ Γ, such that

the resulting equivalent connection |φ′〉 :=
∏
i a
gi
vi |φ〉 satisfies φ′e = 1,∀e ∈ Γ.

Utilizing the cleaning procedure leads one to the following conclusion

Proposition 6. The equivalence class [φ] of a flat G-connection φ on an oriented
2-manifold (w.l.o.g. a genus-n torus or n-torus)M is labeled uniquely by the
conjugacy class of n pairs of group elements that commute with their neighbors,
i.e.

{
[(x1, y1), . . . , (xn, yn)] | ∃xi, yi ∈ G, xiyi = yixi, yixi+1 = xi+1yi}, the

set of such labels is henceforth referred to as IM.

The argument proceeds as follows: any G-connection can be ‘cleaned’
onto the set of edges that cross any of the 2n closed paths {(pix, piy)} in the
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Figure 2.8: a) A simple example φp = φ3φ
−1
2 φ1. b) Noncontractible cycles of the

2-torus.

dual graph Λ∗ (where each (pix, p
i
y) and (piy, p

i+1
x ) pair intersect once) that

span the inequivalent noncontractible loops of the n-torus, see Fig.2.8. Now
by the flatness condition the group elements along any loop must be the
same (assuming w.l.o.g. the edges on that loop have the same orientation)
and the group elements (xi, yi) and (yi, xi+1) of each pair of intersecting
loops must commute. Furthermore, equivalence under the application of⊗

v∈Λ a
g
v, ∀g ∈ G implies that every set of labels in the same conjugacy class

are equivalent.
Note there is a uniquely defined set of group elements

{
(x1, y1), . . . , (xn, yn) |xi, yi ∈ G, xiyi = yixi,

yixi+1 = xi+1yi} (2.118)

for each flat G-connection φ which are specified by the G-holonomies xi :=
φp̃ix , yi := φp̃iy of pairs of paths (p̃iy, p̃

i
x) in the graph Λ, where p̃ix is de-

fined to be a path that intersects pix once and all other paths pky , p
j
x, j 6=

i, zero times (p̃iy is defined similarly). Moreover, the conjugacy class
[(x1, y1), . . . , (xn, yn)] := {(xh1 , yh1 ), . . . , (xhn, y

h
n) | ∀h ∈ G} labels the equiva-

lence class [φ] of the G-connection φ, where xh := hxh−1.
For a fixed representative γ = {(xi, yi)} of conjugacy class [γ] ∈ IM

and choice of paths {(pix, piy)} spanning the inequivalent noncontractible
cycles of the n-torus, we construct a particularly simple representative flat
G-connection as follows

Definition 3. The simple representative flat G-connection φγ is defined by
setting φγe := x

σie
i if pix crosses e and φγe := y

σie
i if piy crosses e, where σie is +1

if the crossing is right handed and -1 if it is left handed, and otherwise φγe := 1
for edges that are not crossed by either pix, p

i
y.

Note an arbitrary flat connection |φ〉 is related to some |φγ〉 by a sequence
of local operations |φ〉 =

∏
i a
gi
vi |φγ〉. In particular, the representative con-

nection |φ̃γ〉 corresponding to a deformation of the paths (pix, p
i
y) 7→ (p̃ix, p̃

i
y)

that does not introduce additional intersections (a planar isotopy) is re-
lated to |φγ〉 by a sequence of local operations

∏
i a
gi
vi that implements the

deformation.
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Figure 2.9: A representative flat G connection labeled by (x, y).

2.G.2 Twisting and gauging operators and states

For any local operator O acting on the matter degrees of freedom in a
contractible region Γ ⊆ Λ there is a well defined notion of twisting O by a
flat G-connection φ. Fixing a base vertex v0 ∈ Γ the twisted operator is given
by

Oφ :=

∫
dg
⊗

v∈Γ

Uv(φpvg)O
⊗

v∈Γ

U†v (φpvg) (2.119)

where pv is any path from v0 to v within Γ (the choice does not matter since
the connection is flat and Γ is contractible). The choice of distinguished
base vertex v0 is irrelevant since a change v0 7→ v′0 can be compensated by
shifting g 7→ φ−1

p′ g, where p′ is a path from v′0 to v0, which has no effect since
g is summed over. Note this definition of Oφ first projects O onto the space
of symmetric operators, hence the sum over g is unnecessary if O is already
symmetric. One can verify that Oφ commutes with the following twisted
symmetry

⊗
v∈Γ Uv(g

φpv ), ∀g ∈ G, where gh = hgh−1, independent of the
choice of base point v0 and paths pv ∈ Γ from v0 to v.

The twisted state gauging map Gφ, for a flat G-connection φ, is defined
by the following action

Gφ |ψ〉 := P [ |ψ〉 ⊗ |φ〉]

=

∫ ∏

v∈Λ

dgv[
⊗

v∈Λ

Uv(gv)] |ψ〉
⊗

e∈Λ

|gv−e φeg
−1

v+e
〉
e

(2.120)

where |ψ〉 ∈ Hm is a state of the matter degrees of freedom. One can verify
that G†φGφ =

∫
dg
⊗

v∈Λ Uv(g
φpv )

∏
i δgxi,xigδgyi,yig is the projection onto

the symmetric subspace of the twisted symmetry, where (xi, yi) are the pairs
of commuting group elements that label φ, see Eq.(2.118). The δ conditions
arise since the state overlaps force the conjugation of g by the transport
group elements φpv , φp′v to agree for non homotopic paths pv, p′v from v0 to v.
These δ conditions also ensure the choice of fixed base point v0 is irrelevant.
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The twisted operator gauging map G
φ
Γ is defined similarly

G
φ
Γ[O] :=

∫ ∏

v∈Γ

dgv
⊗

v∈Γ

Uv(gv)O
⊗

v∈Γ

U†v (gv)

⊗

e∈Γ

|gv−e φeg
−1

v+e
〉 〈gv−e φeg

−1

v+e
| (2.121)

where O is an operator that acts on the matter degrees of freedom on sites
v ∈ Γ ⊆ Λ, and Γ is defined to include all the edges between its vertices. GφΓ
is invertible on the space of φ-twisted symmetric local operators Oφ in the
following sense

Tre∈Γ[GφΓ[Oφ]
⊗

e∈Γ

|φe〉 〈φe|e] =

∫ ∏

v∈Γ

dgv
⊗

v∈Γ

Uv(gv)

×Oφ
⊗

v∈Γ

U†v (gv)
∏

e∈Γ

δg
v
−
e
φeg
−1

v
+
e
,φe

=

∫
dgv0

⊗

v∈Γ

Uv(g
φpv
v0 )Oφ

⊗

v∈Γ

U†v (g
φpv
v0 )

= Oφ (2.122)

where the final equality follows from the twisted symmetry of Oφ and the
second equality follows since the δ conditions force gv−e = gφe

v+e
which implies,

after fixing a base point v0 ∈ Λ, that gv = g
φpv
v0 for any path pv from v0 to v

within Γ which is assumed to be contractible in the underlying manifoldM.
For the twisted gauging procedure we also have a version of Proposition 4,

which states the useful equality GΓ[O]G = GO for symmetric O. In the
twisted case it must be modified in the following way

Proposition 7. The identity G
φ
Γ[Oφ]Gφ = GφO

φ holds for any symmetric
operator O.

We now proceed to show this

G
φ
Γ[Oφ]Gφ =

∫ ∏

v∈Γ

dhv
⊗

v∈Γ

Uv(hv)O
φ
⊗

v∈Γ

U†v (hv)

⊗

e∈Γ

|hv−e φeh
−1

v+e
〉 〈hv−e φeh

−1

v+e
|
∫ ∏

v∈Λ

dgv
⊗

v∈Λ

Uv(gv)

⊗

e∈Λ

|gv−e φeg
−1

v+e
〉

=

∫ ∏

v∈Λ

dgv
∏

v∈Γ

dhv
⊗

v∈Λ

Uv(gv)
⊗

v∈Γ

Uv(g
−1
v hv)O

φ
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⊗

v∈Γ

U†v (g−1
v hv)

∏

e∈Γ

δ(g−1

v
−
e
h
v
−
e

), (g−1

v
+
e
h
v
+
e

)φe

⊗

e∈Λ

|gv−e φeg
−1

v+e
〉

= GφO
φ (2.123)

the last equality follows since the δ condition forces g−1
v hv = (g−1

v0 hv0)φpv

(for a fixed choice of vertex v0 and path pv ∈ Γ from v0 to v which has no
effect on the outcome) implying

⊗
v∈Γ Uv(g

−1
v hv) =

⊗
v∈Γ Uv( (g−1

v0 hv0)φpv )

which is precisely a twisted symmetry that commutes with Oφ to yield the
desired result.

For a symmetric local Hamiltonian that has been twisted by a flat G-
connection φ, Hφ

m =
∑
v h

φ
v , we define the twisted gauged Hamiltonian

(Hφ
m)G

φ

:=
∑
v G

φ
Γv

[hφv ] in a locality preserving way similar to the untwisted
case. With this definition we pose the following proposition

Proposition 8. For all flat G-connections φ we have (Hφ
m)G

φ

= HG
m.

To prove this it suffices to consider a generic local term hφv acting on the
subgraph Γv

G
φ
Γv

[hφv ] =

∫ ∏

v∈Γ

dgv
⊗

v∈Γ

Uv(gv)Uv(φpv )hv
⊗

v∈Γ

U†v (φpv )

U†v (gv)
⊗

e∈Γ

|gv−e φeg
−1

v+e
〉 〈gv−e φeg

−1

v+e
|

=

∫ ∏

v∈Γ

dgv
⊗

v∈Γ

Uv(gvφpv )hv
⊗

v∈Γ

U†v (gvφpv )

⊗

e∈Γ

|gv−e φpv−e φ
−1
p
v
+
e

g−1

v+e
〉 〈gv−e φpv−e φ

−1
p
v
+
e

g−1

v+e
|

=

∫ ∏

v∈Γ

dg̃v
⊗

v∈Γ

Uv(g̃v)hv
⊗

v∈Γ

U†v (g̃v)

⊗

e∈Γ

|g̃v−e g̃
−1

v+e
〉 〈g̃v−e g̃

−1

v+e
|

= GΓv [hv] (2.124)

for the first equality we use the symmetry of hv, for the second we use the
fact φe = φp

v
−
e

φ−1
p
v
+
e

, note the choice of base point v0 and paths pv from v0

to v in Γ have no effect since hv is symmetric and Γ is contractible, for the
third we use the invariance of the Haar measure under the change of group
variables gv 7→ g̃v := gvφpv .
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2.G.3 Gauging preserves the gap and leads to a topologi-
cal degeneracy

We are now in a position to prove that gauging a SPT Hamiltonian defined on
an arbitrary oriented 2-manifoldM preserves the energy gap, generalizing
the proof presented in Section 2.5.2.

The full gauged Hamiltonian is given by Hfull := HG
m + ∆BHB + ∆PHP ,

see Section 2.5.2 for a discussion of each term in the Hamiltonian. Note by
Proposition 8 the same full Hamiltonian Hfull is achieved by gauging any
φ-twist of a given SPT Hamiltonian.

As argued in Section 2.5.2, for ∆B, ∆P sufficiently large, the low energy
subspace of Hfull lies within the common ground space of HB and HP .
This subspace is spanned by the states P [ |λ〉m ⊗ |φ〉g] = Gφ |λ〉, where the
matter states |λ〉 form a basis of Hm, and the gauge states |φ〉 span the flat
G-connections. This leads to a generalization of Proposition 3 to arbitrary
2-manifolds

Proposition 9. For an oriented 2-manifoldM the set of states {Gφγ |λ〉}, for
{|λ〉} a basis of Hm and a fixed choice of representatives γ ∈ [γ] ∈ IM, span
the common ground space of HB and HP .

Firstly, by Proposition 6, an arbitrary flat connection |φ〉 is related to
|φγ〉 , ∃[γ] ∈ IM by a sequence of local operations |φ〉 =

∏
i a
gi
vi |φγ〉. Since

Pv =
∫

dgUv(g)⊗ agv one can easily see Pvagv = PvU
†
v (g) and hence we have

Gφ |ψ〉m = P [|ψ〉m ⊗
∏

i

agivi |φγ〉g]

= P [ [
∏

i

Uvi(gi)]
† |ψ〉m ⊗ |φγ〉g]

= Gφγ [
∏

i

Uvi(gi)]
† |ψ〉m . (2.125)

Therefore the common ground space of HB and HP is spanned by the
states {Gφγ |λ〉}(λ,γ) for a basis {|λ〉}λ of Hm and a representative γ of each
conjugacy class [γ] ∈ IM.

We now bring together the definitions and propositions laid out thus far
to show the following

Proposition 10. Gauging a gapped SPT Hamiltonian on an arbitrary oriented
2-manifoldM yields a gapped local Hamiltonian with a topology dependent
ground space degeneracy.

Let |λγ〉 denote an eigenstate of the twisted SPT Hamiltonian Hφγ

m with
eigenvalue λ. From Propositions 7 & 8 it follows that gauging an eigenstate of
a φ-twisted SPT Hamiltonian yields an eigenstate of the gauged Hamiltonian,
so we have HG

mGφγ |λγ〉 = λGφγ |λγ〉.
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If Hm has a unique ground state |λ0〉 Proposition 9 implies the ground
space of the full Hamiltonian Hfull is spanned by the states {Gφγ |λγ0〉}γ and
its gap satisfies ∆full ≥ min(∆m,∆B,∆P )

In the above we have assumed that Gφγ |λγ0〉 6= 0, for some γ. Note
G |λ0〉 6= 0 always holds for a unique ground state |λ0〉 of a symmetric
Hamiltonian (possibly after rephasing the matrices of the physical group
representation which is assumed to have occurred).

We now proceed to show that the ground space degeneracy is equal to the
number of distinct equivalence classes of symmetry twists which are invariant
under the residual physical symmetry. This relies on the assumption that
the distinct symmetry twisted SPT Hamiltonians Hφγ

m each have a nonzero
unique ground state |λγ0〉 with the same energy λ0. We show this to be the
case, when the original frustration free SPT Hamiltonian Hm has a SPT PEPS
ground state, by explicitly constructing tensor network representations of
the twisted ground states, see Definition 4.

Proposition 11. The overlap matrix of the gauged ground states M[γ′],[γ] :=

〈λγ
′

0 |G†φγ′Gφγ |λ
γ
0〉 is diagonal, where γ, γ′ are drawn from a fixed set of

representatives for the conjugacy classes in IM. Furthermore, M[γ′],[γ] is
invariant under a change of representatives and M[γ],[γ] = 0 iff |λγ0〉 transforms
as a nontrivial representation of the physical symmetry action of C(γ).

The operators G†ϕGφ that appear in the overlaps of the gauged twisted
ground states imply that they are orthogonal. To see this consider the
following

G†ϕGφ =

∫ ∏

v∈Λ

dkvdgv
⊗

v∈Λ

Uv(k
−1
v gv)

∏

e∈Λ

〈kv−e ϕek
−1

v+e
|gv−e φeg

−1

v+e
〉 (2.126)

=

∫
dgv0

⊗

v∈Λ

Uv(ϕpvgv0φ
−1
pv )

∏

i

δx′igv0 ,gv0xiδy′igv0 ,gv0yi

where we have fixed an arbitrary base vertex v0, pv is any path from v0

to v, and {(x′i, y′i)}i, {(xi, yi)}i label the connections ϕ, φ respectively. The
delta conditions arise since the overlaps in Eq.(2.126) force the transported
group element ϕpvgv0φ

−1
pv to agree for any choice of path pv (which may be

homotopically distinct). This implies that G†ϕGφ = 0 whenever the labels
{(x′i, y′i)}i, {(xi, yi)}i fall into distinct equivalence classes of IM.
For the particular case of the simple representative G-connections φγ we
have

G†
φγ′
Gφγ = δ[γ′],[γ]

∫
dg
⊗

v∈Λ

Uv(g)
∏

i

δx′ig,gxiδy′ig,gyi
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for equivalence classes [γ′], [γ] ∈ IM. Furthermore, if γ′ ∼ γ then there exists
a group element h ∈ G such that (x′i, y

′
i) = (xgi , y

g
i ), ∀i ⇐⇒ g ∈ hC(γ), a

left coset of the centralizer of γ = {xi, yi}i. In this case

G†
φγ′
Gφγ =

∫
dg
⊗

v∈Λ

Uv(g) δg∈hC(γ) (2.127)

and Hφγ
′

m = U(g)⊗|Λ|vHφγ

m U†(g)⊗|Λ|v for any g ∈ hC(γ), which implies

θγg |λγ
′

0 〉 = U(g)⊗|Λ|v |λγ0〉 (2.128)

for some phase θγg ∈ U(1). Hence

〈λγ0 |G†φγGφγ |λ
γ
0〉 = θγh 〈λ

γ
0 |G†φγGφγ′ |λ

γ′

0 〉 ⇐⇒ [γ] = [γ′].

Moreover since |λγ0〉 is the unique groundstate of a C(γ)-symmetric Hamilto-
nian θγ(·) is a 1D representation of C(γ). By the orthogonality of characters

we have G†φγGφγ |λ
γ
0〉 6= 0 ⇐⇒ θγ(·) ≡ 1. Note θγ(·) ≡ 1 is in fact a property

of a conjugacy class as it does not depend on the choice of representative γ.
Consequently the choice of representative symmetry twist γ ∈ [γ] ∈ IM

does not matter as all lead to the same gauged state |λ0, [γ]〉 := Gφγ |λγ0〉.
Hence the overlap matrix of the gauged twisted SPT groundstates is given by

M[γ′],[γ] = 〈λ0, [γ
′]|λ0, [γ]〉

= δ[γ′],[γ] δθγ
(·),1

|C(γ)|
|G| 〈λ

γ
0 |λγ0〉 (2.129)

and the set of states {|λ0, [γ]〉 | [γ] ∈ IM, θγ(·) ≡ 1} form an orthogonal basis
for the ground space of the full gauged Hamiltonian Hfull.

2.H Symmetry twists & monodromy defects

In this appendix we describe a general and unambiguous procedure for
applying symmetry twists to SPT PEPS using virtual symmetry MPOs. We
furthermore demonstrate that the gauging procedure maps the symmetry
MPOs to freely deformable topological MPOs on the virtual level and hence
the gauged symmetry twisted PEPS are locally indistinguishable while re-
maining globally orthogonal, implying that they exhibit topological order.
We move on to discuss how the same MPOs can be arranged along open
paths to describe monodromy defects in SPT PEPS and anyons in the gauged
PEPS. Moreover, we explicitly calculate the projective transformation of
individual monodromy defects under the residual symmetry group using
tensor network techniques.
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2.H.1 Symmetry twisted states

In this section we discuss the ground states of symmetry twisted Hamiltonians
in more detail and show that the PEPS framework naturally accommodates
a simple construction of these states.

On a trivial topology a symmetry twist can be applied directly to a state
by acting on some region of the lattice with the physical symmetry. For
example on an infinite square lattice in the 2D plane a symmetry twist (x, y)
along an oriented horizontal and vertical path px, py, in the dual lattice, acts
on a state |ψ〉 via

|ψ〉φ : =

∫
dg
⊗

v∈Γ

Uv(φpvg) |ψ〉

=
⊗

v∈U
Uv(x)

⊗

v∈R
Uv(y)

∫
dg
⊗

v∈Γ

Uv(g) |ψ〉

where φ is the simple representative connection with label (x, y) on paths
px, py, see Definition 3, and R is the half plane to the right of py, U the half
plane above px, see Fig.2.5. Note this definition implicitly projects |ψ〉 onto
the trivial representation and we have Oφ |ψ〉φ = (O |ψ〉)φ for symmetric op-
erators O. Hence twisting an eigenstate |λ〉 of a SPT Hamiltonian Hm yields
an eigenstate |λ〉φ of the twisted Hamiltonian Hφ

m with the same eigenvalue.
Note x and y must commute for φ to be a flat connection, equivalently if
one thinks of first applying the x twist to a symmetric Hamiltonian, then the
resulting operator will only be symmetric under the centralizer subgroup of
x, C(x) ≤ G, and hence it only makes sense to apply a second twist for an
element y ∈ C(x).

The effect of such a symmetry twist on a SPT PEPS |ψ〉 is particularly
simple, it can be achieved by adding the virtual symmetry MPOs V px(x) and
V py (y) (with inner indices contracted with the four index crossing tensor
Qx,y = W x

R(y) (2.15,2.87) where px, py intersect, see Fig.2.6) to the virtual
level of the PEPS. Let us denote the resulting tensor network state |ψ(x,y)〉,
then by Eq.(2.3) we have |ψ(x,y)〉 = |ψ〉φ.

For nontrivial topologies the symmetry twist on a state |ψ〉φ
γ

is not well
defined in terms of a physical symmetry action since two homotopically in-
equivalent paths pv, p′v can give rise to distinct transport elements φpv 6= φp′v .
Note this problem does not arise when symmetry twisting local operators,
such as the terms in a local Hamiltonian, since each operator acts within a
contractible region. The PEPS formalism yields a simple resolution to this
problem since the process of applying a symmetry twist φγ on the virtual
level of a PEPS |ψγ〉 remains well defined, see Definition 4 and Fig.2.10.

The general scenario is as follows; we have a local gapped frustration
free SPT Hamiltonian Hm defined on an oriented 2-manifoldM with a SPT
PEPS |λ0〉 as its unique ground state (note SPT PEPS parent Hamiltonians
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Figure 2.10: An (x, y) symmetry twisted PEPS on a torus.

satisfy these conditions) and we want to apply a symmetry twist along paths
pix, p

i
y in the dual graph labeled by γ = {(xi, yi)}i.

Definition 4 (Symmetry Twisted SPT PEPS). For a SPT PEPS |ψ〉 and a sym-
metry twist γ, specified by a set of pairwise intersecting paths in the dual graph
{pix, piy}i and pairwise commuting group elements {(xi, yi)}i in G, the symme-
try twisted PEPS |ψγ〉 is constructed by taking the tensor network for |ψ〉 with
open virtual indices on edges that cross {pix, piy}i and contracting these virtual

indices with the MPOs {V pix(xi), V
piy (yi)}i. Moreover, at the intersection of the

paths pix ∩ piy the internal indices of the MPOs V p
i
x(xi), V

piy (yi) are contracted
with four index crossing tensors Qxi,yi = W xi

R (yi), defined in Eqs.(2.15,2.87)
and similarly with Qyi−1,xi = W

yi−1

R (xi) at the intersections pi−1
y ∩ pix. This is

depicted in Fig. 2.10.

It follows from Eq.(2.3) and the zipper condition (2.72) for X(xi, yi) that
the symmetry twisted ground state SPT PEPS |λγ0〉 is the ground state of the
twisted SPT Hamiltonian Hφγ

m . More generally for any SPT PEPS |ψ〉 that
is an eigenstate of each local term in Hm, Eq.(2.3) implies that |ψγ〉 is an
eigenstate of Hφγ

m with the same eigenvalue (thereby justifying the notation).
Note the twisted SPT PEPS |ψγ〉 for different choices of representative γ from
the same conjugacy class [γ] ∈ IM are all related by the action of some global
symmetry, which again follows from Eqs.(2.3),(2.72) and Proposition 6.

Proposition 12. A γ-twisted SPT PEPS |ψγ〉 transforms as the following 1D
representation

θγ(·) = α(x0,y0)(·)−1
∏

i=1

[α(yi−1,xi)(·)α(xi,yi)(·)]−1 (2.130)

under the physical action of the residual symmetry group C(γ).

The physical action of the symmetry U(k)⊗|M|v induces a local action
πk on each crossing tensor {W xi

R (yi),W
yi−1

R (xi)}i and by Eq.(2.104) we
find the combined action to be α(x0,y0)(·)−1

∏
i=1

[α(yi−1,xi)(·)α(xi,yi)(·)]−1 as

claimed.
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2.H.2 Topological ground states

We now show that the twisted gauging procedure maps the virtual symmetry
MPO to a freely deformable topological MPO on the virtual level.

Proposition 13. Applying the twisted gauging map Gφγ to a nonzero twisted
SPT PEPS |ψγ〉 yields the MPO-injective PEPS G |ψ〉 with a set of freely de-
formable MPOs joined by crossing tensors, specified by [γ], acting on the virtual
level. The gauged state is zero iff |ψγ〉 transforms nontrivially under the residual
symmetry group C(γ), this property depends only on [γ] and [α].

We will first show that the tensor networkGφγ |ψγ〉 is given by contracting
the MPOs [V p

i
x(xi)

⊗
e∈pix

Re(xi)], [V
piy (yi)

⊗
e∈piy

Re(yi)] (contracted with

the crossing tensor Qxi,yi = W xi
R (yi) at pix ∩ piy) with the virtual indices of

G |ψ〉 on edges that cross the paths {pix, piy}.
In generalGφ is a PEPO with vertex tensorsGvφ =

∫
dg Uv(g)

⊗
e∈Ev (g| =

Gv and edge tensorsGeφ =
∫

dgv+e dgv−e Le(gv−e )Re(gv+e ) |φe〉⊗(gv+e |(gv−e | [51].
Furthermore the edge tensors satisfy Geφ = Ge1(R(φe)⊗1) = Ge1(1⊗R†(φe) ).
Hence the PEPO Gφ is given by the untwisted gauging map G with the ten-
sor product operators {⊗e∈pix

Re(xi),
⊗

e∈piy
Re(yi)} applied to the virtual

indices that cross {pix, piy}.
Eqs.(2.3) and (2.72) together with Pva

g
v = PvU

†
v (g) imply Gφγ |ψγ〉 =

Gφγ̃ |ψγ̃〉 for any deformation γ̃ = {p̃ix, p̃iy} of the paths γ = {pix, piy} that
does not introduce additional intersections (a planar isotopy). This fur-
thermore implies that the MPOs [V p(g)

⊗
e∈pRe(g)] satisfy the pulling

through condition of Ref.[109] for any path p. Consequently, the MPO
1
|G|
∑
g[V

p(g)
⊗

e∈pRe(g)], that was shown to be the projection onto the
injectivity subspace of the gauged PEPS in Appendix 2.F, also satisfies the
pulling through condition.

By Proposition 11 the gauged SPT PEPS Gφγ |ψγ〉 is zero iff θγ(·) is non-
trivial, which is a property of the conjugacy class [γ]. Now by Proposition 12
and the fact that the slant product maps cohomology classes to cohomology
classes we have the stated result.

Hence the nonzero gauged symmetry twisted PEPS ground states |λ0, [γ]〉 :=
Gφγ |λγ0〉 are topologically ordered since the tensors Qxi,yi that determine
the ground state are locally undetectable, which follows from the pulling
through condition satisfied by the topological MPOs and Eq.(2.72), while for
[γ] 6= [γ′] the states are globally orthogonal 〈λ0, [γ]|λ0, [γ

′]〉 = 0, as shown
above.

In fact there is a slight subtlety, as while the reduced density matrices
for all [γ], [γ′] ∈ IM are supported on the same subspace ρλ0,[γ]

R , ρ
λ0,[γ

′]
R ∈

Im(AR⊗A†R) for any contractible regionR, they are not necessarily equal [106]
(or even exponentially close in the size of the region). One might also fret
over the possibility that the state exhibits spontaneous symmetry breaking.
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However neither of these complications can occur for the gauged symmetry
twisted SPT PEPS, since an exact isometric fixed point SPT PEPS does not
exhibit symmetry breaking and is gauged to a topologically ordered fixed
point state which also does not exhibit symmetry breaking (see Section 2.7).
Furthermore the gauging map is gap preserving, hence gauging any SPT
PEPS in the same phase as an SPT fixed point maps it to a topological PEPS
in the same phase as the gauged topological fixed point PEPS.

2.H.3 Monodromy defects in SPT PEPS

Monodromy defects can be created in a SPT theory by applying a symmetry
twist along an open ended path in the dual graph pg from plaquette q0 to
q1, specified by a G-connection φpg , where φpge = 1, for e /∈ pg and φpge = gσe

for e ∈ pg (σe is +1 if pg crosses e in a right handed fashion and -1 for left
handed crossings) hence φpg is flat on every plaquette except q0, q1, the end
points of pg, see Fig.2.11. The defect states can be realized as ground states
of some twisted Hamiltonians Hφpg

m =
∑
q∈Λ\∂pg h

φpg
q + h′q0 + h′q1 where the

choice of the end terms h′q0 , h
′
q1 is somewhat arbitrary. These monodromy

defects can be introduced into a SPT PEPS |ψ〉 following the framework set
up for symmetry twists.

Definition 5 (Monodromy defected SPT PEPS). A monodromoy defect spec-
ified by pg in a SPT PEPS |ψ〉 is described by a set of tensor network states
parametrized by a pair of tensors B0, B1 where B0 : (CD)⊗|Ev0 | ⊗ Cχ → Cd
is a local tensor associated to a vertex v0 ∈ ∂q0 with a set of indices matching
those of the tensor Av0 , and an extra virtual index of the same bond dimension
χ as the internal index of the MPO (B1 is defined similarly).
The monodromy defected tensor network states |ψpg , B0, B1〉 are constructed
from the SPT PEPS |ψ〉 by replacing the PEPS tensors Av0 , Av1 with B0, B1 and
contracting the extra virtual indices thus introduced with the open end indices
of the MPO V pg (g) which acts on the virtual indices of the PEPS that cross pg.
This is depicted in Fig. 2.12 b).

� �−�

Figure 2.11: A symmetry twist g along an open path.
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This provides an ansatz [133] for symmetry twists by choosing appropri-
ate boundary tensors B0, B1 to close the free internal MPO indices at q0, q1,
the possibility of different boundary conditions corresponds to the ambiguity
in the local Hamiltonian terms h′q0 , h

′
q1 , see Figs.2.11,2.12. Eq.(2.3) implies

that the defect state ansatz |ψpg , B0, B1〉 is in the ground space of the sum
of Hamiltonian terms away from the end points of pg,

∑
q∈Λ\∂pg h

φpg
q , for

any choice of tensors B0, B1.
Since the connection φpg is flat everywhere but q0, q1, the gauging map

can be applied, in the usual way, to operators that are supported away
from these plaquettes. Hence the twisted gauged defect Hamiltonian is
(Hφpg

m )G
φ
pg

:=
∑
q∈Λ\∂pg G

φpg

Γq
[hφ

pg

q ] + h′′q0 + h′′q1 where again there is an
ambiguity in the choice of end terms h′′q0 , h

′′
q1 . The SPT PEPS with mon-

odromy defect pg can be gauged via the standard gauging procedure for the
G-connection φpg to yield the tensor network Gφpg |ψpg , B0, B1〉. Similar to
the case of symmetry twists on closed paths, the gauged defected SPT PEPS
Gφpg |ψpg , B0, B1〉 is constructed from the untwisted gauged SPT PEPS G |ψ〉
by removing the tensors Gv0Av0 , G

v1Av1 and replacing them with the pair
of tensors Gv0B0, G

v1B1 connected by a virtual MPO [V pg (g)
⊗

e∈pg Re(g)]

acting on the virtual indices of the PEPS that cross pg. Note the dimension
of the inner indices of this MPO match the extra indices of Gv0B0, G

v1B1

since the newly introduced component of the MPO
⊗

e∈pg Re(g) has trivial
inner indices. To achieve a more general ansatz one may want to replace
Gv0B0, G

v1B1 by arbitrary tensors B̃0, B̃1 : (CD ⊗ C[G])⊗|Ev| ⊗ Cχ → Cd.
As shown above, the MPO [V pg (g)

⊗
e∈pg Re(g)] satisfies the pulling

through condition of Ref.[109] and henceGφpg |ψpg , B0, B1〉 = G
φ
p′g |ψp

′
g , B0, B1〉

for p′g an arbitrary, end point preserving, deformation of pg. By Eq.(2.124)
we have G

φpg

Γq
[hφ

pg

q ] = GΓq [hq] and hence the gauged defected SPT PEPS
Gφpg |ψpg , B0, B1〉, for all B0, B1, is in the ground space of the sum of
gauged Hamiltonian terms away from the end points

∑
q∈Λ\∂pg GΓq [hq].

Consequently Gφpg |ψpg , B0, B1〉 must represent a superposition of anyon
pairs, localized to the plaquettes q0, q1, on top of the vacuum (ground state).
Furthermore the freedom in choosing B0, B1 leads to a fully general anyon
ansatz within the framework of MPO-injective PEPS [133].

2.H.4 Projective symmetry transformation of monodromy
defects

We proceed to show that the internal degrees of freedom of a monodromy
defect pg transform under a projective representation of the residual global
symmetry group C(g) via a generalization of the mechanism for virtual
symmetry actions in MPS [43, 104, 105].

We consider a SPT PEPS on an oriented manifoldM with a twice punc-
tured sphere topology and a symmetry twist pg running from one puncture
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Π0 to the other Π1. This captures both the case of a symmetry twisted SPT
model defined on a cylinder (when the virtual bonds that enter the punctures
are left open), and the case of a pair of monodromy defects on a sphere
(when the punctures are formed by removing a pair of PEPS tensors Av0 , Av1
and contracting the virtual indices thus opened with B0, B1), see Fig. 2.12.

The bulk of the symmetry twisted state is invariant under the physical
on-site representation U(h)⊗|M|v of C(g) ≤ G, but this may have some action
on the virtual indices that enter the punctures. Treating the SPT PEPS on a
cylinder of fixed radius as a one dimensional symmetric MPS implies, by well
established arguments [104, 105], that the action of the symmetry on the vir-
tual boundaries Vg0(h)⊗V

g
1(h) forms a representation, while each individual

boundary action V
g
0(h),Vg1(h) is free to form a projective representation.

a) � b)

�

Figure 2.12: a) A symmetry twisted SPT PEPS on a cylinder. b) A pair of monodromy
defects on a sphere.

Assuming the symmetry MPOs satisfy the zipper condition (2.72) one can
directly calculate the effect that a physical symmetry action U(h)⊗|M|v , h ∈
C(g) has on the virtual boundary, simultaneously demonstrating the symme-
try invariance of the bulk.

= (2.131)

= (2.132)

Hence the symmetry action V
g
1(h) (see Eq.(2.20)) on the boundary of a

single puncture Π1 is given by the MPO V ∂Π−1 (h), acting on the virtual
indices along ∂Π1, contracted with the crossing tensor Y gR(h) (see Eq.(2.89))
acting on the inner MPO index of the symmetry twist V pg (g) that enters the
puncture. Similarly V

g
0(h), acting on the boundary of the other puncture Π0,

is given by contracting the MPO V ∂Π−0 (h) with the crossing tensor Y gL (h).
There is a natural composition operation on the crossing tensors Y gR(·)

that is induced by applying a product of global symmetries U(k)⊗|M|vU(h)⊗|M|v
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and utilizing the reduction of Eq.(2.132) twice and then zipping the MPOs
V ∂Π−1 (k)V ∂Π−1 (h) = X(k, h)V ∂Π−1 (kh)X+(k, h) by Eq.(2.72). This is noth-
ing but the product Y gR(k)× Y gR(h) that was previously defined in Eq.(2.94).

Since the physical action U(h)⊗|M|v forms a representation of the sym-
metry group C(g) the simultaneous virtual action on both boundaries Π0,Π1

together Vg0(h)⊗ V
g
1(h) must also form a representation. However, there is a

multiplicative freedom in the multiplication rule of the representation on a
single boundary

V
g
1(k)Vg1(h) = ωg1(k, h)Vg1(kh)

(and similarly for Vg0(h)), under the constraint ωg0(k, h)ωg1(k, h) = 1, allowing
the possibility of projective representations.

Using the result of Eq.(2.95), Y gR(k)× Y gR(h) = ωg(k, h)Y gR(kh), we can
pin down the 2-cocycle ωg1 explicitly in terms of the 3-cocycle α of the
injective MPO representation V ∂Π−0 (·) as follows ωg1(k, h) = ωg(k, h) (see
Eq.(2.93) for definition of ωg). Hence the cohomology class of the projective
representation V

g
1(·) is given by

[ωg1(k, h)] = [α(g)(k, h)].

It was shown above that a gauged SPT PEPS with a pair of defects
Gφpg |ψpg , B0, B1〉 describes a superposition of anyon pairs in the resulting
topological theory. The projective transformation of the monodromy defects
is intimately related to the braiding of the resulting anyons, which can be
inferred from the following process, depicted in Fig. 2.13. First consider
an isolated anyon formed by creating a pair of anyons and then moving
the other arbitrarily far away. Next create a second pair and move them to
encircle the isolated anyon, at this point one should fuse these anyons, but
the full description of such fusion requires a systematic anyon ansatz which
is beyond the scope of the current paper (see Ref.[133]). Instead we drag
the pair arbitrarily far away as demonstrated in Fig. 2.13 and use the fact
that this can be rewritten as some local action on the internal degrees of
freedom of the isolated anyon, plus another locally undetectable action that
can be moved arbitrarily far away.

2.I Gauging symmetric Hamiltonians and ground
states

In this appendix we apply the gauging procedure developed in Ref.[51]
to families of trivial and SPT Hamiltonians with symmetric perturbations
and find that they are mapped to perturbed quantum double and twisted
quantum double models respectively. We then go on to describe gauging the
(unperturbed) fixed point ground states.
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→

↓

=

Figure 2.13: The process used to find the effect of braiding on the internal degrees of
freedom of a single anyon.

2.I.1 Gauging the Hamiltonian

First we apply the gauging procedure to a symmetric Hamiltonian defined
on the matter degrees of freedom, each with Hilbert space Hv ∼= C[G] and
symmetry action Uv(g) = Rv(g), associated to the vertices of a directed
graph Λ embedded in a closed oriented 2-manifoldM. The Hamiltonian is
given by

Hm = α
∑

v∈Λ

h0
v +

∑

m∈G

βm
∑

e∈Λ

Eme (2.133)

the vertex terms are h0
v :=

∫
dĝvdgv |ĝv〉 〈gv| while the edge interaction terms

are Eme :=
∫

dgv−e dgv+e δgv−e g
−1

v
+
e
,m |gv−e 〉〈gv−e | ⊗ |gv+e 〉〈gv+e |. Each term in this

Hamiltonian is symmetric under the group action
⊗

v Rv(g). For α, βm < 0
and |α| � |βm| this Hamiltonian describes a symmetric phase with trivial SPT
order, while for |βm| � |α| the Hamiltonian describes different symmetry
broken phases.

We construct the gauge and matter Hamiltonian Hg,m by first gauging
the local terms h0

v, which leaves them invariant Gv[h0
v] = h0

v. Next we gauge
the interaction terms Eme with the gauging map on ē (the closure of edge e)

Gē[Eme ] =

∫
dgv−e dgv+e dhv−e dhv+e δgv−e g

−1

v
+
e
,m |gv−e h

−1

v−e
〉

〈gv−e h
−1

v−e
| ⊗ |hv−e h

−1

v+e
〉〈hv−e h

−1

v+e
|e ⊗ |gv+e h

−1

v+e
〉〈gv+e h

−1

v+e
|.

Finally we consider additional local gauge invariant Hamiltonian terms
acting purely on the gauge degrees of freedom: symmetric local fields

Fce :=

∫
dĝedge δĝeg−1

e ∈c |ĝe〉 〈ge| (2.134)
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where c ∈ C(G) are conjugacy classes of G, and plaquette flux-constraints

Bmp :=

∫ ∏

e∈∂p

dge δgσe1e1
···gσ

e|∂p|
e|∂p|

,m

⊗

e∈∂p

|ge〉〈ge| , (2.135)

where each plaquette p has a fixed orientation induced by the 2-manifoldM,
and the group elements {ge1 , . . . , ge|∂p|} are ordered as the edges are visited
starting from the smallest vertex label and moving against the orientation
of ∂p, then σei = ±1 is +1 if the edge ei points in the same direction as
the orientation of p and −1 otherwise. Finally we require that the group
elements lie in the center of the group m ∈ C(G) which renders the choice
of vertex from which we begin our traversal of ∂p irrelevant.

The full gauge and matter Hamiltonian is thus given by

Hg,m = α
∑

v∈Λ

h0
v +

∑

m∈G

βm
∑

e∈Λ

Gē[Eme ] +
∑

c∈C(G)

γc
∑

e∈Λ

Fce

+
∑

m∈C(G)

εm
∑

p∈Λ

Bmp . (2.136)

Note that each term commutes with all local gauge constraints {Pv}, see
Eq.(2.109), and the physics takes place within this gauge invariant subspace.

2.I.2 Disentangling the constraints

To see more clearly that this gauge theory is equivalent to an unconstrained
quantum double model we will apply a local disentangling circuit to reveal a
clear tensor product structure, allowing us to ‘spend’ the gauge constraints
to remove the matter degrees of freedom.

We define the disentangling circuit to be the product of local unitaries
CΛ :=

∏
v Cv, where Cv :=

∫
dgv |gv〉 〈gv|v

∏
e∈E+

v
Re(g)

∏
e∈E−v Le(g). Note

the order in the product is irrelevant since [Cv, Cv′ ] = 0. This circuit induces
the following transformation on the gauge projectors: CΛPvC

†
Λ =

∫
dgRv(g),

hence any state |ψ〉 in the gauge invariant subspace (simultaneous +1
eigenspace of all Pv) is disentangled into a tensor product of symmetric
states on all matter degrees of freedom with an unconstrained state |ψ′〉 ∈ Hg

on the gauge degrees of freedom CΛ |ψ〉 = |ψ′〉⊗v

∫
dgv |gv〉.

Now we apply the disentangling circuit to the Hamiltonian Hg,m. First
note the pure gauge terms Fce and Bmp are invariant under conjugation by
Cv. The vertex terms are mapped to

Cvh
0
vC
†
v =

∫
dgvRv(gv)

⊗

e∈E+
v

Re(gv)
⊗

e∈E−v

Le(gv) . (2.137)

Since the disentangled vertex degrees of freedom are invariant under Rv(gv)
we see that this Hamiltonian term acts as

∫
dgv

⊗
e∈E+

v
Re(gv)

⊗
e∈E−v Le(gv)
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on the relevant gauge degrees of freedom. We recognize this as the vertex
term of a quantum double model. Finally we examine the transformation
of the interaction terms CvGē[Eme ]C†v = 1

|G| |m〉 〈m|e, which yield local fields
on the gauge degrees of freedom that induce string tension. Hence we
see that the gauge plus matter Hamiltonian after disentangling becomes a
local Hamiltonian Hg := CvHg,mC

†
v acting purely on the gauge degrees of

freedom

Hg = α
∑

v

∫
dgv

⊗

e∈E+
v

Re(gv)
⊗

e∈E−v

Le(gv) +
∑

m∈G

βm
|G|

×
∑

e∈Λ

|m〉 〈m|e +
∑

c∈C(G)

γc
∑

e∈Λ

Fce +
∑

m∈C(G)

εm
∑

p∈Λ

Bmp (2.138)

which describes a quantum double model with string tension and flux pertur-
bations. Note that a spontaneous symmetry breaking phase transition in the
ungauged model is mapped to a string tension induced anyon condensation
transition by the gauging procedure.

2.I.3 Gauging nontrivial SPT Hamiltonians

The gauging procedure extends to nontrivial SPT Hamiltonians which are
defined on triangular graphs embedded in closed oriented 2-manifoldsM.
The only modification required is to replace the trivial vertex terms h0

v by
nontrivial terms hαv which are defined by

∫
dĝvdgv

∏

v′∈L(v)

dgv′
∏

4∈S(v)

α4 |ĝv〉 〈gv|
⊗

v′∈L(v)

|gv′〉 〈gv′ | (2.139)

where S(v) is the star of v, L(v) is the link of v and α4 ∈ U(1) for
plaquette 4, whose vertices are given counterclockwise (relative to the
orientation of the 2-manifold) by v, v′, v′′, is defined by the 3-cocycle
α4 := ασπ (g1g

−1
2 , g2g

−1
3 , g3g

−1
4 ) where (g1, g2, g3, g4) := π(ĝv, gv, gv′ , gv′′)

for π the permutation that sorts the group elements into ascending ver-
tex label order (with the convention that ĝv immediately precedes gv) and
σπ = ±1 is the parity of the permutation. The terms hαv are clearly symmetric
under global right group multiplication and are seen to be Hermitian since
conjugation inverts the phase factor α4 and interchanges the role of ĝv and
gv which inverts the parity of π thereby compensating the conjugation of
α4.

We apply the gauging map on the region S̄(v) (the closure of the star of
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v) to hαv

GS̄(v)[h
α
v ] =

∫
dĝvdgvdhv

∏

v′∈L(v)

dgv′dhv′
∏

4∈S(v)

α4

|ĝvh−1
v 〉 〈gvh−1

v |
⊗

v′∈L(v)

|gv′h−1
v′ 〉 〈gv′h−1

v′ |

⊗

e∈S̄(v)

|hv−e h
−1

v+e
〉〈hv−e h

−1

v+e
|e (2.140)

followed by the disentangling circuit CΛGS̄(v)[h
α
v ]C†Λ which yields

∫
dĝvdgvdhv

∏

v′∈L(v)

dgv′dhv′
∏

4∈S(v)

α4 |ĝvh−1
v 〉 〈gvh−1

v |

⊗

v′∈L(v)

|gv′h−1
v′ 〉 〈gv′h−1

v′ |
⊗

e∈E+
v

|gv−e ĝ
−1
v 〉〈gv−e g

−1
v |

⊗

e∈E−v

|ĝvg−1

v+e
〉〈gvg−1

v+e
|
⊗

e∈L(v)

|gv−e g
−1

v+e
〉〈gv−e g

−1

v+e
|. (2.141)

Note, importantly, the phase functions α4 now depend only on the gauge
degrees of freedom. Finally in Eq.(2.142) we rewrite the pure gauge Hamil-
tonian terms without reference to the matter degrees of freedom, which
become irrelevant as the matter degrees of freedom in any gauge invariant
state are fixed to be in the symmetric state

∫
dgv |gv〉v by the disentangling

circuit
∫

dĝvdgv
∏

v′∈L(v)

dgv′
∏

4∈S(v)

α4
⊗

e∈E+
v

|gv−e ĝ
−1
v 〉〈gv−e g

−1
v |

⊗

e∈E−v

|ĝvg−1

v+e
〉〈gvg−1

v+e
|
⊗

e∈L(v)

|gv−e g
−1

v+e
〉〈gv−e g

−1

v+e
| (2.142)

This can be recognized as the vertex term of a 2D twisted quantum double
model (the lattice hamiltonian version of a twisted Dijkgraaf Witten theory
for the group G and cocycle α).

2.I.4 Gauging SPT groundstates

In this section we apply the gauging procedure directly to the ground states
of the nontrivial SPT Hamiltonian that was defined in Eq.(2.139). These
ground states are constructed using the following local circuit [147]

Dα :=

∫ ∏

v∈Λ

dgv
∏

4∈Λ

α̃4
⊗

v∈Λ

|gv〉 〈gv| (2.143)
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where α̃4 ∈ U(1) is a function of the degrees of freedom on plaquette 4,
whose vertices are given counterclockwise, relative to the orientation of the
2-manifoldM, by v, v′, v′′ (note the choice of starting vertex is irrelevant)
and is defined by a 3-cocycle as follows α̃4 := ασπ (g1g

−1
2 , g2g

−1
3 , g3) where

(g1, g2, g3) := π(gv, gv′ , gv′′) with π the permutation that sorts the group
elements into ascending vertex label order and σπ = ±1 is the parity of
the permutation (equivalently the orientation of 4 embedded within the
2-manifold M). Note Dα is easily expressed as a product of commuting
3-local gates.

To define SPT fixed point states we start with the trivial state |SPT(0)〉 :=⊗
v

∫
dgv |gv〉v, which is easily seen to be symmetric under global right group

multiplication. One can also check that Dα is symmetric under conjugation
by global right group multiplication by utilizing the 3-cocycle condition
satisfied by each α̃4. With this we define nontrivial SPT fixed point states
|SPT(α)〉 := Dα |SPT(0)〉, which are symmetric by construction. To see
that |SPT(α)〉 is the ground state of the SPT Hamiltonian

∑
v h

α
v we note

hαv = Dαh
0
vD
†
α which again is proved using the 3-cocycle condition.

We will now gauge the SPT fixed point states by applying the state
gauging map to Dα, since the input variables of the circuit carry the same
information as the virtual indices of the fixed point SPT PEPS we hope this
makes the correspondence between the two pictures more clear

GDα =

∫ ∏

v∈Λ

dgvdhv
∏

4∈Λ

α̃4
⊗

e∈Λ

|hv−e h
−1

v+e
〉

⊗

v∈Λ

|gvh−1
v 〉 〈gv| . (2.144)

Under the local disentangling circuit this transforms to

CΛGDα =

∫ ∏

v∈Λ

dgv
∏

4∈Λ

α̃4
⊗

e∈Λ

|gv−e g
−1

v+e
〉
⊗

v∈Λ

〈gv|

⊗

v∈Λ

∫
dkv |kv〉 , (2.145)

where it is clear that the matter degrees of freedom have been disentangled
into symmetric states and the cocycles α̃4 depend on both the group vari-
ables on the edges and the inputs on the vertices (which correspond to the
PEPS virtual degrees of freedom).

The explicit connection to the fixed point SPT PEPS is made by replacing
the basis at each vertex |gv〉v by an analogous basis of the diagonal subspace
of variables at each plaquette surrounding the vertex

⊗
4∈S(v) |gv〉4,v. This

construction lends itself directly to a PEPS description where a tensor is
assigned to each plaquette of the original graph (i.e. the PEPS is constructed
on the dual graph). This in turn is why we must apply a seemingly modified



Chapter 2. Matrix product operators for symmetry protected-topological
phases 128

version of the gauging operator of Ref.[51] to gauge the PEPS correctly and
we note that on the subspace where redundant variables are identified the
modified PEPS gauging operator becomes identical to the standard gauging
operator.



3
Anyons and matrix product operator algebras

Synopsis

Quantum tensor network states and more particularly projected entangled-
pair states provide a natural framework for representing ground states of
gapped, topologically ordered systems. The defining feature of these repre-
sentations is that topological order is a consequence of the symmetry of the
underlying tensors in terms of matrix product operators. In this paper, we
present a systematic study of those matrix product operators, and show how
this relates entanglement properties of projected entangled-pair states to the
formalism of fusion tensor categories. From the matrix product operators we
construct a C∗-algebra and find that topological sectors can be identified with
the central idempotents of this algebra. This allows us to construct projected
entangled-pair states containing an arbitrary number of anyons. Properties
such as topological spin, the S matrix, fusion and braiding relations can
readily be extracted from the idempotents. As the matrix product operator
symmetries are acting purely on the virtual level of the tensor network, the
ensuing Wilson loops are not fattened when perturbing the system, and
this opens up the possibility of simulating topological theories away from
renormalization group fixed points. We illustrate the general formalism for
the special cases of discrete gauge theories and string-net models.

Based on

‘Anyons and matrix product operator algebras’
N. Bultinck, M. Mariën, D. Williamson, M. Sahinoglu, J. Haegeman and F.
Verstraete
Annals of physics 378 (2017) 183-233

Contributions of the author: The author has contributed to all results
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in this manuscript, except those regarding the numerical applications re-
ported in section 3.6.2 and appendices 3.C, 3.D, 3.E and 3.F. The author has
also written the largest part of the manuscript.

3.1 Introduction

Since the conception of quantum mechanics, the quantum many-body prob-
lem has been of central importance. Due to a lack of exact methods one
has to study these systems using approximate techniques such as mean field
theory or perturbative expansions in a small parameter, or using an effective
description obtained from symmetry or renormalization arguments. Another
approach that has proven to be very fruitful is the use of toy models and trial
wave functions. Tensor network states constitute a class of such trial wave
functions that has emerged in past decades from the interplay of quantum
information theory and condensed matter theory [102]. The power of these
states is two-sided. On the one hand, they can be used to study universal
properties of quantum many-body systems, which makes them interesting
objects from the theoretical perspective. On the other hand, they allow
for novel methods to simulate the many-body problem, which makes them
interesting from the point of view of computational physics. For example, in
one dimension Matrix Product States not only underpin the highly successful
Density Matrix Renormalization Group algorithm [35, 153], but have also
been used to completely classify all gapped phases of matter in quantum
spin chains [43, 104, 105].

In this work we focus on two-dimensional tensor network states, so-called
Projected Entangled-Pair States (PEPS) [154]. Because of their local struc-
ture these trial states serve as a window through which we can observe the
entanglement properties of ground states of complex quantum many-body
systems. We use this to study ground states of local two-dimensional Hamil-
tonians that have topological order, a kind of quantum order characterized
by locally indistinguishable ground states and exotic excitations which can
behave differently from bosons and fermions [9, 100].

In recent years it became clear that topological order can be interpreted
as a property of (a set of) states [155], the local Hamiltonian seems to be
merely a tool to stabilize the relevant ground state subspace. It was realized
that topological order manifests itself in entanglement properties such as
the entanglement entropy [40, 41]. This has resulted in a definition of
topological order via long-range entanglement [156]. More recent works
have shown that the ground state subspace on a torus contains information
about the topological excitations [157] and that for chiral phases the so-
called entanglement spectrum reveals the nature of the edge physics [42].
In Ref. [158], it was even shown that for a restricted class of Hamiltonians a
single ground state contains sufficient information to obtain the S matrix,
an invariant for topological phases.



Chapter 3. Anyons and matrix product operator algebras 131

Utilizing the transparent entanglement structure of PEPS, we further
examine this line of reasoning. We consider a class of PEPS with nonchiral
topological order, which were introduced in [106, 108, 109, 159]. The
intrinsic topological order in these states is characterized by a Matrix Product
Operator (MPO) at the virtual level, which acts as a projector onto the virtual
subspace on which the PEPS map is injective. This class of trial wave func-
tions was shown to provide an exact description of certain renormalization
group fixed-point models such as discrete gauge theories [160] and string-
net models [109, 149, 150], but can also be perturbed away from the fixed
point in order to study e.g. topological phase transitions [107, 152]. We
show that the entanglement structure of these ‘MPO-injective’ PEPS enables a
full characterization of the topological sectors of the corresponding quantum
phase. In other words, the injectivity space of the tensors in a finite region of
a single MPO-injective PEPS contains all information to fully determine the
topological phase. More concretely, we show that the MPO that determines
the entanglement structure of the PEPS allows one to construct a C∗-algebra
whose central idempotents correspond to the topological sectors. A similar
identification of topological sectors with central idempotents was made in
[158, 161]. The advantage of the PEPS approach is that the idempotents can
be used to explicitly write down generic wave functions containing anyonic
excitations, which allows for a deeper understanding of how topological the-
ories are realized in the ground states of local Hamiltonians. In addition, we
obtain an intuitive picture of what happens in the wave function when these
anyons are manipulated, and we can extract all topological information such
as topological spins, the S matrix, fusion properties and braiding matrices.
We would like to note that a very similar framework was recently discussed
in the context of statistical mechanics [162], where universal information
about the CFT describing the critical point was obtained.

Section 3.2 starts with an overview of the paper. In Section 3.3 we
discuss general properties of projector MPOs and their connection to fusion
categories. The construction of MPO-injective PEPS, as originally presented
in [109], is worked out in detail in Section 3.4. Section 3.5 explains how
to obtain the topological sectors and construct PEPS containing anyonic
excitations. The corresponding anyon ansatz is illustrated for discrete gauge
theories and string-nets in the examples of Section 3.6. Section 3.7 contains
a discussion of the results and possible directions for future work. The
appendices contain several technical calculations and detailed results for
some specific examples.

3.2 Overview of the paper

In this section we convey the main ideas presented in this work, before
obscuring them with technical details. We start by considering a large class
of projector matrix product operators P that can be written as P =

∑
a waOa,



Chapter 3. Anyons and matrix product operator algebras 132

where the wa are complex numbers and Oa are injective (single block) matrix
product operators with periodic boundary conditions:

Oa =

a

(3.1)

Because we want P to be a projector for every length it follows that
{Oa} forms the basis of a matrix algebra with positive integer structure
coefficients: OaOb =

∑
cN

c
abOc, with N c

ab ∈ N. In section 3.3 we work out
the details of this algebra and show that we can associate many concepts to
it that are familiar from fusion categories.

In section 3.4 we turn to tensor network states on two-dimensional
lattices, called Projected Entangled-Pair States (PEPS). We discuss how the
MPO tensors can be used to construct a (family of) PEPS that satisfies the
axioms of MPO-injectivity, i.e. the algebra {Oa} constitutes the virtual
‘symmetry’ algebra of the local PEPS tensors and the virtual support of
the PEPS on any topologically trivial region corresponds to the subspace
determined by the MPO projector P along the boundary of that region. As
shown in [109], the axioms of MPO-injectivity allow us to prove that such
PEPS are unique ground states of their corresponding parent Hamiltonians
on topologically trivial manifolds. We can also explicitly characterize the
degenerate set of ground states on topologically non-trivial manifolds. The
most important axiom of MPO-injectivity is the ‘pulling through’ property.
To prove that it is satisfied by our construction, we need to impose that the
MPO tensors satisfy the so-called zipper condition, i.e. there must exist a
three-leg ‘fusion’ tensor X, which we depict as a grey box, such that the
following identity holds:

=

a

b

a

b

c cµ µ . (3.2)

Remarkably, the same properties of the MPOs Oa that guarantee the
pulling through property to hold also allow us to construct a second type of
MPO algebra. The basis of this second algebra is bigger than that of the first
one and its elements can be presented schematically as:

, (3.3)

where the red square is a new type of tensor, defined in the main text, that is
completely determined by the MPOs Oa. We show that this second algebra
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is actually a C∗-algebra, hence it is isomorphic to a direct sum of full matrix
algebras. We use this decomposition to identify the topological sectors with
the different blocks, or equivalently, with the central idempotents that project
onto these blocks. A large part of the paper is then devoted to show that,
once one has identified these central idempotents (for which we give a
constructive algorithm), one can construct MPO-injective PEPS containing
anyonic excitations and study their topological properties. For example, the
topological spin hi of an anyon i can be obtained via the identity:

i

= ei2πhi

i

, (3.4)

where we used a blue square to denote a central idempotent (here the one
corresponding to anyon i) as opposed to a red square, which denotes a basis
element of the second algebra. In a similar manner one can extract the
S-matrix, fusion relations and braiding matrices in a way that does not scale
with the system size.

Let us now illustrate this general scheme for the simplest example, namely
Kitaev’s Toric Code [163]. Note that the excitations in the Toric code are
already completely understood in the framework of G-injective PEPS [106],
which is a specific subset of the MPO-injective PEPS formalism with building
blocks Oa that are tensor products of local operators, i.e. the MPOs have
virtual bond dimension 1. However, as a pedagogical example we would
like to study the anyons in the general language introduced above. In the
standard PEPS construction of the Toric code [159] the virtual indices of the
tensors are of dimension two and have a Z2 symmetry, i.e. they are invariant
under σ⊗4

z . So in this case the symmetry algebra is really a group and is
given by the two MPOs O1 = 1⊗4 and Oz = σ⊗4

z . Let us now introduce
following tensor where all indices have dimension two:

0 = 1 1 1 = σz0 . (3.5)

All components that are not diagonal in the red indices are zero. One can
clearly construct the Toric code symmetry MPOs O1 and Oz using these
tensors. By defining a fusion tensor where all indices have dimension two
and with the following non-zero components:

0

0

0

0

1

1

1

0

1

1

1

0= = = = 1 , (3.6)

one can verify that the zipper condition (3.2) is trivially satisfied.
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The second type of algebra is four-dimensional. The basis elements (3.3)
can be obtained by using one of following tensors:

0

0

0

0= 1

0

0

11 = 1

1

1

00
= 1

1

1

11 = 1

1 2 3 4

(3.7)

Each of these tensors has only one non-zero component, which is given in
the table.

The central idempotents of this second algebra, labeled by the usual
notation {1, e,m, em}, are now easily obtained by using following tensors:

0 0

0

0
= 1

0

0

1 1 = 11

e

m

em

0 0
0

0
= 1

0

0

1 1
= −1

1

1

00
= 1

1

1

1 1
= 1

1

1
= 1

0 0
1

1

1 1
= −1

(3.8)

Again, we only denote non-zero elements. The vertical indices in the tensors
above with value one indicate that a string of σz is connected to these
idempotents. This agrees with the G-injectivity construction of m and em
anyons. From (3.4) one can now immediately see that the topological spins
of these idempotents are h1 = he = hm = 0 and hem = 1/2.

While our treatment of the Toric Code might seem overloaded, we will
show in the remainder of the paper that it is in fact the correct language to
describe anyons in general topological PEPS. We hope that this section can
give some intuition and motivation to understand the more technical parts.

3.3 Projector Matrix Product Operators

3.3.1 Definition

We start the general theory with a discussion of Projector Matrix Product
Operators (PMPO), the fundamental objects of MPO-injectivity, and their
connection to known concepts of category theory. We consider PMPOs PL
that form translation invariant Hermitian projectors for every length L and
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can be represented as

PL =

D∑

{i},{j}=1

tr(∆Bi1j1Bi2j2 . . . BiLjL) |i1i2 . . . iL〉 〈j1j2 . . . jL| , (3.9)

where Bij are χ× χ matrices for fixed values of indices i, j = 1, . . . , D. We
use this MPO to construct a PEPS in the next section, and D will then become
the bond dimension of the resulting PEPS. Furthermore, ∆ is a χ× χ matrix
such that the specific position where it is inserted is irrelevant; every position
of ∆ will result in the same PMPO PL. We also assume that the insertion of
∆ still allows for a canonical form of the MPO such that the tensors have the
following block diagonal structure [36]

Bij =

N⊕

a=1

Bija (3.10)

∆ =

N⊕

a=1

∆a , (3.11)

with Bija and ∆a χa × χa matrices such that
∑N
a=1 χa = χ. PL thus decom-

poses into a sum of MPOs

PL =

N∑

a=1

D∑

{i},{j}=1

tr(∆aB
i1j1
a Bi2j2a . . . BiLjLa ) |i1i2 . . . iL〉 〈j1j2 . . . jL|

(3.12)
The resulting MPOs labelled by a in this sum are injective, hence for each
a the matrices {Bija ; i, j = 1, . . . , D} and their products span the entire
space of χa × χa matrices. Equivalently, the corresponding transfer matrices
Ea =

∑
i,j B

i,j
a ⊗ B̄i,ja have a unique eigenvalue λa of largest magnitude

that is positive and a corresponding (right) eigenvector equivalent to a full
rank positive definite matrix ρa. The PMPO PL can now only be translation
invariant if the ∆a commute with all the matrices Bija . Injectivity of the
tensors Ba then implies that ∆a = wa1χa , with wa some complex numbers.

3.3.2 Fusion tensors

We thus arrive at the following form for PL

PL =

N∑

a=1

waO
L
a

=

N∑

a=1

wa

D∑

{i},{j}=1

tr(Bi1j1a Bi2j2a . . . BiLjLa ) |i1i2 . . . iL〉 〈j1j2 . . . jL|

(3.13)
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Since PL is required to be a projector, we have that

P 2
L =

N∑

a,b=1

wawbO
L
aO

L
b =

N∑

a=1

waO
L
a = PL , (3.14)

which has to hold for all L. One can show that this implies that PL and P 2
L

have the same blocks in their respective canonical forms1 [164], leading to
the following relations

OLaO
L
b =

N∑

c=1

N c
abO

L
c , (3.15)

N∑

a,b=1

N c
abwawb = wc , (3.16)

where N c
ab is a rank three tensor containing integer entrees. The the-

ory of MPS representations [36] implies the existence of matrices Xc
ab,µ :

Cχa ⊗ Cχb → Cχc for µ = 1, . . . , N c
ab and left inverses Xc+

ab,µ satisfying

Xd+

ab,νX
c
ab,µ = δdeδµν1χc , such that we have following identities on the level

of the individual matrices that build up the injective MPOs OLa ,

Xc+

ab,µ




D∑

j=1

Bija ⊗Bjkb


Xc

ab,µ = Bikc . (3.17)

We call the set of rank three tensors Xc
ab,µ the fusion tensors. These fusion

tensors play an important role in constructing the anyon ansatz further on.
From

Ncab⊕

µ=1

Xc+

ab,µ




D∑

j=1

Bija ⊗Bjkb


Xc

ab,µ = 1Ncab ⊗B
ik
c , (3.18)

we see that the µ-label is arbitrary and the fusion tensors Xc
ab,µ are only de-

fined up to a gauge transformation given by a set of invertibleN c
ab×N c

ab matri-
ces Y cab; every transformed set of fusion tensors X ′cab,µ =

∑Ncab
ν=1(Y cab)µνX

c
ab,ν

also satisfies (3.18). The MPO tensors and equation (3.17) are represented
in figure 3.1 in a graphical language that is used extensively throughout this
paper. Note in particular the difference between the square for the full MPO
tensor Bij with virtual indices (red lines) of dimension χ =

∑
a χa and the

disc for the injective MPO tensors Bija with virtual indices (red line with
symbol a) of dimension χa.

1This essentially follows from the fact that limL→∞ tr(OLaO
L†
b )/

(√
tr(OLaO

L†
a )
√

tr(OLb O
L†
b )

)
=

δa,b for two injective MPOs OLa and OLb .
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(a)

i

j (b)

i

j

a

(c)

Xc+
ab,µ Xc

ab,µ

a

b

cc

Figure 3.1: (a) MPO tensor Bij . (b) Injective MPO tensor Bija . (c) Left hand side of
equation (3.17).

Two complications are worth mentioning. First, the canonical form of
OLaO

L
b can contain diagonal block matrices which are identically zero. There-

fore, the fusion matrices Xc
ab,µ do not span the full space and

∑
c,µ χc can be

smaller than χa × χb. Correspondingly,
∑
c,µX

c
ab,µX

c+

ab,µ is not necessarily
the identity but only a projector on the support subspace of the internal MPO
indices of OLaO

L
b .

Secondly, there can be nonzero blocks above the diagonal, i.e.

Xc+

ab,µ




D∑

j=1

Bija ⊗Bjkb


Xd

ab,ν 6= 0 (3.19)

for some (c, µ) < (d, ν) (according to some ordering). These blocks do not
contribute when the MPO is closed by the trace operation, but prevent us
from writing

N∑

c=1

Ncab∑

µ=1

Xc
ab,µB

ik
c X

c+
ab,µ =

D∑

j=1

Bija ⊗Bjkb . (3.20)

We noticed above that a set of fusion tensors is only defined up to a gauge
transformation Y . For PMPOs without nonzero blocks above the diagonal
we now argue that the converse is also true, i.e. two collections of fusion
tensors that satisfy equations (3.18) and (3.20) must be related by a gauge
transformation Y . To see this, note that the absence of nonzero blocks above
the diagonal is equivalent to the existence of an invertible matrix Xab such
that

X−1
ab




D∑

j=1

Bija ⊗Bjkb


Xab =

⊕

c

(
1Ncab ⊗B

ik
c

)
. (3.21)

The fusion tensors that have the required properties are then simply the
product ofXab and the projector on the appropriate block: Xc

ab,µ = XabP
c
µ. It

is clear that these fusion tensors are unique up to a matrix in the commutant
of
⊕

c

(
1Ncab ⊗Bikc

)
. Since the Bikc are injective their commutant consists of

multiples of the identity matrix. From this we can indeed conclude that the
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only ambiguity in the definition ofXc
ab,µ is given by the gauge transformation

Y .
Note that equation (3.20) is equivalent to




D∑

j=1

Bija ⊗Bjkb


Xc

ab,µ = Xc
ab,µB

ik
c , (3.22)

Xc+

ab,µ




D∑

j=1

Bija ⊗Bjkb


 = Bikc X

c+

ab,µ .

We refer to these last two equations as the zipper condition. While we
continue somewhat longer in the general setting, we will need to assume
that the zipper condition holds for most of the results in the remainder of
the paper.

3.3.3 Hermiticity, duality and unital structure

If we also require PL to be Hermitian for all L, then we find that for every
block a there exists a unique block a∗ such that

w̄a = wa∗ (3.23)

OL†a = OLa∗ , (3.24)

where the bar denotes complex conjugation. The tensor N then obviously
satisfies

N c
ab = N c∗

b∗a∗ . (3.25)

Note that in general the tensors B̄jia and Bija∗ , which build up OL†a and OLa∗ ,
are related by a gauge transformation: B̄jia = Z−1

a Bija∗Za where Za is defined
up to a multiplicative factor. By applying Hermitian conjugation twice we
find

Bija = Z̄−1
a B̄jia∗Z̄a (3.26)

= Z̄−1
a Z−1

a∗ B
ij
a Za∗Z̄a . (3.27)

Combining the above expression with the injectivity of Bija we find ZaZ̄a∗ =
γa1 = Z̄a∗Za, with γa = γ̄a∗ a complex number. If a 6= a∗, we can redefine
one of the two Z matrices with an additional factor such that γa = 1. If,
on the other hand, a = a∗ we find that γa must be real but we can at most
absorb its absolute value in ZaZ̄a by redefining Za with an extra factor
|γa|−1/2. The sign κa = sign(γa) cannot be changed by redefining Za. It is a
discrete invariant of the PMPO which is analogous to the Frobenius-Schur
indicator in category theory.

To recapitulate, Hermitian conjugation associates to every block a a
unique ‘dual’ block a∗ in such a way that (a∗)∗ = a. In fusion category
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theory there is also a notion of duality, but it is defined in a different way.
There, for every simple object a the unique dual simple object a∗ is such that
the tensor product of a and a∗ contains the identity object 1. The identity
object is defined as the unique simple object that leaves all other objects
invariant under taking the tensor product. Moreover, 1 appears only once in
the decomposition of the tensor product of a and a∗. We now show that if a
PMPO contains a trivial identity block then our definition of duality inferred
from Hermitian conjugation coincides with the categorical definition. To do
so, let us first revisit the transfer matrices

Ea =
∑

i,j

Bija ⊗ B̄ija

= (1⊗ Z−1
a )

∑

i,j

Bija ⊗Bjia∗(1⊗ Za).

We can thus use the tensors (1 ⊗ Z−1
a )Xc

aa∗;µ (and their left inverses) to
bring Ea into a block form with nonzero blocks on and above the diagonal
(upper block triangular). In particular, there are N c

aa∗ diagonal blocks of
size χc × χc that are given by Mc =

∑
iB

ii
c . They can be brought into upper

triangular form by a Schur decomposition within the χc-dimensional space,
such that we can identify the eigenvalue spectrum of Ea with that of the
different matrices Mc for c appearing in the fusion product of a and a∗. Since
Ea has a unique eigenvalue of largest magnitude λa, it must correspond to
the unique largest eigenvalue of Mca for one particular block ca, for which
also N ca

aa∗ = 1.
We now assume that there is a unique distinguished label c, which we

choose to be c = 1, such that the spectral radius of M1 is larger than
the spectral radius of all other Mc for c = 2, . . . , N (whose labeling is
still arbitrary). We furthermore assume that N1

aa∗ 6= 0 for all a, i.e. OL1
appears in the product OLaO

L
a∗ for any a. This condition, as we now show,

corresponds to imposing a unital structure and excludes cases where e.g. PL
is actually a sum of independent orthogonal projectors, corresponding to a
partition A,B, ... of the injective blocks that is completely decoupled (such
that N c

ab = 0 for any c if a ∈ A and b ∈ B).
With this condition, we find that independent of a, ca = 1 and all

transfer matrices Ea have λa = λ as unique largest eigenvalue, with λ
the largest magnitude eigenvalue of M1. This immediately gives rise to
the following consequences. Firstly, N1

aa∗ = 1 and not larger. Secondly,
the largest eigenvalue of M1 is positive and non-degenerate. Thirdly, any
Ma for a 6= 1 has a spectral radius strictly smaller than λ. Fourthly, since
the spectral radii of Ma and Ma∗ are identical, it follows that 1∗ = 1.
Furthermore, denoting the corresponding (right) eigenvector as vR and
using M̄1 = Z−1

1 M1Z1, we find Z1vR ∼ vR, where we can absorb the
proportionality constant into Z1. Applying this relation twice reveals that
Z1Z̄1vR = vR, such that label 1 must have a trivial Frobenius-Schur indicator
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κ1 = 1.
In addition, it is well known from the theory of MPS (but here applied to

the MPOs by using the Hilbert-Schmidt inner product for the operators OLa )
that for two injective MPO tensors Bija and Bijb that are both normalized
such that the spectral radius ρ(Ea) = ρ(Eb) = λ, the spectral radius of∑
ij B

ij
a ⊗ B̄ijb = (1⊗Z−1

b )
∑
i,j B

ij
a ⊗Bjib∗(1⊗Zb) is either λ (in which case

OLa and OLb are identical and the tensors are related by a gauge transform)
or the spectral radius is strictly smaller than λ. Since we can now use the
fusion tensors Xc

ab;µ to bring
∑
i,j B

ij
a ⊗Bjib into upper block triangular form

with diagonal blocks Mc and thus to relate the spectra, this immediately
shows that 1 cannot appear in the fusion product of a and b∗ unless b = a, i.e.
N1
ab∗ = δab. We can continue along these lines to show some extra symmetry

properties of the tensor N . If N c
ab 6= 0, then

∑
ijk B

ij
a ⊗ Bjkb ⊗ B̄ikc should

have a largest magnitude eigenvalue λ with degeneracy N c
ab. But using the

Z matrices, and swapping the matrices in the tensor product, this also means
that

N c
ab = Na∗

bc∗ = N b∗

c∗a , (3.28)

which can further be combined with equation (3.25). In particular, this also
shows that N b

a1 = N b
1a = δab, such that the single block MPO OL1 indeed

corresponds to the neutral object of our algebra.

3.3.4 Associativity and the pentagon equation

Associativity of the product (OLaO
L
b )OLc = OLa (OLb O

L
c ) implies that

∑

e

Ne
abN

d
ec =

∑

f

Nd
afN

f
bc. (3.29)

In addition, there are two compatible ways to obtain the block decomposition
of Bi,labc =

∑
j,k B

i,j
a ⊗Bj,kb ⊗Bk,lc into diagonal blocks of type Bi,ld . Indeed,

we have

Xd+

ec,ν

(
Xe+

ab,µ ⊗ 1χc
)
Bi,labc

(
Xe
ab,µ ⊗ 1χc

)
Xd
ec,ν = Bi,ld

Xd+

af,σ

(
1χa ⊗Xf+

bc,λ

)
Bi,labc

(
1χa ⊗Xf

bc,λ

)
Xd
af,σ = Bi,ld ,

as illustrated in figure 3.2. For PMPOs satisfying the zipper condition (3.22)
similar reasoning as in section 3.3.2 shows that for every a, b, c, d there must
exist a transformation

(
Xe
ab,µ ⊗ 1χc

)
Xd
ec,ν =

N∑

f=1

Nfbc∑

λ=1

Ndaf∑

σ=1

(F abcd )fλσeµν

(
1χa ⊗Xf

bc,λ

)
Xd
af,σ , (3.30)

where F abcd are a set of invertible matrices. To see this, consider following
identity, which follows from the zipper condition,
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a

b

c

e

d

e

d

X+
µ

X+
ν

Xµ

Xν

a

b

c

d d

f f

Xλ

XσX+
σ

X+
λ

Figure 3.2: Property of MPO and fusion tensors that follows from associativity of the
multiplication of OLa , OLb and OLc .

∑

deµν

a

b

c

e

d

e

a

b

c

Xµ

Xν X+
ν

X+
µ =

∑

dfσλ

d
a

b

c

a

b

cff
Xλ

Xσ X+
σ

X+
λ

(3.31)

Acting with fusion tensors on both sides of the equation gives

a

b

c

e

d
Xµ

Xν
=
∑

d′fσλ

d′
a

b

c

a

b
cff

e

d
Xλ

Xσ X+
σ

X+
λ

Xµ

Xν

(3.32)

As a final step we use injectivity of the single block MPO tensors. This
property implies that

(
Bijd

)
αβ

, when interpreted as a matrix with rows

labeled by ij and columns by αβ, has a left inverse B+
d such that B+

d Bd′ =
δdd′1χd ⊗ 1χd . Applying this inverse on both sides of (3.32) leads to the
desired expression

a

b

c

e

d d⊗
Xµ

Xν
=
∑

fσλ

d
a

b

c

a

b
cff

e

d

d⊗
Xλ

Xσ X+
σ

X+
λ

Xµ

Xν

(3.33)

The second tensor product factor on the right hand side is exactly (F abcd )fλσeµν 1χd .
The F matrices have to satisfy a consistency condition called the pentagon

equation, which is well-known in category theory. It results from deriving
the matrix that relates (Xf

ab,µ ⊗ 1χc ⊗ 1χd)(Xg
fc,ν ⊗ 1χd)Xe

gd,ρ to (1χa ⊗
1χd ⊗Xh

cd,λ)(1χa ⊗Xi
bh,κ)Xe

ai,σ in two different ways and equating the two
resulting expressions. Written down explicitly, the pentagon equation reads

∑

h,σλω

(F abcg )fµνhσλ(F ahde )gλρiωκ(F bcdi )hσωjγδ =
∑

σ

(F fcde )gνρjγσ(F abje )fµσiδκ . (3.34)
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a b cc d

e

a b cc d a b cc d

a b cc d

a b cc d

e

e

e e

f
g

g
h

h

i

f

i
j

j

Figure 3.3: Two paths giving rise to the pentagon equation (3.34).

The two ways to obtain the same matrix leading to the pentagon equation
are shown in figure 3.3. A standard result in category theory, called Mac
Lane’s coherence theorem, states that the pentagon equation is the only
consistency relation that needs to be checked; once it is satisfied all other
possible consistency conditions are also automatically satisfied [32, 165].

The complete set of algebraic data we have associated to a Hermitian
PMPO PL that satisfies the zipper condition (3.22) is (N c

ab, F
abc
d ,κa). Note

that (N c
ab, F

abc
d ) is (in many cases) known to be robust in the sense that every

small deformation of the matrices F abcd that satisfies the pentagon equation
can be absorbed in the fusion tensors via a suitable gauge transformation
Y . This remarkable property is called Ocneanu rigidity [32, 166] and it
shows that PMPOs satisfying the zipper condition naturally fall into discrete
families.

(N c
ab, F

abc
d ,κa) is very similar to the algebraic data defining a fusion

category. We argued in section 3.3.3 that when a PMPO has a unital structure
then the definition of duality as derived from Hermitian conjugation is
equivalent to the categorical definition. Similar kind of reasoning also shows
that our definition of κa coincides with that of the Frobenius-Schur indicator
in fusion categories for a large class of PMPOs with unital structure that
satisfy the zipper condition. We elaborate on this and other connections
to fusion categories in Appendix 3.A. If the PMPO does not have a unital
structure then the data (N c

ab, F
abc
d ,κa) defines a multi-fusion category, i.e. a

kind of tensor category whose definition does not require the unit element
to be simple.

3.4 MPO-injective PEPS

Using the PMPOs introduced in the previous section we can now define a
class of states on two-dimensional lattices called MPO-injective PEPS, as
introduced in [106, 108, 109]. The importance of this class of PEPS is that
it can describe topologically ordered systems. For example, it was shown
in [109] that all string-net ground states have an exact description in terms
of MPO-injective PEPS. In section 3.4.1 we first impose some additional
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properties on the PMPOs, which are required in order to construct PEPS
satisfying all MPO-injectivity axioms in section 3.4.2. In section 3.4.3 we
review some properties of the resulting class of MPO-injective PEPS.

3.4.1 Unitarity, zipper condition and pivotal structure

To be able to construct MPO-injective PEPS in section 3.4.2 we have to
impose three properties on the PMPOs we consider.

Firstly, we require is that there exists a gauge on the internal MPO indices
such that the fusion tensorsXc

ab,µ are isometries –such thatXc+

ab,µ = (Xc
ab,µ)†–

and the gauge matrices Za, introduced in section 3.3.3, are unitary. This
brings PMPOs into the realm of unitary fusion categories, which will be
required for various consistency conditions throughout. We now devise a
new graphical language where the matrices Za are represented as

aa∗ = Za
a a∗ = ZT

a (3.35)

= Z−1a
a a∗ aa∗

= (Z−1a )T

Note that absolute orientation of the symbols used to represent the matrices
has no meaning, as we will be using those in a two-dimensional setting
where the tensors will be rotated. Rotating the first figure by 180◦ exchanges
the row and column indices of the matrix and is thus equivalent to transposi-
tion, which is compatible with the graphic representation of ZTa . Because
of unitarity, (Z−1

a )T = Z̄a and complex conjugation of the tensor simply
amounts to reversing the arrows. The definition of the Frobenius-Schur
indicator ZaZ̄a∗ = κa1 can now also be written as

aa∗ aa∗
= κa . (3.36)

The second requirement is that the zipper condition (3.22) holds:

=

a

b

a

b

c cµ µ (3.37)

=

a

b

a

b

c c
µ µ
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As already mentioned in section 3.3.2 this corresponds to the absence of
blocks above the diagonal. In this new graphical notation, we no longer
explicitly write X on the fusion tensors, but only the degeneracy label µ.
A normal fusion tensor Xc

ab,µ has two incoming arrows and one outgoing,

while its left inverse Xc+

ab,µ = (Xc
ab,µ)† has two outgoing arrows and one

incoming. In order to determine the difference between e.g. Xc
ab and Xc

ba,
any fusion tensor in a graphical diagram always has to be read by rotating it
back to the above standard form; note that one should not flip (mirror) any
symbol. Consistent use of the arrows is also indispensable in the graphical
notation for MPO-injective PEPS in the next section.

The third and final requirement for the PMPO is that the fusion tensors
satisfy a property which is closely related to the pivotal structure in fusion
category theory:

µ
c

b

a∗

a

b

c

a

=
∑

ν
(Acab)µν ν

, (3.38)

where the square matrices Acab satisfy
(
Acab

)†
Acab = wc

wb
1. A similar property

holds if we bend the lower b index on the left hand side of (3.38), with a
set of invertible matrices A′cab satisfying

(
A′cab

)†
A′cab = wc

wa
1. Note that this is

only possible when all the numbers wa have the same phase. Using equation
(3.23) this implies that all wa are either positive or negative real numbers.
From

∑N
a,b=1N

c
abwawb = wc and the fact that N consists of nonnegative

entries it then follows that all wa must be positive. Furthermore, the pivotal
property requires that the tensor N satisfies

N c
a∗b = N b

ac (3.39)

which is indeed satisfied by combining the equalities (3.25) and (3.28) from
Section 3.3.3. While we do believe that the pivotal property (3.38) follows
from the zipper condition and the unitary/isometric property of the gauge
matrices and the fusion tensors, the proof falls beyond the scope of this
paper and we here impose it as an extra requirement.

By repeated application of the pivotal property, we obtain the following
relation between the fusion tensors Xc

ab,µ and the gauge matrices Za:

a∗ a

b∗ b

c c∗
=

∑

ν
(Ccab)µν

µ ν

a∗

b∗

c∗
, (3.40)

where Ccab = Aca∗bĀ
′b
a∗c∗A

a∗

b∗c∗ can be verified to be a unitary matrix. This rela-
tion also holds on more general grounds for any Hermitian PMPO satisfying
the zipper condition, although with non-unitary Ccab in general.
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Now that we have collected all the necessary properties for the relevant
PMPOs we can turn to tensor network states on two-dimensional lattices in
the next section. Note that the PMPOs that satisfy the properties discussed
in this section could be thought of as classifying anomalous one-dimensional
topological orders, i.e. the gapped topological orders that can be realized on
the boundary of a two-dimensional bulk [167].

3.4.2 Entangled subspaces

The first step in our construction of a MPO-injective PEPS is to introduce
two different types of MPO tensors. For the right handed type,

α β

i

j

=

B

ij
a,+



αβa
, (3.41)

we use the original tensors of the Hermitian PMPO we started from. The left
handed type,

α β

i

j

=

B

ij
a,−



βαa
, (3.42)

is defined by complex conjugating Ba,+, which reverses the arrows, and then
transposing i and j, i.e.

(
Bija,−

)
βα

=
(
B̄jia,+

)
αβ

. (3.43)

This is exactly the tensor that is obtained by applying Hermitian conjugation
to the resulting MPO, as discussed in section 3.3.3. We can thus relate
both tensors using the gauge matrices Za, which we now depict using the
graphical notation as

a a∗
a a

= (3.44)

a a∗
a a

= . (3.45)

Here we also used that the matrices Za are unitary and the identity in
Eq. (3.36).

With these tensors, MPO-injective PEPS can be constructed on arbitrary
lattices. Firstly, assign an orientation to every edge of the lattice. Now
define the MPO P̃Cv at every vertex v, with Cv the coordination number
of v, as follows: assign a counterclockwise orientation to v. At every edge
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(a) (b)

i

α1

α2

α3

α4

A

Figure 3.4: (a) A MPO-injective PEPS on a 2 by 2 square lattice with open boundaries.
We assigned an orientation to every edge as indicated by the black arrows and an
orientation to the internal MPO index represented by the red arrow. (b) A tensor A
that can be used to complete the PEPS on the square lattice.

connected to v, place a right handed or left handed MPO tensor depending
on the global orientation and the edge orientation. The MPO P̃Cv is then
obtained by contracting the Cv tensors along the internal MPO indices. With
the unitary constraints on the gauge and fusion tensors, the original PMPO
PL that we started from allows for a unitary gauge freedom on the virtual
indices of every MPO tensor Bija . Note, however, that the choice of Bija,± and
the transformation behavior of the gauge matrices Za is such that this is also
a gauge freedom of the newly constructed P̃Cv .

One can furthermore check that since the fusion tensors are isometries the
resulting MPO P̃L is a Hermitian projector just like PL when the same weights
wa for the blocks are used. Note that reversing the internal orientation of a
single block MPO in P̃L amounts to taking the Hermitian conjugate and the
weights satisfy wa = wa∗ , so reversing the orientation of the internal index
of P̃Cv is equivalent to Hermitian conjugation, which leaves P̃Cv invariant.
So the counterclockwise global internal orientation on P̃Cv is completely
arbitrary.

Now that we have the Hermitian projectors P̃Cv at every vertex we
place a maximally entangled qudit pair

∑D
i=1 |i〉 ⊗ |i〉 on all edges of the

lattice. We subsequently act at every vertex v with P̃Cv on the qudits closest
to v of the maximally entangled pairs on the neighboring edges. In this
way we entangle the subspaces determined by P̃Cv at each vertex. The
resulting PEPS is shown in figure 3.4 for a 2 by 2 patch out of a square
lattice. More general PEPS are obtained by placing an additional tensor
A[v] =

∑d
i=1

∑D
{α}=1A[v]iα1α2...αCv

|i〉 〈α1α2 . . . αCv | at each vertex which
maps the Cv indices on the inside of every MPO loop to a physical degree
of freedom in Cd. As long as A[v] is injective as a linear map from CDCv to
Cd (which requires d ≥ DCv) the resulting PEPS satisfies the axioms of MPO
injectivity as defined in [109], which we show below. For the particular case
where each A[v] is an isometry, the resulting network is an (MPO)-isometric
PEPS. Throughout the remainder of this paper we ignore the tensors A[v]
as we will argue that the universal properties of the quantum phase of the
PEPS are completely encoded in the entangled injectivity subspaces P̃Cv .
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We can now prove the following central identity, which we henceforth
refer to as the pulling through equation:

=a

a
. (3.46)

Note again the difference between squares that denote the superposition of
the different injective MPOs a = 1, . . . , N with suitable coefficients wa and
the discs that represent a single block MPO tensor of type a.

Using the zipper condition (3.37) we can write (3.46) as

µ

µ

ν

ν

b

c

a

a

a

a
a∗

a∗

c
b

=
∑

b,c,ν
wc

∑

b,c,µ
wb . (3.47)

From the pivotal property (3.38) and the fact that Acab satisfy
(
Acab

)†
Acab =

wc
wb
1 one can then indeed check the validity of (3.47).
Two additional notes are in order. Firstly, one could easily imagine

different simple generalizations of the MPO-injectivity formalism. But as
they are not necessary to understand the fundamental concepts we wish to
illustrate, we keep the presentation simple and do not consider them here.
However, in the string-net example later on we come across such a simple
generalization and see how it leads to a slightly modified form of condition
(3.38).

Secondly, rather than starting from a PMPO and using it to construct
a PEPS tensor, we could have followed the reverse strategy and started
from the set of injective MPOs that satisfy the pulling through equation
for a given PEPS tensor. This set also forms an algebra (the product of
two such MPOs is an MPO satisfying the pulling through equation and
can therefore be decomposed into a linear combination of injective MPOs
from the original set) and the PEPS tensor would naturally be supported
on the virtual subspace corresponding to the central idempotent of that
algebra, which corresponds to our PMPO P̃Cv . Both approaches are of course
completely equivalent.

3.4.3 Virtual support and parent Hamiltonians

The pulling through equation (3.46), which we have proven in the previous
subsection, is the first property required for a PEPS to be MPO-injective ac-
cording to the definition in Ref. [109]. The second property, or an alternative
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α

σγ

β

B+

B
α

γ σ

β

Pa Pa
a=

Figure 3.5: Acting with pseudo-inverse B+ on the MPO tensor B gives a projector
on block-diagonal matrices with N blocks of dimension χa.

to it, is obtained automatically if we assume that the MPO has already been
blocked such that the set of tensors Bij ,∀i, j = 1, . . . , D already span the
full space ⊕a=1,...,NCχa×χa (corresponding to the injective blocks a in the
canonical form) without having to consider any products. We then have the
relation

D∑

i,j=1

B+ij
γσ B

ij
αβ =

N∑

a=1

(Pa)αγ(Pa)βσ , (3.48)

where B+ij
γσ is the pseudo-inverse of Bijαβ interpreted as D2 × χ2 matrix. Pa

are a set of N projectors on the χa-dimensional subspaces labeled by a. The
right hand side of (3.48) thus represents the projector on block diagonal
matrices with N blocks, labeled by a, of dimension χa. Equation (3.48) is
also shown graphically in figure 3.5 and requires D2 >

∑
a χ

2
a. It essentially

means that by acting with B+ on a tensor B we can ‘open up’ the virtual
indices of a closed projector MPO.

With these two properties, we can show that the virtual support of the
PEPS map on every contractible region with boundary of length L is given
by the PMPO P̃L surrounding that region. Indeed, using the pulling through
property we can grow the PMPO of a single tensor (note that we no longer
explicitly indicate the orientation of every edge):

= (3.49)

Then we can act with B+ on the inner MPO loop to open up the indices and
make it act on the entire boundary:

=

B+
(3.50)

By repeating this trick we can indeed grow the PMPO to the boundary of any
contractible region.
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These arguments also imply that the rank of the reduced density matrix
of the physical degrees of freedom in some finite region with a boundary
of length L is equal to the rank of the PMPO P̃L. Therefore, the zero Renyi
entropy of a region with a boundary containing L virtual indices is

S0 = log(Tr(P̃L)) = log tr







D∑

i=1

Bii



L

 = log



N∑

a=1

watr
(
ML
a

)

 ,

(3.51)

where Tr denotes the trace over external MPO indices, tr denotes the trace
over internal MPO indices and the matrices Ma =

∑
iB

ii
a were defined in

Section 3.3.3. Using the eigenvalue structure of the matrices Ma, we find
that if the PMPO has a unital structure the zero Renyi entropy for large
regions scales as

S0 ≈ λ1L− log

(
1

w1

)
. (3.52)

For fixed point models this constant correction will also appear in the von
Neumann entropy, thus giving rise to the well-known topological entangle-
ment entropy [40]. It was shown in [160] that if the PMPO has a unique
block, i.e. ifN = 1, there is no topological entanglement entropy. In the next
section, we show explicitly that using a single blocked PMPO in our PEPS
construction does indeed not allow for the existence of different topological
sectors.

The constructed MPO-injective PEPS corresponds to the exact ground
state of a local, frustration free Hamiltonian. The so-called parent Hamilto-
nian construction is identical to that of standard injective PEPS [103] and
takes the form

H =
∑

p

hp , (3.53)

where the sum is over all plaquettes of the lattice and hp is a positive semi-
definite operator whose kernel corresponds to the image (physical support)
of the PEPS map on that plaquette. For the square lattice, this is the image
of the PEPS map shown in Fig. 3.4(a), interpreted as a matrix from the outer
8 to the inner 16 indices. Typically, hp is defined as the projector onto the
orthogonal complement of the physical support of the PEPS map. In [109]
the pulling through property was shown to be sufficient to prove that all
the ground states of the parent Hamiltonian (3.53) on a closed manifold
are given by MPO-injective PEPS states whose virtual indices along the non-
contractible cycles are closed using the same MPOs connected by a so-called
ground state tensor Q. Because of the pulling through property these MPO
loops can be moved freely on the virtual level of the PEPS, implying that all
ground states are indistinguishable by local operators.
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3.5 Anyon sectors in MPO-injective PEPS

Having gathered all the concepts and technical tools of PMPOs and MPO-
injective PEPS we can now turn to the question of how to construct topologi-
cal sectors in these models. As argued in the previous section and shown in
[109], MPO-injective PEPS give rise to degenerate ground states on nontriv-
ial manifolds that are locally indistinguishable. Systems with this property
that are defined on a large but finite open region are believed to have a
low-energy eigenstate basis that can be divided into a finite number of topo-
logical superselection sectors, such that it is possible to measure in which
sector a state is by acting only locally in the bulk of the region, but to go from
a state in one sector to a state in another sector one necessarily has to act on
both bulk and boundary. The elementary excitations in each sector are called
anyons and can be seen as a generalization of bosons and fermions [7, 8].
In this section we show that the entanglement structure of the ground state
PEPS as determined by the PMPO P̃C contains all necessary information to
find the anyonic sectors and their topological properties.

3.5.1 Topological charge

To find the topological sectors we start by looking at a patch of the ground
state PEPS on an annulus. It was shown in [109] that the support of the
ground state tensors in the annulus is equal to the support of the following
tensor when we interpret it as a collection of matrices from the indices
outside the annulus to the indices inside:

(3.54)

We now use following equality, which follows from the zipper condition
(3.37) and (3.44),

d

a

d

d

a

d d∗

b c b

d∗

d

a

d

=
∑

c,b,µ,ν
µ

νν
µ (3.55)

to see that whatever tensor we put in the hole of the annulus, its relevant
support space is given by the support of following tensors when interpreted
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as matrices from the outer indices to the inner ones

Aabcd,µν =

µ

ν

a

b

c

d

d∗

(3.56)

A crucial observation is now that the matrices Aabcd,µν form a C∗-algebra,
i.e. we have that

Ahegf,λσAabcd,µν = δga
∑

ij,ρτ

Ω
(hjci,ρτ)
(hegf,λσ)(abcd,µν)Ahjci,ρτ (3.57)

and
A†abcd,µν =

∑

e,λσ

(Θabcd,µν)eσλAcead∗,σλ (3.58)

We show this explicitly in appendix 3.B. It is a well-known fact that every
finite dimensional C∗-algebra is isomorphic to a direct sum of simple matrix
algebras. We now claim that the topological sectors correspond to the
different blocks in this direct sum decomposition of the algebra. This means
we relate an anyon sector i to every minimal central idempotent Pi satisfying
PiPj = δijPi, P†i = Pi and Aabcd,µνPi = PiAabcd,µν , where Pi takes the
form

Pi =
∑

abd,µν

ciabd,µνAabad,µν . (3.59)

Because we want to be able to measure the topological charge of an
excitation it is a well-motivated definition to associate topological sectors
to orthogonal subspaces. We note that in [161] a similar identification of
anyons in string-net models with central idempotents was given. This idea
dates back to the tube algebra construction of Ocneanu [168, 169]. In the
remainder of this paper we represent the minimal central idempotents Pi
graphically as

Pi =

i

(3.60)

One can easily see that the coefficients ciabd,µν give the same central idempo-
tent Pi independent of the number of MPO tensors used to define Aabad,µν ,
i.e. the Pi are projectors for every length. In appendix 3.C we give a
numerical algorithm to explicitly construct the central idempotents Pi.
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3.5.2 Anyon ansatz

Having identified the topological sectors we would now like to construct
MPO-injective PEPS containing anyonic excitations. To do so we first need
to take a closer look at the C∗-algebra spanned by the elements Aabcd,µν .

A general central idempotent Pi consists of a sum of idempotents P aαi
that are not central:

Pi =

Di∑

a=1

di,a∑

α=1

P aαi , (3.61)

where the index a refers to the Di MPO block labels that appear in Pi, which
we gave an arbitrary ordering. The P aαi satisfy P aαi P

bβ
j = δi,jδa,bδα,βP

aα
i

and P aα†i = P aαi . We also take the P aαi to be simple, i.e. they cannot
be decomposed further as an orthogonal sum of idempotents. A central
idempotent with ri ≡

∑Di
a=1 di,a > 1 is called a higher dimensional central

idempotent. From the algebra structure (3.57) and (3.58) we see that the
simple idempotents have a diagonal block label, i.e. they can be expressed
in terms of the basis elements as

P aαi =
∑

bd,µν

taα,ibd,µνAabad,µν . (3.62)

The dimension of the algebra, i.e. the total number of basis elementsAabcd,µν ,
equals

∑
i r

2
i : for every Pi the algebra also contains ri(ri − 1) nilpotents

P
aα,bβ
i . The nilpotents satisfy

(
P
aα,bβ
i

)†
= P

bβ ,aα
i and P

aα,bβ
i P

cγ ,dδ
j =

δi,jδb,cδβ,γP
aα,dδ
i . Note that P aα,aαi ≡ P aαi is not a nilpotent but one of the

non-central simple idempotents. Combining the simple idempotents and
nilpotents we can define the projectors

Π
[x]
i =

ri∑

aα,bβ=1

xiaαbβP
aα,bβ
i , (3.63)

where
x̄iaαbβ = xibβaα and

∑

bβ

xiaαbβx
i
bβdδ

= xiaαdδ . (3.64)

If xiaαbβ = v̄iaαv
i
bβ

we call Π
[x]
i a ‘rank one’ projector (note that Π

[x]
i does not

have to be a rank one matrix, but this terminology refers to the C∗-algebra
structure.)

Let us now return to the MPO-injective PEPS. As explained above, every
ground state tensor has virtual indices which are supported in the subspace P̃ .
To introduce anyonic excitations in the tensor network we need a new type
of PEPS tensor. If we want to place an anyon at vertex v with coordination
number Cv this new type of tensor has Cv virtual indices of dimension D,



Chapter 3. Anyons and matrix product operator algebras 153

one virtual index of dimension χ and one physical index of dimension d. On
a square lattice for example, we depict this tensor as

I =
i

, (3.65)

where the physical index points to the top left corner and the χ-dimensional
index is on the bottom left corner. The label i and the name of the tensor
I refer to the topological sector. A necessary condition for his tensor to
describe an excitation with topological charge i is that its virtual indices are
supported in the subspace determined by Pi:

j

i

= δi,j
i

≡ δi,jI (3.66)

This property provides a heuristic interpretation of topological sectors in
terms of entanglement. For isometric PEPS the virtual indices along the
boundary of a region label the Schmidt states of the physical indices and can
therefore be interpreted as the ‘entanglement degrees of freedom’. Topologi-
cal sectors are then characterized by entanglement degrees of freedom that
live in orthogonal subspaces, so they are really the degrees of freedom that
contain the topological information. When we go away from the fixed point
the interpretation of virtual degrees of freedom as entanglement degrees of
freedom starts to break down and one can understand how the construction
fails beyond the phase transition.

Property (3.66) is not sufficient to obtain a good anyonic excitation
tensor. To see what additional properties it should have we construct a MPO-
injective PEPS containing an anyon pair (i, i∗), where i∗ will be defined in a
moment. We can do this by starting from the ground state PEPS, replacing
the tensors at two vertices by the excitation tensors corresponding to sectors
i and i∗ and then connecting the χ-dimensional indices of the excitation
tensors with the appropriate MPO on the virtual level. See figure 3.6 for
an example on the 3 by 3 square lattice. Note that the position of the
virtual MPO is irrelevant since it can be moved by using the pulling through
property.

If we interpret I as a matrix with the rows labeled by the physical
index and the columns by the virtual indices then we can write (3.66) as
IPj = δi,jI. To construct the PEPS containing the (i, i∗) anyon pair we do not
use the full tensor I but project its virtual indices in the space corresponding
to the simple idempotent P aαi : Iaα ≡ IP aαi , where a is one of the MPO
block labels appearing in (3.61). Let us assume that we have connected the
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i

i∗

Figure 3.6: A MPO-injective PEPS on a 3 by 3 square lattice containing an anyon pair
(i, i∗) located at the lower left and upper right corner.

tensors Iaα and I∗aα on the virtual level with a single block MPO a. We now
want the total anyon pair to be in the vacuum sector. We can impose this
by surrounding the tensors with the vacuum projector P̃ . If we ignore the
ground state PEPS environment we can represent the vacuum anyon pair
graphically as

a
i, aα i∗, aσ

. (3.67)

The anyon type i∗ is defined as the unique topological sector such that (3.67)
is non-zero for a fixed i (see section 3.5.5 for more details). Using (3.55) we
can rewrite (3.67) as

∑

bcd,µν

wd

i, aα i∗, aσ

a

b
c

d

d∗

µ
ν ν

µ

d

b

a

d∗

. (3.68)

Here we again recognize the algebra basis elements A†abcd,µν and Aabcd,µν
(see Appendix 3.B.2 for more details on how to identify the Hermitian
conjugate). We now make use of the fact that the basis elements can be
written as

Aabcd,µν =
∑

i,αγ

u
i,aαcγ
abcd,µνP

aα,cγ
i , (3.69)

A†abcd,µν =
∑

i,αγ

ū
i,cγaα
abcd,µνP

aα,cγ
i . (3.70)

Note that once we have found the idempotents we can easily obtain the
coefficients ui,aαcγabcd,µν by P aαi Aabcd,µνP

cγ
i = u

i,aαcγ
abcd,µνP

aα,cγ
i . If we represent

the simple idempotents and nilpotents as
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P
aα,bβ
i = i

aα bβ , (3.71)

then we can write (3.68) as

∑

c,γλ


 ∑

bcd,µν

u
i,aαcγ
abcd,µν ū

i∗,cλaσ
abcd,µνwd




i, aα i∗, aσ

i∗i
aα cγ aσcλ

. (3.72)

So we see that in order to be able to take the tensors I and I∗ and connect
them on the virtual level such that they are in the vacuum state it should
hold that

IaαP
aα,cγ
i ∝ Icγ . (3.73)

Equation (3.73) tells us something about the injectivity property of I. Sup-
pose that I would be injective on the subspace corresponding to Pi when
we interpret it as a matrix from the virtual to the physical indices, i.e.
there is a left inverse I+ such that I+I = Pi. (Note that we know from
non-topological tensor networks that excitation tensors are generically not
injective [170, 171]. However, they could become injective by blocking them
with multiple surrounding ground state tensors. Even if this would not be
the case we want our formalism to hold irrespective of the specific Hamil-
tonian so we can focus on the extreme cases where the excitation tensors
are injective.) Acting with I+ on both sides of equation (3.73) would give
P
aα,bβ
i ∝ P bβi , which is clearly an inconsisteny. For this reason we consider

the more general case
I+I = Π

[x]
i , (3.74)

where we need to determine the coefficients xiaαbβ . Now we get from (3.73)

∑

cγ

xicγaαP
cγ ,bβ
i ∝

∑

cγ

xicγbβP
cγ ,bβ ∀bβ . (3.75)

This shows that all columns of the matrix [x] are proportional, implying that
Π

[x]
i is rank one, i.e. xiaαbβ = v̄iaαv

i
bβ

and
∑
aα
v̄iaαv

i
aα = 1. This is consistent

with the fact that it should not be possible to differentiate between the
(i, i∗)-pair before and after vacuum projection via the physical indices of only
I or I∗. That (i, i∗) are together in the vacuum state is a global, topological
property and this information should not be accessible by looking at only
one anyon in the pair. Anyons also detect each other’s presence via nonlocal,
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topological interactions that can be thought of as a generalized Aharonov-
Bohm effect [172]. In section 3.5.6 we elaborate on how the virtual MPO
strings implement this topological interaction. The fact that the virtual MPO
strings implement topological interactions is consistent with the rank one
property of Π

[x]
i because the physical indices of a single excitation tensor

should not allow one to deduce which virtual MPO string is connected to the
tensor on the virtual level.

With the rank one [x] we get from (3.73)

IaαP aα,cγ =
viaα
vicγ

Icγ . (3.76)

So we can always choose tensors Iaα such that

IaαP aα,cγ = Icγ and I+I =


∑

aα

P aα,xi




∑

bβ

P
x,bβ
i


 . (3.77)

Using this choice for I we can write the equality of equations (3.67) and
(3.72) as

(Iaα ⊗a Iaσ ) P̃ =
∑

c,γλ


 ∑

bcd,µν

u
i,aαcγ
abcd,µν ū

i∗,cλaσ
abcd,µνwd


 Icγ ⊗c Icλ(3.78)

≡
∑

c,γλ

Mcγλ,aασI
cγ ⊗c Icλ , (3.79)

where we used ⊗a to denote the tensor product of two anyonic excitation
tensors connected with the single block MPO a and introduced the matrix
M . We get from (3.79)
(∑

aασ

yaασI
aα ⊗a Iaσ

)
P̃ =

∑

cγλ

(∑

aασ

Mcγλ,aασyaασ

)
Icγ ⊗c Icλ (3.80)

So in order for the (i, i∗) pair to be in the vacuum we should choose yaασ to
be an eigenvector of M :

∑

aασ

Mcγλ,aασyaασ = ycγλ . (3.81)

Because P̃ is a projector the matrix M is also a projector and therefore has
eigenvalues one or zero. Note that in general the vector ycγλ will be entan-
gled in the indices γ and λ. However, this is purely ‘virtual’ entanglement
that cannot be destroyed by measurements on only one anyon in the pair
because of the rank-one injectivity structure of I.
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x
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Figure 3.7: A schematic representation of the minimally entangled state |Ξ〉xi with
anyon flux i through the hole in the x-direction. It is obtained by placing the projector
Pi on the virtual level of the tensor network on the torus along the non-contractible
loop in the y-direction and connecting the open indices with a MPO along the
x-direction.

As a final remark we would like to stress that we only looked at the
universal properties of the anyonic excitation tensors. These tensors of
course also contain a lot of degrees of freedom that one needs to optimize
over using a specific Hamiltonian in order to construct eigenstates of the
system. This one can do using similar methods as for non-topological PEPS
[170, 171].

3.5.3 Ground states on the torus and the S matrix

The projectors Pi automatically allow one to construct the Minimally En-
tangled States (MES) on a torus [157]; one can simply put Pi along the
non-contractible loop in the y-direction and close the ‘inner’ and ‘outer’
indices of Pi with an MPO along the non-contractible loop in the orthogonal
x-direction. See figure 3.7 for a schematic representation. The resulting
structure on the virtual level of the tensor network can be moved around
freely because of the pulling through property and is therefore undetectable
via local operators, implying we have constructed a ground state |Ξxi 〉 with
an anyon flux of type i threaded through the hole in the x-direction. A
similar construction also allows one to construct a MES |Ξyi 〉 with an anyon
flux through the hole in the y-direction. Since for |Ξxi 〉 Pi lowers the rank
of the reduced density matrix of a segment of the torus obtained by cutting
along two non-contractible loops in the y-direction it indeed implies (for
fixed-point models) that we have minimized the entanglement entropy. In
[157] the topological entanglement entropy for such a bipartition in a MES
|Ξxi 〉 was found to be γi = 2(logD − log di), where D is the so-called total
quantum dimension and di is the quantum dimension of anyon type i. The
PEPS construction then shows that the topological entanglement entropy for
any bipartition in a low-energy excited state with a contractible boundary
surrounding an anyon in sector i will be given by γ′i = logD − log di.

This identification of the MES gives direct access to the S matrix, which is
defined as the unitary matrix that implements the basis transformation from
one minimally entangled basis {|Ξxi 〉} to the other {|Ξyi 〉}. The advantage
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of the MPO-injectivity formalism is that we can compute the S matrix in a
way that does not scale with the system size. For this we take a single PMPO
P̃C4

with four tensors and use it to construct the smallest possible ‘torus’ by
contracting the virtual indices along the x direction and the ones along the y
direction. Defining T xi as the vector obtained by putting central idempotent
Pi along the y-direction on the virtual level of the minimal torus and T yi by
putting Pi along the x-direction we then have

T yi =
∑

j=1

SijT
x
j . (3.82)

We have numerically verified the validity of this expression for all examples
below and found that it indeed holds.

Recall that the central idempotents can be written as a sum of simple
idempotents

Pi =

Di∑

a=1

di,a∑

α=1

P aαi , (3.83)

where each of the P aαi satisfies P aαi P
bβ
i = δa,bδα,βP

aα
i and P aα†i = P aαi . In

principle one could use each of the P aαi to construct a ground state on the
torus, in a similar way as explained above for Pi. For the examples below
we have numerically verified that each P aαi for fixed i gives the same ground
state, implying that the ground state degeneracy on the torus is indeed given
by the number of central idempotents.

3.5.4 Topological spin

Even in the absence of rotational symmetry an adiabatic 2π rotation of the
system should not be observable. Normally, we would conclude from this
that the 2π rotation acts as the identity times a phase (called the Berry
phase in continuous systems [173]) on the total Hilbert space: R(2π) = eiθ1.
However, the existence of topological superselection sectors changes this
conclusion [174]. Because there are no local, i.e. physical, operators that
couple states in different sectors the 2π rotation could produce a different
phase ei2πhi in each sector and still be unobservable. The number hi in a
particular sector is generally called the topological spin of the corresponding
anyon.

To see this kind of behavior in MPO-injective PEPS it is important to
realize that to define a 2π rotation one has to specify a specific (discrete)
path of states, in the same way one has to define a continuous family of
states in order to obtain a Berry phase. For example, in the case of a square
lattice we can define the path using 4 successive rotations over π/2. When
dealing with a non-regular lattice we have to use a family of different lattices
along the path. We can now consider a region of MPO-injective PEPS in the
sector defined by Pi. This region has an open internal MPO-index along the
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boundary that cannot be moved freely. We show that one can obtain the
topological spin associated to sector Pi by rotating the PEPS on a finite region
while keeping the virtual boundary conditions fixed. After a 2π rotation Pi
surrounding the PEPS region is transformed to

i
(3.84)

Equation (3.84) can be interpreted as Pi acting on the matrix R2π defined
by

R2π = (3.85)

By looking at the graphical expression for R†2πR2π

R†2πR2π = , (3.86)

one can easily see by embedding it in a MPO-injective PEPS and using the
pulling through property (3.46) that we can reduce it to a trivial action,
implying R2π is unitary on the relevant subspace. Using the zipper condition
(3.37), the pivotal property (3.38) and again the pulling through property
one can show via some graphical calculus that the following identity holds

R†2πAabcd,µνR2π = Aabcd,µν (3.87)

on the relevant subspace for all elements Aabcd,µν in the algebra. Schur’s
lemma thus allows us to conclude that R2π =

∑
i θiPi, with θi some phases

because of the unitarity of R2π. We thus arrive at the desired result, i.e.

PiR2π = θiPi , (3.88)

where θi = ei2πhi gives the topological spin of the anyon in sector i.
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3.5.5 Fusion

We can associate an algebra, called the fusion algebra, to the topological
sectors. Consider a state which has the ground state energy everywhere
except for two spatially separated regions. Using operators that surround
one of those individual regions, we can measure the topological charge
within both regions. Say these measurements reveal topological charges i
and j. By considering the two different regions and a part of the ground
state between them as one big region and using loop operators surrounding
this bigger region, we can similarly measure the total topological charge.
This measurement will typically have several outcomes, i.e. the total state is
in a superposition of different topological sectors. The sectors appearing in
this superposition for every i and j determine the integer rank three tensor
Nk
ij and we formally write the fusion algebra as i × j =

∑
k N

k
ij k. It is

also clear that this algebra is by construction commutative, i.e. Nk
ij = Nk

ji.
Assuming that all states in the same topological sector are connected via local
operators we should be able to move an anyon i from one place to another
using a string operator [11, 32, 33, 175]. Applying this string operator to a
region that does not contain an excitation will create a pair (i, i∗) of anyons,
where i∗ is the unique dual/anti particle of anyon i. From this we see that
N1
ij = δj,i∗ .

This fusion algebra is very easily and explicitly realized in MPO-injective
PEPS. In the simplest case, we just place two single-site idempotents Pi
and Pj , next to each other on neighboring lattice sites. We can then fuse
together the MPO strings emanating from Pi and Pj into one string. Looking
at an annular ground state region surrounding the two anyons and using
similar reasoning as in section 3.5.1 we find that the sum of all idempotents∑
k Pk surrounding both anyons acts as a resolution of the identity on the

relevant subspace. We can easily determine the subspaces Pk on which the
combination of both anyons are supported. These subspaces correspond to
the possible fusion products of Pi and Pj . We illustrate this in figure 3.9,
which uses a new, simplified diagrammatic notation that is defined in figure
3.8. From now on we shall denote the ground state by a tensor network
consisting of black colored sites, omitting the physical indices. A site that
contains an excitation is colored blue or red. Note that the procedure of
figure 3.9 does not allow one to determine fusion multiplicities, i.e. it only
tells whether Nk

ij is non-zero. The multiplicities –the specific values of Nk
ij–

are in general harder to obtain directly since they arise from the number of
linearly independent ways the MPO strings emanating from the idempotents
can be connected on the virtual level. One could of course also just calculate
the fusion multiplicities from the S matrix using the Verlinde formula [176].

Note that a projective measurement of the topological charge in some
region via the physical PEPS indices greatly depends on the details of the
tensors A and A′ used to complete the tensor network. This is to be expected
since the physical measurement is determined by the specific microscopic
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realization of the quantum phase.

(a)

i

i∗ (b)

i

i∗

Figure 3.8: (a) The original tensor diagram for the ground state with an anyon pair
(i, i∗) in the corners of the lattice. (b) Simplified tensor diagram for the state. In
the remainder of the paper we will only use simplified diagrams. The ground state
tensors are denoted by black squares and the physical indices are omitted. The blue
squares describe an anyon of type i, i∗ living on the respective sites. The blue tensors
are supposed to be invariant under the virtual action of the idempotent corresponding
to the label i or i∗. We use blue and red to denote sites containing an anyon, whereas
other colors such as grey are reserved for fusion product of MPOs or anyons.

µ
a b

c

i j

k

Figure 3.9: The procedure to determine the fusion product of two anyons in the new,
simplified graphical notation (see also figure 3.8). The anyons are given by the red
and blue idempotents Pi,Pj . We first fuse their outgoing strings a, b to all possible
products c. We can now measure the fusion product of the anyons by projecting the
result on the subspaces determined by the idempotents Pk. The idempotents that
give rise to a non zero projection correspond to the possible fusion products (k) of
the red (i) and blue (j) anyons. Importantly, the sum over all grey idempotents Pk
acts as the identity on the virtual labels.

3.5.6 Braiding

When introducing the PEPS anyon ansatz in section 3.5.2 we mentioned
that anyons detect each others presence in a non-local, topological way. We
will now make this statement more precise. To every fixed configuration
of anyons in the plane we can associate a collection of quantum many-
body states. This set of states forms a representation of the colored braid
group. This means that when we exchange anyons or braid them around
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each other this induces a non-trivial unitary transformation in the subspace
corresponding to the configuration. If there is only one state that we can
associate to every anyon configuration then we only get one-dimensional
representations. This situation is commonly referred to as Abelian statistics
and the anyons are called Abelian anyons. With non-Abelian anyons we can
associate multiple orthogonal states to one or more anyon configurations
and these will form higher dimensional representations of the colored braid
group.

One can obtain a basis for the subspace associated to a certain anyon
configuration by assigning an arbitrary ordering to the anyons and projecting
the first two anyons in a particular fusion state. One subsequently does the
same for the fusion outcome of the first two anyons and the third anyon.
This can be continued until a final projection on the vacuum sector is made.
So the degeneracy of an anyon configuration is given by the number of
different ways an ordered array of anyons can fuse to the vacuum.

Just as in relativistic field theories there is a spin-statistics relation for
anyons, connecting topological spin and braiding. It is expressed by the
so-called ‘pair of pants’ relation, which we show graphically using the same
set-up as presented in figure 3.9:

i j

k

R−→ R−→

= = e2πi(hk−hi−hj) i j

k

(3.89)

The pair of pants relation shows that braiding acts diagonally on two anyons
that are in a particular fusion state, which is realized in the figures by the
grey idempotent k surrounding i and j. Because the topological spins can be
shown to be rational numbers [177], the spin-statistics connection reveals
that every anyon configuration provides a representation of the truncated
colored braid group, i.e. there exists a natural number n such that R2n = 1.

To describe the exchange and braiding of two anyons that are not in a
particular fusion state we look for a generalization of the pulling through
condition (3.49), (3.46). The goal is to obtain tensors RPi,b that describe
the pulling of a MPO string of type b through a site that contains an anyon
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corresponding to Pi according to the defining equation

b

b b

i

=
RP ,b

bb

i

(3.90)

If there is no anyon on the site we consider, i.e. the idempotent on this site
is P1 corresponding to the trivial anyon, the operator RPi,b is equal to the
identity on the MPO indices as follows from the pulling through property
(3.46).

While in practice one could solve the equation that determines R numer-
ically, we can in fact obtain the tensors RP,b analytically also for a nontrivial
idempotent Pi with i 6= 1. We thereto rewrite the left hand side of (3.90)
by using relation (3.37) as follows (Note that we do not depict the required
orientations on the indices and that we omit the corresponding gauge trans-
formations Za to keep the presentation simple. These issues will also not
have to be taken into account for the string-net examples further on.),

bb

i

=
∑

acdµν

a bb

µ

ν

ν

µ

c

d

i

b

ba

c

(3.91)

If by PiAabcd we denote the multiplication of Pi and Aabcd in the anyon
algebra defined in (3.57), we find that

b

b b

i

=
∑

acdµν

d

Aacdb,µν

bb a

P ai .Aacdb,µν

(3.92)

With a slight abuse of notation, the grey rectangle containing Aacdb,µν de-
notes a similar tensor as the algebra object Aacdb,µν in (3.56), but without
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the MPO tensors,

b

ν

µ

d

c

a b

Aacdb,µν
=

d

a bb

.

The tensors Pi.Aacdb,µν = P ai .Aacdb,µν [see Eq. (3.61)] can easily be de-
termined using the structure constants. Note that all tensors Pi.Aacdb are
supported on the subspace determined by Pi, hence they all correspond
to the same topological sector. Indeed, braiding an anyon around another
one cannot change the topological charges. Remark that after the blue
MPO is pulled through the site containing the anyon, the tensor on the site
and the braid tensor linking the MPOs are in general entangled, due to the
summation over a, c, d.

If Pi is a one dimensional idempotent, the tensor Pi.Aacdb,µν is only
nonzero for a unique choice of d = a and is in that case equal to Pi, up to a
constant. Hence, in that case there is no entanglement between the tensor
on the site and the tensor that connects the MPOs.

Once we obtain these tensorsRPi,b we know how to resolve the exchange
of anyons and we can compute the R matrix (braiding matrix). Suppose
we have two anyons, described by idempotents P1,P2 and we want to
compare the fusion of these anyons with and without exchanging them. Both
situations correspond to figures 3.10(a) and 3.10(b) respectively.

(a)
µ

a b

c

i j

(b)
µ

a

b

c

i j

Figure 3.10: Two anyons, described by idempotents Pi,Pj , can be fused before
exchanging them, as in Figure (a), or after exchanging, as in (b). To compare both
diagrams we first use the tensor R to redraw figure (b). The result is shown in
equation (3.93).

All we need to resolve this situation is the tensor RPi,b for all b for which
Pj is non zero. With this tensor we can redraw figure 3.10(b) in a way
similar to the left hand side of (3.93). It is now clear that the RPi,b tensors
encode the R matrices of the topological phase, i.e. the braiding information
of the anyonic excitations.
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µ

a

b

c

i j

=

µ

a b

c

RP ,b

i j

b a

(3.93)

Analogously, we now show how the full braiding, or double exchange, of
one anyon around another can be determined. As before, this information
is completely contained within the R tensors, as shown in figure 3.11. We
study the situation where there are two anyon pairs present and we braid
one anyon of the first pair completely around an anyon of the second pair.
The procedure is shown in figure 3.11. If we compare figures 3.11 (a) and
(d), we note that two different changes occurred in the transition between
both diagrams. First, the use of relation (3.90) can induce a non-trivial
action on the inner degrees of freedom of the idempotent. While it cannot
change the support of the idempotent itself, as this determines the topological
superselection sector, the degrees of freedom within a sector can change.
This is important if the idempotent corresponding to the anyon is higher
dimensional.

(a)

a

b

(b)

a

b

(c)

a

b

RP ,b

(d)

a

b

RP ,b

RQ,a

Figure 3.11: Figure (a): two anyons in a lattice, the lattice sites that contain the
central idempotents P,Q are colored red and blue respectively. Figure (b): we can
move the red anyon until the configuration is suited to apply equation (3.90). Figure
(c): We pull the blue line through the red anyon, using the tensor RP,b that depends
on the red idempotent and the label of the blue line. Figure (d): a similar operation,
now with RQ,a.
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a
b

= a
b

RQ,a RP ,b

Figure 3.12: A more symmetric version of the braiding process described in figure
3.11. Completely braiding a red around a blue anyon is described by the contraction
of the tensors RP,b and RQ,a.

Secondly, the fusion channels of the red and blue anyon pair can change.
Both pairs were originally in the vacuum sector, but can be in a superposition
of sectors after braiding, as is illustrated in Figure 3.13.

(a)

RQ,a

RP ,b
µ

a

a

c
µ

a

a

ab

b

b

(b)

RQ,a RP ,b

a a

aa

a
b b

b b

b

c

c

µ

µ

ν

ν

Figure 3.13: (a) The result of braiding the red anyon around the blue, as in figure
3.11(b). The gray label correspond to the possible fusion channels of the pair of red
(or blue) anyons. Before braiding, the pair of red anyons was in the trivial topological
sector. After braiding, several fusion results are possible. They can be measured at
the gray line. A sum over the different possible fusion outcome values for these lines
is implied. (b) A more symmetric (and rotated) version of (a). Due to the structure
of the tensors R, the grey lines c at the top and bottom are equal.

3.6 Examples

We will now illustrate the general formalism of anyons in MPO-injective PEPS
with some examples and show that we indeed find all topological sectors.
First, we focus on discrete twisted gauge theories [33, 128, 129, 178]. After
that we turn to string-net models [175, 179].
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3.6.1 Discrete gauge theories

The projector MPO for twisted quantum double models takes the form

P =
1

|G|
∑

g∈G

V (g), (3.94)

where G is an arbitrary finite group of order |G| and V (g) are a set of
injective MPOs that form a representation of G, i.e. V (g)V (h) = V (gh).
V (g) is constructed from the tensors

g
↔

h1h2

gh1gh2

g = α(g, h1, h
−1
1 h2) (3.95)

where the internal MPO indices are the horizontal ones. All indices are
|G|-dimensional and are labeled by group elements. We use the convention
that indices connected in the body of the tensors are enforced to be equal. In
(3.95) we only drew the non-zero tensor components, i.e. for lower indices
h1 and h2 there is only one non-zero tensor component, namely the one
where the upper indices are related by a left group multiplication by g. The
number α(g1, g2, g3) ∈ U(1) is a so-called 3-cocycle satisfying the 3-cocycle
condition

α(g1, g2, g3)α(g1, g2g3, g4)α(g2, g3, g4) = α(g1g2, g3, g4)α(g1, g2, g3g4)
(3.96)

Without loss of generality one can take the 3-cocycles to satisfy

α(e, g, h) = α(g, e, h) = α(g, h, e) = 1 , (3.97)

with e the identity group element, for all g, h ∈ G. For this twisted quantum
double MPO we have g∗ = g−1 and Zg =

∑
h1
α(g, g−1, h1) |g−1h1, h1〉 〈h1, g

−1h1|.
The specific form of this MPO also allows one to see immediately that the
topological entanglement entropy of a contractible region in the correspond-
ing MPO-injective PEPS is given by ln |G|.

The fusion tensors Xg1g2 for the twisted quantum double MPO take the
form

g2

g1

g2g1
↔

g1

g2

g2g1

h2

= α(g2, g1, h2) . (3.98)

Using (3.95), (3.98) and (3.96) one can check that the injective MPOs V (g)
indeed form a representation of G. Using the same data one also sees that
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the zipper condition (3.37) holds for the tensors of V (g). Again using the
cocycle condition the fusion tensors are seen to satisfy the equation

(Xg3g2 ⊗ 1g1)Xg3g2,g1 = α(g3, g2, g1)(1g3 ⊗Xg2,g1)Xg3,g2g1 (3.99)

So the 3-cocycles α play the role of the F matrices in the general equation
(3.30). This connection between MPO group representations and three
cocycles was first established in [50]. For more details about the MPOs
under consideration and the corresponding PEPS we refer to [160].

Topological charge

Using the MPO and fusion tensors defined above we can now construct the
algebra elements Ag1,g2,g3,g4 defined by Eq. 3.56; note that the indices µ, ν
are always one dimensional in the group case so we can safely discard them.
To construct the central idempotents we focus on the following algebra
elements

Ag,g−1k−1,g,k = δ[k,g],eRg(k
−1) , (3.100)

where [k, g] = kgk−1g−1 is the group commutator and e the trivial group
element. For convenience, our choice for the basis of the algebra Rg(k)
deviates slightly from Eq. (3.56). It is constructed by closing a single block
MPO (3.95) labeled by group element k, satisfying [k, g] = e, with a tensor
that has as non-zero components

g

k

g

k ↔

g

g

kk

h1

kh1

gh1

gkh1

kg−1

=
α(kg−1, g, h1)

α(g, kg−1, gh1)
(3.101)

Note that this tensor is chosen slightly different as the one in Eq. (3.56) and
that the direction of k has been reversed.

By repeated use of the cocycle condition and the fact that [g, k] = [g,m] =
e one can now derive the multiplication rule of the algebra elements

Rg(m)Rg(k) = ω̄g(m, k)
εg(mk)

εg(m)εg(k)
Rg(mk) (3.102)

where

ω̄g(m, k) =
α(m, g, k)

α(m, k, g)α(g,m, k)

εg(mk)

εg(m)εg(k)
=

α(g,mkg−1, g)

α(g,mg−1, g)α(g, kg−1, g)
(3.103)

One can check that ωg(m, k) is a 2-cocycle satisfying the 2-cocycle condition

ωg(m, k)ωg(mk, l) = ωg(m, kl)ωg(k, l) , (3.104)
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when m, k and l commute with g. So the algebra elements Rg(k) form
a projective representation of the centralizer Zg of g. We now define the
following projective irreducible representations of Zg labeled by µ

Γµg (m)Γµg (k) = ωg(m, k)Γµg (mk) , (3.105)

and the corresponding projective characters χµg (k) = tr(Γµg (k)). We denote
the dimension of projective irrep µ by dµ. Using the Schur orthogonality
relations for projective irreps one can now check that

P(g,µ) =
dµ
|Zg|

∑

k∈Zg

εg(k)χµg (k)Rg(k) (3.106)

are Hermitian orthogonal projectors, i.e. P †(g,µ) = P(g,µ) and P(g,µ)P(h,ν) =

δg,hδµνP(g,µ). To obtain the central idempotents we have to sum over all
elements in the conjugacy class CA of g, so the final anyon ansatz is

P(CA,µ) =
∑

g∈CA

P(g,µ). (3.107)

In this way we indeed recover the standard labeling of dyonic excitations
in discrete twisted gauge theories: the flux is labeled by a conjugacy class
CA and the charge is labeled by a projective irrep of the centralizer Zg of a
representative element g in CA [180, 181].

Anyon ansatz

In this section we will illustrate some aspects of the anyon ansatz that were
discussed in section 3.5.2. Firstly, in figure 3.14 we show the explicit PEPS
ground state and excitation tensors for the non-twisted (α(g1, g2, g3) ≡ 1)
quantum double PEPS on the hexagonal lattice. This provides an explicit
example of an anyonic excitation tensor that has a rank-one injectivity
structure on each virtual subspace corresponding to a topological sector.

Secondly, we look at a pair of pure charges. Using similar reasoning as in
the previous section we can construct the simple idempotents and nilpotents
with diagonal group label as

P
(g,i),(g,j)
(CA,µ) =

dµ
|Zg|

∑

k∈Zg

εg(k)[Γµg (k)]ijRg(k) , (3.108)

where i, j are matrix indices of the irrep Γµg (k). The simple idempotents and
nilpotents with off-diagonal group label can be obtained via a straightforward
generalization, but we will not need them here.

We consider a charge µ and its anti-charge µ∗. The relevant idempo-
tents and nilpotents are P i,jµ ≡ P (e,i),(e,j)

(e,µ) . To construct a topological PEPS
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a)

h3

h3 h2

h2

h1h1

h−12 h3

h−11 h2h−13 h1

= 1

b)

h1

h1

h3

h3

h2 h2

h−13 h1

h−12 h3h−11 h2

= 1

c)

h1

h1

h2
h2 gh2

gh2

h3

h3

h−13 h1

h−11 h2 (gh2)
−1h3

= 1

Figure 3.14: Tensors for the non-twisted (α(g1, g2, g3) ≡ 1) quantum double PEPS
on a hexagonal lattice. a) Ground state tensors for the A-sublattice. b) Ground state
tensors for the B-sublattice. All indices are |G|-dimensional and are labeled by group
elements. There are two virtual indices for every link in the lattice. Indices that are
connected in the tensors are enforced to be equal. There are three physical indices
on each tensor, of which we write the index value between the virtual indices. All
non-zero tensor components have index configurations as indicated in the figures
and have value one. The resulting PEPS is MPO-injective with virtual support PMPO
(3.94). c) An anyonic excitation tensor for the A-sublattice. The extra lower index,
which we colored red for clarity, is to be connected to a MPO on the virtual level.
Multiplying all the physical indices of an A-sublattice ground state tensor counter
clockwise gives the identity group element. For the excitation tensor the multiplied
value of the physical indices is h−1

2 g−1h2, which indicates the presence of a non-
trivial flux. The physical indices can distinguish between virtual MPOs corresponding
to group elements in different conjugacy classes. However, the rank-one injectivity
structure of the anyonic tensor is reflected in the fact that elements in the same
conjugacy class give equivalent configurations of the physical indices.

containing the charge pair we start with two tensors Ciµ and Cjµ∗ , which
have as many virtual indices as the coordination number of the lattice and
one physical index. Their virtual indices are supported on the subspaces
determined by respectively P i,iµ and P j,jµ∗ . If we interpret the charge tensors
as matrices with the physical index as row index and the virtual indices
together as the column index then this implies CiµP

k,k
ν = δµ,νδi,kC

i
µ and

Cjµ∗P
k,k
ν∗ = δµ∗,ν∗δj,kC

j
µ∗ . We now want to find the complete anyonic exci-

tation tensors Cµ and Cµ∗ such that CµP i,iµ = Ciµ and Cµ∗P
j,j
µ∗ = Cjµ∗ . For

this we proceed as before: we take both tensors and project them in the
vacuum sector. We will ignore the PEPS environment and simply work with
the tensor product of both charge tensors Ciµ ⊗ Cjµ∗ . The vacuum projector
(3.94) on this tensor product can be written as

P̃ =
1

|G|
∑

g∈G

V (g)⊗ V (g) =
1

|G|
∑

g∈G

Re(g)⊗Re(g) . (3.109)

Using the orthogonality relations for irreps we rewrite the vacuum projector
as

P̃ =
∑

ν

1

dν

dν∑

p,q=1

P p,qν ⊗ P p,qν∗ , (3.110)

where [Γν
∗
(g)]pq = [Γ̄ν(g)]pq. We therefore get for the vacuum projected
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charge pair

(
Ciµ ⊗ Cjµ∗

)

∑

ν

1

dν

dν∑

p,q=1

P p,qν ⊗ P p,qν∗


 = δi,j

1

dµ

∑

q

CiµP
i,q
µ ⊗ Ciµ∗P i,qµ∗ .

(3.111)
By taking Cqµ ≡ CiµP i,qµ we obtain




dµ∑

i=1

Ciµ ⊗ Ciµ∗


 P̃ =




dµ∑

i=1

Ciµ ⊗ Ciµ∗


 . (3.112)

So we see that for the pair to be in the vacuum state both charges should
form a maximally entangled state in the irrep matrix indices. However, as
explained in the general discusssion of section 3.5.2, this is purely virtual
entanglement that cannot be destroyed by physical operators acting on only
one charge in the pair.

Topological spin

To calculate the topological spin we first note following relation

Γµg (k)Γµg (g) = Γµg (g)Γµg (k)
ωg(k, g)

ωg(g, k)
= Γµg (g)Γµg (k) , (3.113)

which holds for all k ∈ Zg. Using Schur’s lemma this implies that Γµg (g) =

ei2πh
µ
g1dµ . One can also easily check that

Γµg (g−1) = ωg(g, g
−1)Γµg (g)† . (3.114)

With these observations we now obtain

P(g,µ)Rg(g) =
dµ
|Zg|

∑

k∈Zg

χµg (k)Rg(kg)

=
dµ
|Zg|

∑

x∈Zg

tr(Γµg (x)Γµg (g−1)ω∗g(x, g−1))Rg(x)

= e−i2πh
µ
g
dµ
|Zg|

∑

x∈Zg

εg(x)χµg (x)Rg(x)

= e−i2πh
µ
gP(g,µ)

Since e−i2πh
µ
g is the same for all elements in the conjugacy class CA of g we

obtain the desired result

P(CA,µ)R2π = P(CA,µ)

∑

g∈G

Rg(g) = θ(CA,µ)P(CA,µ) , (3.115)

where R2π was introduced in section 3.5.4. The phase θ(CA,µ) = e−i2πh
µ
g

gives the topological spin of the corresponding anyon.
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Fusion

In the group case fusion is easy to calculate analytically because of the
following identity for the basis elements of our algebra:

g

k l

h

h

g

= δk,l g

g h

h

k

(3.116)

This implies that to calculate fusion relations we can simply trace over the
inner indices at the shared boundary of two central idempotents to create a
bigger loop.

We subsequently act with the fusion tensor Xgh on the two red inner
indices on the right hand side of (3.116), which acts as a unitary on the
support of these indices. We also attach X†gh to the outer indices in (3.116),
which can obviously be obtained by decomposing the product of the two
MPOs V (g) and V (h) that are connected to the central idempotents once we
embed them in a MPO-injective PEPS. Using the 3-cocycle condition one can
now check that we have

k gh

gh

g h

= β(k, g, h)
k

gh

gh

, (3.117)

where β(k, g, h) is given by

β(k, g, h) = ωk(g, h)
εgh(k)

εg(k)εh(k)
. (3.118)

So we obtain

P(g,µ)×P(h,ν) =
dµdν
|Zg||Zh|

∑

k∈Zgh

εgh(k)χµg (k)χνh(k)ωk(g, h)Rgh(k) . (3.119)

We now define Γµνgh(k) = Γµg (k) ⊗ Γνh(k)ωk(g, h) for all k such that [k, g] =
[k, h] = e. Then repeated use of the 3-cocycle condition (3.96) shows that

Γµνgh(k1)Γµνgh(k2) = ωgh(k1, k2)Γµνgh(k1k2) , (3.120)

i.e. Γµνgh(k) is a projective representation of Zgh. This representation will in
general be reducible

Γµνgh(k) '
⊕

λ

1Wλ
µν
⊗ Γλgh(k) , (3.121)
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where the integer Wλ
µν denotes the number of times a projective irrep λ

appears in the decomposition of Γµνgh . From this we get following relation
between the projective characters

χµg (k)χνh(k)ωk(g, h) =
∑

λ

Wλ
µν χ

λ
gh(k) . (3.122)

So we find
P(g,µ) × P(h,ν) =

∑

λ

Wλ
µνP(gh,λ) , (3.123)

up to some normalization factors. In this way we obtain the final fusion rules

P(CA,µ) × P(CB ,ν) =
∑

(CC ,λ)

N
(CC ,λ)
(CA,µ),(CB ,ν)P(CC ,λ) , (3.124)

where the fusion coefficients can be written down explicitly using the orthog-
onality relations for projective characters [129, 180]:

N
(CC ,λ)
(CA,µ),(CB ,ν) =

1

|G|
∑

g1∈CA

∑

g2∈CB

∑

g3∈CC

∑

h∈Zg1∩Zg2∩Zg3

δg1g2,g3χ
µ
g1(h)χνg2(h)χ̄λg3ωh(g1, g2)

(3.125)

3.6.2 String-nets

The next example we consider are the string-net models. For simplicity,
we restrict ourselves to models without higher dimensional fusion spaces,
i.e. all N c

ab in equation (3.15) are either 0 or 1. Also, we only deal with
models where each single block MPO is self-dual: a = a∗ and N1

aa = 1. Both
restrictions can easily be lifted.

The description of string-nets in the framework presented here was
introduced in [109]. The string-net models are a prime example of the MPO-
injectivity formalism. The PMPO is constructed from the G-symbols and the
quantum dimensions of a unitary fusion category. The single block MPOs
correspond one-to-one with the simple objects of the input fusion category.
The fusion matrices Xc

ab are also easily constructed from the G-symbols and
the quantum dimensions. These tensors give rise to an MPO-injective PEPS
and they satisfy the properties listed in section 3.4.1. The validity of the
general requirements in our formalism follows mainly from the pentagon
relation of the G-symbols. The properties of section 3.4.1 are rooted in the
spherical property of unitary fusion categories.

To describe the string-nets as a tensor network, there is one extra tech-
nical subtlety we need to take into account. Every closed loop in the PEPS
representation of a string-net wave function gives rise to a factor equal to
the quantum dimension of the label of this loop. In [109], this was taken
care of by incorporating such factors both in the tensors and by adding extra
factors for every bend in an MPO. Because of this convention, the MPOs give
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rise to projectors PL for every length that are not Hermitian on a closed
loop. Luckily, as all these operators are still similar to Hermitian operators
via a local, positive similarity transformation, this has no implications for
the general theory. For example, we still find that every single block MPO
labeled by a has a unique corresponding single block MPO a∗ that is obtained
by Hermitian conjugation, where a∗ is just the categorical dual of a. The
tensors we describe next are used on a square lattice, similar tensors can be
used on different lattices.

First we describe the PMPO. We have

f ↔
b a

c d

e

f = Gabc
def
√
vavbvcvd (3.126)

where the internal MPO indices are the horizontal ones and all indices are
N dimensional. The single block MPOs are determined by fixing the label
f . The corresponding weights wf used to construct a PMPO are given by
the quantum dimensions df divided by D2 =

∑
a d

2
a, the total quantum

dimension of the fusion category squared. The factors va in the definition
of the MPO are included to take care of the closed loop factors. They are
given by the square roots of the quantum dimensions: va = d

1/2
a . The single

block MPOs obtained by fixing f satisfy the algebraic structure of the fusion
algebra of the category we used to construct the MPOs.

For the string-net MPOs we consider here the gauge transformations Za
are all trivial; they amount to simply swapping the double line structure
which is present in the virtual indices of the MPO tensor. The fusion tensors
Xc
ab are given by

j

i

k ↔
j

i

k = Gijk
abcvkvc

b

c

a

. (3.127)

The factor vc is only present for the closed loop condition (and could be
taken care of differently). The pivotal property for these fusion tensors is

=

1/2 −1/2 i

j

k

i∗

j

k

vj
vk

, (3.128)

which is equivalent to (3.38) up to the diagonal matrices labeled by 1/2 and
−1/2, which denote the power of the quantum dimensions that are added
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to satisfy the closed loop condition. More specifically, these matrices are∑
a d
±1/2
a |a〉 〈a|.

With this information, the MPO and fusion tensors can now be used in
our framework in order to obtain an ansatz for anyons in string-nets. Unlike
in the case of discrete gauge theories, we now need the ansatz (3.56) in full
generality. We recall the form of the algebra elements

Aabcd,µν =

µ

ν

a

b

c

d

d∗

.

The structure constants that define the multiplication of these objects can be
computed analytically with formula (3.144) or numerically. The algebra that
describes the anyons is similar to a construction proposed in [161], although
obtained from a very different motivation. To obtain the central idempotents
of this algebra we use a simple algorithm described in Appendix 3.C, see
also [182]. As expected, we obtain both one and higher dimensional central
idempotents.

In Appendix 3.D we list the central idempotents and their properties
for the Fibonacci, Ising and Rep(S3) string-nets. For each of those, we also
compute the topological spin using the standard procedure described in
subsection 3.5.4. For string-nets, these spins can in principle be computed
analytically from the central idempotents. Furthermore, we compute the fu-
sion table describing the fusion of two anyons. Thereto, we have numerically
performed the procedure explained in subsection 3.5.5. We indeed recover
the known fusion rules for the anyonic excitations of these theories. Note
that there are no fusion multiplicities larger than one in the models we con-
sider. Finally, we explicitly work out the braid tensor R using the procedure
of 3.5.6 for two anyons in the Fibonacci string-net model in Appendix 3.F.

3.7 Discussion and outlook

For all the examples considered here the PEPS anyon construction is equiv-
alent to calculating the Drinfeld center [183] of the input theory, i.e. the
algebraic structure determined by the single block MPOs Oa, which was
either a finite group (which can be generalized to a Hopf algebra) or a
unitary fusion category. This center construction leads to a modular tensor
category, which describes a consistent anyon theory [184]. When the input
theory is already a modular tensor category by itself, the center construction
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gives a new modular tensor category, which is isomorphic to two copies of
the original anyon theory, one of which is time-reversed [184]. It is then
clear that the new anyon theory cannot correspond to a chiral phase. This is
actually true in general, i.e. the set of modular tensor categories obtained
via the center construction cannot describe chiral phases. In [185] the set
of center modular tensor categories was identified with the set of modular
tensor categories containing a so-called Lagrangian subalgebra. A physical
connection between the existence of a Lagrangian subgroup and the non-
chirality of the quantum phase was given in [186] for the case of Abelian
statistics.

We have found that PMPOs of the form (3.9) that can be used to built
MPO-injective PEPS give rise to many concepts familiar from the theory of
unitary fusion categories: a finite number of simple objects and associated
fusion relations, the pentagon equation, a generalized notion of duality and
the Frobenius-Schur indicator κa, pivotal structure and unitarity. However,
there is one important property of unitary fusion categories that does not
seem to immediately come out of MPO-injectivity, namely the existence of a
unique, simple unit element. In other words, we have not found a property
of MPO-injectivity that requires the projector MPO to contain a single block
MPO O1, satisfying O1Oi = OiO1 = Oi for all i. However, if such identity
block is not present then we can associate a multi-fusion category to the
PMPO. It is known that multi-fusion categories can also be used to construct
string-net models [187].

So at this point it seems that the only possibilities to have MPO-injective
PEPS that describe physics beyond discrete gauge theories and string-nets
without having to extend the MPO-injectivity formalism of [109] are given
by:

(1) using PMPOs that have no canonical form;

(2) defining different left handed MPO tensors to construct P̃Cv ;

(3) not imposing the zipper condition (3.37).

Trying option (2) will most likely lead to a violation of unitarity, in which
case the algebra Aabcd,µν can no longer be proven to be a C∗-algebra. This
will lead to non-Hermitian central idempotents, which to some extent ob-
scures their interpretation as topological sectors. Options (1) and (3) are
at the moment much less clear to us, so we will not try to speculate on
their implications. It would be very interesting to better understand the
implications of options (1) - (3) and see if there is any relation between
MPO-injective PEPS and the recently constructed tensor network states for
chiral phases [112, 113].

To conclude, we have not only established a connection between MPO-
injective PEPS and unitary fusion categories as mentioned above but also a
formalism to obtain the topological sectors of the corresponding quantum
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phase. Similar to previous results [158, 161] we can relate topological
sectors to the central idempotents of an algebra, which in our case is a C∗-
algebra constructed from the MPO that determines the injectivity subspace of
the ground space tensors. The formalism is constructive and gives the correct
anyon types for all the examples we worked out. It furthermore allows us to
write down explicit PEPS wave functions that contain an arbitrary number
of anyons. This gives an interpretation of topological sectors in terms of
entanglement. From the PEPS wave functions containing anyons we can
extract universal properties such as fusion relations and topological spins in
a very natural way. For certain string-net models we also studied the effect
of braiding on the PEPS.

Several open questions concerning topological order in tensor networks
remain. As mentioned above, it is not clear if chiral topological phases fit
into the MPO-injectivity formalism, or what –if any– is the correct formalism
to describe gapped chiral theories with tensor networks. For non-chiral
topological phases the construction presented here defines an equivalence
relation for PMPOs, i.e. two PMPOs are said to be equivalent if the resulting
central idempotents have the same topological properties. At this point the
(Morita) equivalence relation between PMPOs is very poorly understood. It is
also known that there is a substantial interplay between the topological order
and global symmetries of a quantum system. Some first progress in capturing
universal properties of these so-called symmetry-enriched topological phases
with tensor networks was made in [188]. A direction for future research
which enforces itself upon us at the end of this paper is of course the
extension of the presented formalism to fermionic PEPS [68]. We expect that
the concept of MPO algebras should also be connected to topological sectors
in fermionic tensor networks. It is conceivable that the concepts introduced
here might also be relevant for other types of tensor networks, e.g. the
Multi-scale Entanglement Renormalization Ansatz (MERA) descriptions of
topological phases [189, 190]. Besides these theoretical questions there are
also a lot of new applications of MPO-injectivity that come within reach,
especially the study of topological phase transitions in non-Abelian anyon
theories. We hope to make progress on these matters in future work.

3.A Hermitian PMPOs with unital structure and
fusion categories

In this appendix we will further consider the connection between (unitary)
fusion categories and PMPOs that satisfy the zipper condition (3.37) and
have a unital structure. As explained in section 3.3.3 a PMPO is said to have
a unital structure if there exists a unique single block MPO labeled by 1 such
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that

ρ(M1) ≥ ρ(Mb) ∀b (3.129)

N1
bb∗ ≥ 1 ∀b , (3.130)

where Ma =
∑D
i=1B

ii
a and ρ(Ma) denotes the spectral radius of Ma. It was

shown in the main text that this definition implies that ρ(M1) > ρ(Mb),∀b 6=
1 and N1

bb∗ = 1,∀b, with in addition 1∗ = 1 and κ1 = 1. From the symmetry
of the tensor N

N c
ab = Na∗

bc∗ = N b∗

c∗a (3.131)

and properties of injective MPS it then follows that

N1
ab∗ = N b

a1 = N b
1a = δab , (3.132)

such that 1 is indeed the trivial element of the algebra of single block MPOs.
We now also require that fusing with the unit element 1 is trivial as expressed
by the triangle equation [32]:

b

1

a

c

b

µ

b

1

a

c

a

µ
= (3.133)

Because the PMPO satisfies the zipper condition we can define the F matrices
as in section 3.3.4. The triangle equation can then equivalently be stated as

[F b1ac ]a1µ
b1µ = δµν . (3.134)

Note that the triangle equation fixes the relative norm and phase of Xa
1a and

Xb
b1. Combining the triangle equation (3.133) with the pentagon equation

(3.34) gives rise to additional triangle equations:

[F 1ab
c ]cν1

a1µ = δµν (3.135)

[F ab1c ]b1νcµ1 = δµν . (3.136)

With these assumptions one can use results from the theory of injective MPS
to show that there exists a choice of fusion tensors such that:

[F aa
∗a

a ]11 =
κa
da

(3.137)

[F a
∗aa∗

a ]11 = [(F aa
∗a

a )−1]11 =
κa∗
da∗

(3.138)

1

da
=

1

da∗
> 0 , (3.139)
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where κa = ±1 is defined as in section 3.3.3 via ZaZ̄a∗ = κa1. If we now
also assume the unitarity condition of section 3.4.1, then we can relate the
numbers da obtained from the F -symbol to the Perron-Frobenius vector of
the N coefficients, i.e.:

dadb =
∑

c

N c
abdc (3.140)

Identities (3.137) to (3.140) are very tedious to prove. Since they are not
the main focus of this paper, the proofs will be given elsewhere.

The positive numbers da are called the quantum dimensions of the simple
objects in the unitary fusion category. Given the quantum dimensions and
the F matrices, equations (3.137) and (3.138) are then used to define
the Frobenius-Schur indicator κa in category theory [32]. So we see that
our definition of κa via the gauge matrices Za coincides with that of the
Frobenius-Schur indicator in fusion categories for this special class of PMPOs.

3.B C∗-Algebra structure of Aabcd,µν

3.B.1 Closedness under multiplication

We consider the objects Aabcd,µν defined in (3.56) and show they form an
algebra under matrix multiplication, i.e. we show that

Ahegf,λσAabcd,µν = δga
∑

ij,ρτ

Ω
(hjci,ρτ)
(hegf,λσ)(abcd,µν)Ahjci,ρτ . (3.141)

Using the zipper condition (3.37) we see that we can neglect the MPO
tensors and that the object we have to decompose is given by

∑

αi

α

λ

σ

α

µ

ν

i

d

b

c

d∗

d

a

f
f ∗

e

h
i

f

(3.142)

As a first step we use (3.40) and a ‘F -move’ (3.30) to obtain
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=
∑

αβγδij

(
Ci
∗−1
f∗d∗

)
αβ

(
F def

∗

b

)(aσµ)

(jγδ)

α

λ

γ

β

δ

ν

i

d
e

h

j

b

c

d∗
f ∗

i

i∗

f

(3.143)

A final two F -moves then lead to

=
∑

αγδjρiκτ

(
Ci
∗−1
f∗d∗

)
ρκ

(
F def

∗

b

)(aσµ)

(jγδ)

(
F dfhj

)(eλγ)

(iαρ)

(
F jf

∗d∗ −1
c

)(bνδ)

(i∗βτ)

ρ

τ

c

i

i∗j

i h

(3.144)

So we indeed obtain a decomposition of the composite object in terms of the
original ones, giving the desired algebra structure.

3.B.2 Closedness under Hermitian conjugation

We now show that the algebra formed by the elements Aabcd,µν is closed
under Hermitian conjugation, i.e. A†abcd,µν =

∑
e,κλ(Θabcd,µν)eκλAcead∗,κλ.

Starting from the basis element

Aabcd,µν =

µ

ν

a

b

c

d

d∗

.

we can implement Hermitian conjugation in the following way:



Chapter 3. Anyons and matrix product operator algebras 181

• Complex conjugation and exchanging the inner and outer indices of
the MPO tensors amounts simply to reversing the arrow on the red line,
due to the the relation between left- and right-handed MPO tensors in
Eq. (3.43).

• Complex conjugation of the gauge matrix Zd, which also simply
amounts to reversing the red arrows as discussed in section 3.4.1.

• Exchanging the inner and outer indices connected to (the left inverses
of) the fusion tensors.

• Complex conjugation of the fusion tensors, which reverses the red
arrows and reconnects them to the other side of the box: the com-
plex conjugate of the fusion tensor is the transpose of the inverse
(=hermitian conjugated) fusion tensor.

This gives rise to the following diagram for A†abcd,µν :

A†abcd,µν =

µ
ν

d

a

b c

d∗

(3.145)

Restoring the orientation of the original loop results in

A†abcd,µν =

µ

ν

d∗

d a

c

b

(3.146)

We can now use an A and A′ move [see Eq. (3.38)] to obtain

A†abcd,µν =
∑

ρσ

(Abd∗a)µρ(A
′c
bd)νσ

σ

ρ

d∗

d
c

a

b

(3.147)

Using a final F move and Eq. (3.36) we obtain the required relation

A†abcd,µν =
∑

ρσeκλ

(Abd∗a)µρ(A
′c
bd)νσκd(F d

∗cd
a )bσρeκλAcead∗,κλ. (3.148)
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3.C Finding central idempotents

In this appendix we present a simple and constructive algorithm to calculate
the decomposition of an algebra A over C in primitive central idempotents.
The constructive approach to the Artin-Wedderburn theorem is well known
in the literature [182] and can be generalized to algebras over different base
fields. We assume that the Jacobson radical of A is trivial, one can check this
for instance by computing the kernel of a proper matrix, see [182] for more
details.

The input of the algorithm are the structure constants dkij of the algebraA
with respect to a vector space basis {b1, . . . , br}. We have bibj =

∑r
k=1 d

k
ijbk.

The output of the algorithm are the coefficients in this basis of the minimal
central idempotents. These are the elements p ∈ A such that p 6= 0, p2 = p,
p commutes with every element in A and p cannot be written as p = p1 + p2

where p1, p2 also satisfy the previous requirements. Finding the minimal
central idempotents is equivalent to determining the block decomposition of
a matrix algebra.

We denote the column vector of coefficients of an element x with respect
to this basis as c(x). We first calculate the center Z(A) of A. Let x =∑r
j=1 xjbj . It holds that x ∈ Z(A) iff bix = xbi for all i. It is easy to see

that this is equivalent to
∑r
j=1(dkij − dkji)xj = 0 for all k, i. We conclude that

x ∈ Z(A) iff c(x) ∈ Kern(Z) with Z(i−1)r+k,j = dkij − dkji.
Let {z1, . . . zc} be a basis of Kern(Z). We can easily obtain the structure

constants fkij with respect to this basis by solving the linear system

∑

k

fkijc(zk) = c(zizj)

for all i, j.
We now forget the algebra A and only work in the commutative algebra

C := Z(A). From now on, we denote by c(z) the column vector of coefficients
of an element z ∈ C with respect to the basis {z1, . . . zc}.

Given an element z, recall that the ideal generated by z is defined by
〈z〉 = span{xz | x ∈ C}. If we take a random element z ∈ C, we expect that
〈z〉 = C. Let us now show how to decompose an ideal as 〈z〉 = 〈z1〉 ⊕ 〈z2〉.

First, we find a basis of the space 〈z〉. This is easily done by computing
a basis of the column space of the matrix [c(zz1) . . . c(zzc)]. Let {y1, . . . , yd}
be a basis of 〈z〉. Second, we compute the identity Iz of the ideal, this is the
unique element with Izyi = yi for all i. After a straightforward calculation
we obtain that the coefficients Cj of the identity Iz with respect to the basis
{y1, . . . , yd} are given by the solution of the linear system

d∑

j=1




c∑

l=1

c∑

m=1

c(yj)lc(yk)mf
p
lm


Cj = c(yk)p
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for all p.
We can now decompose the ideal 〈z〉. The minimal polynomial P with

P (z) = 0 can be calculated as follows. Find the smallest q such that the
matrix [c(zq) . . . c(z) c(Iz)] is rank deficient. The zero vector of this matrix
gives the coefficients of P . Let n1, . . . , nq be the complex roots of P , hence
P (x) =

∏q
i=1(x − ni). If q = 1, the ideal 〈z〉 is one dimensional. This

implies that z2 = λz, hence z/λ is an idempotent. If q > 1 we decompose
P (x) = P1(x)P2(x) such that P1, P2 have no common roots.

We claim that 〈P1(z)〉⊕〈P2(z)〉 := R(z) is the sought after decomposition
of 〈z〉. First, we show that the equality holds in 〈z〉 = R(z). Clearly the
inclusion ⊇ holds. We now show the reverse inclusion. Since P1 and
P2 are polynomials over C and have no common roots, they are coprime.
Bézout’s identity ensures the existence of two polynomials Q1, Q2 such that
1 = Q1P1 + Q2P2. Evaluating both sides in z gives that Iz ∈ R(z). Since
R(z) is an ideal, xIz ∈ R(z) for all x, by which we can conclude that
〈z〉 ⊆ R(z). It is worth noting that Q1(z)P1(z) is the identity of 〈P1(z)〉,
hence the calculation of the identity only needs to be performed once at the
start of the algorithm.

Second, we show that 〈P1(z)〉 and 〈P1(z)〉 are orthogonal spaces. Take
w1P1(z) ∈ 〈P1(z)〉 andw2P2(z) ∈ 〈P2(z)〉, then the equalityw1P1(z)w2P2(z) =
0 holds since C is commutative and P (z) = P1(z)P2(z) = 0. This implies
that the sum is direct and that 〈z〉 = 〈P1(z)〉 ⊕ 〈P2(z)〉. Since C is finite, we
can apply this decomposition recursively and after a finite number of steps
we find the primitive idempotents of C, from which we can easily obtain
those of A.

3.D Results for string-nets

3.D.1 Fibonacci string-net

The first example we discuss is the simplest non-Abelian string-net model.
As input we use the modular tensor category of Fibonacci anyons. We expect
to find central idempotents corresponding to the topological sectors of the
doubled Fibonacci theory.

MPO-tensors

The categorical data of the Fibonacci theory is well known. The theory has
two labels 1 and τ that satisfy the non-Abelian fusion rules

N1
11 = Nτ

τ1 = Nτ
1τ = N1

ττ = Nτ
ττ = 1 ,

other multiplicities are zero. The quantum dimensions are given by d1 = 1

and dτ = 1+
√

5
2

:= φ. The remaining crucial information are the F -symbols
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of this theory. They are given by

[F abcd ]fe = F abcdef = δabeδcdeδadfδbcfF
abc
def , (3.149)

where δijk = 1 if i, j, k can fuse to 1, i.e. Nk
ij > 0, and δijk = 0 zero

otherwise. The non-trivial elements of F are given by

F ττττ11 =
1

φ
, F τττττ1 =

1√
φ
, F ττττ1τ =

1√
φ
, F ττττττ = − 1

φ
.

All other non-zero components of F are one. The construction of the tensors
is most easily described using the scalars vi =

√
di and the G symbols,

Gabcdef =
1

vevf
F abcdef . (3.150)

As shown in [109], the Fibonacci string-net state can now be described
by a projector MPO constructed from the tensors

b a

c d

e

f = Gabc
def
√
vavbvcvd (3.151)

After removing the zero rows and columns, this MPO has bond dimension
5 and consists of two blocks B1 and Bτ of dimension 2 and 3 respectively.
The blocks B1, Bτ satisfy the Fibonacci fusion rules. The diagonal matrix
∆ from equation (3.9) is given by the quantum dimensions of the block
labels divided by the square of the total quantum dimension: w1 = 1

1+φ2 and

wτ = φ
1+φ2 .

For these MPOs we also know the explicit form of the fusion tensors X:

j

i

k = Gijk
abcvkvc

b

c

a

. (3.152)

Central idempotents

Here we give the central idempotents and their topological spins for the
Fibonacci string-net. Recall that the algebra we decompose is generated by
the following basis elements

A1111, Aτττ1, A1τ1τ , A1τττ , Aτ1ττ , Aττ1τ , Aττττ .

All other possible elements are zero due to the fusion rules. We find 4
different idempotents, of which P1,P2,P3 are one-dimensional and P4 has
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dimension two:

P1 =
1√
5

(
1

φ
A1111 +

√
φA1τ1τ

)

P2 =
1√
5

(
1

φ
Aτττ1 +

1√
φ
e−

4πi
5 Aτ1ττ + e

3πi
5 Aττττ

)

P3 =
1√
5

(
1

φ
Aτττ1 +

1√
φ
e

4πi
5 Aτ1ττ + e−

3πi
5 Aττττ

)

P4 =
1√
5

(
φA1111 +Aτττ1 −

√
φA1τ1τ +

√
φAτ1ττ +

1

φ
Aττττ

)
.

We recognize P1 as the vacuum particle. Indeed, when we write out this
tensor, we find a diagonal tensor with weights depending on the inner MPO
label. These weights correspond exactly to the weights that determine the
ground state tensors in the MPO framework [109], denoted by ∆ in equation
(3.9). More generally, we see in all other examples that we always recover
the vacuum particle corresponding to the ground state.

There are some other general remarks we can already see in this example.
The vectors A1τττ and Aττ1τ are not present in any of the idempotents.
These are exactly the vectors Aabcd with a different incoming a and outgoing
c label. We do not expect them to be present in the decomposition of a
central idempotent, as they correspond exactly to off diagonal nilpotent
matrices that are not in the center of the algebra. The decomposition of the
higher dimensional central idempotent P4 in irreducible, but not central,
one-dimensional idempotents is very simple. The element P4 contains both
terms with a, c = 1 and a, c = τ . The decomposition of P4 in two one-
dimensional idempotents is obtained by grouping all terms with a, c = 1 as
one idempotent and all terms with a, c = τ as the second idempotent. This
procedure also holds for more general models. All other, one-dimensional,
idempotents only contain terms with a, c = 1 or a, c = τ . Note that a d-
dimensional idempotent projects onto a d2 dimensional subspace, such that
we indeed recover the algebra dimension as 7 = 12 + 12 + 12 + 22. This is
required for our set of central idempotents to be complete.

The topological spins we obtain are given by

h1 = 0, h2 = −4

5
, h3 =

4

5
, h4 = 0.

Clearly, we can now make the identification with the well-known anyons
from the doubled Fibonacci theory:

P1 = (1, 1), P2 = (1, τ̄), P3 = (τ, 1), P4 = (τ, τ̄).

We can compare this result with the idempotents obtained in [161] and
see that both solutions have a similar structure. With a slightly different
convention of the basis elements Aabcd, corresponding to a normalization
that depends on a, b, c, d, we obtain exactly the same multiplication table
and idempotents.
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3.D.2 Ising string-net

As a second example we look at the string-net obtained from the Ising fusion
category.

MPO-tensors

As we saw in the analysis of the Fibonacci model in the previous subsection,
we only need the fusion rules, quantum dimensions and F -symbols to con-
struct the relevant tensors. The Ising category has three labels 1, σ, ψ with
fusion rules

N1
11 = 1, Nσ

1σ = 1, Nψ
1ψ = 1, Nψ

σσ = 1,

up to the usual allowed permutations of the labels. The only non-trivial
fusion rule is σ × σ = 1 + ψ. The quantum dimension are given by d1 =
1, dσ =

√
2, dψ = 1.

The F -symbols are again given by F abcdef 6= 0 iff all appearing fusion
processes are allowed, see equation (3.149). The non-trivial elements are
given by

Fσσσσ11 =
1√
2
, Fσσσσψ1 =

1√
2
, Fσσσσ1ψ =

1√
2
, Fσσσσψψ = − 1√

2
, Fψσψσσσ = −1, Fσψσψσσ = −1,

other allowed non-zero components are one. Similarly as for the Fibonacci
model, we can now construct the G-symbols and from these all necessary
tensors, see equations (3.150),(3.151),(3.152) in the previous subsection.

Central idempotents

We now have all the tensors required to calculate the central idempotents of
the Ising string-net. From the fusion rules we find that there are 12 non-zero
basis elements Aabcd. The algebra generated by these elements has 9 central
idempotents, given by

P1 =
1

4

(
A1111 + 23/4A1σ1σ +A1ψ1ψ

)

P2 =
1

4

(
Aσσσ1 + 21/4e

πi
8 Aσ1σσ + 21/4e−

3πi
8 Aσψσσ + e

πi
2 Aσσσψ

)

P3 =
1

4

(
Aσσσ1 + 21/4e−

πi
8 Aσ1σσ + 21/4e

3πi
8 Aσψσσ + e−

πi
2 Aσσσψ

)

P4 =
1

4

(
Aψψψ1 + 23/4e

πi
2 Aψσψσ −Aψ1ψψ

)

P5 =
1

4

(
Aψψψ1 + 23/4e

−πi
2 Aψσψσ −Aψ1ψψ

)

P6 =
1

4

(
Aσσσ1 + 21/4e−

7πi
8 Aσ1σσ + 21/4e

5πi
8 Aσψσσ + e

πi
2 Aσσσψ

)

P7 =
1

4

(
Aσσσ1 + 21/4e

7πi
8 Aσ1σσ + 21/4e−

5πi
8 Aσψσσ + e−

πi
2 Aσσσψ

)
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P8 =
1

4

(
A1111 − 23/4A1σ1σ +A1ψ1ψ

)

P9 =
1

2

(
A1111 +Aψψψ1 −A1ψ1ψ +Aψ1ψψ

)

The corresponding topological spins are found to be

h1 = 0, h2 =
1

16
, h3 = − 1

16
, h4 =

1

2
, h5 = −1

2

h6 = − 7

16
, h7 =

7

16
, h8 = 0, h9 = 0.

All central idempotents are one dimensional, except for P9 which is two-
dimensional, such that we indeed obtain 12 = 8 · 12 + 22. We can now
identify these central idempotents with the anyons in the double Ising model
as follows,

P1 = (1, 1), P2 = (σ, 1), P3 = (1, σ̄),

P4 = (ψ, 1), P5 = (1, ψ), P6 = (σ, ψ̄),

P7 = (ψ, σ̄), P8 = (ψ, ψ̄), P9 = (σ, σ̄).

3.D.3 Rep(S3) string-net

As a final example we consider the string-net with input fusion category the
representation theory of S3. As this last category is not modular, the anyons
of the string-net are not just doubled versions of the labels of the input data.

MPO-tensors

Again, we need to specify the categorical data of the input category and
can construct the tensors of the Rep(S3) string-net from these. The Rep(S3)
fusion category has three labels 1, 2, 3 with following fusion rules,

N1
11 = 1, N2

12 = 1, N3
13 = 1, N2

33 = 1, N3
33 = 1.

up to the allowed permutations of the labels. The non-trivial fusion rule is
3 × 3 = 1 + 2 + 3. The quantum dimensions of the labels are d1 = 1, d2 =
1, d3 = 2.

As always, the F -symbols are given by F abcdef 6= 0 if all appearing fusion
processes are allowed as in equation (3.149). The non-trivial elements are
given by

F 323
333 = −1, F 332

333 = −1, F 233
333 = −1, F 333

233 = −1,

F 333
311 =

1

2
, F 333

312 =
1

2
, F 333

313 =
1√
2
, F 333

321 =
1

2
, F 333

322 =
1

2
,

F 333
323 = − 1√

2
, F 333

331 =
1√
2
, F 333

332 = − 1√
2
, F 333

333 = 0 ,
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other allowed coefficients are 1. Similarly as for the Fibonacci model, we
can now construct the G-symbols and from these all necessary tensors, see
equations (3.150),(3.151) and (3.152).

Central idempotents

The algebra for the given fusion rules is 17-dimensional. We find 8 different
central idempotents,

P1 =
1

6
A3331 −

1

6
A3332 +

1

3
√

2
e−2πi/3A3133 +

1

3
√

2
eπi/3A3233 +

1

3
e2πi/3A3333

P2 =
1

6
A2221 +

1

6
A2122 −

√
2

3
A2323

P3 =
1

2
A2221 +

1

4
A3331 −

1

2
A2122 +

1

4
A3332 −

1

2
√

2
A3133 −

1

2
√

2
A3233

P4 =
1

6
A3331 −

1

6
A3332 +

1

3
√

2
e2πi/3A3133 +

1

3
√

2
e−πi/3A3233 +

1

3
e−2πi/3A3333

P5 =
1

6
A3331 −

1

6
A3332 +

1

3
√

2
A3133 −

1

3
√

2
A3233 +

1

3
A3333

P6 =
1

3
A1111 +

1

3
A2221 +

1

3
A1212 +

1

3
A2122 −

√
2

3
A1313 +

√
2

3
A2323

P7 =
1

2
A1111 +

1

4
A3331 −

1

2
A1212 +

1

4
A3332 +

1

2
√

2
A3133 +

1

2
√

2
A3233

P8 =
1

6
A1111 +

1

6
A1212 +

√
2

3
A1313.

The idempotents P3,P6,P7 are two-dimensional; all other central idem-
potents have dimension one. We again check the consistency condition
17 = 1 + 1 + 1 + 1 + 1 + 22 + 22 + 22, which ensures our set of central
idempotents is complete.

The only non-zero topological spins are given by

h1 = −1

3
, h3 =

1

2
, h4 =

1

3
.

The S-matrix can be calculated as explained in subsection 3.5.3. We find
that

S =
1

6




1 3 2 1 2 3 2 2
3 3 0 −3 0 −3 0 0
2 0 4 2 −2 0 −2 −2
1 −3 2 1 2 −3 2 2
2 0 −2 2 −2 0 −2 4
3 −3 0 −3 0 3 0 0
2 0 −2 2 −2 0 4 −2
2 0 −2 2 4 0 −2 −2




.
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These results agree with the theoretical findings in the literature, see for
instance [191].

3.E Vacuum (τ, τ̄)-pair

Suppose we have a Pττ anyon pair. We can write the tensors that live on the
sites containing an anyon as a sum of a tensor with a 1 MPO attached to it
and a tensor with a τ MPO attached to it,

I

=

I1

1 +

Iτ

τ . (3.153)

As we created this pair from the ground state, it is itself in the trivial
topological sector, hence invariant under the idempotent of the trivial sector,
which is the MPO projector. Hence the tensor network containing this pair
is equivalent to the network containing the pair projected on the MPO
subspace,

I

=
1

D2

I1
1

1 +
φ

D2

I1
τ

1

+
1

D2

Iτ
1

τ +
φ

D2

Iτ
τ

τ .

Here, D2 = 1 + φ2 is the square of the total quantum dimension of the
Fibonacci model. We can now apply the same procedure as in the calculation
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of RPτ ,τ , which yields,

I

=
1

D2

I1.A1111

1
+

φ

D2

I1.A1τ1τ

1

+
φ

D2

I1.A1τττ

τ
+

1

D2

Iτ .Aτττ1

τ

+
φ

D2

Iτ .Aτ1ττ

τ
+

φ

D2

Iτ .Aττττ

τ

+
φ

D2

Iτ .Aττ1τ

1
.

(3.154)

The products Pττ .Aabcd are easily calculated. We find that

I

=
1

D2

I1

1 +
1

D2φ2

I1

1

+
φ

D2

I1.A1τττ

τ
+

1

D2

Iτ

τ

+
1

D2

Iτ

τ +
1

D2φ3

Iτ

τ

+
φ

D2

Iτ .Aττ1τ

1
.

(3.155)

As the pair of anyons is in the vacuum sector we can equate the right
hand side of equation (3.153) to the right hand side of equation (3.155).
Now, the difference between a 1 or τ string can be decided in the presence
of other anyons. Hence for this equality to hold it needs to hold for the
diagrams with a 1 and τ string separately. This gives the following two
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relations,

I1

1 =
1 + 1

φ2

D2

I1

1 +
φ

D2

Iτ .Aττ1τ

1

Iτ

τ =
2 + 1

φ3

D2

Iτ

τ +
φ

D2

I1.A1τττ

τ
.

(3.156)

Let us denote by B1, Bτ the local tensors supported on P 1
τ,τ , P

τ
τ,τ respectively.

In the figures, B1 is denoted by a blue square and Bτ by a red square.
Clearly the pair of tensors Bτ .Aττ1τ give rise to the same tensor network

as the pair B1. Similar, the pair B1.A1τττ and Bτ give rise to the same
network. Hence we can choose

B1 =

(√
5

φ

)−1/2

Bτ .Aττ1τ , Bτ =

(√
5

φ2

)−1/2

B1.A1τττ . (3.157)

Both requirements are consistent asAττ1τ .A1τττ =
√

5
φ
√
φ
P 1
ττ andA1τττ .Aττ1τ =

√
5

φ
√
φ
P τττ . We see that, as expected, the requirement that a pair of Pττ anyons

is in the topologically trivial sectors, restricts the choice of different B1, Bτ
tensors by enforcing a strict relation between them.

Let us now take such a pair of Pττ anyons and compute the braiding
tensor RPττ ,τ . The calculation is the same as we already did for the general
pair B1, Bτ , we only need the results for the τ string in this calculation. Due
to the relation (3.157) there is no additional entanglement between the
degrees of freedom on the site containing the anyon and the R tensor. We
find that

RPττ ,τ = − 1

φ3/2
A1212 +

51/4

√
φ
A1222 +

1√
φ
A2122 +

1

φ2
A2222 +

51/4

φ
A2212.

On the virtual level, this is a 8× 8 orthogonal matrix.

3.F Braiding in the Fibonacci string-net

To illustrate the general braiding formalism developed in section 3.5.6 of
the main text we now work out some details for the Fibonacci string-net. As
explained above, the crucial information to write down the relevant tensors
are the F -symbols and the quantum dimensions of this theory. We can use
the anyon ansatz to numerically determine the four central idempotents; we
listed the outcome of this calculation in Appendix 3.D.
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First we focus on the idempotent that describes a (τ, 1) anyon in the
PEPS. We denote this idempotent by Pτ . If we recall the definition of the
tensors Aabcd, we can express this idempotent as

Pτ =
1√
5

(
1

φ
Aτττ1 +

1√
φ
e

4πi
5 Aτ1ττ + e−

3πi
5 Aττττ

)
.

Suppose we have two such anyons, then we can determine their possible
fusion outcomes. For this we use the fusion procedure explained in Figure
3.9 in section 3.5.5. Clearly, the outgoing τ strings of the two anyons can
be fused to a 1 or τ string. The 1 string can give rise to a fusion product
supported in the subspace corresponding to P1 or Pττ , while the τ string
can give rise to a support in all idempotents except P1. Although it is not
easy to determine this analytically, one can readily determine the sectors
where the two Pτ anyons are supported numerically. These sectors are the
P1 and Pτ sector, as we expect from the fusion rules of Fibonacci anyons.

Let us now concentrate on the exchange of two such τ anyons and deter-
mine the tensor RPτ ,τ . We first show how one can analytically determine
these tensors. This gives insight in the close relation between the idempo-
tents and the R tensors. The calculation we use to determine the tensor R
resembles the well-known teleportation protocol from quantum information
theory. We follow the derivation of section 3.5.6 in the main text. This gives

τ

τ

ττ τ

Pτ

=
τ

Aτ1ττ

ττ τ

Pτ .Aτ1ττ

+
1

Aττ1τ

ττ τ

Pτ .Aττ1τ

+
τ

Aττττ

ττ τ

Pτ .Aττττ

(3.158)

Since Pτ is a one dimensional idempotent, PτAabcd = λabcdPτ for complex
numbers λabcd that can easily be calculated from the structure constants of
the algebra. We find that λτ1ττ = 1√

φ
e4πi/5, λττ1τ = 0 and λττττ = e−3πi/5,
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such that Eq. (3.158) is simplified to

τ

τ

ττ τ

Pτ

=
e4πi/5

√
φ

τ

Aτ1ττ

ττ τ

Pτ

+e−3πi/5
τ

Aττττ

ττ τ

Pτ

.

We conclude from this calculation that the tensor RPτ ,τ is given by

RPτ ,τ =
1√
φ
e4πi/5Āτ1ττ + e−3πi/5Āττττ .

We can now also look at the contraction of two of these tensors as in figure
3.13, which describes the full braiding of two anyons. This tensor then
describes the monodromy matrix of two Fibonacci anyons. It is known that
the elements are given by e2πi(hc−hτ−hτ ) where c is the fusion product of the
two anyons, c = 1, τ . As the spins of the anyons are h1 = 0 and hτ = 2/5 we
expect the tensor in Figure 3.13 to contain the phases e−4πi/5 and eπi/5 in
the respective topological sectors. One can readily check that this is indeed
the case.

We can also look at the higher dimensional idempotent Pττ . In general,
the situation gets more complicated due to entanglement between the de-
grees of freedom on the site where the anyon lives and the tensors R in the
virtual network. However, if we obtain the anyons by acting on the ground
state, such that we have an anyon pair in the trivial sector, we can simplify
the expression for RPττ ,τ . The reason this is possible is that by acting locally
on the topologically trivial vacuum, we can only create very specific exci-
tation pairs in the Pττ sector. Indeed, the crucial fact that the entire pair
is in the trivial sector, determines the relation between the anyon tensors
in the different minimal, but non-central, idempotent sectors of a higher
dimensional idempotent. For the same reason, one can only create a fluxon
pair with zero topological charge in the quantum doubles [106, 163, 192].
Such a pair exactly corresponds to the equal superposition of all string types
in a given conjugacy class. We now illustrate that this reasoning is still valid
in our more general formalism by looking at a Pττ created on top of the
trivial sector.
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4
Fermionic projected entangled-pair states and

topological phases

Synopsis
We study fermionic matrix product operator algebras and identify the

associated algebraic data. Using this algebraic data we construct fermionic
tensor network states in two dimensions that have non-trivial symmetry-
protected or intrinsic topological order. The tensor network states allow us
to relate physical properties of the topological phases to the underlying alge-
braic data. We illustrate this by calculating defect properties and modular
matrices of supercohomology phases. Our formalism also captures Majorana
defects as we show explicitly for a class of Z2 symmetry-protected and in-
trinsic topological phases. The tensor networks states presented here are
well-suited for numerical applications and hence open up new possibilities
for studying interacting fermionic topological phases.

Based on

‘Fermionic projected entangled-pair states and topological phases’
arXiv:1707.00470.

Contributions of the author: The author has contributed to all results
and has written the manuscript, except for appendix 4A.

4.1 Introduction

In recent years there has been substantial progress in the understanding
of topological phases in spin systems and their representations via tensor
network states. Tensor networks are ideally suited for describing topolog-
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ical phases of matter because, nonlocal, topological features of a system
are captured by the symmetries of local tensors. In one-dimensional spin
systems Matrix Product States (MPS) were used to classify all Symmetry-
Protected Topological (SPT) phases [46–49]. A complete understanding
of two-dimensional SPT phases in terms of Projected Entangled-Pair States
(PEPS) was developed in [59, 160, 193]. A first systematic study of intrinsic
topological order in PEPS was done in Ref. [56], where the concept of
G-injectivity was introduced. The concept of G-injectivity was soon after
generalized to twisted G-injectivity [57] and to matrix product operator
(MPO)-injectivity [194], the latter describing the same class of topological
phases as those captured by string-net models [179, 195]. A detailed un-
derstanding of the anyonic excitations in MPO-injective PEPS and how to
construct them was developed in [109].

For topological fermionic systems, the understanding is much less devel-
oped. Building on the work of Ref. [66] a complete description of interacting
fermionic SPT phases in one dimension using fermionic MPS (fMPS) was
given in Refs. [196, 197]. In [61–63], it was shown that free fermions sys-
tems with nonzero thermal Hall conductance can be represented as Gaussian
PEPS. The first steps in generalizing MPO-injectivity to fermionic PEPS were
reported in Refs. [94, 95], but those formulations did not develop the theory
of Majorana defects.

In this work we will focus on topological phases with zero thermal
Hall conductance in two dimensions and develop a general formalism for
understanding the universal properties of fermionic tensor network states
representing these phases of matter. We do this by first studying fermionic
Matrix Product Operator (fMPO) algebras. The structural data associated
to such algebras, which can be seen as a fermionic version of the fusion
categories underlying bosonic topological tensor networks, will allow us
to construct the relevant topological PEPS. Similarly to the bosonic case,
the crucial property giving rise to the non-trivial topological order is the
pulling through equation. The advantage of the tensor network language is
that many interesting universal physical properties of the topological phases
can be calculated in a straightforward way. We illustrate this by calculating
the symmetry properties of defects and the modular matrices of symmetry-
twisted states on a torus for Gu-Wen or supercohomology phases [25]. We
also show that the formalism presented here goes beyond supercohomology
and fermionic string-net phases [53, 54] and captures systems with Majorana
defects [92, 93], and our construction is hence related to the state sum
constructions of spin topological field theories reported in Ref. [91].

Many equivalent formulations of fermionic tensor networks based on
fermionic mode operators, Grassmann variables or swap gates exist in the
literature [67, 68, 88, 198, 199]. In this work we use the graded vector
space approach presented in Ref. [196], as it turns out to be the natural
framework for generalizing the MPO symmetries of the bosonic case.
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4.2 Fermionic tensor networks

In this section we review the fermionic tensor network formalism as intro-
duced in [196]. To define fermionic tensors we will make use of super vector
spaces. A super vector space V has a natural direct sum structure

V = V 0 ⊕ V 1 , (4.1)

where vectors in V 0 or in V 1 are called homogeneous vectors. A vector in V 0

(V 1) is said to have even (odd) parity. We denote the parity of homogeneous
basis vectors |i〉 as

|i| =
{0 if |i〉 ∈ V 0

1 if |i〉 ∈ V 1 . (4.2)

The tensor product of two homogeneous vectors |i〉 and |j〉 is again a homo-
geneous vector and has parity |i|+ |j| mod 2. This implies that V and the
associated operation of taking tensor products is Z2 graded. We denote the
graded tensor product as

|i〉 ⊗g |j〉 ∈ V ⊗g V . (4.3)

For super vector spaces we will always use the following canonical tensor
product isomorphism:

F : V ⊗g W →W ⊗g V : |i〉 ⊗g |j〉 → (−1)|i||j||j〉 ⊗g |i〉 . (4.4)

This isomorphism of course connects the mathematical concept of super
vector spaces to physical systems of fermions. The dual vector space V ∗

inherits the Z2 grading from V and F can be extended in the following way:

F : V ∗ ⊗g W →W ⊗g V
∗ : 〈i| ⊗g |j〉 → (−1)|i||j||j〉 ⊗g 〈i| , (4.5)

and similarly for the action on V ∗ ⊗g W
∗.

Fermionic tensors are defined in the graded tensor product of super
vector spaces. We will always restrict to homogeneous tensors, i.e. those
tensors that have a well-defined parity. Let us now introduce the contraction
map C:

C : V ∗ ⊗g V : 〈i| ⊗g |j〉 → 〈i|j〉 = δi,j . (4.6)

The contraction map C can be generalized to arbitrary tensor contractions
in the following way: first we take the graded tensor product of the tensors
one wishes to contract, secondly, use F to bring the bra and ket to be
contracted next to each other and last, apply C as defined in (4.6). For tensor
contraction to be well defined it is crucial that the tensors have a definite
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parity, as we explain in more detail at the end of this section. Note that
following the fermionic contraction rules, we get

C(|i〉 ⊗g 〈j|) = (−1)|i||j|C(〈j| ⊗g |i〉) = (−1)|i|δi,j , (4.7)

which results in the fermionic super trace. Vice versa, if we want to write the
ordinary trace of an operator as a tensor contraction, we need to insert an
additional parity tensor on the contracted index. As an illustration of more
general fermionic tensor contraction, let us define the following fermionic
tensors (we will not always explicitly denote the graded tensor product
symbol ⊗g)

C =
∑

αβγ

Cαβγ |α)|β)(γ|

D =
∑

λκ

Dλκ|λ)(κ| ,

where we wish to contract the β index of C with the κ index of D. As a first
step we take the graded tensor product of C and D:

C ⊗g D =
∑

αβγλκ

CαβγDλκ|α)|β)(γ| ⊗g |λ)(κ| .

Next, we bring the κ bra next to the β ket using fermionic reordering:

F(C ⊗g D) =
∑

αβγλκ

CαβγDλκ(−1)|κ|(|λ|+|γ|+|β|)|α)(κ| |β)(γ| |λ) .

If the tensors C and D are even, this is equivalent to

F(C ⊗g D) =
∑

αβγλκ

CαβγDλκ(−1)|κ|+|κ||α||α)(κ| |β)(γ| |λ) .

Now we apply the contraction to obtain the final tensor:

F ≡
∑

αγλ


∑

β

CαβγDλβ(−1)|β|+|β||α|


 |α)(γ| |λ) .

Note that in the definition of fermionic tensors we have to include an internal
ordering of the basis vectors. It therefore only makes sense to compare
tensors that have the same internal ordering, but we can easily switch to a
different ordering by absorbing minus signs from the fermionic reordering in
the tensor components. Tensor identities obtained in this way will of course
continue to hold when suitably transformed to a different internal ordering.

With this definition of tensor contraction the diagrammatic notation
familiar from bosonic tensor networks still applies to the fermionic case.
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However, note that the diagrammatic notation does not unambiguously
specify the order in which the tensors are put in the tensor product before
contracting. This choice is irrelevant as long as all tensors have total even
parity, or there is at most one tensor with odd parity, since we can then
always swap the order of the tensors before performing contractions. In
later sections, we will also need to consider diagrams with two odd tensors,
and will be more careful in that case. Another important point is that the
order in which the contractions are performed is also irrelevant, on which
we further elaborate. Let us thereto highlight some special cases that relate
to matrix multiplication and are noteworthy for the following sections. Two-
index tensors of the form

∑
α,β Cα,β |α〉 〈β|,

∑
γ,δDγ,δ |γ〉 〈δ| will give rise to

ordinary matrix multiplication of the components when contracting index β
with γ, resulting in

∑
α,δ(CD)α,δ |α〉 〈δ|. As expected, we can introduce an

identity tensor
∑
β′,γ′ δβ′,γ′ |β′〉 〈γ′| in between this contraction (now con-

tracting β with β′ and γ′ with γ) without changing the result. If we want to
contract index β and γ of

∑
α,β Cα,β 〈α| |β〉 and

∑
γ,δDγ,δ 〈γ| |δ〉, we obtain∑

α,β,δ Cα,βDβ,δ(−1)|β| 〈α| |δ〉 =
∑
α,δ(CPD)α,δ 〈α| |δ〉, with P the parity

matrix. The identity tensor for this contraction is
∑
β′,γ′ Pβ′,γ′ 〈β′| |γ′〉 =

∑
β′,γ′(−1)|β

′|δβ′,γ′ 〈β′| |γ′〉 F→
∑
β′,γ′ δγ′,β′ |γ′〉 〈β′|. The identity tensor in

this case is thus equivalent to the former identity tensor, but just expressed
with a different internal ordering. For the diagrammatic tensor notation to
be well-defined, the identity tensor should indeed not depend on the type of
contraction, i.e. whether bra is contracted with ket or vice versa depends on
which tensor is taken first and which second, and this is not specified by the
diagrammatic notation. From the above observations it follows that once
every individual tensor is specified (with internal ordering) every diagram
with contracted indices can be unambiguously translated in a fermionic
tensor contraction. We will use the diagrammatic notation extensively in the
remainder of this manuscript.

As a final point about fermionic tensor contraction, we consider multi-
index tensors which can be interpreted as matrices with compound in-
dices. Contracting index β with γ, as well as β′ with γ′, in the two tensors∑
α,α′,β,β′ C(α,α′),(β,β′) |α〉 |α′〉 〈β| 〈β′| and

∑
γ,γ′,δ,δ′ D(γ,γ′),(δ,δ′) |γ〉 |γ′〉 〈δ| 〈δ′|

gives rise to
∑
α,α′,δ,δ′(CD)(α,α′),(δ,δ′) |α〉 |α′〉 〈δ| 〈δ′|. Note that in order to

obtain simple matrix multiplication, the order of the indices in the tensor
components and the order of the indices in the fermionic basis vectors are
chosen differently.

4.3 fMPO algebras

Similar to the bosonic case [109], we start with a finite number of irre-
ducible fMPOs which arise as the virtual symmetries of the topologically
ordered PEPS and which constitute a C∗ algebra. Specifically, we consider
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N irreducible fMPOs of length L {OLa |a = 1 . . . N} that are closed under
multiplication and Hermitian conjugation for every L:

OLaO
L
b =

N∑

c=1

N c
abO

L
c (4.8)

(
OLa

)†
≡ OLa∗ , (4.9)

with N c
ab ∈ N and OLa∗ ∈ {OLa |a = 1 . . . N}. The reason for these re-

quirements is that we want to be able to construct a Hermitian projector
PL =

∑N
a=1 waO

L
a from the irreducible fMPOs, which then determines the

virtual support space of a PEPS tensor.
The fMPOs are constructed from even fermionic tensors

B[a] =
∑

i,j,α,β

(
Bija

)
α,β
|α)|i〉〈j|(β| with |i|+|j|+|α|+|β| = 0 mod 2 (4.10)

and the parity tensor P =
∑
α(−1)|α||α)(α| as:

OLa ≡ C(P⊗g B[a]⊗g B[a]⊗g . . .⊗g B[a])

=
∑

{i}{j}

tr
(
Bi1j1a Bi2j2a . . . BiLjLa

)
|i1〉〈j1| ⊗g |i2〉〈j2| ⊗g . . .⊗g |iL〉〈jL| .(4.11)

The reason for inserting the extra parity matrix arises from the PEPS con-
struction explained in the following section, which indeed ensures that such
a parity tensor is inserted in every closed virtual loop. Physically, this parity
tensor encodes anti-periodic boundary conditions. Note that the parity ma-
trix gets canceled by the super trace generated by the fermionic contraction
rules, such that the final expression in terms of the tensor components is iden-
tical to that of the bosonic MPO algebras with periodic boundary conditions,
and enables us to recycle many of the results. However, unlike in the bosonic
case, there are two types of irreducible fMPOs. In Ref. [196], it was shown
that irreducibility for a fMPO implies that the matrices Bij span a simple
Z2 graded matrix algebra over C, which come in two different types: the
even and odd type [76]. An even simple Z2 graded algebra is simple as an
ungraded algebra implying that its center consists of multiples of the identity.
An odd simple Z2 graded algebra is not simple as an ungraded algebra and
its graded center consists of multiples of the identity and multiples of Y ,
where Y is an odd matrix satisfying Y 2 ∝ 1. Without loss of generality we
adopt the convention that Y 2 = −1. The type of irreducible fMPO will be
denoted by εa ∈ {0, 1}, where εa = 0 implies that OLa is of even type while
εa = 1 implies OLa is of odd type, which we will also refer to as Majorana
type. For simplicity, we take εa to be a Z2 grading of the fMPO algebra.
Another consequence of the anti-periodic boundary conditions is that both
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types of irreducible fMPOs have a total fermion parity that is even, whereas
fMPOs with periodic boundary conditions have a total fermion parity that
matches the value ε of the underlying algebra.

4.3.1 Fusion tensors

Multiplying two fMPOs OLa and OLb gives rise to a new fMPO with a tensor
that can be written as

∑

α,α′,i,k,β,β′

(Bikab)(α,α′),(β,β′)|α)|α′)|i〉〈k|(β′|(β|

where the ordering was chosen such that the fMPO coefficients reduce to a
matrix product of the matrices Bikab, which are given by

(Bikab)(α,α′),(β,β′) = (−1)|α
′|(|α|+|β|)

∑

j

(Bija )α,β(Bjkb )α′,β′

Similar to the bosonic case, the fact that OLaO
L
b =

∑N
c=1N

c
abO

L
c for every

L implies the existence of a gauge transformation Xab that simultaneously
brings the matricesBikab into a canonical form (block upper triangular), where
the diagonal blocks correspond to Bikc appearing N c

ab times [75].
From the columns of the the gauge transform Xab and the rows of its

inverse X−1
ab , we can build fermionic splitting and fusion tensors Xc

ab,µ and
Xc+
ab,µ (µ = 1, . . . , N c

ab), such that

C(Xc+
ab,µ ⊗g B[a]⊗g B[b]⊗g X

c
ab,µ) = B[c] . (4.12)

We introduce the following graphical notation for the tensors B[a], Xc
ab,µ and

Xc+
ab,µ

a
= B[a]

a

b
c
µ+ = Xc+

ab,µ

a

b
cµ = Xc

ab,µ
, (4.13)

where the red (horizontal) indices represent the internal fMPO indices and
the black (vertical) indices represent the external fMPO indices. We can then
denote the contraction in equation (4.12) graphically as

a

b
c c=µµ+

. (4.14)

Note that although the fMPO tensors B[a] have even parity, the fusion tensors
have a well defined parity that can be either even or odd. This parity
depends on the degeneracy label µ and adds a Z2 grading denoted as |µ| to
the degeneracy space.
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The fusion tensors satisfy following properties:

a

b

c
µν+

d = δµ,νδc,d
c

µ µ+c
a

b

a

b
= Pab

, (4.15)

where Pab is the projector onto the support of the internal indices of the
fMPO tensor C(B[a]⊗g B[b]). For our purposes we are interested in fMPOs
that satisfy a slightly stronger condition than equation (4.14). Namely, we
assume that the following zipper condition holds:

a

b

c
a

b
µ

a

b
µ+

. (4.16)

Up to this point, the properties of fMPO super algebras are very similar
to those of bosonic MPO algebras. We will now discuss the implications of
the presence of εa = 1 irreducible fMPOs. Because the graded center of the
matrices B[a]ij for εa = 1 contains the odd matrix Y , it is clear that we can
contract Y onto any index of a fusion tensor corresponding to an irreducible
fMPO with ε = 1 to get another fusion tensor that also satisfies the defining
equations (4.14) and (4.16). Because Y is odd this changes the parity of the
fusion tensor Xc

ab,µ. Let us start with the situation εa = εb = 1 and consider
the matrix

Y
a

b

cµc
µ+

, (4.17)

where without loss of generality we take Xc
ab,µ and Xc+

ab,µ to have even parity.
Eq. (4.17) represents an odd matrix that commutes with the matrices B[c]ij

because of Eq. (4.16). But εc = 0 so the center of the matrix algebra B[c]ij

consists only of multiples of the identity. For this reason, the matrix in Eq.
(4.17) is zero when εa = εb = 1. Similar reasoning shows that also the odd
matrix

Y

a

b

cµc
µ+

(4.18)

is zero when εa = εb = 1. On the other hand, the matrix

Y

a

b

cµc
µ+

Y

(4.19)
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is an even matrix commuting with all matrices B[c]ij , which implies that it is
a multiple of the identity. Since (Y ⊗g Y)2 = −1⊗g 1 we thus find that the
matrix in Eq. (4.19) equals ±i1. Combining all the properties just derived
we can conclude that N c

ab is a multiple of two when εa = εb = 1. The index
µ labeling the fusion tensors Xcab,µ has a natural tensor product structure
µ = (µ̂, |µ|), where µ̂ ∈ {1, . . . , N c

ab/2} and |µ| also denotes the parity of the
fusion tensor Xcab,(µ̂,|µ|). We will adopt following graphical notation for the
fusion tensors and the property derived from matrix (4.19):

Y
a

b

c = (−1)ηcab,µ̂i
a

b

c

Y

µ̂ µ̂

a

b

cµ̂ = Xc
ab,(µ̂,0)

a

b

cµ̂ = Xc
ab,(µ̂,1)

Y

, (4.20)

where ηcab,µ̂ ∈ {0, 1} are discrete quantities that are part of the algebraic
structure defining the fMPO super algebra.

Let us revisit the matrix in Eq. (4.17) when εa = 1 and εb = 0. Now
εc = 1 so the fact that this odd matrix commutes with all B[c]ij implies that
it is a multiple of Y. Since (Y ⊗g 1)2 = −1⊗g 1 this implies that

Y
a

b

c= (−1)ζcab,µ
a

b

c
Y µµ

. (4.21)

Similar reasoning for the matrix in Eq. (4.18) when εa = 0 and εb = 1 shows
that

a

b

c= (−1)χcab,µ
a

b

c

Y

Y µµ

. (4.22)

So when εc = 1 there is no further restriction on N c
ab and the parity of the

fusion tensor for each µ is completely arbitrary. We will keep the graphical
notation introduced in Eq. (4.13) for the even parity fusion tensor Xc

ab,µ

and use the left hand sides of Eq. (4.21) and (4.22) as a graphical notation
for the odd fusion tensors Xc

ab,µ. In Appendix 4.A we give a more detailed
derivation of the fusion tensors and their properties.

4.3.2 F move and pentagon equation

Associativity of the product of three fMPOs OLaO
L
b O

L
c clearly implies that∑

dN
d
abN

e
dc =

∑
f N

f
bcN

e
af . Associativity also allows one to derive an im-

portant property of the fusion tensors. The fMPO tensor of OLaO
L
b O

L
c ,

C(B[a]⊗gB[b]⊗gB[c]), can be written as a sum in two different ways by either
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applying equation (4.16) first to C(B[a]⊗g B[b]) or first to C(B[b]⊗B[c]). Let
us first consider the case where ε ≡ 0. Equality of the two sums in this case
implies that the fusion tensors satisfy 1

a

b

c

d
e

µ

ν

a

b
c

f
eλ

κ

, (4.23)

where
[
F abce

]d,µν
f,λκ

is an invertible even matrix. We will often refer to this

identity as an F -move and to the matrices
[
F abce

]d,µν
f,λκ

as the F -symbols.
As is familiar from bosonic fusion categories, the F -symbols have to

satisfy a consistency equation called the (super) pentagon equation. This
consistency condition arises from equating the two different paths one
can follow to get from C((Xf

ab,µ ⊗g 1 ⊗g 1) ⊗g (Xg
fc,ν ⊗g 1) ⊗g Xe

gd,ρ) to
C((1⊗g 1⊗g X

j
cd,δ)⊗g (1⊗g X

i
bj,γ)⊗g X

e
ai,ω) using F -moves. These different

paths are shown in figure 4.1. Written down explicitly, the super pentagon
equation is

∑

h,σ,λ,κ

[F abcg ]f,µνh,σλ[F ahde ]g,σρi,ωκ [F bcdi ]h,λκj,γδ =
∑

σ

[F fcde ]g,νρj,σδ [F abje ]f,µσi,ωγ (−1)|µ||δ| ,

(4.24)
where |µ| (|δ|) denotes the parity of fusion tensor Xf

ab,µ (Xj
cd,δ). We see that

for ε ≡ 0, the only difference between the fermionic pentagon equation and
the standard, bosonic pentagon equation is the minus sign depending on
|µ| and |δ|. This sign arises from the reordering of two fusion tensors so
that a subsequent F -move can be applied. This step is also shown in figure
4.1. For ε ≡ 0 the super pentagon equation was previously derived in the
construction of fermionic string-net models [53, 54].

Let us now also take fMPOs with ε = 1 into account. As in equation
(4.23), we want to relate C(Xdab,µ ⊗g Xedc,ν) and C(Xfbc,κ ⊗g Xeaf,λ), which
both reduce C(B[a]⊗g B[b]⊗g B[c]) to a direct sum of B[e]. Since B[e] has a
non-trivial center {1e,Ye} when εe = 1 we find

C(Xdab,µ ⊗g X
e
dc,ν)

=

{∑
f,λ,κ C(X

f
bc,κ ⊗g X

e
af,λ ⊗g ([F abce ]d,µνf,λκ1e)), εe = 0∑

f,λ,κ C(X
f
bc,κ ⊗g X

e
af,λ ⊗g ([F abce ]d,µνf,λκ1e + [Gabce ]d,µνf,λκYe)), εe = 1

From parity consideration, it follows for εe = 0 that [F abce ]d,µνf,λκ = 0 if |µ|+|ν|+
|κ|+ |λ| mod 2 6= 0. For εe = 1, we have [F abce ]d,µνf,λκ = 0 if |µ|+ |ν|+ |κ|+ |λ|
mod 2 = |µ| + |κ| mod 2 6= 0 and [Gabce ]d,µνf,λκ = 0 if |µ| + |ν| + |κ| + |λ|

1The proof is similar to the bosonic case [109].
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Figure 4.1: Schematic representation of the two paths giving rise to the super
pentagon equation. The upper path consists of three F -moves and is similar to the
bosonic case. In the lower path there are two F -moves and one fermionic reordering
of the fusion tensors, leading to a potential minus sign depending on their parity.

mod 2 = |µ|+ |κ| mod 2 6= 1. If the fusion tensors are isometric, such that
Xc+ab,µ = Xc†ab,µ, we find that




∑
f,λκ[F̄ abce ]d

′,µ′ν′

f,λκ [F abce ]d,µνf,λκ = δd,d′δµ,µ′δν,ν′ , εe = 0,∑
f,λκ[F̄ abce ]d

′,µ′ν′

f,λκ [F abce ]d,µνf,λκ + [Ḡabce ]d
′,µ′ν′

f,λκ [Gabce ]d,µνf,λκ = δd,d′δµ,µ′δν,ν′ , εe = 1,∑
f,λκ[F̄ abce ]d

′,µ′ν′

f,λκ [Gabce ]d,µνf,λκ − [Ḡabce ]d
′,µ′ν′

f,λκ [F abce ]d,µνf,λκ = 0, εe = 1.

(4.25)
This means that, for εe = 0, F abce is itself a unitary matrix (note that it’s
square as

∑
dN

d
abN

e
dc =

∑
f N

f
bcN

e
af ), while for εe = 1, the matrix F abce ⊗

1+Gabce ⊗ y is unitary and symplectic.
Having the F -move interact with the virtual fMPO indices is inconvenient

in order to derive the super pentagon equation and to construct an explict
fPEPS tensor satisfying the pulling through equation in the following section.
Indeed, the latter requires that we have scalar coefficient [F abce ]d,µνf,λκ rather
than a matrix. We can therefore switch to a different convention for the
fusion tensors, where we redefine 1√

2
Xcab,µ → X̃cab,(µ̂,0) and 1√

2
C(Xcab,µ ⊗g

Yc)→ X̃cab,(µ̂,1) when εc = 1, while X̃cab,(µ̂,|µ|) = Xcab,(µ̂,|µ|) when εa = εb = 1

and X̃cab,µ = Xcab,µ when εa = εb = 0. In all cases, |µ| denotes the parity of
the fusion tensor X̃cab,µ. The factors 1√

2
are introduced such that

∑

c,µ

C(X̃cab,µ ⊗g X̃
c+
ab,µ) =

∑

c

Ncab∑

µ̂=1

∑

|µ|=0,1

C(X̃cab,(µ̂,|µ|) ⊗g X̃
c+
ab,(µ̂,|µ|)) (4.26)

still defines a properly normalized projector onto the support subspace of
the tensor Bab, while

C(X̃c+ab,µ ⊗g X̃
d
ab,ν) = δc,d

{
δµ,ν1c, εc = 0
1
2 (δµ,ν1c − Yµ,νYc), εc = 1

(4.27)
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with Yµ,ν = δµ̂,ν̂y|µ|,|ν| = δµ̂,ν̂(|ν| − |µ|). The latter expression for the case εc
is reminiscent of the pseudo-inverse of a Majorana fMPS.

The fusion tensors X̃cab,µ have the degeneracy structure µ = (µ̂, |µ|) as
soon as either εa, εb or εc is nonzero. Contraction with Yc switches between
(µ̂, 0) and (µ̂, 1) if εc = 1, i.e.

C(X̃cab,µ ⊗g Yc) =
∑

ν

Yν,µX̃
c
ab,ν if εc = 1 . (4.28)

For the case with εa = εb = 1 we have:

C(Ya ⊗g X̃
c
ab,µ) =

∑

ν

(M c
ab)ν,µX̃

c
ab,ν (4.29)

C(Yb ⊗g X̃
c
ab,µ) =

∑

ν

(Lcab)ν,µX̃
c
ab,ν , (4.30)

where M c
ab and Lcab are odd (i.e. they are nonzero only for |µ| 6= |ν|). From

the results of the previous section it follows that
(
M c
ab

)
µν

= δµ̂,ν̂y|µ|,|ν| and

Lcab = (−1)η
c
ab+1iδµ̂,ν̂x|µ|,|ν|, with x|µ||ν| = 1− δ|µ||ν|.

When εc = 0 we have µ = 1, . . . , N c
ab whereas if εc = 1, we have

µ̂ = 1, . . . , N c
ab and thus µ = 1, . . . , 2N c

ab. But here, N c
ab only represents the

number of timesOc originates from multiplyingOa andOb if these fMPOs are
built from the fermionic tensors Ba, Bb and Bc without normalization factor.
Since we take ε to act as a Z2 grading, we can define all Majorana fMPOs
to have an additional global factor 1/

√
2, so that in the case εa = εb = 1 we

would also have µ = 1, . . . , 2N c
ab, i.e. µ̂ = 1, . . . , N c

ab, if we fix N c
ab in the

relation OaOb =
∑
cN

c
abOc.

The advantage of working with an overcomplete basis of fusion tensors is
that we can now write the F -move as an even transformation acting purely
on the degeneracy spaces and not on the virtual indices of fMPOs, exactly as
in the bosonic case, i.e. we can write

C(X̃dab,µ ⊗g X̃
e
dc,ν) =

∑

f,λ,κ

[F̃ abce ]d,µνf,λκC(X̃
f
bc,κ ⊗g X̃

e
af,λ). (4.31)

Let us explain this in more detail by providing an explicit recipe for going
from the F -symbols to the F̃ -symbols.

1. Step 1: We first write

C(Xdab,µ ⊗g X̃
e
dc,ν) =

∑

f,λ,κ

[(f1)abce ]d,µνf,λκC(X
f
bc,κ ⊗g X̃

e
af,λ) , (4.32)

where [(f1)abce ]d,µνf,λκ = [F abce ]d,µνf,λκ if εe = 0, and

[(f1)abce ]
d,µ(ν̂,0)

f,(λ̂,0)κ
= [F abce ]d,µν̂

f,λ̂κ
[(f1)abce ]

d,µ(ν̂,1)

f,(λ̂,0)κ
= [Gabce ]d,µν̂

f,λ̂κ
(4.33)

[(f1)abce ]
d,µ(ν̂,0)

f,(λ̂,1)κ
= −[Gabce ]d,µν̂

f,λ̂κ
[(f1)abce ]

d,µ(ν̂,1)

f,(λ̂,1)κ
= [F abce ]d,µν̂

f,λ̂κ
(4.34)



Chapter 4. Fermionic projected entangled-pair states and
topological phases 207

if εe = 1. From the properties of F and G, we can check that (f1)abce is
still a unitary matrix, and is even, i.e. its elements [(f1)abce ]d,µνf,λκ vanish
if |µ|+ |ν|+ |κ|+ |λ| mod 2 6= 0. Furthermore, in the isometric case,
(f1)abce is unitary, i.e.

∑

f,λκ

[(f̄1)abce ]d
′,µ′ν′

f,λκ [(f1)abce ]d,µνf,λκ = δd′,dδµ′,µδν′,ν , (4.35)

from which also follows
∑

d,µ,ν

[(f1)abce ]d,µνf,λκ[(f̄1)abce ]d,µνf ′,λ′κ′ = δf,f ′δκ,κ′δλ,λ′ . (4.36)

2. Step 2:

C(X̃dab,µ ⊗g X̃
e
dc,ν) =

∑

f,λ,κ

[(f2)abce ]d,µνf,λκC(X
f
bc,κ ⊗g X̃

e
af,λ) (4.37)

with [(f2)abce ]d,µνf,λκ = [(f1)abce ]d,µνf,λκ if εd = 0. If εd = 1, we obtain

[(f2)abce ]
d,(µ̂,0)ν
f,λκ =

1√
2

[(f1)abce ]d,µ̂νf,λκ, (4.38)

[(f2)abce ]
d,(µ̂,1)ν
f,λκ =

1√
2

∑

ν′

(Me
dc)ν′,ν [(f1)abce ]d,µ̂ν

′

f,λκ . (4.39)

Note that (f2)abce is still even, because Me
dc is odd. Furthermore, in the

isometric case, we obtain
∑

f,λκ

[(f̄2)abce ]d
′,µ′ν′

f,λκ [(f2)abce ]d,µνf,λκ

=δd′,d

{
δµ′,µδν′,ν , εd = 0[
δµ′,µδν′,ν + Yµ′,µ(Me

dc)ν′,ν
]
/2, εd = 1

(4.40)

and
∑

d,µ,ν

[(f2)abce ]d,µνf,λκ[(f̄2)abce ]d,µνf ′,λ′κ′ = δf,f ′δκ,κ′δλ,λ′ . (4.41)

Note that if there is a d with εd = 1 present, the matrix (f2)abce has more
columns than rows and can therefore no longer be unitary. However,
the above expression shows that it is still isometric and defines a
projector upon premultiplication with its hermitian conjugate.

3. Step 3:

C(X̃dab,µ ⊗g X̃
e
dc,ν) =

∑

f,λ,κ

[F̃ abce ]d,µνf,λκC(X̃
f
bc,κ ⊗g X̃

e
af,λ) (4.42)



Chapter 4. Fermionic projected entangled-pair states and
topological phases 208

with [F̃ abce ]d,µνf,λκ = [(f2)abce ]d,µνf,λκ if εf = 0. If εf = 1, we obtain the
required relation by the following substitution:

C(Xfbc,κ ⊗g X̃
e
af,λ)

= C
(
Xfbc,κ ⊗g

1

2
(1f − Yf ⊗g Yf )⊗g X̃

e
af,λ

)

=
1√
2
C
(
X̃fbc,(κ̂,0) ⊗g X̃

e
af,λ

)
− 1√

2
C
(
X̃fbc,(κ,1) ⊗g (Yf ⊗g X̃

e
af,λ)

)

=
1√
2
C
(
X̃fbc,(κ̂,0) ⊗g X̃

e
af,λ

)
− 1√

2

∑

λ′

(Leaf )λ′,λC
(
X̃fbc,(κ,1) ⊗g X̃

e
af,λ′)

)

So we get for the final F̃ -symbols

[F̃ abce ]d,µνf,λ(κ̂,0) =
1√
2

[(f2)abce ]d,µνf,λκ̂, (4.43)

[F̃ abce ]d,µνf,λ(κ̂,1) = − 1√
2

∑

λ′

(Leaf )λ,λ′ [(f2)abce ]d,µνf,λ′κ̂. (4.44)

The resulting F̃ abce is even (because Leaf is odd), not necessarily square
and in the isometric case satisfies

∑

f,λκ

[ ¯̃F abce ]d
′,µ′ν′

f,λκ [F̃ abce ]d,µνf,λκ = δd′,d

{
δµ′,µδν′,ν′ , εd = 0,[
δµ′,µδν′,ν + Yµ′,µ(Me

dc)ν′,ν
]
/2, εd = 1,

(4.45)
and

∑

d,µ,ν

[F̃ abce ]d,µνf,λκ[ ¯̃F abce ]d,µνf ′,λ′κ′ = δf,f ′




δκ,κ′δλ,λ′ , εf = 0,[
δκ,κ′δλ′,λ′ + Yκ,κ′(L

e
af )λ,λ′

]
/2, εf = 1.

(4.46)

Fusing the product of four MPOs using these fusion tensors in two different
ways gives rise to the super pentagon equation for F̃ .

4.3.3 Frobenius-Schur indicator

As a final point on fMPO super algebras, we want to consider the irreducible
fMPOs for which a∗ = a, i.e. the irreducible fMPOs satisfying

(
OLa
)†

= OLa .
It was shown in Ref. [109] that in the bosonic case one can associate an
invariant κa ∈ {−1, 1} to such MPOs, which coincides with the Frobenius-
Schur indicator from fusion categories. In the fermionic case, this invariant
has a natural generalization. A crucial observation to obtain the correct
generalization is that Hermitian conjugation involves a reordering of the
basis vectors for operators that act on the graded tensor product of super
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vector spaces. Hermitian conjugation is most naturally defined in the fol-
lowing basis, where contraction coincides with matrix multiplication of the
components:


 ∑

i1,i2,j1,j2

Mi1,i2,j1,j2 |i1〉|i2〉〈j2|〈j1|



†

=
∑

i1,i2,j1,j2

M̄i1,i2,j1,j2 |j1〉|j2〉〈i2|〈i1| .

(4.47)
However, the natural basis in which fMPOs are expressed is of the form
|i1〉〈j1| ⊗g |i2〉〈j2|, on which Hermitian conjugation then acts as

(
|i1〉〈j1| ⊗g |i2〉〈j2|

)†
= (−1)(|i1|+|j1|)(|i2|+|j2|)|j1〉〈i1| ⊗g |j2〉〈i2| . (4.48)

So Hermitian conjugation does not only result in complex conjugation for
the components but also produces additional signs. For this reason it might
not be clear at first sight that

(
OLa
)†

is actually also an fMPO. However, the
minus sign produced by Hermitian conjugation is the same as the minus sign
one gets from reordering of fermion modes under reflection symmetry, and
we know this sign can be absorbed in the fMPO tensors by redefining them
as Bi,j → P |i|+|j|Bi,j (or equivalently as Bi,jP |i|+|j|) [196], where P is the
matrix containing the components of P as defined earlier. One can check
this by explicitly evaluating the redefined fMPO components:

tr(P |i1|+|j1|Bi1,j1 . . . P |iN−1|+|jN−1|BiN−1,jN−1P |iN |+|jN |BiN ,jN )

= (−1)(|iN |+|jN |)(|i1|+...|jN−1|)

tr(P |i1|+|j1|+|iN |+|jN |Bi1,j1 . . . P |iN1
|+|jN−1|BiN−1,jN−1BiN ,jN )

= (−1)(|iN |+|jN |)(|i1|+...|jN−1|)+(|iN−1|+|jN−1|)(|i1|+...|jN−2|)

tr(P |i1|+|j1|+|iN |+|jN |+|iN1
|+|jN−1|Bi1,j1 . . . BiN−1,jN−1BiN ,jN )

= . . .

= (−1)(|iN |+|jN |)(|i1|+...|jN−1|)+(|iN−1|+|jN−1|)(|i1|+...|jN−2|)+···+(|i2|+|j2|)(|i1|+|j1|)

tr(P
∑N
α=1(|iα|+|jα|)Bi1,j1 . . . BiN−1,jN−1BiN ,jN ) . (4.49)

Since we work with anti-periodic boundary conditions all irreducible fM-
POs are even so

∑N
α=1(|iα| + |jα|) = 0 mod 2, which indeed shows that

P |i|+|j|Bi,j produces the original fMPO with the desired minus sign.

The property
(
OLa
)†

= O†a now implies that the matrices of tensor com-
ponents Bi,j satisfy [75]

P |i|+|j|B̄j,ia = Z−1
a Bi,ja Za , (4.50)
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where Za is an invertible matrix with parity µa. Iterating this relation twice
we find

(−1)µa(|i|+|j|)Bi,ja =
(
Z̄−1
a Z−1

a

)
Bi,ja

(
ZaZ̄a

)
. (4.51)

If εa = 0 the center of the algebra spanned by Bi,ja consists only of multiples
of the identity. Therefore, if µa = 0, we can conclude from (4.51) that
ZaZ̄a = α1 and thus Z̄aZa = ᾱ1, where without loss of generality we
can take α to be a phase by rescaling Za. Combining these two equations
gives α2 = 1 and thus ZaZ̄a = (−1)ρa1, where ρa ∈ {0, 1}. If µa = 1, we
similarly find that ZaZ̄a = (−1)ρaiP . For εa = 1 the center of the algebra
spanned by Bi,ja contains the odd matrix Y , so that both Za and Y Za are
valid gauge transformations satisfying (4.51). This implies that the parity of
Za is ambiguous and we can take it to be even. In this case we find similarly
to the situation with εa = 0 that ZaZ̄a = (−1)ρ̂a1. By defining Z1

a ≡ Y Za
one can obtain another invariant by Z1

aZ̄
1
a = (−1)ρ̃aiP . One can check that

these two invariants are independent. The invariant obtained from the odd
gauge transformation ZaY , however, is not independent. So in total we
have found eight different possibilities. For εa = 0 we have four possibilities
labeled by µa and ρa. When εa = 1 we also find four possibilies, labeled by
ρ̂a and ρ̃a. Using similar techniques as for fermionic matrix product states
with time reversal symmetry or reflection symmetry one can show that these
eight possibilies form a Z8 group where the group structure corresponds to
taking the graded tensor product of fMPOs [196]. So if we take the invariant
εa as part of the definition of the Frobenius-Schur indicator we see that it is
isomorphic to Z8 in the fermionic case, while it is only isomorphic to Z2 in
the bosonic case.

4.4 Fixed-point PEPS construction

In the previous section we extracted the structural data associated to a
fMPO super algebra. In this section we will apply a bootstrap method to
construct fermionic PEPS and associated fMPOs from this algebraic data.
The fMPOs constructed in this way form explicit representations of the
fMPO super algebras described in the previous section, and we can construct
such a representation for each consistent set of structural data. Imposing
two extra conditions on the F̃ -symbols ensures that the PEPS and fMPOs
satisfy the pulling through identities, which endow the PEPS with non-
trivial topological properties. The topological phases described by the tensor
networks constructed in this section coincide with the phases captured by
fermionic string-nets [53, 54] when ε ≡ 0.
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4.4.1 PEPS tensors

For simplicity we will restrict our construction to the honeycomb lattice.
To specify fermionic tensors one does not only have to specify the coeffi-
cients, but also in what ordering of the basis vectors these coefficients are
defined. For the fermionic PEPS tensors on the A-sublattice we will choose
the following internal ordering:

↔ |ν〉|λ)(γ|(β|

γ

λ

βν

, (4.52)

where ν is the physical index and λ, γ, β are the virtual ones. Note that the
arrows in the graphical notation denote which indices correspond to bra’s,
and which to kets. In the basis just specified, the tensor components are

= δa,a′δb,b′δc,c′δd,d′δe,e′δf,f ′
[

F̃ abc
e

]d,µν

f,λκ

(dade)
1/6

d
1/3
d

(dcdb)
1/4

d
1/4
f

e f ′

c′ b′

a

d µν

λ

κ

a′e′
d′

cf b

. (4.53)

This graphical notation requires some explanation. Each index is specified by
four labels: three labels are denoted by Latin letters and one label is denoted
by a Greek letter, which is also exactly the data that specified a fusion tensor
Xc
ab,µ in the previous section. Each external line in the graphical notation

carries a label denoted by a Latin letter. The tensor components are zero
when lines that are connected in the body of the tensor carry a different label.
This is taken into account by the delta tensors in equation (4.53). However,
in the remainder of this paper these delta conditions will be implicit in our
definition of fixed-point tensor components and should be clear from the
graphical notation. The physical index is labeled by the three labels carried
by the lines that end in the body of the tensor (in the figure these are labels
b, c and f) and a corresponding Greek label (κ in the figure). The possibly
non-zero tensor components are given by the F̃ -symbols of the previous
section, where each of the four tensor indices maps to a fusion tensor that
defines the F̃ -symbol. The parity of the index also equals the parity of the
corresponding fusion tensor.

The tensors on the B-sublattice are defined with following internal order-
ing:

↔ |ν〉|β)|λ)(γ|

γ

λ β

ν

. (4.54)
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And in this basis, the tensor coefficients are analogously represented as

=


¯̃F
abc

e



d,µν

f,λκ

(dade)
1/6

d
1/3
d

(dbdc)
1/4

d
1/4
f

a

f

bc

e

d µν

λ

κ

, (4.55)

where the bar denotes complex conjugation. All PEPS tensor components
are given in terms of F̃ symbols. When ε ≡ 0 the F̃ -symbols are equivalent
to the standard F -symbols and the fermionic PEPS is very closely related to
the bosonic string-net PEPS. However, when taking Majorana fMPOs into
account, the F̃ symbols are a particular choice of associators, and their
explicit construction is given in section 4.3.2.

Let us also comment on the choice of arrows in our definition of the PEPS
tensors. Reversing the arrows interchanges bra’s with kets and for fermionic
PEPS this has a non-trivial effect for the simple reason that C((α| ⊗g |β)) =
δα,β while C(|β)⊗g (α|) = (−1)|α|δα,β . From this we see that reversing the
arrow on a link is equivalent to inserting a parity matrix P = 10⊕−11 on the
corresponding virtual index in the contracted network, where 10 (11) is the
identity on the parity even (odd) subspace. So if we would flip all the arrows
surrounding a vertex, the three resulting parity matrices on the neighbouring
virtual indices can be intertwined to a parity matrix on the physical index
since the PEPS tensors are even. This shows that to every fermionic PEPS
we can actually associate an entire family of PEPS, that are related to the
original one by on-site parity actions, by flipping the arrows surrounding
vertices. For this reason, the choice of arrows is very reminiscent of a lattice
spin structure.

4.4.2 Fermionic pulling through

We will define two types of tensors to construct fMPOs on the virtual level of
the fermionic PEPS. The first, right-handed type, defined with the internal
ordering

↔ |α)|β)(γ|(δ|
α

β
γ

δ

, (4.56)

has components which are again determined by the F̃ -symbols in the follow-
ing way:

a
d

f c b

e

=

F̃ abce



d,µν

f,λκ



dedb
dfdd



1/4

µ

ν

λ

κ . (4.57)
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In appendix 4.B we show that the fMPOs constructed from tensors (4.56),
(4.57) form an explicit representation of the fMPO algebra whose F̃ -symbols
we took to define the tensor components. To place the fMPO on the virtual
level of the fermionic PEPS we will introduce an additional convention. The
closed fMPO should be interpreted as a polygon, i.e. as a closed collection of
straight lines and angles between them. On every angle we place a diagonal
matrix that inserts some weights, depending on the labels carried by the
outer lines. The rule to add the weights is the following: to each label a we
associate a positive number da (the choice of da is not arbitrary as we will
see further on) and the weights are then given by d

1
2 (1−απ )
a , where α is the

inner (outer) angle in radians for the inner (outer) line. For example, when
the fMPO contains an angle of 2π

3 the weights are:

a

b

→ (da)
1/6(db)

−1/6

2π
3

. (4.58)

For notational simplicity this convention will always be implicit in our graph-
ical notation from now on.

The reason to define the right-handed fMPO tensors as in (4.56,4.57) is
that the pentagon equation now implies that the following pulling through
identity holds:

=

. (4.59)

Note that equation (4.59) is only equivalent to the pentagon equation when
we use the F̃ -symbols in defining the tensor components. The underlying
reason is as follows. Every index of the fixed point tensors coresponds to
a fusion tensor, and the four fusion tensors from every index in a tensor
together correspond to an F move whose F̃ -symbol determines the tensor
component. Since the indices are defined in a super vector space, an even
and an odd vector are necessarily orthogonal. However, as explained in
section 4.3, when εc = 1, the even and odd version of the fusion tensor Xcab,µ
correspond to the same fusion channel. Because of this, equation (4.59)
would only be equal to the pentagon equation up to factors of two when the
tensors are defined in terms of the F symbols.

Let us now define the second, left-handed, type of fMPO tensor with the
internal ordering

↔ |α)|β)(γ|(δ|α
β γ

δ , (4.60)
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and components

a

c

=


¯̃F
abc
e




d,µν

f,λκ



dedb
dfdd



1/4

µ

ν

λ

κ

d e

b f
. (4.61)

We will now restrict to F̃ -symbols that are unitary or isometric matrices, i.e.
F̃ -symbols that satisfy equations (4.45) and (4.46), which we restate here
for convenience:

∑

f,λκ

[ ¯̃F abce ]d
′,µ′ν′

f,λκ [F̃ abce ]d,µνf,λκ = δd′,d

{
δµ′,µδν′,ν′ , εd = 0,[
δµ′,µδν′,ν + Yµ′,µ(Me

dc)ν′,ν
]
/2, εd = 1,

(4.62)

∑

d,µ,ν

[F̃ abce ]d,µνf,λκ[ ¯̃F abce ]d,µνf ′,λ′κ′ = δf,f ′




δκ,κ′δλ,λ′ , εf = 0,[
δκ,κ′δλ′,λ′ + Yκ,κ′(L

e
af )λ,λ′

]
/2, εf = 1.

(4.63)
In this case, one sees that with our definition of the left-handed fMPO tensors
the following properties are satisfied

≈ ≈
, (4.64)

where we used approximate equality to denote that these are not strict tensor
identities, but are only satisfied on the relevant subspaces. In other words,
these identities should only hold when the fMPO is embedded within the
fermionic PEPS. One can check that this is indeed the case for the fMPOs and
fermionic PEPS just defined. As a final step, we require that the F̃ -symbols
satisfy

[
F̃ abce

]d,µν
f,λσ

√
dedb√
dfdd

=
[
F̃ adcf

]b,µσ
e,λν

θac,µb θac,λe

θac,µd θac,λf

θacσ
θacν

tacµ s
ac
λ , (4.65)

where θ ∈ U(1) and t, s ∈ {1,−1}. It is this condition that fixes the positive
numbers da. Eq. (4.65) is a generalization of the pivotal property for bosonic
fusion categories, which together with the isometric property implies that
the fMPOs also satisfy following properties:

≈≈
, (4.66)
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where the black dot is a graphical notation for the parity matrix P =∑
α(−1)|α||α)(α|. The reason for requiring unitarity and a generalization of

the pivotal property is that from the pulling through identity (4.59) we can
now derive the complete set of pulling through identities for the A-sublattice:

= =

=

==

=

(4.67)

In a similar way one can derive the pulling through identities for the B-
sublattice:

=

==

=

= =

, (4.68)

where the identity in the top left corner follows from the (complex conjugate
of the) super pentagon equation, and all other identities can be derived from
this one using properties (4.64) and (4.66). Note that the pulling through
identities (4.67) and (4.68) imply that closed fMPOs on the virtual level of
the PEPS contain parity matrices on their internal indices. They encode the
rules of how these parity matrices move or change in their total number by
a multiple of two when the fMPO moves through the PEPS tensors. One
can check that these rules completely determine the position of the parity
matrices on every closed fMPO and imply that their number is always odd



Chapter 4. Fermionic projected entangled-pair states and
topological phases 216

for every fMPO along a contractible cycle. This implies that our formalism
survives an important consistency check. In Ref. [196] is was explained that
an ε = 1 fMPO evaluates to zero when it is closed with an even number of
parity matrices P inserted on its internal indices; in particular we cannot
close it without inserting any parity matrix. But we just argued that the
pulling through identities imply that every fMPO along a contractible cycle
contains an odd number of parity matrices, thus preventing the fermionic
PEPS with Majorana symmetry fMPOs from contracting to the zero vector.
fMPOs along non-contractible cycles require a more detailed analysis. We
will come back to this point in section 4.6.1.

In this section we have constructed fermionic PEPS tensors on the hon-
eycomb lattice and fMPO tensors, both right- and left-handed, such that
the pulling through identities hold. The pulling through identities are a
fingerprint of non-trivial topological order in PEPS, which can –for example–
be seen by defining the fermionic PEPS on a torus. In this situation, one can
place fMPOs on the virtual level along non-contractible cycles. This will lead
to PEPS that are locally indistuinguishable from each other, since the fMPOs
can move freely on the virtual level. This results in a topological ground
state degeneracy.

4.5 Gu-Wen symmetry-protected phases

Up to this point we have studied fMPO super algebras to construct fermionic
tensor networks that have non-trivial topological order. But as explained
in [59, 60] fMPO group representations {OLg | g ∈ G} are also relevant for
symmetry-protected topological (SPT) phases. In this section we will restrict
to the case εg = 0,∀g ∈ G. We again work on the honeycomb lattice, and
the SPT PEPS tensors on the A-sublattice are

k

h

g
=


F g,g−1h,h−1k

k



h

g−1k
≡ α(g, g−1h, h−1k)

(4.69)

Note that this is a modified version of the PEPS tensor (4.53) defined previ-
ously; the only difference is that we left out the middle label in the virtual
indices since it is redundant in the group case and the virtual labels g, h and
k now get copied to the physical index. The internal ordering is the same as
defined in (4.52). To completely specify this tensor we also have to specify
the grading, i.e. we have to specify the parity of the basis vectors. We do this
by defining a function Z : G×G→ {0, 1}. The parities of the virtual indices
are then given by Z(g, g−1k), Z(g, g−1h), Z(h, h−1k) and the parity of the
physical index is given by Z(g−1h, h−1k). Requiring the PEPS tensor to be
even implies that Z(g, h) is a 2-cocycle. The tensors for the B-sublattice are
obtained via a similar modification of the tensor defined in (4.54),(4.55).
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For fMPO group representations with εg ≡ 0, the super pentagon relation
can be expressed in terms of the α(g1, g2, g3) as

α(g1, g2, g3)α(g1, g2g3, g4)α(g2, g3, g4)

α(g1g2, g3, g4)α(g1, g2, g3g4)
= (−1)Z(g1,g2)Z(g3,g4) , (4.70)

which is the supercocycle relation as defined previously by Gu and Wen to
construct fermionic SPT phases [25]. From the supercoycle relation it follows
that a left-regular symmetry action on the physical indices gets intertwined
to a virtual fMPO symmetry action on the virtual indices, where the fMPO is
constructed from the tensors

h g

g1h g1g
g1 = α(g1, g, g

−1h)

(4.71)

and

h g

g1

g1gg1h

= α−1(g1, h, h−1g)
. (4.72)

The parities of the indices of the right-handed fMPO tensor are Z(g, g−1h),
Z(g1, g), Z(g1g, g

−1h) and Z(g1, h). The parities of the left-handed tensor
are Z(g1h, h

−1g), Z(g1, h), Z(h, h−1g) and Z(g1, g). Evenness of both ten-
sors again follows from the fact that Z(g, h) is a 2-cocycle. The internal
ordering of the fMPO tensors is the same as in (4.56) and (4.60)

The intertwining property of the PEPS tensors (4.69) implies that the
resulting short-range entangled tensor network has a global symmetry G,
which contains fermion parity in its center. For more details on PEPS with a
global symmetry that is realized on the virtual level by MPOs we refer to Ref.
[60]. It was shown in Ref. [60] that the topologically ordered PEPS discussed
in the previous section can be obtained from the SPT PEPS by gauging
this global symmetry [51]. We note that fermionic tensor networks using
Grassmann variables for the gauged models were constructed in Ref.[95].

The fMPOs constructed from the tensors (4.71) and (4.72) have the
property that O†g = Og−1 . So to group elements g1 satifying g2

1 = e, where e
is the identity group element, we can associate a Frobenius-Schur indicator
as defined in the general theory of fMPO super algebras in section 4.3. Again
using the supercocycle relation one finds that Zg1 is given by

g
g1
g1g

g1g

g
g1 = (−1)Z(g1,g1)Z(g1,g)α(g1, g1, g) , (4.73)

where without loss of generality we have taken representative cocycles
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satisfying α(e, g, h) = 1 and Z(e, g) = 0 2. The parity of Zg1 is Z(g1, g1g) +
Z(g1, g) = Z(g1, g1) mod 2 (since Z(e, g) = 0). If Z(g1, g1) = 0 one can
verify that

Zg1Z̄g1 = α−1(g1, g1, g1)1 , (4.74)

while if Z(g1, g1) = 1 it holds that

Zg1Z̄g1 = α−1(g1, g1, g1)P . (4.75)

Since the super cocycle relation implies that α(g1, g1, g1)2 = (−1)Z(g1,g1),
these results are indeed compatible with the general theory of the Frobenius-
Schur indicator discussed in section 4.3.

4.5.1 Group structure

We define the fusion tensors Xg2,g1 associated to the fMPO group representa-
tion constructed from tensors (4.71) and (4.72) with components

h

g1

g2

g2g1
g1h

g2g1h

= α(g2, g1, h)

. (4.76)

in the basis

g2

g1

g2g1

α

β

γ ↔ |α)|β)(γ|
. (4.77)

Note that the parity of this fusion tensor is Z(g1, h)+Z(g2, g1h)+Z(g2g1, h) =
Z(g2, g1) mod 2. At this point we would like to note that the parity of the
internal fMPO indices has no physical value, we could as well interchange
even with odd for the internal fMPO indices for any of the Og. If we de-
note with x(g) ∈ {0, 1} whether or not we have interchanged even and
odd for the fMPO Og, then the parity of the fusion tensors changes as
Z(g2, g1) → Z(g2, g1) + x(g2) + x(g1) + x(g2g1) mod 2. So we see that
the only invariant information associated to the fMPO is the second coho-
mology class H2(G,Z) represented by Z(g2, g1). One can also check that
PEPS constructed from different Z(g2, g1) in the same cohomology class
are equivalent in the following way: after taking the tensor product with
product states such that the local physical super vector spaces are the same,
there exists a strictly on-site unitary that maps one PEPS to the other and
intertwines both left regular symmetry actions. Similarly to the bosonic

2This form can always be obtained by the coboundary rescaling α(g, h, k)→ α′(g, h, k) =

α(g, h, k)
β(g,h)β(gh,k)
β(g,hk)β(h,k)

with β(e, g) = α−1(e, g, g−1).
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case, multiplying Xg2,g1 with the phase γ(g2, g1) changes α(g3, g2, g1) by a
coboundary γ(g3, g2)γ(g3g2, g1)γ̄(g2, g1)γ̄(g3, g2g1). This implies that only
α(g3, g2, g1) modulo coboundaries contains invariant information.

The super cocycle relation (4.70) implies that the fusion tensors defined
above indeed satisfy the zipper condition:

g2

g1

g2g1

g2 g2

g1 g1
=

. (4.78)

Again applying the super cocycle relation shows that the F -move for these
fusion tensors produces the super cocycle that we used to construct the
PEPS:

g2
g1

g3

g2

g1

g3

= α(g3, g2, g1)

. (4.79)

This F -move is written down as an equation in the following way

C
(
Xg3,g2 ⊗g Xg3g2,g1

)
= α(g3, g2, g1)C

(
Xg2,g1 ⊗g Xg3,g2g1

)
, (4.80)

where C represents the proper fermionic contraction as depicted in (4.79).

In the previous section we showed that the Frobenius-Schur indicator
associated to an ε ≡ 0 fMPO group representation is completely fixed by
the supercocycle. The invariant algebraic data associated to the fMPO
representation is therefore given by Z(g2, g1) and α(g3, g2, g1). Since the
fMPO describes all possible anomalous symmetry actions on the boundary
of the two-dimensional system, this data should directly classify the SPT
phase of the short-range entangled bulk. Let us now ask the question of
what happens to this data when we stack different SPT phases, i.e. when we
take the graded tensor product of PEPS with the same global symmetry. It
is clear that the stacked PEPS has a virtual symmetry given by the graded
tensor product of the original fMPO representations. The fusion tensor of the
graded tensor product of two fMPOs is also just the graded tensor product
of the individual fusion tensors, which we denote by X1

g2,g1 and X2
g2,g1 . Using

the rules of fermionic contraction with super vector spaces we can now easily
obtain the supercocycle for the stacked PEPS by evaluating the F -move for
X1
g2,g1 ⊗g X

2
g2,g1 :
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C
[(

X1
g3,g2 ⊗g X

2
g3,g2

)
⊗g

(
X1
g3g2,g1 ⊗g X

2
g3g2,g1

)]

= (−1)Z1(g3g2,g1)Z2(g3,g2)C
[
X1
g3,g2 ⊗g X

1
g3g2,g1 ⊗g X

2
g3,g2 ⊗g X

2
g3g2,g1

]

= (−1)Z1(g3g2,g1)Z2(g3,g2)α1(g3, g2, g1)α2(g3, g2, g1)

C
[
X1
g2,g1 ⊗g X

1
g3,g2g1 ⊗g X

2
g2,g1 ⊗g X

2
g3,g2g1

]

= (−1)Z1(g3g2,g1)Z2(g3,g2)+Z1(g3,g2g1)Z2(g2,g1)α1(g3, g2, g1)α2(g3, g2, g1)

C
[(

X1
g2,g1 ⊗g X

2
g2,g1

)
⊗g

(
X1
g3,g2g1 ⊗g X

2
g3,g2g1

)]
. (4.81)

The parity of X1
g2,g1 ⊗g X

2
g2,g1 is of course just given by Z1(g2, g1) +Z2(g2, g1).

We therefore find that the stacked SPT PEPS is described by the following
algebraic data:

α̃(g3, g2, g1) = (−1)Z1(g3g2,g1)Z2(g3,g2)+Z1(g3,g2g1)Z2(g2,g1)α1(g3, g2, g1)α2(g3, g2, g1)

Z̃(g2, g1) = Z1(g2, g1) + Z2(g2, g1) mod 2 . (4.82)

This shows how the algebraic data changes under stacking and allows one
to calculate the group structure of Gu-Wen SPT phases.

4.5.2 Projective transformation of symmetry defects

One of the characterizing physical properties of SPT phases is that symmetry
defects can carry fractional quantum numbers. In this section we will discuss
how the projective nature of defects in Gu-Wen phases is derived from the
defining algebraic data Z(g2, g2) and α(g3, g2, g1).

π-flux defects

In section 4.4 we explained how the fixed-point PEPS obtained via the boot-
strap method incorporate a lattice spin structure. Different spin structures
can be obtained by choosing a closed path on the dual lattice and putting a
parity matrix P on every virtual index that crosses this cut. It is important to
note that internal fMPO indices crossing the path should also gain a parity
matrix. In figure 4.2 we show a part of such a path and the associated parity
matrices in the PEPS.

If we now choose an open path on the dual lattice and again insert parity
matrices on links that cross the path we have created π-flux defects on the
plaquettes where the path ends. Symmetry fMPOs on the virtual level of the
PEPS that encircle one of these π-flux defects contain an even number of
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Figure 4.2: Section of a path on the dual lattice and the associated position of parity
matrices (represented by the black dots) in the PEPS.

parity matrices on their internal indices. One can verify that group fMPOs
Og as constructed above satisfy

ÕgÕh = (−1)Z(g,h)Õgh , (4.83)

where the tilde denotes the fact that the fMPOs contain an even number of
parity matrices. This gives an explicit physical interpretation to Z(g, h): it is
the projective representation under which π-flux defects transform.

A convenient way to think about symmetry defects is the following: if we
put the PEPS on a cylinder and we twist the boundary conditions along the
periodic direction by the group element g, then there are symmetry defects
at both ends of the cylinder. This boils down to simply placing a fMPO Og on
the virtual level going from one end of the cylinder to the other. Figure 4.3
contains a graphical representation of this situation. There is one subtlety if
we apply this reasoning to π-flux defects. Let us consider the PEPS on the
cylinder with periodic boundary conditions along the periodic direction. In
this case a fMPO wrapping the non-contractible cycle will contain an even
number of parity matrices on its internal indices. But as explained above,
in this case the fMPOs form a projective representation. We can also define
the PEPS with anti-periodic boundary conditions by choosing a path on the
dual lattice extending from one end of the cylinder to the other and again
inserting the appropriate parity matrices. Now the fMPOs wrapping the
cylinder contain an odd number of parity matrices and form a non-projective
representation. This shows that the PEPS with periodic boundary conditions
should be intepreted as having a π-flux through the cylinder. The cylinder
with anti-periodic boundary conditions contains no flux and can in principle
be ‘capped off’ to a sphere. This is the tensor network analogue of the fact
that the Neveu-Schwarz spin structure on the circle can be extended to the
unique spin structure on a disc, while the Ramond spin structure does not
have this property.
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Φg
Og

Figure 4.3: A PEPS on the cylinder with a flux Φg through the hole, or equivalently,
with boundary conditions twisted by g along the periodic direction. The flux (or
twisted boundary conditions) is realized by placing the fMPO Og on the virtual level
of the tensor network.

General defects

To study general symmetry defects we have to use a second type of fusion
tensor, which in the basis

g2

g1

g2g
−1
1

γ

α

β ↔ |α)(β|(γ|
, (4.84)

has following components:

g1h

g1

g2

g2g
−1
1

h

g2h

= (−1)Z(g1,h)α(g2g−11 , g1, h)

. (4.85)

This second type of fusion tensor can be obtained by reducing a right-handed
and a left-handed fMPO tensor to a right-handed one. We now again consider
the cylinder with boundary conditions twisted by g as in figure 4.3. We also
impose anti-periodic boundary conditions such that there is no π-flux through
the cylinder. One can check that the physical symmetry action of elements in
Zg, the center of g, gets intertwined to an action on the left virtual indices
and the right virtual indices. The action on the left virtual indices is given by
the following fMPO:

g g

h hg

h

. (4.86)
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A tedious, but straightforward calculation shows that this fMPO is a projective
representation of Zg with 2-cocycle

ωg(h, k) = (−1)Z(h,k)(Z(hk,g)+Z(g,hk)) α(h, g, k)

α(h, k, g)α(g, h, k)
(4.87)

For h, k and l commuting with g the supercocycle relation implies that this
phase indeed satisfies the 2-cocycle relation:

ωg(h, k)ωg(hk, l) = ωg(h, kl)ωg(k, l) . (4.88)

The virtual symmetry action on the right boundary indices is of course
also projective, but with 2-cocycle ω̄g(h, k). Equation (4.87) thus describes
the fractionalization of symmetry defects in Gu-Wen SPT phases. It is a
generalization of the slant product for bosonic SPT phases.

4.5.3 Modular transformations

Let us now consider the Gu-Wen tensor network on a torus. In this case we
can twist the boundary conditions in both the x and y direction with group
elements h and g, provided that [g, h] = ghg−1h−1 = e, by putting fMPOs
along the non-contractible cycles. These fMPOs labeled by h and g meet in
one point, where they have to be connected using fusion tensors. There are
many different possibilities to connect the fMPOs in this way, but using the
pivotal properties of Gu-Wen fusion tensors discussed in appendix 4.C one
can show that all these different choices only differ by a phase factor for the
twisted wavefunction. In this section we find it convenient to work in the
following basis for the twisted Gu-Wen states:

Sy

Sx

g
g

h

h

, (4.89)

where opposite sides should be identified. This figure shows the position of
the fMPOs Oh and Og on the virtual level of the Gu-Wen tensor network on
the torus and how they are connected using fusion tensors. Sx and Sy denote
whether the boundary conditions are periodic or anti-periodic along the two
non-contractible cycles of the torus, where S = 0 (1) means anti-periodic
(periodic). Note that since all PEPS and fMPO tensors are even, the parity
of the twisted state (4.89) is determined by the parity of the fusion tensors,
which gives Z(g, h) + Z(h, g) mod 2.
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We can now define the S transformation on these states as

Sy

Sx

g
g

h

h

S−→

Sx

Sy

g

g

h

h

. (4.90)

Using the F move (4.79) and the pivotal properties (4.132) introduced in
appendix 4.C the twisted state after the S transformation can be expressed
back in the standard basis (4.89). If we denote the basis state (4.89) as
|(h, g); (Sx, Sy)〉 then the S transformation takes following matrix form

S =
∑

g,h
[g,h]=e

∑
Sx,Sy

(−1)Z(g,g−1)Sx+(Z(g,h)+Z(h,g))Sy α(g−1,h,g)
α(h,g−1,g)α(g−1,g,h)

|(g−1, h); (Sy, Sx)〉〈(h, g); (Sx, Sy)| . (4.91)

From the supercocycle relation it follows that the S matrix satisfies S4 =
(−1)Z(g,h)+Z(h,g)1, which is to be expected since S4 represents a 2π rotation
and Z(g, h)+Z(h, g) is the fermion parity of the twisted state |(h, g); (Sx, Sy)〉.

We can now define the T transformation, corresponding to a Dehn twist
on the twisted states:

Sy

Sx

g
g

h

h

T−→

Sy

Sx + Sy

g
g

h

h

. (4.92)

The state after the T transformation can again be brought back into the
standard basis (4.89) using F -moves and the pivotal properties of the fusion
tensors. This gives following expression for the T matrix:

T =
∑

g,h
[g,h]=e

∑

Sx,Sy

(−1)Z(g,h)(Sy+Z(g,h)+Z(h,g))α(g, h, g)

|(gh, g); (Sx + Sy, Sy)〉〈(h, g); (Sx, Sy)| . (4.93)

The S and T matrices obviously depend on the representative cocycles
Z(g, h) and α(g, h, k). However, under a coboundary transformation

Z(g, h) → Z(g, h) + x(g) + x(h) + x(gh) with x(g) ∈ {0, 1}

α(g, h, k) → α(g, h, k)
γ(g, h)γ(gh, k)

γ(g, hk)γ(h, k)
(4.94)
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the S matrix transforms as USU†, with U a diagonal unitary matrix. The
T matrix does not have this property under coboundary transformations of
Z(g, h). This seems to imply that T is not an object containing universal
information about the Gu-Wen phase. However, T 2 does have the desired
property T 2 → UT 2U† under general coboundary transformations, implying
that its eigenvalues are relevant invariants. This ambiguity has a physical
meaning if we interpret the eigenvalues of T as ei2πh, where h are the
topological spins of the defects. Because the transparant particle in Gu-
Wen phases is a fermion, the topological spins are only defined modulo
1/2. This sign ambiguity in the eigenvalues of T can be avoided by looking
at T 2. As explained above, the coboundary transformation on Z(g, h) can
be interpreted as attaching a fermion to the virtual fMPO indices. Since
g defects are connected via fMPOs Og such a coboundary transformation
indeed has the net effect of attaching fermions to the defects, changing
the topological spin by 1/2. The ambiguity in T also manifests itself in the
relation (ST )3 = (−1)Z(g,h)S2, which follows from the supercocycle relation.
This shows that S and T only form a representation of SL(2,Z) up to a
minus sign which changes under coboundary transformations.

Finally, we want to point out that the S and T matrices for the gauged,
topologically ordered PEPS can be obtained from those of the SPT phase
[60, 200]. It was shown in Ref. [60] that the S and T matrices for the
gauged theory are obtained by applying S and T on the states

1

|G|
∑

x∈G
U(x)⊗LxLy |(h, g); (Sx, Sy)〉 , (4.95)

where U(x) is the on-site physical symmetry action and LxLy is the size
of the torus. If k ∈ Zh,g, the centralizer of both h and g, then the twisted
states satisfy U(k)⊗LxLy |(h, g); (Sx, Sy)〉 = ε

Sx,Sy
h,g (k)|(h, g); (Sx, Sy)〉. Using

the results of section 4.5.2 it follows that the one-dimensional representation
ε
Sx,Sy
h,g (k) of Zh,g is given by

ε
Sx,Sy
h,g (k)

= (−1)(Z(h,k)+Z(k,h))Sy+(Z(g,k)+Z(k,g))Sx+(Z(g,h)+Z(h,g))(Z(g,k)+Z(k,g))ωg(h, k)

ωg(k, h)
.

(4.96)

Since the states (4.95) are obtained by a projection on the symmetric sub-
space, only those states for which εSx,Syh,g (k) = 1 for all k ∈ Zh,g are non-zero.
Both S and T commute with the global symmetry action U(x)⊗LxLy . For
S, this is immediate, but for T this follows from the results in [109]. From
the commutativity of S, T and U(x)⊗LxLy one can easily infer the S and
T matrices of the gauged theory from those of the Gu-Wen SPT. However,
note that the S and T matrices obtained in this way are not expressed in the
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basis that has a definite anyon flux through one of the holes of the torus. To
compare the S and T matrices before and after gauging, note that the action
of S and T on the states

∑
x∈G Γµij(x)U(x)⊗LxLy |(h, g); (Sx, Sy)〉, with Γµ(g)

an irrep of G, is independent of µ, i and j. This shows that the S and T
matrices of the SPT phase consist of multiple copies of the same block (up to
diagonal unitary similarity transformations), and the gauging proces selects
only one of these identical blocks.

4.6 Z2 Majorana phases

In this section we consider the example of a fMPO representation of Z2,
where the non-trivial group element corresponds to an irreducible fMPO of
the type ε = 1. Concretely, we start from two fMPOs OL1 and OLσ , satisfying

OL1 O
L
1 = OL1 OL1 O

L
σ = OLσO

L
1 = OLσ OLσO

L
σ = OL1 , (4.97)

for every L. The matrix algebras spanned by the tensors of OL1 and OLσ are
of the type ε1 = 0 and εσ = 1. Note that N1

σσ = 1, which implies that we
have defined OLσ with a global factor 1/

√
2 as explained in section 4.3.

Without loss of generality we can take the parity of X1
11 to be zero. With

this convention we can solve the pentagon equation to get following the
independent F -symbols:

[
F 111

1

]1,00

1,00
= 1

[
F 11σ
σ

]σ,00

1,00
=
[
F 1σ1
σ

]σ,00

σ,00
=
[
Fσ11
σ

]1,00

σ,00
= 1

[
F 1σσ

1

]1,00

σ,00
=
[
Fσ1σ

1

]σ,00

σ,00
=
[
Fσσ1

1

]σ,00

1,00
= 1

[Fσσσσ ]
1,00
1,00 = (−1)ρ 1√

2
[Fσσσσ ]

1,00
1,11 = (−1)η+ρi 1√

2

[Fσσσσ ]
1,11
1,00 = (−1)ρ+1 1√

2
[Fσσσσ ]

1,11
1,11 = (−1)η+ρi 1√

2
,

(4.98)

where ρ ∈ {0, 1}. Since µ and µ̂ as defined in the general formalism of fMPO
super algebras are now one-dimensional (because N c

ab ∈ {0, 1}) the row and
column indices of the F -symbols consist only of the labels 1 and σ and the
parities of the fusion tensors. The super pentagon equation also implies that
ζ = χ = 0. So we have found four different solutions of the super pentagon
equation for a Z2 fMPO representation with εσ = 1, labeled by η and ρ. The
set of F -symbols given above is not complete, one can obtain other ones by
changing the parity of fusion tensors Xc

ab with c = σ or a = b = σ via suitable
contractions with Y. However, these additional F -symbols are completely
determined by the F -symbols given above and the relations (4.20) ,(4.21)
and (4.22). We note that these F -symbols were first presented in [201].
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Applying the general recipe of section 4.3.2 we find that the F -symbols
need to be rescaled in the following way to obtain the F̃ -symbols:

F̃ 111
1 = F 111

1 F̃ 11σ
σ = 1√

2
F 11σ
σ F̃ 1σ1

σ = 1
2F

1σ1
σ F̃ 1σσ

1 = 1√
2
F 1σσ

1

F̃σ11
σ = 1√

2
Fσ11
σ F̃σσ1

1 = 1√
2
Fσσ1

1 F̃σ1σ
1 = 1

2F
σ1σ
1 F̃σσσσ = Fσσσσ .

(4.99)
One can explicitly verify that these F̃ -symbols satisfy the isometric properties
(4.45) and (4.46). From the pivotal property (4.65) one finds that d1 = 1 and
dσ = 1/

√
2. In figure 4.4 we explicitly give the non-zero tensor components

of the fMPO Oσ, and in figure 4.5 we give the components of O1. We note
that the tensor components of Oσ are of the form B[σ]ij = y|i|+|j| ⊗ Cij
in the basis

∑
ijαβ B[σ]ijαβ |α)|i〉〈j|(β|. In Ref.[196] it was shown that this

indeed corresponds to the normal form of ε = 1 fMPOs.
Making use of the general expressions (4.52),(4.53) and (4.54),(4.55)

one can construct the fixed-point PEPS corresponding to the {O1, Oσ} fMPO
algebra 3. The fixed-point PEPS construction might not be very insightful.
However, some physical intuition can be gained by analyzing the PEPS ten-
sors. Keeping in mind the fMPS expression for the Majorana chain [196] one
can convince oneself that the PEPS wavefunction represents a superposition
of all coverings of the honeycomb lattice with closed Majorana chains. In
recent work an explicit commuting projector Hamiltonian stabilizing this
type of ground state wave function was constructed [93]. It was pointed out
that this system has the same topological properties as a (p+ ip)× (p− ip)
bilayer system where fermion parity in one of the layers is gauged. The
corresponding phase of matter was first envisioned by starting from the Ising
string-net and condensing the ψ anyon [201], which appears to be a general
mechanism to obtain fermionic topological phases [90, 91, 203].

4.6.1 Spin structures and ground states on the torus

As explained in section 4.4, it is essential that every fMPO closed along
a contractible loop has an odd number of parity matrices P inserted on
its internal indices. In section 4.5 we explained that the number of parity
matrices modulo two on fMPOs along non-contracible cycles is determined
by the boundary conditions, or equivalently, by the spin structure. Here we
will show that this leads to a non-trivial interplay between spin structure,
ground state degeneracy and ground state parity for the topologically ordered
fermionic PEPS contructed from the fMPO superalgebra {OL1 , OLσ } with
εσ = 1 via equations (4.53) and (4.55).

We start by showing that the fermionic PEPS on the torus with periodic
boundary conditions in both directions (PP) evaluates to zero if no fMPO
Oσ is inserted on the virtual level. To see this, first construct a tensor

3From private discussions we learned that this tensor network is found independently by
different authors and will appear in Ref. [202]
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Figure 4.4: Non-zero tensor components of the fMPO Oσ in the basis (4.56) and with
dσ = 1√

2
. The outer most labels 0 and 1 denote the parity of the indices.
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≡ C̃P = Xσ,P
Y

= Xσ,A≡ C̃A

Figure 4.6: Definition of the tensors C̃P, C̃A, Xσ,P and Xσ,A.

C̃P by contracting all PEPS tensors that lie in the same column, where P
denotes that we use periodic boundary conditions in the direction along
the column. The ordering convention for the indices of C̃P is as follows:
first the virtual indices corresponding to the left hand side of the column,
then the physical indices and lastly the virtual indicices on the right hand
side. The virtual indices are ordered such that contracting neighboring
columns corresponds to matrix multplication of the components of C̃P. The
procedure just described is of course just the fermionic version of standard
reinterpretation of a PEPS on the cylinder as a matrix product state with
tensors C̃P. We will denote the fMPO O

Ly
σ going along the periodic direction,

with the external indices reordered in the same way as the virtual indices
of C̃, as Xσ,P. It is crucial to note that Xσ,P has odd parity while Xσ,A is
even. This is because εσ = 1 and it was shown in Ref.[196] that such fMPOs
have to be closed with Y on the internal indices under periodic boundary
conditions in order to be non-zero. With anti-periodic boundary conditions
O
Ly
σ has to be closed without Y and is therefore even. Figure 4.6 gives a

graphical representation of the tensors just defined.

Now we can easily show that the fermionic PEPS in the PP sector without
any fMPO is zero. Its coefficients on a torus consisting of Lx columns are
given by tr(P⊗Ly C̃i1C̃i2 . . . C̃iLx ), where ij represents the collection of all
physical indices in the jth column and P⊗Ly , the tensor product of Ly
parity matrices, is generated as a supertrace by the fermionic contraction
(see Ref.[196] for more detail). In appendix 4.D we show that Xσ,PXσ,P =
(−1)ηiX1,P, which can now be used to show that

tr(P⊗Ly C̃i1C̃i2 . . . C̃iLx ) = (−1)η+1i tr(P⊗Ly C̃i1C̃i2 . . . C̃iLxXσ,PXσ,P )

= (−1)ηi tr(P⊗LyXσ,P C̃
i1C̃i2 . . . C̃iLxXσ,P )

= (−1)ηi tr(P⊗Ly C̃i1C̃i2 . . . C̃iLxXσ,PXσ,P )

= −tr(P⊗Ly C̃i1C̃i2 . . . C̃iLx ) , (4.100)

where the second equality follows from the fact that Xσ,P is odd and the
third equality follows from the pulling through property.
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The non-zero states in the PP sector can be schematically represented as

Y Y
Y

, (4.101)

where the torus is depicted as a rectangle with opposite sides identified. The
red line represents a fMPO Xσ on the virtual level of the PEPS wrapping a non-
contractible cycle. The state on the left has coefficients tr(Xσ,P C̃

i1C̃i2 . . . C̃iLx ),
where the fermionic contraction now does not generate a matrix P⊗Ly be-
cause Xσ,P C̃

i1C̃i2 . . . C̃iLx has odd parity. For this reason we cannot con-
clude that this state is zero. Similar reasoning shows that the other two
states in the PP sector may also be non-zero. Note that the three ground
states in the PP sector all have odd fermion parity because of the matrix Y
on the internal fMPO indices.

In the AP sector, with anti-periodic boundary conditions in the x-direction,
one can show that the following state is zero:

Y = 0

, (4.102)

where the dashed line represents the anti-periodic boundary conditions,
i.e. along that line on the dual lattice we have inserted parity matrices
P on the virtual indices. Note that the periodic boundary conditions in
the y-direction imply that the fMPO O

Ly
σ is odd. The coefficients for this

state are tr(P⊗LyXσ,P C̃
i1C̃i2 . . . C̃iLx ), where P⊗Ly is now not generated

by the fermionic contraction because Xσ,P is odd but is inserted by hand
because of the anti-periodic boundary conditions. This trace expression for
the coefficients can easily be seen to be zero. The three non-zero states in
the AP sector are

, (4.103)

where both σ-fMPOs are even because they cross the dashed line an odd
number of times. Note that the coefficients of the state in the AP sector
without any fMPO are tr(P⊗Ly C̃i1C̃i2P⊗Ly . . . C̃iLx ), where one P⊗Ly is
generated by the supertrace of an even tensor and the second P⊗Ly comes
from the anti-periodic boundary conditions. Analogously, one can show that
the three non-zero states in the PA sector are:

. (4.104)
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In the AA sector one can show that the following state is zero:

Y Y

= = 0

, (4.105)

where the fMPO is odd because it crosses a dashed line an even number
of times. The state above is zero because the two graphical expressions
given for it differ by a minus sign, as can easily be seen by using the pulling
through property and the fact that Y is odd. The non-zero states in the AA
sector are then given by

. (4.106)

So to conclude, we have found that the fermionic PEPS constructed from
the fMPO algebra {OL1 , OLσ } with εσ = 1 has three non-zero ground states
in each spin structure sector. In the PP sector these states have odd parity,
while in the AP, PA and AA sectors they have even parity. This agrees with
the results of Ref.[93], where an explict commuting projector Hamiltonian
was constructed for the topological phases captured by the fermionic PEPS
described in this section.

4.6.2 Symmetry-protected phases

Above we used the fMPO group representations {OL1 , OLσ } with εσ = 1 to
construct fermionic PEPS with non-trivial topological order. Here we will
discuss applications of these fMPOs for Z2 symmetry-protected phases. In
analogy to section 4.5, where we treated the case ε ≡ 0, we construct the
short-range entangled PEPS on the hexagonal lattice using the tensors

=
[

F̃ abc
e

]d,µν

f,λκ

(dade)
1/6

d
1/3
d

(dcdb)
1/4

d
1/4
f

a

f

b c

e

dµ ν

λ

κ

(4.107)

for the A-sublattice and a similar modification of (4.55) for the B-sublattice.
The resulting PEPS has a global Z2 symmetry, where the physical on-site
symmetry action gets intertwined to a fMPO Oσ on the virtual indices, where
Oσ is the same fMPO as before constructed from the tensor shown in figure
4.4.

The PEPS obtained via the tensors (4.107) describes a wave function
where Majorana chains are bound to domain walls of the plaquette variables.
An explicit commuting projector Hamiltonian with this type of ground state
was constructed in [92]. A physical property of this SPT phase is that Z2
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symmetry defects bind Majorana modes. In the tensor network language this
can easily be seen by defining the PEPS on a cylinder with twisted boundary
conditions along the non-contracible cycle. This is done by simply placing
the fMPO Oσ along the cylinder on the virtual level, going from one end of
the cylinder to the other. At the two boundaries of the cylinder this results
in a symmetry defect. Because Oσ is of the type εσ = 1, the resulting fMPS
on the cylinder has a non-trivial center corresponding to Y acting on the
internal fMPO index. One can use similar reasoning as in Ref. [196] to
conclude that there will be Majorana modes at the ends of the cylinder.

Other immediate concequences of the results in Ref.[196] involve the
entanglement spectrum and the physical systems that can realize this phase.
First, the PEPS on a cylinder with periodic boundary conditions has at least
a two-fold degeneracy in its entanglement spectrum for cuts wrapping the
non-contractible cycle. This follows from the fact that the Z2 symmetry
action Õσ on the boundary is odd and therefore anti-commutes with fermion
parity. If we twist the boundary conditions with Oσ, then there will again
be at least a two-fold degeneracy, both in the periodic and the anti-periodic
sector. This degeneracy follows from the fact that εσ = 1. By interpreting the
PEPS on the cylinder with boundary conditions twisted by Oσ as a MPS and
applying the results of Ref.[196] it follows that the Z2 Majorana SPT phases
cannot occur in systems with (unbroken) particle number conservation.

In appendix 4.D we show that under periodic boundary conditions, the
fMPOs Õσ satisfy ÕσÕσ = (−1)ηiÕ1. This gives a physical interpretation
to the invariant η: it determines the projective representation of the global
Z2 symmetry on π-flux defects. Note that since Õσ is odd, this projective
representation is consistent with the fact that two π-flux defects fuse to the
vacuum. The combined action on two π-flux defects is given by Õσ ⊗g Õσ,
which satisfies

(
Õσ ⊗g Õσ

)(
Õσ ⊗g Õσ

)
= −ÕσÕσ ⊗g ÕσÕσ

= −(−1)ηi(−1)ηiÕ1 ⊗g Õ1 = Õ1 ⊗g Õ1 . (4.108)

This shows that the symmetry action on two π-flux defects is indeed non-
projective.

For the fMPO Oσ we readily determine the Frobenius-Schur indicator as
defined in the general theory of fMPO super algebras. We find that Zσ as
defined as in section 4.3 takes the following form:

σ
σ
1

σ
σ

1

1
σ
σ

σ
σ
1 σ

σ
1 σ

σ
1

1
σ
σ

σ
σ
1

0 0 1 1

0 0 1 1

= (−1)ρ

= 1

= (−1)η+ρi

= (−1)ηi . (4.109)

Note that Zσ is even. The first invariant associated to the Frobenius-Schur
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indicator can now easily be obtained from

ZσZ̄σ = (−1)ρ1 , (4.110)

The second invariant determining the Frobenius-Schur indicator we get from

(Y Zσ)
(
Ȳ Z̄σ

)
= (−1)ρ+η+1iP . (4.111)

From this we see that the value of the Frobenius-Schur indicator uniquely
determines the F -symbols for the {O1, Oσ} group representation with εσ = 1.
The same holds for the case εσ = 0, where the Frobenius-Schur indicator
completely fixes one of the four supercohomology classes for Z2. So in total
we have eight different fermionic SPT phases with a global Z2 symmetry.
In section 4.3 we also mentioned that the Frobenius-Schur indicator is
isomorophic to Z8, implying that the Z2 SPT phases form a Z8 group under
stacking, agreeing with previous studies [204–207]. Since the Frobenius-
Schur indicator has the same mathematical origin as the invariants associated
to time-reversal or reflection invariant fMPS, we have thus connected the
classification of two-dimensional unitary Z2 SPT phases to the classification
of one-dimensional SPT phases with time-reversal or reflection symmetry.
This is the tensor network manifestation of the Smith isomorphism, which
relates the cobordism groups conjectured to describe both types of SPT
phases [27].

4.7 Discussion and outlook

In this work we have studied the properties of fMPO super algebras. The
resulting algebraic structure was used to construct explict fermionic topo-
logical PEPS models, both for phases with intrinsic and symmetry-protected
topological order. The fermionic string-nets and supercohomology phases
were reproduced as a special (ε = 0) subset of the general formalism.

The fixed-point fermionic PEPS models allow for a straightforward calcu-
lation of many interesting universal properties associated with the topological
phases. We illustrated this for Gu-Wen SPT phases, where we determined
the projective symmetry properties of defects and the modular matrices
associated with symmetry-twisted states on the torus. Also for the Z2 Majo-
rana phases, the PEPS construction enables us to relate the algebraic data
classifying the different phases to physical properties of the system.

Starting from the tensor networks constructed here, there are many
different directions to explore in future work. Perturbing the fixed-point
models yields interesting PEPS to be studied numerically, which could give
rise to new insights in e.g. entanglement properties and topological phase
transitions. The SPT phases considered in this work only have discrete
on-site unitary symmetries. However, we expect that fMPOs should also
capture the phases associated with continuous, anti-unitary and/or spatial
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symmetries. The global Z2 symmetry of fermionic PEPS corresponding to
fermion parity can be gauged by applying the gauging map as introduced in
[51]. This gives an explicit realization of the connection between fermionic
topological phases and bosonic topological phases with an emergent fermion
[90, 91, 201, 203]. For the fermionic PEPS with intrinsic topological order
one would like to determine the anyons and their braiding properties as was
done for spin systems [109, 162]. We refer to [202] for details on this con-
struction. Once the anyons and their topological properties are understood,
an interesting question is how they intertwine with a possible global symme-
try in the system, which leads to the study of fermionic symmetry-enriched
topological phases.
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4.A Fusion of fMPOs

In this appendix we provide further details about the fusion of fMPO tensors
B[a] and B[b] into a tensor B[c], and study the properties of the fusion tensors
and the interplay with the fMPO types εa, εb, εc in full generality.

We use the same notation and conventions as in Section 4.3. Furthermore,
we denote the virtual space of the fMPO tensor Ba as the super vector space
Va ∼= CD0

a|D
1
a with Da = D0

a + D1
a the total bond dimension, and D0

a (D1
a)

the dimension of the even (odd) part. Upon multiplying Oa and Ob, we
obtain a new fMPO with tensor

Bab =
∑

α,α′,i,k,β,β′

(Bikab)(α,α′),(β,β′)|α)|α′)|i〉〈k|(β′|(β| (4.112)

with

(Bikab)(α,α′),(β,β′) =
∑

j

(−1)|α
′|(|i|+|j|)(Bija )α,β(Bjkb )α′,β′
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= (−1)|α
′|(|α|+|β|)

∑

j

(Bija )α,β(Bjkb )α′,β′ .

We can also write the right hand side of OaOb =
∑
cN

c
abOc by taking a direct

sum of N c
ab copies of every tensor Bc, i.e. the tensor components would be

equivalent to the matrices
⊕

c 1Ncab ⊗Bikc .
As the trace expression for fMPOs with antiperiodic boundary condi-

tions is (with the choice of ordering in Bab) equivalent to that of a bosonic
MPO/MPS (namely a product of matrices), we can use the fundamental
theorem of MPS to show the existence of a gauge transform Xab that brings
the matrices Bikab in a canonical form (block upper triangular) where the
diagonal blocks can be equated with those of

⊕
c 1Ncab⊗Bikc . We furthermore

assume that off diagonal blocks vanish, so that we obtain a strict equality

BikabXab = Xab

⊕

c

1Ncab ⊗B
ik
c . (4.113)

This equation is referred to as the zipper condition in the main text. The
gauge transformation Xab is not unique, but any other gauge transformation
X̃ab that establishes the same relation is related to Xab by an element in the
center, i.e.

X̃ab = Xab

⊕

c

{
Mc ⊗ 1c, εc = 0

Mc ⊗ 1c +M ′c ⊗ Yc, εc = 1

with Mc and M ′c matrices acting on the N c
ab-dimensional degeneracy space.

Using (−1)|i|+|j|Bija = PaB
ij
a Pa with Pa = P−1

a = 1D0
a
⊕ (−1D1

a
) the parity

matrices, we can construct a different X̃ab = (Pa ⊗ Pb)Xab(
⊕

c 1Ncab ⊗ Pc),
from which we infer

(Pa ⊗ Pb)Xab = Xab

⊕

c

{
Mc ⊗ Pc, εc = 0

Mc ⊗ Pc +M ′c ⊗ YcPc, εc = 1

Applying this relation twice leads toM2
c = 1c if εc = 0, and toM2

c +M ′2c = 1c
and [Mc,M

′
c] = 0 if εc = 1. In the first case εc = 0, Mc is seen to have

eigenvalues ±1 and thus to act as a parity matrix in the degeneracy space
V cab. By an appropriate basis transform in this degeneracy space, it takes the
standard form (Mc)µ,ν = (−1)|µ|δµ,ν thus providing a definition of |µ|. This
clearly shows that V cab is itself a Z2 graded vector space. For εc = 1, a basis
transform in the degeneracy space can be used to simultaneously diagonalize
Mc and M ′c into (Mc)µ,ν = cos(θµ)δµ,ν and (M ′c)µ,ν = sin(θµ)δµ,ν . However,
a further transformation with

⊕
µ cos(θµ/2)1c + sin(θµ/2)Yc results in Mc =

1, M ′c = 0.
Using this choice of basis, we now select the columns of Xab and the

rows of X−1
ab corresponding to a single block c, which we denote as Xc

ab,µ
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and Xc+
ab,µ respectively. From these, we can build fermionic (splitting and)

fusion tensors

Xcab,µ =
∑

α,β,γ

(Xcab,µ)(α,β),γ |α)|β)(γ| (4.114)

Xc+ab,µ =
∑

α,β,γ

(Xc+ab,µ)γ,(α,β)|γ)(β|(α| (4.115)

that satisfy the properties discussed in Section 4.3. Furthermore, when
εc = 0, the parity of the tensor Xcab,µ is given by |µ|. When εc = 1, we have
ensured that the parity of Xcab,µ is even, but there exists an equivalent odd
choice C(Xcab,µ⊗gYc). Ultimately, this is a consequence of the fact that, at the
level of the matrices, the Majarona type fMPOs have a further decomposition
into a block diagonal form with two blocks, but which is protected by the Z2

grading (i.e. the fermion parity). For simplicity of notation below, we also
denote the parity of the fusion tensor Xcab,µ as |µ| for the case εc = 1, and of
course have |µ| = 0 since we restrict to even fusion tensors in that case.

Before moving on to the fusion of three fMPOs and the F -move, let us
also discuss the influence of εa and εb. Note that there is a priori no relation
beween εa, εb and εc that we can deduce from the local fusion property of the
fMPO tensors. As a global object, fMPOs with periodic boundary conditions
have a total fermion parity that is equal to the fMPO type ε, and the latter
therefore seems to follow the Z2 group structure of the former. This is
however a global consequence of the properties we discuss below, and does
not manifest itself when working with anti-periodic boundary conditions as
arise on contractible loops in our topological fermionic PEPS.

If εa = 1, we can define C(Ya ⊗g X
c
ab,µ) as an equivalent tensor, but with

opposite parity of Xcab,µ. Considering the case εc = 0, this implies the relation

C(Ya ⊗g X
c
ab,µ) =

∑

ν

(Ma)ν,µX
c
ab,µ (4.116)

where Ma is nonzero only if |µ| 6= |ν|. Applying this relation twice leads to
M2
a = −1, e.g. Ma acts as a Y matrix in the degeneracy space. This requires

the degeneracy space V cab to be even-dimensional with equal dimensions of
even and odd parity. We can choose a suitable basis such that Ma takes a
standard form and replace the labeling µ to (µ̂, 0) and (µ̂, 1) defined by

C(Ya ⊗g X
c
ab,(µ̂,0)) = Xcab,(µ̂,1), C(Ya ⊗g X

c
ab,(µ̂,1)) = −Xcab,(µ̂,0). (4.117)

An equivalent result holds when εb = 1 (still assuming εc = 0). However, if
both εa = εb = 1, more care is required. As both Ya and Yb are odd tensors,
their order of contraction matters (at the level of the matrices, contracting
with Ya and Yb amounts to left multiplication of Xc

ab,µ with Ya ⊗ 1b and
Pa ⊗ Yb respectively). Hence, while the general relation with a generic Ma

and Mb remains valid, we furthermore obtain {Ma,Mb} = 0 and only one of
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the two matrices Ma and Mb can be brought into standard form. Choosing
Eq. (4.117) to be still valid, we obtain for the contraction with Yb the relation

C(Yb ⊗g X
c
ab,(µ̂,0)) =

∑

ν̂

(M̂b)ν̂,µ̂X
c
ab,(ν̂,1) =

∑

ν̂

(M̂b)ν̂,µ̂C(Ya ⊗g X
c
ab,(ν̂,0)).

(4.118)
with M̂2

b = −1 resulting from applying this relation twice. M̂b thus has eigen-
values +i or −i and can be be diagonalized by a further basis transformation
in the µ̂ space. Working in this basis, we have thus obtained

C(Yb ⊗g X
c
ab,µ) = (−1)η

c
ab,µ̂ iC(Ya ⊗g X

c
ab,µ). (4.119)

If εa = εc = 1, the contraction of Ya and Xcab,µ yields an odd tensor, so
that we have the relation

C(Ya ⊗g X
c
ab,µ) =

∑

ν

(La)ν,µC(Xcab,µ ⊗g Yc) (4.120)

and applying this relation twice learns that L2
a = 1. A proper choice of basis

diagonalizes La and results in

C(Ya ⊗g X
c
ab,µ) = (−1)ζ

c
ab,µC(Xcab,µ ⊗g Yc). (4.121)

Similarly, if εb = εc = 1 we can choose a basis where

C(Yb ⊗g X
c
ab,µ) = (−1)ξ

c
ab,µC(Xcab,µ ⊗g Yc). (4.122)

However, if εa = εb = εc = 1, we again obtain {La, Lb} = 0 and both
matrices cannot be diagonalized simultaneously. This relation requires the
degeneracy space to be even dimensional and La and Lb to have equally
many +1 and −1 eigenvalues; e.g. the simplest representation could be
La = Z and Lb = X.

4.B Fixed-point fMPO representation

In this appendix we show that the fixed-point fMPOs constructed from the
tensors (4.56), (4.57) form an explicit representation of the fMPO algebra
whose F̃ -symbols were used to define the tensor components.

We define the fusion tensor X̃cab,µ with internal ordering

a

b
c

α

β

γ ↔ |α)|β)(γ|µ

(4.123)
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and components

i

b

a

cg

e

=

F̃ abie



c,µν

g,λκ

λ

κ

νµ

. (4.124)

One can now check that following tensor identity is equivalent to the super
pentagon equation (4.24):

=

a

b
c

a

b
cµ µ

. (4.125)

Combining this relation with the isometric property of the F̃ -symbols implies
that identities (4.14) and (4.15) hold, from which it follows that the fMPOs
Oa constructed from tensors (4.56), (4.57) indeed satisfy the correct multi-
plication properties OaOb =

∑
cN

c
abOc. Note that also the stronger property

(4.16) follows from (4.125) and unitarity. Taking the explicit expressions for
the fusion tensors X̃cab,µ it is straightforward to check that the F -move indeed
produces the same F̃ symbols as those defining all tensor components.

In this appendix we only considered right-handed fMPO tensors. How-
ever, similar to the bosonic case [109], all fMPOs consisting of an arbitrary
number of right-handed and left-handed tensors form a representation of
the fMPO algebra OaOb =

∑
cN

c
abOc with the correct F̃ -symbols.

4.C Pivotal properties of Gu-Wen fusion tensors

To study the pivotal properties of Gu-Wen fusion tensors we first introduce
two new tensors. The first tensor has in the basis

µ ν
g1 g−11 ↔ |µ)|ν)

, (4.126)

coefficients which take following form:

g1 g−11

h

g1h

= α(g−11 , g1, h)(−1)Z(g
−1
1 ,g1h)

. (4.127)

The parity of its indices is given by Z(g1, h) and Z(g−1
1 , g1h), implying that

the total parity of this tensor is Z(g−1
1 , g1) (using that Z(e, g) = 0). The
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second tensor is defined in the basis

µ ν
g1g−11

↔ (µ|(ν|
(4.128)

and has coefficients given by

g1g−11

h

g1h

= α−1(g−11 , g1, h)

. (4.129)

The parities of the indices are again Z(g1, h) and Z(g−1
1 , g1h), such that the

total parity is Z(g−1
1 , g1), similar to the previous tensor. One can verify that

these tensors satisfy following relations

g−1 g g−1
= δµ,ν|µ)(ν|νµ µ ν

g g−1 g
= δµ,ν(−1)|µ|(µ| |ν)

g g−1 g
µ ν = α(g, g−1, g)δµ,ν|µ)(ν|

, (4.130)

where we, again without loss of generality, work with representative cocycles
satisfying α(e, g, h) = 1. Note that these tensors are very similar to the
matrices Zg as defined at the beginning of section 4.5. For details about the
precise connection in the bosonic case we refer to [60, 109]. The reason
for introducing these new tensors is that now we have following important
tensor identity, relating right- and left-handed fMPO tensors:

g g−1g g
=

. (4.131)

From (4.131) one can show that the fusion tensors should satisfy following
relations:

g1g0

g−11

g0

g1

= α(g1, g
−1
1 , g0)

g−11

g1g0

g0

g1g0

g1

g0

g−10

= α−1(g1, g0, g−10 )
g1g0

g−10

g1

. (4.132)

Of course this can also be verified directly by taking the explicit expression
(4.76),(4.77) for Xg,h. These expressions are of great value since they allow
for a graphical calculation of many interesting properties.
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4.D {ÕL
1 , Õ

L
σ} Z2 representation with periodic bound-

ary conditions

In this appendix we derive the projective group action of Õσ, which is an
fMPO constructed from the same tensor as Oσ, but with an even number of
parity matrices on the internal indices. For concreteness, let us take Õσ to be

YÕσ = 1√
2 . (4.133)

Of course, the length L of Õσ, which we took to be five here, and the specific
even number of parity matrices and their positions on the internal fMPO
indices is just an arbitrary choice and the result of this appendix does not
depend on these choices. For example, as already explained in the main
text, regardless of the length and specific even number of parity matrices,
we always have to insert the odd matrix Y on the internal index for Õσ to be
non-zero.

The product of two Õσ fMPOs can be represented as

Y

Y

ÕσÕσ = 1
2

σ

σ
, (4.134)

where the order of the Y matrices is determined by the order of multiplication
of the fMPOs. Using properties (4.16) and (4.15) we obtain

ÕσÕσ = 1
2 Y

Y σ
σ

1
0 0

Y

Y σ
σ

1
1 1+1

2
, (4.135)

where we explicitely denote the parity of the fusion tensors. A few simple
steps now lead to the desired result:

ÕσÕσ = (−1)ηi
2

σ
σ

1
0 0

1= (−1)ηi

σ
σ

1
1

σ
σ

1
0 0

σ
σ

1
1+(−1)η+1i

2 1

1
00

1
11

= (−1)ηi
2

+(−1)ηi
2

. (4.136)
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In the first line we used (4.20), in the second line we get the additional
minus sign because the fusion tensor is odd and in the last line we again
used (4.15).



Conclusions and outlook

In this dissertation we have studied how universal physical properties as-
sociated to topological phases of matter are encoded in the local structure
of tensor network states. We have focussed on one- and two-dimensional
systems consisting of either spins or fermions. For these systems a system-
atic mathematical language was developed that connects tensor networks
and their local entanglement structure to physical properties of topological
quantum many-body systems.

Although some steps towards a better understanding of topological ten-
sor network states are made in this work, still a lot of progress is required.
For fermionic PEPS, there are some loose ends that need to tightened. For
example, a general construction of fermionic tensor networks with Majorana
symmetry fMPOs has to be developed in more detail, and also the construc-
tion of topological superselection sectors presented in chapter 3 for bosonic
PEPS needs to be generalised. Apart from these two obvious open ends, there
are many other questions one can ask about these topological phases that are
not addressed in chapter 4, like for instance the stacking of general fermionic
SPT PEPS. There is also another class of topological phases which was not
considered in this dissertation: the so-called symmetry-enriched topological
phases. We have discussed PEPS with a global symmetry and PEPS which
exhibit topological excitations, but not tensor networks which have both
properties simultaneously. It is known that there can be a non-trivial inter-
play between topological order and global symmetries. The tensor network
manifestation of this phenomenon still needs to be worked out.

It should be possible to answer the questions above in the short-term
future, using the insights presented in this dissertation. There are also open
problems that I think will require more work and should therefore be seen
as problems for the long-term future. On the theoretical side, one would of
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course like to have a similar detailed understanding of topological tensor
networks in three dimensions, which are far more relevant for real phys-
ical materials. In particular, interesting problems are the tensor network
representation of loop-like anyons and beyond-cohomology SPT phases. In
numerical applications one would like to study topological properties of
a PEPS that is not in an obvious way related to some perturbation of an
exactly known fixed-point PEPS. A major obstacle for the study of these
tensor networks is that the virtual symmetries are not a priori known. For
this reason, it would be very useful to find a general expression for MPOs
forming an algebra. In other words, we would like to understand better the
representation theory of these MPO algebras. Different representations will
allow for the construction of new PEPS models, which might contain more
parameters that can be optimised variationally in the study of a particular
Hamiltonian. One would of course in the end like to combine the representa-
tion theory of MPO algebras with algorithms for fermionic tensor networks
and in this way obtain competive numerical data for systems where the sign
problem prevents quantum Monte Carlo simulations.

The work presented in chapters 1 to 4 can serve as a starting point for
these future directions. The theoretical framework developed in this dis-
seration connects entanglement, fusion categories, and topological phases
beautifully but its true value should come from future applications. One of
the main applications is for developing new algorithms to study topological
phases. A better understanding of the theory underlying tensor networks
can prove to be valuable for numerical simulations of quantum many-body
systems. This was illustrated in Refs. [152, 208, 209], where the theory
of matrix product operator algebras was used to simulate anyon conden-
sation driven phase transitions. Other possible numerical applications are
calculating entanglement spectra and developing general and user-friendly
algorithms for fermionic tensor network states.

The field of tensor networks, and definitely its applications to topological
phases, is relatively new so even the general philosophy behind the field has
to be developed. This is in sharp contrast to well-established methods like
effective field theory, where many tricks and applications are in the standard
toolbox of condensed matter physicists. We hope that this dissertation can
play a role in the development of tensor networks and can help to determine
the strengths and weaknessess of the formalism, such that it can take its
place amongst the more established methods.
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