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A B S T R A C T

The capability of the noble gas component of the International Monitoring System as a verification tool for the
Comprehensive Nuclear-Test-Ban Treaty is deteriorated by a background of radioxenon emitted by civilian
sources. One of the possible approaches to deal with this issue, is to simulate the daily radioxenon concentrations
from these civilian sources at noble gas stations by using atmospheric transport models. In order to accurately
quantify the contribution from these civilian sources, knowledge on the releases is required. However, such data
are often not available and furthermore it is not clear what temporal resolution such data should have. In this
paper, we assess which temporal resolution is required to best model the 133Xe contribution from civilian sources
at noble gas stations in an operational context. We consider different sampling times of the noble gas stations and
discriminate between nearby and distant sources. We find that for atmospheric transport and dispersion pro-
blems on a scale of 1000 km or more, emission data with subdaily temporal resolution is generally not necessary.
However, when the source-receptor distance decreases, time-resolved emission data become more important.
The required temporal resolution of emission data thus depends on the transport scale of the problem. In the
context of the Comprehensive Nuclear-Test-Ban Treaty, where forty noble gas stations will monitor the whole
globe, daily emission data are generally sufficient, but for certain meteorological conditions, better temporally
resolved emission data are required.

1. Introduction

Certain radioactive xenon isotopes (131mXe, 133mXe, 133Xe and 135Xe
with half-lives of respectively 11.84 d, 2.20 d, 5.25 d and 9.14 h) are
monitored globally as part of the International Monitoring System
(IMS) with the purpose of verifying compliance with the
Comprehensive Nuclear-Test-Ban Treaty. Once the Treaty will enter
into force, forty IMS stations will monitor these noble gases, with the
option to increase the number of stations to eighty. To date, thirty IMS
noble gas stations have been installed. Atmospheric transport modelling
can be used to help determine the origin of suspicious detections made
by the IMS noble gas network.

The IMS noble gas stations sample high volumes of air during a
period of 12 h or 24 h (depending on the detection system), during
which xenon is extracted from the air (see for instance Ringbom et al.,
2003; Fontaine et al., 2004). These noble gas detection systems are still
being improved: in the future, systems will collect more xenon during a
shorter sampling period, allowing a better source localisation in case of

a suspicious detection. For instance, the sampling time of the SAUNA III
system will be reduced to 6 h instead of 12 h (Ringbom et al., 2017), the
sampling time of the SPALAX-New Generation system will be reduced
to 8 h instead of 24 h (Topin et al., 2017) and the sampling time of
Xenon International will be 6 h (Hayes et al., 2015).

However, the capability of the IMS noble gas network to pick up
radioxenon signatures from a nuclear explosion is deteriorated by ci-
vilian sources that also emit radioxenon. These civilian sources are
mainly medical isotope production facilities (Saey, 2009; Kalinowski
et al., 2014) and nuclear power plants (Appelhans and Turnbull, 1981;
Kalinowski and Pistner, 2006). Their effect on the IMS noble gas net-
work has been addressed in several studies (Hoffman et al., 2009;
Wotawa et al., 2010; Achim et al., 2016; Gueibe et al., 2017).

One of the approaches to deal with this issue, is to simulate the daily
radioxenon concentrations from civilian sources at IMS stations by
using atmospheric transport models (for instance, Schöppner et al.,
2013; Eslinger et al., 2016; De Meutter et al., 2016; Maurer et al.,
2017). In principle, this allows to check whether a detection at an IMS
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noble gas station is originating from civilian sources instead of a nu-
clear explosion. However, modelling the daily radioxenon activity
concentration is a difficult task and a perfect match between simulated
and observed concentrations is not possible due to the turbulent nature
of atmospheric dispersion. In order to quantify the contribution from
civilian sources to the radioxenon activity concentrations at IMS sta-
tions, knowledge on the releases from civilian sources is required.
However, such data are often not available due to their commercial
value. Furthermore, it is not known which temporal resolution such
emission data should have to best model the radioxenon activity con-
centration. Schöppner et al. (2013) used an atmospheric transport
model and different emission data sets with daily, weekly, monthly and
yearly time resolution to model the 133Xe concentration at two IMS
stations from the medical isotope production facility Ansto near Sidney,
Australia. They found an improvement for the nearest IMS station
(700 km from Ansto) when using daily emission data. No clear im-
provement was observed for the station at 3000 km from Ansto.
Schöppner et al. (2014) found that monthly emission data from the
Institute for Radio-Elements in Fleurus (Belgium) had no benefit over
yearly emission data for an IMS station in Schauinsland (Germany; the
source-receptor distance was approximately 380 km), suggesting that
emission data with a higher temporal resolution is necessary to better
model the 133Xe concentration. (Eslinger et al., 2016) presented an
intercomparison study of the modelled radioxenon concentration for
the same source and station, and found that models using 15-min
emission data had higher ranks than models using longer release per-
iods. However, models using 3-hourly release periods had higher ranks
than models using 1-hourly release periods. These models differed not
only by their release period, so that other effects might have played a
role.

In recent years, efforts were undertaken to bring together the
radioxenon monitoring community with the medical isotope production
community through a series of workshops (Matthews et al., 2012;
WOSMIP, 2016). Awareness on the civilian radioxenon background is
being created and emission data are shared for scientific research in an
ad-hoc way. Verification activities conducted under the Comprehensive
Nuclear-Test-Ban Treaty could benefit from having available emission
data for modelling the radioxenon civilian background.

In this paper, we assess which temporal resolution is required for
civilian 133Xe emission data to model the 133Xe background in an op-
erational context. We consider different IMS station sampling periods
(12 h for the current SAUNA systems, 24 h for the current SPALAX
systems and, anticipating the installation of improved noble gas de-
tection systems, 6 h). Furthermore, we also consider different source-
receptor distances.

The paper is structured as follows. Section 2 describes the method
and the Lagrangian particle dispersion model Flexpart used in this
study. Section 3 describes the findings on the temporal resolution re-
quirements of emission data for operational atmospheric transport and
dispersion modelling. A discrimination based on the source-receptor
distance is made. The effect of the sampling period (24 h, 12 h or 6 h) is
addressed in section 4. Section 5 illustrates the findings from previous
sections by considering emission data from the medical isotope pro-
duction facility Institute of Radio-Elements with the highest available
temporal resolution (emission data are available every 15 min). The
effect of the spatial resolution is briefly assessed in section 6. A dis-
cussion and conclusions are given in section 7.

2. Method

2.1. Atmospheric transport and dispersion simulations

The Lagrangian particle dispersion model Flexpart has been used for
the atmospheric transport and dispersion simulations (Stohl et al.,
2005; Stohl and Thomson, 1999). Flexpart takes into account advection
by the mean wind, mesoscale and turbulent wind fluctuations, and, if

applicable, dry and wet deposition and radioactive decay. Furthermore,
convection can be taken into account (Seibert et al., 2001) via the
scheme of Emanuel and Živković-Rothman (1999). Diffusivity in the
atmospheric boundary layer is parameterised via the Hanna scheme
(Hanna et al., 1982). The height of the atmospheric boundary layer is
determined by Flexpart via the critical Richardson number (Vogelezang
and Holtslag, 1996). Flexpart has been validated with data from large-
scale tracer experiments (Stohl et al., 1998).

2.2. Experimental set-up

Flexpart was run with numerical weather data from the IFS or
Integrated Forecasting System of the European Centre for Medium-
Range Weather Forecasts (ECMWF) extracted from the MARS archive.
Four analyses per day at times 00, 06, 12 and 18 UTC were combined
with forecasts at 3 h lead time (00 + 03 h, 06 + 03 h, 12+3 h and
18 + 03 h), so that meteorological data were available every three
hours. Software available at the Flexpart website (www.flexpart.eu) has
been used for the extraction of the meteorological data. The extracted
meteorological data had 1° horizontal grid spacings and 137 non-uni-
form vertical levels.

We considered two IMS noble gas stations in the northern hemi-
sphere: station RN63 in Stockholm, Sweden, and station RN22 in
Guangzhou, China. The former station, located at 59.4° N, is hypothe-
sised to be representative for stations in the mid-latitudes, while the
latter, located at 23.1° N, is hypothesised to be representative for sta-
tions in the tropics.

The atmospheric transport and dispersion simulations were run in
backward mode (Seibert and Frank, 2004), so that virtual 133Xe parti-
cles were released from the two IMS stations considered in this study
and were dispersed over the domain backwards in time during a period
of thirty days. A total of 1,000,000 particles were released in every
simulation. Simulations were started every six hours for a winter period
(15th of December 2015 until the 15th of March 2016, further on called
DJF (Dec - Jan - Feb); the first simulation finished on the 15th of No-
vember 2015) and a summer period (16th of June until the 15th of
September, further on called JJA (Jun - Jul - Aug); the first simulation
finished on the 16th of May 2016) for both stations. Each simulation
consisted of a 6 h release, which is representative for an IMS station
sampling time of 6 h. The result are so called source-receptor-sensi-
tivities, which were stored every hour. Here, the source-receptor-sen-
sitivities have units of time and can be interpreted as a particle re-
sidence time (Seibert and Frank, 2004). By averaging the source-
receptor-sensitivity fields from consecutive simulations, we can mimic
an IMS station sampling time of 12 h or 24 h without the need for
additional simulations. Radioactive decay was taken into account
during runtime.

We assumed that both release and detection take place in the lowest
model layer of Flexpart, which was set from surface level to 100 m
above surface (note that during the simulations, the top of the atmo-
spheric transport model domain was the same as the top of the me-
teorological model, which was 0.01 hPa). The horizontal dimensions of
a grid box were, as for the meteorological data, 1°.

2.3. Quantifying the source-receptor-sensitivity time fluctuation

The source-receptor-sensitivity (SRS) matrix M relates an observa-
tion vector y with a source vector x via the relation:

=y Mx (1)

Note that the source-receptor-sensitivity matrix M is also known as
the transfer coefficient matrix (see for instance Draxler and Rolph,
2012).

We consider the relevant radioxenon sources as grid box sources.
Consider the source-receptor-sensitivity relation between a time-de-
pendent grid box source x x y z t( , , ; )s s s located in grid box x y z( , , )s s s and
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an IMS station observation y x y z t t( , , , , )start stop0 0 0 taken at location
x y z( , , )0 0 0 and between sampling times tstart and tstop; Eq. (1) can now be
written as a sum over the grid box sources (index s) and times (index t):

∑ ∑=

y x y z t t

M x y z t t x y z t x x y z t

( , , , , )

( , , , , , , , ; ) ( , , ; )
i start stop

s t
start stop s s s s s s

0 0 0

0 0 0
(2)

For ease of notation, we now write ≡ …m M t( ; )t . From Eq. (2), we
see that the temporal resolution of the source term x that allows to best
model an observation yi should equal the temporal resolution of the
source-receptor-sensitivity M. If the source term x would have a higher
temporal resolution, that would not add extra information since the
summation over time will average out the higher temporal resolution.
Indeed, assume that mt can be approximated by its average m during a
certain (sufficiently small) time interval; in that case, only the accu-
mulated release ∑ x t( )t is “seen” by the model and the details of the
release of x t( ) do not influence the model output:

∑ ∑≈m x t m x t( ) ( )
t

t
t (3)

Consider a time series of SRS values …m m m, , ,t t tN0 1 . Our goal is to
assess how the SRS values change with time, in order to give re-
commendations on which temporal resolution emission data should
best have. For that, we quantify how a value mt relates to +mt τ for a
chosen time lag τ: we calculate (i) the autocorrelation and (ii) the
fraction +m m/t t τ for different time lags τ (we take the inverse in case the
fraction is smaller than 1, since we are not interested in which of both
values is largest). This SRS fraction, when plotted on a logarithmic axis,
can be seen as the difference between the logarithm of the SRS values,
which is motivated by the fact that the SRS values span many orders of
magnitude.

The autocorrelation for a certain time lag τ is defined as:

=
− −+autocorrelation τ E m m E m m

σ
( ) [ ] [ ]t t τ

2 (4)

were mt is the SRS at time t, m is the mean SRS value, …E [ ] is the
expectation value and σ² the variance of the SRS. It measures the cor-
relation of the SRS value mt at time t with the SRS value +mt τ for a
certain time lag τ. It is expected that the autocorrelation is close to one
for small time lags, and goes to zero for larger time lags. When the
autocorrelation reaches zero for a certain time lag, there is no corre-
lation any more between the SRS values mt and +mt τ .

For the calculation of the SRS fraction m m/t tk l, we first apply an SRS
threshold to exclude small SRS values that would create large ratios.
Applying such a threshold is further justified by the fact that very small
SRS values have a negligible impact on the activity concentration at the
receptor. We use the longest series of consecutive SRS values above the
threshold for each Flexpart simulation.

The SRS threshold is set to 0.1 s, since SRS values below that
threshold hardly contribute to the observed concentration y in Eq. (2).
Indeed, an SRS of 0.1 s and a source of 1012 Bq/h (which is roughly
equal to the maximum release of 1013 Bq/day for civilian sources (Saey,
2009)), results in a contribution to the activity concentration of 0.0014
mBq/m3 (for comparison, the minimum detectable concentration is of
the order of 0.1 mBq/m3; the volume of the grid boxes is not constant
for the lat-lon grid that has been used, therefore, the median value of
the grid box volume has been used).

2.4. Selection of fictitious sources

Flexpart outputs a three-dimensional source-receptor-sensitivity
field at every simulation hour. Three grid boxes in the lowest model
level have been selected at distances between 250 and 350 km,
950–1050 km and 5000–6000 km for each set of simulations with a
fixed IMS station and period (Fig. 1). These grid boxes represent ficti-
tious sources. The selection is based on the number of times that the

SRS value exceeded the chosen threshold, to ensure that the selected
points have the best available statistics.

During the winter period, air masses near station RN63 were coming
from a large region (Fig. 1a). An important feature determining the
circulation towards station RN63 in winter is the Siberian high (see for
instance Panagiotopoulos et al., 2005), which creates a southeasterly
flow towards station RN63. The nearby fictitious sources are located
west and southeast from the station. The remote fictitious source is
located in Canada. During the summer period, a south-westerly flow
prevails and all three fictitious sources are situated south-west of the
station (Fig. 1b).

As for station RN63, station RN22 exhibits two circulation regimes
depending on the season. In winter, air masses near station RN22 are
coming from the north (Fig. 1c), while in summer, air masses are ori-
ginating from the southwest (Fig. 1d). Thess features correspond with
the East-Asian monsoon (see for instance Wu and Wang, 2002; Chang,
2004).

3. Source-receptor-sensitivity temporal variation

As described in the previous section, the temporal variation of the
SRS time series is assessed by taking the ratio of SRS pairs separated by
a certain time lag, and by calculating the SRS autocorrelation. In this
section, a 24 h sampling period for the IMS noble gas stations is as-
sumed, which was obtained by averaging the output of four consecutive
Flexpart simulations (the effect of shorter sampling periods will be
discussed in the next section). Results are shown for three different
source-receptor distances of approximately 300 km, 1000 km and
5000 km (the selection of these sources was described in the previous
section).

3.1. SRS fractions

Fig. 2 shows the SRS fractions for the two IMS stations (RN63 and
RN22) and periods (DJF, JJA) considered in this study. Three features
can be seen: (i) not surprisingly, the SRS fraction grows for larger time
lags in a roughly asymptotic way. There is a steep increase in SRS
fractions during the first 6 h, and afterwards a slow increase or even no
increase. (ii) The SRS fractions do not show a consistent regional (RN22
versus RN63) or seasonal dependency (DJF versus JJA). There is quite
some spread between different IMS stations and periods, especially for
the 0.95 quantile of the SRS fraction, but these differences are not
consistent among the different source-receptor distances. (iii) The
source-receptor distance has a clear impact on the SRS fractions:
smaller fractions are found for larger source-receptor distances.

For the smallest source-receptor distance (Fig. 2a), the median SRS
fractions steadily grow to a value between 3 and 4 for a time lag of 24.
The 0.95 quantile of the SRS fraction quickly becomes very large, with
values ranging between 10 and 50 for a time lag of only 6 h. At a time
lag of 24 h, the values range between 20 and 100. For the intermediate
source-receptor distance (Fig. 2b), the median SRS fractions reach a
value around 2 at a time lag of 24 h. The 0.95 quantile ranges between
5 and 10 at a 6 h time lag, and between 10 and 20 at a 24 h time lag. For
the largest source-receptor distance (Fig. 2c), the median SRS fractions
are only slightly lower than those at intermediate source-receptor dis-
tance. The 0.95 quantile is significantly smaller and does not exceed a
value of 5.

We conclude that for atmospheric transport and dispersion pro-
blems on the synoptic scale (having spatial scales of 1000 km and more;
Fig. 2b and c), SRS values above the chosen threshold generally do not
vary much within 24 h. Therefore, daily emission data are sufficient for
these cases. For smaller source-receptor distances, the 0.95 quantile of
the SRS fractions reach 50 after only a few hours and 100 after 24 h. For
these cases, related to specific atmospheric conditions that can be
identified by the atmospheric transport model, emission data with a
higher temporal resolution are required.
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3.2. SRS autocorrelations

The autocorrelation for each IMS station, each period and each
source-receptor distance is shown in Fig. 3. No SRS threshold has been
applied here. Three features found in the SRS fractions (Fig. 2) are also
found here: (i) the autocorrelation decreases with increasing time lag,
(ii) the choice of IMS station or season does not consistently affect the
autocorrelation and (iii) the autocorrelation is bigger for larger source-
receptor distances.

For the smallest source-receptor distance (Fig. 3a), the median SRS
autocorrelations is between 0.4 and 0.6 for a 12 h time lag. At a time lag
of 24 h, there is almost no autocorrelation. The 0.05 quantile of the
autocorrelation is roughly 0 after a time lag of 6 h. For the intermediate
source-receptor distance (Fig. 3b), the SRS autocorrelations are sig-
nificantly higher than for the smallest source-receptor distance, with a
median value up to 0.5 for a 24 h time lag, except for the experiment
RN63 JJA. Although some autocorrelation is present at a time lag of
12 h for the 0.05 quantile, there is no correlation at a time lag of 24 h.
For the largest source-receptor distance (Fig. 3c), the SRS autocorrela-
tions are even slightly higher, with median values around 0.6 and the
0.05 quantile between 0.1 and 0.3 for a 24 h time lag.

Similar to the discussion on the SRS fractions above, we find that for

synoptic scale atmospheric transport and dispersion problems (having
source-receptor distances of 1000 km and more), the autocorrelation is
generally around 0.5 or more, so that daily emission data is sufficient to
model the 133Xe background. However, as above, the 0.05 quantile
shows that for certain cases (related to the atmospheric conditions), the
autocorrelation drops to zero, suggesting that emission data on shorter
time intervals are needed. This is particularly true for short source-re-
ceptor distances.

4. Effect of the sampling period on the SRS temporal variation

In this section, we assess the effect of the sampling period of the IMS
noble gas detection systems on the temporal resolution of the SRS time
series. For that, we consider sampling times of 24 h, 12 h and - an-
ticipating the use of improved detection systems - 6 h. In the Flexpart
simulations in backward mode, this corresponds to a release of particles
at the receptor with a duration of 24 h, 12 h and 6 h.

Fig. 4 shows the SRS fraction as a function of time lag for different
sampling times and source-receptor distances. The results from stations
RN22, RN63 and periods DJF and JJA have been combined by taking
the median of these four experiments, in order to avoid overburdening
the plots with information.

Fig. 1. Selection of fictitious grid box sources based on the number of times that the source-receptor-sensitivity in a certain grid box exceeded a chosen threshold of 0.1 s. From top to
bottom: (a) station RN63, winter; (b) station RN63, summer; (c) station RN22, winter; (d) station RN22, summer. For all four sets of simulations, three fictitious sources have been
selected (filled circle) within distances of 250–350 km, 950–1050 km and 5000–6000 km from the IMS station (white star).
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For the smallest source-receptor distance (Fig. 4a), the median SRS
fractions show a slight dependency on sampling period, with slightly
larger fractions for shorter sampling times. The effect of the sampling
time on the 0.95 quantile of the SRS fraction is, a priori surprisingly,
dependent on the time lag. There is a strong effect between time lags
4 h and 11 h: the simulations with 6 h sampling time have an almost
five times larger SRS fraction than the simulations with 24 h sampling
time. The reason for this apparent dependency on the time lag is
probably that for 6 h sampling time, the SRS fraction reaches its max-
imum value faster and is thus more quickly saturated. This effect dis-
appears when the runs with 12 h and 24 h sampling time also reach
their maximum value (around time lags 14 h and 20 h).

For the intermediate source-receptor distance (Fig. 4b), again
slightly larger SRS fractions are found for smaller sampling times, both
for the median and 0.95 quantile. Similar to the case with the smallest
source-receptor distance, the 0.95 SRS fraction quantile shows an ap-
parent dependency on the time lag, which can again be explained by a
different time lag for reaching the saturation SRS fraction, but here the
differences are not larger than a factor of three. For a 24 h sampling
period, the 0.95 quantile remains roughly a factor of two lower for
times lags between 18 and 24 h, while the fractions for a sampling
period of 12 h and 6 h converge.

For the largest source-receptor distance (Fig. 4c), the effect of the

sampling time seems negligible on the median SRS fractions. The 0.95
quantile slightly increases for shorter sampling times.

Fig. 5 shows the SRS autocorrelation as a function of time lag for
different sampling times and source-receptor distances. As above, the
results from stations RN22, RN63 and periods DJF and JJA have been
combined by taking the median of these four experiments. For all
source-receptor distances, the autocorrelation is larger for longer sam-
pling times. The only exception is the 0.05 quantile of the auto-
correlation for the smallest source-receptor distance: all three runs
become quickly uncorrelated.

The results from this section suggest that, from the viewpoint of
atmospheric transport modelling, the added value of having more ob-
servations due to shorter sampling times is accompanied by the dis-
advantage that somewhat larger errors can occur while trying to predict
the 133Xe background from civilian sources when detailed emission
data are not known.

5. Example using real stack monitoring data

We now illustrate the findings from the previous sections with de-
tailed emission data from the Institute for Radio-Elements (IRE) located
in Fleurus, Belgium. The emission data have the highest available
temporal resolution of 15 min for a full year, 2014. 133Xe releases can

Fig. 2. Median (solid lines) and 0.95 quantile (dashed lines) of the fractions of source-receptor-sensitivity pairs separated by a certain time lag for a source-receptor distance of approx. (a)
300 km, (b) 1000 km and (c) 5000 km. The larger SRS value is always divided by the smaller, so that no values are smaller than 1. Results are given for the two IMS stations and the two
periods considered in this study.
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vary by many orders of magnitude during only a few hours, while re-
maining fairly constant during the rest of the day. A description of the
stack monitoring system at IRE can be found in Deconninck and De
Lellis (2013).

A new set of Flexpart runs have been performed in forward mode.
Each individual simulation covered the year 2014 (this year has been
chosen due to the availability of IRE emission data). The simulations
differed by their emission data: a control simulation used the 15 min
133Xe emission data, while the other simulations used time-averaged
emissions, yielding 3-hourly, daily or constant 133Xe releases. Since we
are interested in the error resulting from the temporal resolution of the
emission data, the control simulation, using emission data with the
highest available temporal resolution, can be seen as the “truth”. In the
paragraphs below, “error” thus refers to the difference between the
simulation with time-averaged emission data and the control simula-
tion with the most accurate emission data. The Flexpart model setup
and the driving meteorological data are the same as described in section
2, except for the differences outlined above. The Flexpart output for
January 2014 has been omitted in the analyses, to ensure spin-up over
the full domain.

As an example, the absolute error (AE) of the activity concentration
for different emission data is shown in Fig. 6, for a single day assuming
a 24 h sampling period (that is, the activity concentrations were simply
averaged during 24 h). The absolute error of a quantity x is defined as

the absolute difference between its true value xtrue and its simulated
value xsim:

= −AE x xtrue sim (5)

In Fig. 6, it can be seen that the absolute error consists of a few spots
which are strongly confined in space and time. These spots correspond
to short peak releases at IRE and are transported and diluted with time.
As such plumes move further, the activity concentration decreases due
to decay and atmospheric dispersion. The corresponding error conse-
quently also decreases with time. From Fig. 6, it is clear that the ab-
solute error decreases when using better time-resolved emission data.

We are now interested in the mean absolute error resulting from
poorly time-resolved emission data for the period February–December
2014 (Fig. 7a–c). A key feature, in agreement with the conclusions from
section 3, is that the error originating from emission data with coarse
temporal resolution is negligible in a large part of the domain, except
nearby the source. This is not surprising since the errors are confined in
space and time (Fig. 6), and furthermore decrease due to decay, dilution
and the smoothing of the SRS dependency with time. The latter is
further illustrated by the mean relative error (RE) for the period Feb-
ruary–December 2014 (Fig. 7d–f). For that, only data pairs where the
control simulation had activity concentrations above 0.1 mBq/m3 were
used in order to avoid very large relative errors from the division of
very small numbers:

Fig. 3. Median (solid lines) and 0.05 quantile (dashed lines) of the source-receptor-sensitivity autocorrelation as a function of the time lag for a source-receptor distance of approx. (a)
300 km, (b) 1000 km and (c) 5000 km. Results are given for the two IMS stations and the two periods considered in this study.
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=
−

>RE x x
x

x for  0.1 mBq/mtrue sim

true
true

3
(6)

We conclude that generally a constant emission could be sufficient
for atmospheric transport and dispersion modelling problems on the
synoptic scale. In order to reduce the error close to the source, time-
resolved emission data are needed (Fig. 7). Similar plots like Fig. 7 have
been generated for the smaller sampling periods 12 h and 6 h, but there
was hardly any noticeable effect (not shown).

Although the mean absolute error shows that on average time-re-
solved emission data are only relevant nearby the source (Fig. 7), it
should also be investigated what the maximum absolute error can be at
a certain location, as suggested by the 0.95 quantile in Fig. 2 and the
0.05 quantile in Fig. 3. For that purpose, the maximum absolute error at
each grid box is plotted in Fig. 8. It can be seen that a significant part of
the northern hemisphere can have errors large enough to affect the IMS
noble gas stations. The use of time-resolved emission data decreases the
maximum absolute error. The effect of reducing the sampling time from
24 h to 6 h is also shown in Fig. 8: a smaller sampling time (Fig. 8b, d, f)
increases the maximum error originating from poorly time-resolved
emission data. With 6 h sampling and daily resolved emission data
(Fig. 8d), the maximum absolute error is larger than the maximum
absolute error for a constant release with 24 h sampling time (Fig. 8a).

6. Effect of horizontal resolution

The backward Flexpart simulations for station RN63, period DJF,
have been repeated on a smaller domain with horizontal grid spacings
of 0.25° instead of 1°. The meteorological data were as described in
section 2, but with horizontal grid spacings of 0.25°. The aim is to check
whether our conclusions made above for the source-receptor distances
of approximately 300 km are still valid at higher spatial resolutions.
The simulation length has been reduced to 14 days, which is sufficient
for the smaller domain. For consistency, the simulation length of the
runs with 1° horizontal grid spacings have been reduced to 14 days in
this analysis. The same fictitious sources shown in Fig. 1a have been
used, since the air masses have roughly identical origins. For the ex-
periments at 0.25° grid spacings, the SRS threshold has been decreased
by a factor of 16, since the grid box volume is lower by the same factor.

Fig. 9a shows the SRS fractions for the source-receptor distance of
300 km for the simulations with 1° and 0.25° horizontal grid spacings.
The median SRS fractions are almost identical. The 0.95 quantile for the
simulation at 0.25° grid spacings is twice as large for the shorter time
lags, but is slightly smaller at later time lags. The former is likely due to
the fact that, at higher spatial resolution, small-scale atmospheric fea-
tures are better resolved, which typically occur on short time scales. As
a further check, we have included results for the station at approx.

Fig. 4. Median (solid lines) and 0.95 quantile (dashed lines) of the fractions of source-receptor-sensitivity pairs separated by a certain time lag for a source-receptor distance of approx. (a)
300 km, (b) 1000 km and (c) 5000 km. The larger SRS value is always divided by the smaller, so that no values are smaller than 1. Results are given for a sampling time of 6 h, 12 h and
24 h.
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1000 km (Fig. 9b). The SRS fractions are very similar for both sets of
simulations.

The new simulations were run with the same number of particles as
for the previous simulations (instead of increasing the number of par-
ticles, the domain and simulation length have been decreased), so that
the average number of particles per grid box is different. SRS values
below the SRS threshold are therefore better resolved in the simulations
with 1° grid spacings, so that a comparison of the autocorrelation is not
possible.

Finally, we test our findings with real stack emission data from IRE

as in section 5. We have repeated the forward Flexpart simulations with
0.25 horizontal grid spacings on a smaller domain for the period
Jan–Mar 2014 (we have not repeated the simulations for a full year due
to the computational costs). The mean absolute error is shown in
Fig. 10. The results are similar to those shown in Fig. 7 (top), though the
errors are less smoothed since the simulations covered a shorter period.

7. Discussion and conclusions

Radioxenon (131mXe, 133mXe, 133Xe and 133Xe) emissions from

Fig. 5. Median (solid lines) and 0.05 quantile (dashed lines) of the source-receptor-sensitivity autocorrelation as a function of the time lag for a source-receptor distance of approx. (a)
300 km, (b) 1000 km and (c) 5000 km. Results are given for a sampling time of 6 h, 12 h and 24 h.

Fig. 6. Absolute error of the activity concentration (mBq/m3) for 1 February 2014 with a 24 h sampling period for different emission data: (a) constant release (mean release for 2014),
(b) constant release (mean release for 1 February 2014) and (c) 3-hourly release.
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civilian sources deteriorate the capability of the International
Monitoring System to verify compliance with the Comprehensive
Nuclear-Test-Ban Treaty. Therefore, understanding the radioxenon
background is important and has been addressed in several studies. At
IMS noble gas stations, the radioxenon background can vary sig-
nificantly from day to day, so that explicitly modelling the contribution
from civilian sources might be necessary to discriminate the signatures
of civilian sources from those of nuclear explosions. However, this is a
challenging task since it involves many uncertainties and requires sig-
nificant computational resources. Furthermore, stack emission data
from the civilian sources are currently not available for simulating the
daily radioxenon background in an operational context, at least partly
because of the commercial value of such data. However, awareness is
being created on the impact on the noble gas component of the ver-
ification regime of the Comprehensive Nuclear-Test-Ban Treaty and
emission data could become available in the future for explicitly
modelling the daily radioxenon background in an operational context.

In this paper, we have assessed which temporal resolution emission
data should ideally have in order to better simulate the civilian

background in an operational context. For that, we have run the
Lagrangian particle dispersion model Flexpart in backward mode and
have assessed the temporal variation of the source-receptor-sensitivities
(SRS) for fixed locations at distances of approximately 300, 1000 and
5000 km. This methodology has the advantage that it is independent of
the emission data but instead focusses on how well the atmospheric
transport model itself can “digest ” the time-dependency of the emission
data.

It was found that significant SRS values generally do not vary much
within 24 h, especially for source-receptor distances of 1000 km and
more, corresponding to atmospheric transport and dispersion problems
on the synoptic scale (Fig. 2). However, for specific meteorological
conditions, the SRS values can change significantly within only a few
hours. This shows that daily emission data should be sufficient for most
cases, although sometimes emission data with a higher temporal re-
solution are necessary. These cases can be identified by the atmospheric
transport and dispersion model itself. For source-receptor distances of a
few hundred kilometres, the SRS values can vary two orders of mag-
nitude within 24 h. Time-resolved emission data are thus important

Fig. 7. Top row: mean absolute error of the activity concentration (mBq/m3) assuming 24 h sampling for different emission data: (a) constant release, (b) daily release and (c) 3 h release.
Bottom row: mean relative error of the activity concentration assuming 24 h sampling for different emission data: (d) constant release, (e) daily release and (f) 3 h release. Note that the
domains are slightly different for top and bottom rows.

Fig. 8. Maximum absolute error of the activity concentration (mBq/m3) at each grid box for different emission data and sampling times; (a) yearly release, 24 h sampling; (b) yearly
release, 6 h sampling; (c) daily release, 24 h sampling; (d) daily release, 6 h sampling; (e) 3-hourly release, 24 h sampling and (f) 3-hourly release, 6 h sampling.
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when the source-receptor distance is less than a few hundred kilo-
metres. Similar conclusions were found based on the SRS autocorrela-
tion (Fig. 3) and with simulations at smaller horizontal grid spacings
(Fig. 9).

There are more nuclear power plants than medical isotope pro-
duction facilities, and thus, more nuclear power plants are close to an
IMS station. These nuclear power plants typically emit far less radio-
xenon than the medical isotope production facilities, so that they do not
affect the IMS noble gas stations as much. However, for short source-
receptor distances, the need to have time-resolved emission data might
be important for nuclear power plants. This could be assessed further
with simulations at higher spatial resolutions and by varying the SRS
threshold.

Shorter sampling periods have the potential to allow a better source
reconstruction as it results in more data being available for the inverse
atmospheric transport modelling. However, at the same time, it in-
creases the need for time-resolved emission data, since shorter sampling
periods lead to an increase in the SRS variability (Fig. 4) and a decrease
in the SRS autocorrelation (Fig. 5).

The above findings have been illustrated by using emission data
from the Institute for Radio-Elements for the year 2014. The mean
absolute error originating from poorly time-resolved emission data is

negligible at large source-receptor distances, but significant close to the
source (Fig. 7). This is in agreement with Schöppner et al. (2013), who
found that daily emission data improved results over emission data with
coarser temporal resolution for an IMS station at 700 km from the
source, but had no impact for an IMS station at 3000 km from the
source. In order to reduce the mean absolute error nearby the source,
time-resolved emission data are required. In specific meteorological
conditions, the error from poorly time-resolved emission data can be
significant over a large part of the Northern Hemisphere (Fig. 8). A
smaller sampling time increases the maximum error that can originate
from poorly time-resolved emission data (Fig. 8).

From the findings above, time-resolved emission data are generally
not needed to simulate the day-to-day 133Xe background at IMS sta-
tions. However: (i) for sources within a few hundred kilometres from an
IMS station, time-resolved emission data is desirable and (ii) in case of
specific meteorological conditions, a significant event or a significant
mismatch between simulation and observation, it is desirable to have
available emission data with the highest temporal resolution. In prac-
tice, the required temporal resolution should be chosen by considering
Figs. 2 and 3, but also by considering which error coming from emission
data is thought to be acceptable, and (if possible) by considering the
temporal variability of the emission data.

Fig. 9. Median (solid lines) and 0.95 quantile (dashed lines) of the fractions of source-receptor-sensitivity pairs separated by a certain time lag for a source-receptor distance of approx. (a)
300 km and (b) 1000 km. The larger SRS value is always divided by the smaller, so that no values are smaller than 1. Results are given for simulations at 1° and 0.25° horizontal grid
spacings.

Fig. 10. Mean absolute error of the activity concentration (mBq/m3) assuming 24 h sampling for different emission data: (a) constant release for 2014, (b) daily release and (c) 3 h
release.
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Simulations with horizontal grid spacings of 0.25° suggest that the
findings above are also valid at higher resolutions (Figs. 9 and 10).

Only simulations for 133Xe have been presented, but conclusions are
likely similar for 131mXe and 133mXe. For 135Xe, a larger error could
occur from averaged emission data due to the shorter half-life, since one
cannot differentiate between a strong release at the beginning of the
release period or a weak release at the end of the release period.

Lastly, the results are also relevant for inverse modelling, as they
show that models are generally not able to resolve sharp temporal
variations in the release term for long-range transport and dispersion
problems.
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