
 
 

Data Protection and Privacy under Pressure 
  

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Ghent University Academic Bibliography

https://core.ac.uk/display/141870317?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


  



  

 

 

 
 
 
 
 

Data Protection and Privacy under Pressure 
 

Transatlantic tensions, EU surveillance, and big data 
 

  
 
 
 
 
 
 
 

 
 

Gert Vermeulen 
Eva Lievens 

(Eds) 
 
 
 
 

 

 

 

 

 
Maklu 

Antwerp | Apeldoorn | Portland 



Data Protection and Privacy under Pressure 
Transatlantic tensions, EU surveillance, and big data 
Gert Vermeulen and Eva Lievens (Eds) 
Antwerp | Apeldoorn | Portland 
Maklu 
2017 

341 p. – 24 x 16 cm 
ISBN 978-90-466-0910-1 
D/2017/1997/89 
NUR 824 

© 2017 Gert Vermeulen, Eva Lievens (Editors) and authors for the entirety of 
the edited volume and the authored chapter, respectively 

All rights reserved. No part of this publication may be reproduced, stored in 
a retrieval system, or transmitted in any form or by any means, electronic, 
mechanical, photocopying, recording, or otherwise without the prior permis-
sion of the editors. 

Maklu-Publishers 
Somersstraat 13/15, 2018 Antwerp, Belgium, info@maklu.be 
Koninginnelaan 96, 7315 EB Apeldoorn, The Netherlands, info@maklu.nl 
www.maklu.eu 

USA & Canada 
International Specialized Book Services 
920 NE 58th Ave., Suite 300, Portland, OR 97213-3786, orders@isbs.com, 
www.isbs.com 



5 

TABLE OF CONTENTS 

Preface ........................................................................................................................................ 11 
Gert Vermeulen & Eva Lievens 

Games people play ............................................................................................................... 13 
Unvarnished insights about privacy at the global level 
Joseph A. Cannataci 

Prologue ............................................................................................................................... 13 
Guide for the reader ........................................................................................................ 14 
‘Crown jewel’ of the UN's Human Rights Council: Under-resourced 
Special Rapporteurs ........................................................................................................ 16 
The SRP as a ‘critical friend’ and ‘developer of a common substantive 
interpretation of the right to privacy in a variety of settings’ ...................... 18 
Surveillance, privacy and international law ......................................................... 19 

Context ........................................................................................................................ 19 
Towards an international legal instrument on government-led 
surveillance and privacy in cyberspace? ..................................................... 21 
Group of Governmental Experts on Information Security................... 26 
5.3.1. Applicability in principle of international law to 

cyberspace .................................................................................................. 26 
5.3.2. Failure to move beyond high-level principles ............................. 27 
5.3.3. Failure to even agree on voluntary, non-binding norms ........ 30 
Need to also consider a hard law codification .......................................... 31 
Need to respect the privacy of citizens and non-citizens, 
both domestically and abroad .......................................................................... 33 
Insufficiency of existing international law ................................................. 35 

Privacy as a universal enabling right to develop one’s personality ........... 36 
Is privacy like Coke? The cultural flavour of privacy as a universal 
right ........................................................................................................................................ 41 
Epilogue ................................................................................................................................ 45 
Selected literature ............................................................................................................ 46 

TRANSATLANTIC TENSIONS 

Eyes wide shut ........................................................................................................................ 49 
The Privacy Shield’s blunt denial of continued bulk, mass or indiscriminate 
collection or processing and unnecessary or disproportionate access 
and use by US intelligence and law enforcement authorities 
Gert Vermeulen 

Inadequacy of the US data protection regime: Clear since 9/11, 
clearer since Snowden ................................................................................................... 49 



TABLE OF CONTENTS 

6 

 

 Safe Harbour dead ........................................................................................................... 53 
 Long live the Privacy Shield? Tele2 Sverige AB and Digital Rights 

 Ireland respectively La Quadrature du Net and Others v Commission .... 58 
 Data collection for national security purposes ................................................... 61 

 Amalgamation of collection and access v access and use .................... 61 
 Continued bulk or indiscriminate collection and processing ............. 64 
 Access and use beyond strict necessity and proportionality ............. 67 

 Data collection for law enforcement or public interest purposes .............. 70 
 Conclusion ........................................................................................................................... 72 
 Selected literature ............................................................................................................ 73 

 
Reconciling the (extra)territorial reach of the GDPR with 
public international law ................................................................................................... 77 
Brendan Van Alsenoy 

 Introduction ........................................................................................................................ 77 
 The extra-territorial reach of the GDPR ................................................................. 78 

 Article 3(1) GDPR .................................................................................................. 79 
2.1.1. ‘Establishment’ .......................................................................................... 80 
2.1.2. ‘In the context of the activities’ .......................................................... 81 
2.1.3. Evaluation.................................................................................................... 84 

 Article 3(2) GDPR .................................................................................................. 85 
2.2.1. ‘Data subjects in the Union’ ................................................................. 85 
2.2.2. ‘Offering of goods or services’ ............................................................ 86 
2.2.3. ‘Monitoring of behavior’ ....................................................................... 87 
2.2.4. Evaluation.................................................................................................... 89 

 Assessment under public international law ......................................................... 90 
 Establishment: A physical or virtual connection with  

 EU territory? ............................................................................................................ 91 
 Is it ‘targeting’ or ‘being targeted’ that matters?...................................... 94 

 Conclusion ........................................................................................................................... 97 
 Selected literature ............................................................................................................ 98 

 
Back to Yahoo!? ................................................................................................................... 101 
Regulatory clashes in cyberspace in the light of EU data protection law 
Alberto Miglio 

 Introduction ..................................................................................................................... 101 
 Jurisdictional conflicts in cyberspace: Yahoo! .................................................. 104 
 Territorial scope of delisting search results under European data 

 protection law: Three alternatives ........................................................................ 106 
 Reference for preliminary ruling from the French Council of State ....... 109 
 Geographic filtering: The way forward? ............................................................. 111 
 Strengths and weaknesses of a more flexible approach .............................. 116 



TABLE OF CONTENTS 

7 

 

 Selected literature ......................................................................................................... 119 
 
Looking for safe harbours outside the European Union ............................ 123 
The issue of onward transfers in EU data protection law and 
its external dimension 
Stefano Saluzzo 

 Introduction ..................................................................................................................... 123 
 Transfers of data outside the European Union: An overview ................... 125 
 The place of onward transfers in EU data protection law ........................... 129 
 Back to public (international) law:  

 The case of  onward transfers between public authorities ........................ 134 
 Theory put into practice: A look at the EU-US Privacy Shield ................... 139 
 Concluding remarks: Is there a case for transnational private 

 regulation? ........................................................................................................................ 142 
 Selected literature ......................................................................................................... 144 

 
Following the digital footprints of airline passengers ................................ 147 
An assessment of the EU-US PNR Agreement with respect to the 
EU right to privacy and data protection 
Elif Mendos Kuşkonmaz 

 Introduction ..................................................................................................................... 147 
 A brief scope of the EU-US PNR Agreement ...................................................... 150 
 What happens to the PNR data in the US? .......................................................... 151 
 Issues with respect to EU fundamental rights of privacy and 

 personal data protection ............................................................................................ 153 
 Determining the necessity of using PNR data in the  

 fight against terrorism and serious transnational crime .................. 156 
 Mass surveillance of passengers: An issue beyond procedural 

 requirements ........................................................................................................ 164 
 Conclusion ........................................................................................................................ 167 
 Selected literature ......................................................................................................... 168 

 
EU SURVEILLANCE 
 
Surveillance for public security purposes .......................................................... 171 
Four pillars of acceptable interference with the fundamental right to privacy 
Wojciech R. Wiewiórowski 

 Introduction ..................................................................................................................... 171 
 European Essential Guarantees .............................................................................. 172 
 Provided by law ............................................................................................................. 173 
 Necessity and proportionality ................................................................................. 175 



TABLE OF CONTENTS 

8 

 

 An independent oversight mechanism ................................................................ 181 
 Effective remedies available to the individual ................................................. 183 
 The Court of Justice confirms the European essential guarantees.......... 185 
 Epilogue ............................................................................................................................. 189 
 Selected Literature ....................................................................................................... 189 

 
Who’s watching the watchers? .................................................................................. 193 
Between transparency and secrecy in intelligence oversight and the 
question of trust 
Mario Oetheimer & Ioannis Kouvakas 

 Introduction ..................................................................................................................... 193 
 The EU diverse landscape of intelligence oversight ...................................... 197 

 Independence (and “non-judicial” independence) .............................. 199 
 Powers and competence .................................................................................. 200 

2.2.1. Necessary expertise ............................................................................. 201 
2.2.2. Binding powers ...................................................................................... 202 
2.2.3. Full access ................................................................................................. 204 

 Public scrutiny ...................................................................................................... 206 
 Proportionality and public trust ............................................................................. 209 
 Concluding remarks ..................................................................................................... 211 
 Selected Literature ....................................................................................................... 212 

 
EU immigration databases under scrutiny ......................................................... 215 
Towards the normalisation of surveillance of movement in an era of 
‘Privacy Spring’? 
Niovi Vavoula 

 Introduction ..................................................................................................................... 215 
 Three waves in the evolution of pan-European immigration 

 databases .......................................................................................................................... 218 
 First wave: Setting up centralised databases for the 

 purpose of enhancing immigration control ............................................ 218 
2.1.1. Keeping away the ‘unwanted’: SIS ................................................. 218 
2.1.2. Monitoring the territorial belonging of asylum seekers 
 and irregular migrants: Eurodac .................................................... 221 

 Second wave: Immigration databases and the ‘War on Terror’ ..... 224 
2.2.1. Targeting visa applicants: VIS ......................................................... 224 
2.2.2. SIS II: Turning SIS from a reporting into an investigation 
 tool ............................................................................................................... 229 
2.2.3. The use of Eurodac data for law enforcement purposes ..... 232 

 Third wave: Generalisation of surveillance of movement of 
 third-country nationals .................................................................................... 235 

2.3.1. Non-visa holders as risky travelers: EES and ETIAS ............. 235 



TABLE OF CONTENTS 

9 

 

2.3.2. Repackaging the existing information systems: SIS II,  
 Eurodac and VIS under refurbishment  ...................................... 241 
2.3.3. Establishment of new systems in the pipeline? ....................... 244 
2.3.4. From compartmentalisation to interoperability ..................... 244 

 Conclusion ........................................................................................................................ 247 
 Selected Literature ....................................................................................................... 248 

 
BIG DATA 
 
A scoping review of predictive analysis techniques for predicting 
criminal events ................................................................................................................... 253 
Anneleen Rummens, Wim Hardyns & Lieven Pauwels 

 Introduction ..................................................................................................................... 254 
 Big data and predictive analysis ................................................................... 254 
 Theoretical frameworks of predicting crime ......................................... 255 
 Towards prospective methods for predictive policing ...................... 258 
 Objective and research questions ................................................................ 262 

 Predictive policing methods ..................................................................................... 264 
 Review methodology ................................................................................................... 268 
 Review results ................................................................................................................ 269 

 Predictive policing as a topic in scientific literature ........................... 269 
 Empirical studies of predictive policing methods ................................ 270 

4.2.1. Study locations ....................................................................................... 271 
4.2.2. Study method groups .......................................................................... 271 
4.2.3. Crime types .............................................................................................. 272 
4.2.4. Input variables ....................................................................................... 272 
4.2.5. Unit of analysis ....................................................................................... 273 
4.2.6. Predictive ability assessment .......................................................... 274 

 Effectiveness of predictive policing for situational crime 
 control and prevention ..................................................................................... 275 

 Discussion & conclusions ........................................................................................... 278 
 Selected literature ......................................................................................................... 281 
 Appendix I: Review protocol .................................................................................... 289 
 Appendix II: Review flow diagram ........................................................................ 290 
 Appendix III: Overview of the selected studies with their 

 main characteristics ..................................................................................................... 291 
 
Big data in the pharmaceutical sector .................................................................. 293 
Current developments and legal challenges 
Claudia Seitz 

 Introduction ..................................................................................................................... 293 
 Big data developments in the pharmaceutical sector ................................... 295 



TABLE OF CONTENTS 

10 

Development of big data research ............................................................... 295 
Big data and the pharmaceutical industry ............................................... 296 

Genetics and genomics as new pharmaceutical technologies ................... 296 
Analysis of genomes .......................................................................................... 296 
Pharmacogenomics ............................................................................................ 297 

Predictive and personalized medicine ................................................................. 298 
Pharmacogenomics and data analysis ....................................................... 298 
Personalized medicine...................................................................................... 298 
Use of data for pharmaceutical studies ..................................................... 299 
Conducting human research trials and use of big data ...................... 301 

Risks and challenges in relation to genetic tests ............................................. 301 
Informing patients and informed consent ............................................... 301 
Possibilities of misuse of genetic tests ...................................................... 302 

European Convention on Human Rights and the Oviedo Convention ... 302 
The right to private life and the right to information ......................... 302 
General principles of human rights in the field of biomedicine ..... 303 
Genetic testing and protection of the human genome ....................... 304 

UNESCO Declaration on the Human Genome and Human Rights ............ 305 
EU data protection law ............................................................................................... 306 

EU Charter of Fundamental Rights ............................................................. 306 
General Data Protection Regulation ........................................................... 306 
EU data protection law in the pharmaceutical sector ........................ 308 

Conclusions ...................................................................................................................... 309 
 Selected literature ......................................................................................................... 309 

Targeting children with personalised advertising ........................................ 313 
How to reconcile the (best) interests of children and advertisers 
Valerie Verdoodt & Eva Lievens

Children(‘s rights) and personalised advertising ........................................... 313 
Tracking, profiling and targeting: three different steps .................... 315 
Persuasive tactics and the impact on children’s advertising 
literacy skills ......................................................................................................... 317 
Balancing children’s and advertisers’ interests .................................... 319 

Personalised advertising in the current regulatory framework .............. 321 
Collecting and processing of children’s personal data under the 
GDPR and the proposed ePrivacy Regulation ........................................ 321 
Personalised advertising in the Unfair Commercial  
Practices Directive? ............................................................................................ 330 

Self-regulation and targeting children with personalised advertising .. 331 
Reconciling children’s and advertisers’ (best) interests ............................. 335 
Selected literature ......................................................................................................... 337 



  

313 

 

Targeting children with personalised advertising 

How to reconcile the (best) interests 
of children and advertisers1 

VALERIE VERDOODT2 & EVA LIEVENS3 

Children are increasingly confronted online with targeted advertising that is 
personalised on the basis of their personal characteristics and behaviour. The 
tracking, profiling and targeting practices that enable personalisation are so-
phisticated and opaque, and as such, significantly impact children’s ability to 
make carefully considered and critical commercial decisions or decisions 
concerning their privacy and personal data. This raises important issues from 
a children’s rights perspective, particularly for their rights to development, 
privacy and protection against economic exploitation. Nevertheless, the digi-
tal advertising industry plays an important role in the creation and mainte-
nance of good-quality content and digital environments for children. Whereas 
the regulatory framework in place already covers existing tracking, profiling 
and targeting practices, this chapter questions whether the framework is ap-
propriate for reconciling the interests of advertisers and children.  

 CHILDREN(‘S RIGHTS) AND PERSONALISED ADVERTISING  

Children grow up in a commercial environment in which they, from an early 
age, come across advertising for a multitude of products and services. 4 
Throughout their childhood, they learn how to cope with the overload of such 

                                                                  
1 This chapter builds on research carried out in the framework of two research pro-
jects: (1) AdLit: Advertising Literacy in a New Media Environment Investigating Mi-
nors’ Persuasion Knowledge in Relation to New Advertising Formats, Research Fund 
Flanders and (2) A children’s rights perspective on privacy and data protection in the 
digital age: a critical and forward-looking analysis of the General Data Protection Reg-
ulation and its implementation with respect to children and youth, Special Research 
Fund Ghent University. 

2 PhD researcher, Centre for IT and IP Law, KU Leuven. Email: valerie.verdoodt@ku-
leuven.be. 

3 Assistant professor of Law & Technology, Faculty of Law, Ghent University. Email: 
e.lievens@ugent.be.  

4 Barrie Gunter, Kids and Branding in a Digital World (Manchester University Press 
2016) 1. 
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commercial information and develop critical decision-making skills.5 Schol-
ars refer in this regard to children’s ‘advertising literacy’, which includes their 
advertising-related knowledge, attitudes, and skills, such as the ability to rec-
ognise commercial messages, to understand the persuasive intent of such 
messages, and to critically evaluate them. Children already display some level 
of brand consciousness at a very young age (even starting from the age of 2 
years old).6 This is part of the reason why advertisers and marketers target 
children from the earliest stages of their lives, essentially transforming them 
into young consumers. Moreover, the digital environment, in which children 
spend a lot of their time,7 is increasingly permeated with sophisticated and 
personalised forms of advertising.8 Increased computing capabilities allow 
commercial entities to track children’s online behaviour and preferences, on 
the basis of which they are then profiled and targeted with tailored marketing 
campaigns.9 While the advertising industry argues that personalised adver-
tising (eg online behavioural advertising or location-based advertising) is 
more relevant and efficient10, the tracking, profiling and targeting of children 
may raise significant questions from a children’s rights perspective.  

                                                                  
5 Veroline Cauberghe and others, ‘Reclamewijsheid Bij Kinderen En Jongeren: Onder-
zoeksrapport in Opdracht van Vlaams Ministerie van Cultuur, Jeugd, Sport En Media’ 
(2012) <https://biblio.ugent.be/publication/4130480/file/4130494>; Esther Ro-
zendaal and others, ‘Reconsidering Advertising Literacy as a Defense Against Adverti-
sing Effects’ (2011) 14 Media Psychology 333.  

6 Gunter (n 4) 2; Liselot Hudders and others, ‘Shedding New Light on How Advertising 
Literacy Can Affect Children’s Processing of Embedded Advertising Formats: A Future 
Research Agenda’ (2017) 46 Journal of Advertising 333. 

7 Stéphane Chaudron and others, Young Children (0-8) and Digital Technology: A Qual-
itative Exploratory Study across Seven Countries. (Publications Office 2015) 
<http://dx.publications.europa.eu/10.2788/00749>; Sonia Livingstone, John Carr 
and Jasmina Byrne, ‘One in Three: Internet Governance and Children’s Rights’ (Centre 
for International Governance Innovation and the Royal Institute of International Af-
fairs 2015) 22 <https://www.cigionline.org/publications/one-three-internet-gov-
ernance-and-childrens-rights>. 

8 Valerie Verdoodt, Damian Clifford and Eva Lievens, ‘Toying with Children’s Emo-
tions, the New Game in Town? The Legality of Advergames in the EU’ (2016) 32 Com-
puter Law & Security Review 599.  

9 Amanda Lenhart and Mary Madden, ‘Teens, Privacy and Online Social Networks’ 
<http://www.pewinternet.org/2007/04/18/teens-privacy-and-online-social-net-
works/>.  

10 Howard Beales, ‘The Value of Behavioral Targeting’ (2010) 1 Network Advertising 
Initiative <https://pdfs.semanticscholar.org/e2eb/6726f5a29d9c14dafaf056be9a3 
ade877b0a.pdf>. Sophie C Boerman, Sanne Kruikemeier and Frederik J Zuiderveen 
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This chapter analyses how these personalised advertising practices are cur-
rently regulated, while looking through the lens of the children’s rights frame-
work. In the first section, targeted and personalised advertising is conceptu-
alised, and the potential impact thereof on children’s advertising literacy is 
discussed. Secondly, the regulatory framework that is relevant for such types 
of advertising is mapped. Ultimately, the chapter questions how the regula-
tory framework may contribute to the reconciliation of the different interests 
of children and advertisers in the digital environment. 

 Tracking, profiling and targeting: three different steps  

Before personalised advertisements are targeted at children, a chain of 
events takes place.  

First, children’s personal data are collected, on the basis of which the com-
mercial message may be tailored. For instance, for online behavioural adver-
tising11 – a specific form of personalised advertising – this would be the track-
ing or monitoring of children’s online behaviour.12 It may consist inter alia of 
tracking their search history, media consumption (eg videos, songs, news ar-
ticles) and communication data.13 The majority of existing online tracking 
technologies is based on cookies, or use cookies as the backbone.14 KOSTA 

                                                                  
Borgesius, ‘Online Behavioral Advertising: A Literature Review and Research Agenda’ 
(2017) 46 Journal of Advertising 363. 

11 Boerman and others define online behavioural advertising as: “the practice of mon-
itoring people’s online behaviour and using the collected information to show people in-
dividually targeted advertisements”. Boerman, Kruikemeier and Zuiderveen Borgesius 
(n 10). According to the IAB Europe Framework, OBA is “the collection of data from a 
particular computer or device regarding web viewing behaviours over time and across 
multiple web domains not under common control for the purpose of using such data to 
predict web user preferences or interests to deliver online advertising to that particular 
computer or device based on the preferences or interests inferred from such web viewing 
behaviours.” See also: Article 29 Data Protection Working Party, ‘Opinion 2/2010 on 
Online Behavioural Advertising WP 171’ (2010) <http://ec.europa.eu/justice_home/ 
fsj/privacy/index_en.htm>. 

12 Other forms include location-based advertising or for instance social ads including 
friends’ names, or advertising based on other elements such as a person’s age, sex, etc.   

13 Frederik J Zuiderveen Borgesius, ‘Mensen Aanwijzen Maar Niet Bij Naam Noemen: 
Behavioural Targeting, Persoonsgegevens En de Nieuwe Privacyverordening’ (2016) 
Tijdschrift voor Consumentenrecht en handelspraktijken <https://www.ivir.nl/pu-
blicaties/download/1786>. 

14  Georgia Skouma and Laura Léonard, ‘On-Line Behavioral Tracking: What May 
Change after the Legal Reform on Personal Data Protection’, Reforming European Data 
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clarifies that cookies are files that contain certain information on specific us-
ers and their interests and preferences.15 The information is transmitted via 
the cookie from a server to the web browser of the user and back each time 
the user accesses a server’s page using the same browser. As a result, KOSTA 
explains, the website ‘knows’ what language or the type of advertising speci-
fied users prefer.16 Other popular technologies include plugins and device 
fingerprinting.17 In 2015, an international network of data protection author-
ities conducted a privacy sweep of 1494 children’s websites and apps, which 
showed that 67% of the websites and apps were in fact collecting children’s 
personal data and 50% shared this personal data with third parties.18 

A second step that forms part of the serving of personalised advertising con-
sists of profiling. Profiling can be understood as a data mining method, which 
involves data harvesting and conversion of data into profiles. More specifi-
cally, BOSCO et al. describe profiling as an (semi-)automated process to exam-
ine large data sets in order to create classes or categories of characteristics.19 
The categories can be used to generate profiles (ie sets of correlated data) of 
inter alia individuals, groups or places. Subsequently, statistical methods can 
be used to generate analytical information regarding future trends or to pre-
dict future behaviours or developments. In other words, profiling transforms 
data into a new form of knowledge, by identifying patterns that are invisible 
to the human eye.20 A similar definition was adopted in the Recommendation 

                                                                  
Protection Law (Springer 2015); Frederik J Zuiderveen Borgesius, ‘Personal Data Pro-
cessing for Behavioural Targeting: Which Legal Basis?’ (2015) 5 International Data 
Privacy Law 163; E Kosta, ‘Peeking into the Cookie Jar: The European Approach to-
wards the Regulation of Cookies’ (2013) 21 International Journal of Law and Infor-
mation Technology 380.  

15 Kosta (n 14). 

16 ibid. 

17  Ibrahim Altaweel, Nathan Good and Chris Jay Hoofnagle, ‘Web Privacy Census’ 
[2015] Technology Science <https://papers.ssrn.com/sol3/papers.cfm?abstract_id= 
2703814>. 

18  Global Privacy Enforcement Network, ‘Children’s Privacy Sweep’ (2015) 
<http://194.242.234.211/documents/10160/0/GPEN+Privacy+Sweep+2015.pdf>.  

19 Francesca Bosco and others, ‘Profiling Technologies and Fundamental Rights and 
Values: Regulatory Challenges and Perspectives from European Data Protection Au-
thorities’, Reforming European Data Protection Law (Springer 2015) 4. 

20 Mireille Hildebrandt, ‘Profiling: From Data to Knowledge’ (2006) 30 Datenschutz 
und Datensicherheit-DuD 548; Claude Castelluccia, ‘Behavioural Tracking on the In-
ternet: A Technical Perspective’ in Serge Gutwirth and others (eds), European Data 
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of the Committee of Ministers of the Council of Europe on the protection of 
individuals with regard to automatic processing of personal data in the con-
text of profiling.21 According to that Recommendation, profiling is an auto-
matic data processing technique that consists of applying a ‘profile’ to an in-
dividual, particularly in order to take decisions concerning her or him or for 
analysing or predicting her or his personal preferences, behaviours and atti-
tudes.22 This Recommendation specifies that profiling entails that data on in-
dividual behaviour or characteristics is collected, which is analysed to corre-
late certain behaviour(al characteristics), and then the correlation is applied 
to an identified or identifiable person in order to deduct previous, current or 
future characteristics. 

Third, on the basis of a specific consumer profile, advertisers tailor their com-
mercial messages to have a more persuasive effect. Messages are targeted at 
persons, including children, who have been profiled as potentially interested 
in or receptive to the products or services that are promoted. 

 Persuasive tactics and the impact on children’s advertising 
literacy skills 

It has been argued that personalised advertising techniques allow a more ef-
fective transmission of the commercial message, as advertisers can respond 
explicitly to a specific user’s developmental level and knowledge base.23 This 
is a distinct advantage when it comes to building a strong and lasting personal 
interaction and connection with the child consumer. Indeed, studies have 
shown that commercial messages that correspond with the interests and be-
haviour of consumers will lead to a more positive brand attitude, as the mes-
sage is perceived as less instrusive, more relevant and useful, ultimately in-
creasing consumers’ purchase intentions.24 In addition, YAN et al. found that 

                                                                  
Protection: In Good Health? (Springer Netherlands 2012) <http://www.spring-
erlink.com/index/10.1007/978-94-007-2903-2_2>. 

21 Council of Europe, The Protection of Individuals with Regard to Automatic Processing 
of Personal Data in the Context of Profiling, Recommendation CM/Rec(2010)13 and Ex-
planatory Memorandum (Council of Europe 2010).   

22 ibid. 

23 Sandra L Calvert, ‘Children as Consumers: Advertising and Marketing’ (2008) The 
Future of Children 205; Cauberghe and others (n 5). 

24 Laura F Bright and Terry Daugherty, ‘Does Customization Impact Advertising Effec-
tiveness? An Exploratory Study of Consumer Perceptions of Advertising in Custom-
ized Online Environments’ (2012) 18 Journal of Marketing Communications 19; 
Anindya Ghose and Sha Yang, ‘An Empirical Analysis of Search Engine Advertising: 
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the click-through rates of advertisements employing behavioral targeting 
techniques increased enormously.25 However, regardless of the effectiveness 
of such techniques, other important considerations should be taken into ac-
count when deciding whether it is fair that advertisers target children with 
this type of advertising. 

First, the tracking of consumers’ online information and activities often hap-
pens covertly. BOERMAN et al. argue that this covertness may be harmful as 
well as unethical, since consumers are not aware of the persuasive techniques 
used. 26  Furthermore, although the advertising sector has rapidly adopted 
personalisation techniques, research on the effects thereof on children’s ad-
vertising literacy remains scarce.27 DE PAUW ET AL. recently found that while 
children between 9 and 11 recognised a personalised advertisement (not in-
tegrated in the media content), few of them immediately understood that the 
advertisement was based on previous browsing behaviour. In general, chil-
dren’s commercial literacy increases gradually as they get older. For instance, 
research has shown that children between 12 and 16 years old have less 
knowledge of social media advertising and are less critical than youngsters 
above 16 years.28 However, studies on personalised advertising and adoles-
cents, a group of avid social media users who are frequently exposed to such 
advertising, paint an interesting picture. The level of personalisation of ad-
vertising may be different depending on the types and amount of personal 
data used.29 If the level of personalisation of a commercial message is too 

                                                                  
Sponsored Search in Electronic Markets’ (2009) 55 Management Science 1605; Rob-
ert S Moore, Claire Allison Stammerjohan and Robin A Coulter, ‘Banner Advertiser-
Web Site Context Congruity And Color Effects On Attention And Attitudes’ (2005) 34 
Journal of Advertising 71.  

25 Jun Yan and others, ‘How Much Can Behavioral Targeting Help Online Advertising?’, 
Proceedings of the 18th international conference on World wide web (ACM 2009). 
<http://dl.acm.org/citation.cfm?id=1526745>; Pieter De Pauw and others, ‘From Per-
suasive Messages to Tactics: Exploring Children’s Knowledge and Judgement of New 
Advertising Formats’ (2017) New Media & Soceity 1. 

26 Boerman, Kruikemeier and Zuiderveen Borgesius (n 10). 

27 Brahim Zarouali and others, ‘“Do You like Cookies?” Adolescents’ Skeptical Pro-
cessing of Retargeted Facebook-Ads and the Moderating Role of Privacy Concern and 
a Textual Debriefing’ (2017) 69 Computers in Human Behavior 157 

28 Cauberghe and others (n 5). 

29 Boerman, Kruikemeier and Zuiderveen Borgesius (n 10). 
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high, consumers may view this as a breach of their privacy.30 ZAROUALI et al. 
confirmed this in a recent study on the impact of retargeting on adolescents.31 
First, the direct effect of retargeted advertising on adolescents’ purchase in-
tention was indeed higher than for non-retargeted advertising, meaning that 
in general adolescents responded quite favourably to this advertising tech-
nique. However, the study also found that a retargeted ad indirectly leads to 
a negative effect on the purchase intention when adolescents are made aware 
that their personal information was being used to target the commercial mes-
sage at them. In other words, personalisation techniques may also trigger 
skepticism and privacy concerns. In addition, ongoing research by ZAROUALI 
et al. uncovered rather worrying findings about adolescents’ understanding 
of personalised advertising techniques employed in social media. Preliminary 
results of the study show that although the level of advertising literacy of chil-
dren for these techniques gradually increases when they get older, almost 
half of 17 year olds have a really low understanding of persuasion tactics.32 

 Balancing children’s and advertisers’ interests  

In the context of personalised advertising, several children’s rights are at 
stake. The largely opaque practices and techniques employed, paired with 
children’s low level of advertising literacy vis-à-vis personalised advertising 
most importantly affects children’s right to development (article 6 United Na-
tions Convention on the Rights of the Child; UNCRC), right to privacy (article 
16 UNCRC) and right to protection against economic exploitation (article 32 
UNCRC). In addition, article 3 UNCRC states that in all actions concerning chil-
dren their best interests should be the primary consideration (article 3 
UNCRC).33 In other words, this principle requires governments, public and 
private bodies to conduct child impact assessments and evaluate the impact 
of any proposed law, policy or decision on children’s rights.34 The first para-
graph of article 3 UNCRC seems to indicate that the best interests of a child 

                                                                  
30 Marjolijn L. Anteunis and Guda Van Noort, ‘Interactivity effects in social media mar-
keting on brand engagement: an investigation of underlying mechanisms’ (2011) The 
10th ICORIA 2011 Berlin: June 23rd-25th 2011: conference programme.  

31 Zarouali and others (n 27). 

32 Brahim Zarouali and others, ‘Adolescents’ advertising competences and institu-
tional privacy protection strategies on social networking sites: Implications for regu-
lation’ (Forthcoming) AdLit Project.  

33 General UN Committee on the Rights of the Child, ‘General Comment No. 5 (2003) 
General Measures of Implementation of the Convention on the Rights of the Child (arts 
4, 42 and 44, para 6)’ (2003) para 45.  

34 ibid. 
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must be assessed inividually. However, in many decisions related to the digi-
tal environment this is not what happens in practice.35 For instance, when 
setting an age threshold from which a child can consent with the processing 
of his or her personal data in the context of information society services (in-
fra), rather than an individual assessment, the best interests of children as a 
group or in general are at the centre of the consideration. The principle also 
requires that States must ensure that the best interests of the child are taken 
as a primary consideration in decisions and actions undertaken by the private 
sector. In the context of personalised advertising, this could be interpreted as 
requiring that the parties involved in the advertising chain must consider the 
best interests of children when profiling children, and tailoring and targeting 
their advertisements to this particular group of consumers.   

From the perspective of the rights to development, privacy and protection 
from economic exploitation, it is important to acknowledge that children of-
ten do not grasp the scope of underlying data processing activities and busi-
ness models of online actors.36 Moreover, research has shown that children 
generally consider themselves as having a right to privacy online from their 
parents or peers (ie social privacy), but do not understand that their privacy 
may also be infringed upon by (State or) commercial actors.37 The right to 
privacy also has an important participatory dimension for children, as it is 
essential for their individual autonomy and self-determination, and a precon-
dition of participation. It is important to realise that personalised advertising 
has the capacity not only to compartmentalise children, but also to shape 
their preferences and interests accordingly, ultimately affecting their auton-
omy and development. In this regard, SAVIRIMUTHU warns that the increased 

                                                                  
35 Eva Lievens and others, ‘Children’s Rights and Digital Technologies’, in Ursula Kil-
kelly and Ton Liefaard (eds), International Children’s Rights Law (Springer 2018) 
(forthcoming). 

36 According to the OECD for example, children lack the awareness and capacity to 
foresee the potential long-term privacy consequences of the disclosure of their per-
sonal data online. OECD, ‘The Protection of Children Online - Recommendation of the 
OECD Council, Report on Risks Faced by Children Online and Policies to Protect Them’ 
(2012). 

37 Lievens and others (n 35); Ofcom Office of Communications, ‘Social Networking A 
Quantitative and Qualitative Research Report into Attitudes, Behaviours and Use’ 
(Ofcom Office of Communications 2008). 
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role of algorithms in defining children’s consumer experience should not dis-
regard the value of a child’s emotional space, which should not be subject to 
the inside the box-thinking that underpins profiling-based decisions. 38 

These considerations should be offset against the fact that advertising reve-
nue allows for the development of children’s media content and digital plat-
forms. At the moment, the dominant business model for online services re-
mains advertising-based. Users often do not have to pay for the services, but 
in exchange personal information is collected and advertisements are part of 
the environment. As such, the creation of content and online spaces enables 
the exercise of other children’s rights, including inter alia their right to infor-
mation, to access and to participation in digital media. Moreover, for children 
to grow up to be critical, informed consumers, within these spaces they 
should have the opportunity to develop and practice advertising literacy 
skills which are needed to make balanced commercial decisions. The regula-
tory framework in place, encompassing both self-regulation and legislation, 
should enable the reconciliation of the interests of children and advertisers 
in relation to personalised advertising. 

 PERSONALISED ADVERTISING IN THE CURRENT               
REGULATORY FRAMEWORK  

 Collecting and processing of children’s personal data under 
the GDPR and the proposed ePrivacy Regulation 

At the EU level, the collection and processing of children’s data is covered by 
the General Data Protection Regulation (“GDPR”) 39  and the ePrivacy Di-
rective (infra). The GDPR, which was adopted by the European Union Parlia-
ment and Council on 27 April 2016, and will be applicable as of 25 May 

                                                                  
38  Joseph Savirimuthu, ‘Unfair Commercial Practies, the Consumer Child and New 
Technologies: What Should We Regulate? Some Policy Provocations’ (2014) 
<https://www.liverpool.ac.uk/media/livacuk/law/european-childrens-rights-
unit/BriefingNote.pdf>. 

39 Parliament and Council Regulation (EU) 2016/679 of 27 April 2016 on the protec-
tion of natural persons with regard to the processing of personal data and on the free 
movement of such data, and repealing Directive 95/46/EC (General Data Protection 
Regulation) [2016] OJ L119/1.  
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2018,40 applies to (most often fully or partially automated)41 processing42 of 
personal data43 (Article 2 GDPR). This revised regulatory framework is un-
derpinned by the idea that individuals should have control of their own per-
sonal data.44 The GDPR pays particular attention to children and acknowl-
edges that they merit ‘specific protection’ regarding their personal data. This 
is because children are less aware of the risks and the consequences of the 
processing of their personal data on their rights.45 Moreover, the GDPR rec-
ognises that the processing of children’s personal data may result in risks to 
their rights and freedoms.46 Specific protection should be awarded to chil-
dren especially when their personal data is processed in the context of mar-
keting and profiling, or in relation to services offered directly to a child.47 Ad-

                                                                  
40  Until then the Data Protection Directive (Parliament and Council Directive 
95/46/EC of 24 October 1995 on the protection of individuals with regard to the pro-
cessing of personal data and on the free movement of such data [1995] OJ L281/31) 
remains applicable.  

41 As well as to ‘processing other than by automated means of personal data which form 
part of a filing system or are intended to form part of a filing system’ (art 2 GDPR).  

42 Processing is ‘any operation or set of operations which is performed on personal data 
or on sets of personal data, whether or not by automated means, such as collection, re-
cording, organisation, structuring, storage, adaptation or alteration, retrieval, consul-
tation, use, disclosure by transmission, dissemination or otherwise making available, 
alignment or combination, restriction, erasure or destruction’ (art 4(2) GPDR).  

43 Personal data is ‘any information relating to an identified or identifiable natural per-
son (‘data subject’); an identifiable natural person is one who can be identified, directly 
or indirectly, in particular by reference to an identifier such as a name, an identification 
number, location data, an online identifier or to one or more factors specific to the phys-
ical, physiological, genetic, mental, economic, cultural or social identity of that natural 
person’ (art 4 (1) GDPR).  

44 Recital 7 GDPR.  

45 Recital 38 GDPR. 

46 Recital 75 GDPR.  

47 Recital 38 GDPR. 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vertisers that want to process children’s personal data for the delivery of per-
sonalised advertising48 will have to comply with the principles and require-
ments49 for data controllers50 and the specific protection for children in the 
GDPR. One of these requirements entails that personal data may only be pro-
cessed to the extent that there is a ‘legitimate ground’ justifying the pro-
cessing.51 In the context of personalised advertising, the consent of the data 
subject52 or the legitimate interest of the controller are possible legitimation 
grounds. If the former is relied upon as a legitimate ground for processing 
children’s personal data, article 8 of the GDPR requires verifiable parental 
consent for the processing of personal data of children under 16 (or lower53) 
in the context of ‘information society services’54 directly offered to a child.55 
Regarding the latter ground, recital 47 GDPR specifies that ‘direct marketing’ 

                                                                  
48 It has been argued by behavioural targeting companies that, as long as they do not 
tie names to data they hold about individuals, they do not process any personal data, 
and that, therefore, the data protection framework does not apply to them. Zuiderveen 
Borgesius, however, argues that when data is used to single out an individual to target 
him or her with tailored advertising, the data protection legislation should apply: 
Zuiderveen Borgesius (n 13). 

49 This includes inter alia the principles of fairness, transparency, data minimisation, 
accuracy, purpose limitation, storage limitation, but also obligations with regard to 
data subjects’ rights. For a comprehensive overview see Brendan Van Alsenoy, ‘Regu-
lating Data Protection: The Allocation of Responsibility and Risk among Actors In-
volved in Personal Data Processing’ (2016) <https://lirias.kuleuven.be/handle/ 
123456789/545027>. 

50 A data controller is the natural or legal person, public authority, agency or other 
body which, alone or jointly with others, determines the purposes and means of the 
processing of personal data; Art 4 (8) GDPR. 

51 Art 6 GDPR. 

52 The consent has to be freely given, specific, informed and unambiguous. The defini-
tion of consent can be found in recital 32 GDPR and article 4 (11) GDPR. 

53 Member States may lower this threshold to a minimum of 13 years. For a mapping 
of the recent national guidance and proposals in this context, see Eva Lievens and In-
grida Milkaite, ‘Better Internet for Kids - Age of Consent in the GDPR: Updated Map-
ping’ <https://www.betterinternetforkids.eu/web/portal/practice/awareness/de-
tail?articleId=2019355>. 

54 Information society services (eg social media, search engines, apps) often rely on 
personalised advertising as an essential element of their business model.  

55 For more information see Eva Lievens and Valerie Verdoodt, ‘Looking for Needles 
in a Haystack: Key Children’s Rights Issues in the General Data Protection Regulation’ 
[2017] Computer Law & Security Review. 
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may constitute a legitimate interest for the controller and hence offer a legit-
imation ground other than the consent of the data subject.56 This, however, 
must entail a careful balancing of the legitimate interest of the controller 
against the interests, fundamental rights and freedoms of children.57 If chil-
dren are involved, the GDPR clarifies that their interests may override those 
of the controller more easily, implying a heavier responsibility for controllers 
using this ground for processing (Article 6, 1) (f) GDPR). Yet, in relation to 
direct marketing it has been argued by the Belgian Privacy Commission that 
obtaining consent remains a best practice.58 Also in relation to online behav-
ioural advertising it has been argued by scholars that consent is the only ap-
propriate legitimation ground.59 

The ePrivacy Directive60 contains rules for the processing of personal data in 
the electronic communication sector and the free movement of such data and 
of electronic communication equipment and services.61 As such, it forms an 
additional layer of protection, complementing62 the GDPR. At the moment, 

                                                                  
56 Recital 47 GDPR.  

57 In this regard, Macenaite and Kosta argue that this processing ground potentially 
protects children more than relying on consent, should data controllers fully consider 
all factors of data processing and ensure children’s interests and fundamental rights 
are duly taken into account. Milda Macenaite and Eleni Kosta, ‘Consent for Processing 
Children’s Personal Data in the EU: Following in US Footsteps?’ (2017) 26 Information 
& Communications Technology Law 146. 

58 Belgian Privacy Commission, ‘Recommendation No. 02/2013 of 30 January 2013 
Regarding Direct Marketing and the Protection of Personal Data’ (2013) <https:// 
www.privacycommission.be/sites/privacycommission/files/documents/aanbevel-
ing_02_2013.pdf> 12.  

59 Zuiderveen Borgesius (n 14).   

60 Parliament and Council Directive 2002/58/EC of 12 July 2002 concerning the pro-
cessing of personal data and the protection of privacy in the electronic communica-
tions sector (Directive on privacy and electronic communications) [2002] OJ L201/37, 
which was amended in 2009 by the Parliament and Council Directive 2009/136/EC 
of 25 November 2009 amending Directive 2002/22/EC on universal service and us-
ers’ rights relating to electronic communications networks and services, Directive 
2002/58/EC concerning the processing of personal data and the protection of privacy 
in the electronic communications sector and Regulation (EC) No 2006/2004 on coop-
eration between national authorities responsible for the enforcement of consumer 
protection laws [2009] OJ L337/11 (hereafter the ePrivacy Directive). 

61 Recital 24 ePrivacy Directive: ‘any information’ that is stored on the terminal equip-
ment of a user, rather than personal data. 

62 It is a lex specialis to the GDPR and as such complements it. 
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the current ePrivacy Directive, which already covers popular tracking tech-
nologies such as cookies63, is under review. In January 2017, the European 
Commission launched its proposal for an ePrivacy Regulation,64 which is set 
to replace the ePrivacy Directive and align the rules for electronic communi-
cations with the new standards of the GDPR.65 The proposed Regulation sig-
nificantly expands its scope of application, inter alia by explicitly including 
Over-the-Top communications services or ‘OTTs’ (ie online services that 
could to a certain extent substitute traditional media and telecom services, 
such as Skype, WhatsApp, Facebook Messenger).66 It also brings about im-
portant changes for the players involved in targeted advertising, by requiring 
the same type of consent as in the GDPR for the placement and accessing of 
cookies or the use of other tracking technologies (eg device finger printing).67 
According to the most recent draft legislative resolution of the European Par-
liament, users need to be provided with granular settings for consent, distin-
guishing between different categories: (1) tracking for commercial purposes 
or for direct marketing for non-commercial purposes (eg behavioural adver-

                                                                  
63 Article 5(3) of the Directive provides that the installation of and access to cookies 
on users’ terminal equipment (eg smartphones, laptops) is only allowed with their 
consent, except for ‘functional cookies’ or ‘similar technologies’. 

64 Proposal for a Regulation of the European Parliament and of the Council concerning 
the respect for private life and the protection of personal data in electronic 
communications and repealing Directive 2002/58/EC (Regulation on Privacy and 
Electronic Communications) 2017. 

65 The European Commission hopes to finalise the Regulation by the 25th of May 2018, 
when the GDPR becomes applicable. The draft proposal was discussed and voted by 
the LIBE committee of the European Parliament (EP) in October 2017. 

66 Regarding territorial scope, it does not only envisage entities in the EU, but any elec-
tronic communication service provided to end-users within the EU and devices lo-
cated in the EU, regardless of the service provider’s location.  

67 Art 7(4) of the GDPR requires consent to be ‘freely given, specific, informed and un-
ambiguous’ and must be expressed by way of a ‘statement or by a clear affirmative 
action.’ Recital 20 of the Parliament’s draft legislative resolution requires in relation 
to tracking that “users should receive all information about the intended processing in 
clear and easily understandable language.” European Parliament, Draft legislative res-
olution on the proposal for a regulation of the European Parliament and of the Council 
concerning the respect for private life and the protection of personal data in electronic 
communications and repealing Directive 2002/58/EC (Regulation on Privacy and 
Electronic Communications) (2017) <http://www.europarl.europa.eu/sides/getDoc. 
do?type=REPORT&reference=A8-2017-0324&language=EN> (hereafter ‘EP Draft Le-
gislative Resolution’). 
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tising); (2) tracking for personalised content; (3) tracking for analytical pur-
poses; (4) tracking of location data; (5) providing personal data to third par-
ties (including providing unique identifiers to match with personal data held 
by third parties).68 Furthermore, one of the amendments explicitly states that 
the regulation should prevent the use of tracking or cookie walls (ie a barrier 
that users can only pass if they consent to tracking by third parties)69. Accord-
ing to the EP, “tracking walls do not help users to maintain control over their 
personal information and privacy or become informed about their rights”.70  

Yet, whereas the GDPR explicitly recognises children as a vulnerable group of 
individuals that deserve specific protection when it comes to the processing 
of their personal data (supra), especially in the context of profiling and mar-
keting, the original proposal for an ePrivacy Regulation contained no refer-
ences to children.71 However, as children are increasingly targeted directly 
by services tailored to a young audience it would make sense to align the pro-
posed Regulation with the GDPR, by recognising that children need specific 
protection when it comes to the processing of their communications data. As 
mentioned above, research has shown that children have little or no under-
standing of and knowledge about the tracking technologies used and the ex-
tent and sensitivity of the data collected for personalised advertising.72 These 
findings resonate in the viewpoint of the Article 29 Working Party, who ar-
gued in 2013 that in the best interest of the child companies ‘should not pro-
cess children’s personal data for behavioural advertising purposes, neither di-
rectly nor indirectly, as this will be outside the scope of a child’s understanding 
and therefore exceed the boundaries of lawful processing’.73 Moreover, it has 
been argued in this context, for instance by BEUC, that specific limitations on 

                                                                  
68 Recital 23 EP Draft Legislative Resolution. 

69 Frederik J Zuiderveen Borgesius and others, ‘Tracking Walls, Take-It-Or-Leave-It 
Choices, the GDPR, and the EPrivacy Regulation’ (2017) 3 European Data Protection 
Law Review 353.  

70 Recital 22 EP Draft Legislative Resolution. 

71 Most notably, article 8 GDPR is not reflected in the proposal. 

72 This includes a reference to the specific standard of consent as introduced by art 8 
GDPR. 

73 Article 29 Data Protection Working Party, ‘Opinion 02/2013 on Apps on Smart De-
vices, WP202’ (2013) <http://ec.europa.eu/justice/data-protection/article-29/docu-
mentation/opinion-recommendation/files/2013/wp202_en.pdf>; Article 29 Data 
Protection Working Party, ‘Opinion 2/2010 on Online Behavioural Advertising WP 
171’ (n 11). 
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the collection and use of children’s communication data are needed.74  In the 
Opinion of the Committee on the Internal Market and Consumer Protection,75 
these ideas were integrated in a proposal for a new recital 16a: 

Regulation (EU) 2016/679 of the European Parliament and of the 
Council explicitly recognises the need to provide additional protection 
to children, given that they may be less aware of the risks and conse-
quences associated with the processing of their personal data. This 
Regulation should also grant special attention to the protection of chil-
dren's privacy. They are among the most active internet users and 
their exposure to profiling and behaviourally targeted advertising 
techniques should be prohibited. 

Parallel to the consideration included in recital 38 of the GDPR, a new recital 
23a was proposed confirming the need for specific protection with regard to 
children’s online privacy, as they are less aware of the risks and consequences 
associated to their online activities, as well as less aware of their rights. For 
that reason, the IMCO Opinion stresses that specific safeguards are necessary 
in relation to the use of children's data, notably for the purposes of marketing 
and the creation of personality or user profiles. As a result of these consider-
ations, the Opinion proposed a new paragraph 1 to be added to article 6 as-
serting that  

Electronic communications data that is generated in the context of an 
electronic communications service designed particularly for children 
or directly targeted at children shall not be used for profiling or behav-
iourally targeted advertising purposes. 

In addition, a new paragraph 4a to article 8 was proposed stating that ‘[t]er-
minal equipment that is intended particularly for children's use shall implement 
specific measures to prevent access to the equipment's storage and processing 
capabilities for the purpose of profiling of its users or tracking their behaviour 
with commercial intent.’ 

                                                                  
74  Beuc, ‘Data Collection, Targeting and Profiling of Consumers Online’ (2010) 
<http://www.beuc.eu/publications/2010-00101-01-e.pdf>. 

75 European Parliament Committee on the Internal Market and Consumer Protection, 
Opinion on the proposal for a regulation of the European Parliament and of the Coun-
cil concerning the respect for private life and the protection of personal data in elec-
tronic communications and repealing Directive 2002/58/EC (Regulation on Privacy 
and Electronic Communications) (2017) <http://www.europarl.europa.eu/sides/get 
Doc.do?type=REPORT&reference=A8-2017-0324&language=EN>.  
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However, in the end, these amendments, which would have had a significant 
impact on current advertising practices that target and personalise commer-
cial messages to and for children, were not included in the EP’s Draft Legisla-
tive Resolution.   

In relation to the profiling of children, recital 75 GDPR states that processing 
personal data “in order to create or use personal profiles” may give rise to 
risks to the rights and freedoms of natural persons.76 As profiling is a complex 
and ‘invisible’77 process, which is very difficult to understand for adults, let 
alone children, the GDPR  did aim to introduce specific protection for children 
in relation to profiling.78 First, it is recognised in recital 38 that circumstances 
in which personal data of children are processed in order to create personal 
or user profiles require extra protection. There is no further guidance, 
though, as to how this protection should be put into practice. In any case, data 
subjects must be informed about the fact that profiling is being deployed and 
the potential consequences thereof.79 Especially when this occurs vis-à-vis 
children, the information provided will need to be clear and understandable 
for them.80 In relation to profiling for direct marketing purposes, data sub-
jects, including children, also have the right to object at any time to profiling 
to the extent that it is related to direct marketing.81 The data controller needs 
to clearly and explicitly inform the data subject of this right.82 Second, accord-
ing to recital 71, a decision which may include a measure evaluating personal 
aspects relating to a data subject, which is based solely on automated pro-
cessing and produces legal effect for or similarly significantly affects the data 

                                                                  
76 Recital 75 GDPR underlines that the processing of personal data may result in a risk 
to the rights and freedoms of natural persons, in particular “[…] where personal as-
pects are evaluated, in particular analysing or predicting aspects concerning perfor-
mance at work, economic situation, health, personal preferences or interests, reliabil-
ity or behaviour, location or movements, in order to create or use personal profiles” 
(emphasis added by the authors).  

77 See the work of Esther Keymolen, who has coined the notion ‘invisible visibility’ in 
relation to online interactions: Esther Keymolen, Trust on the Line: A Philosophical Ex-
ploration of Trust in the Networked Era (Wolf Legal Publishers 2016); Esther Keymo-
len, ‘Onzichtbare Zichtbaarheid. Helmuth Plessner Ontmoet Profiling’ (2006).  

78 Lievens and Verdoodt (n 55). 

79 Recital 60 GDPR.  

80 Art 12 GDPR. Lievens and Verdoodt (n 55). 

81 Recital 70 and art 21, (2) GDPR. 

82 Recital 70 GDPR. 
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subject, should not concern children.83 In its recent guidelines on automated 
individual decision-making and profiling, the Article 29 Working Party 
(“Working Party”) confirms that there is no absolute prohibition on the pro-
filing of children in the GDPR.84  Indeed, the Working Party recognises that 
under certain circumstances it may be necessary for controllers to carry out 
such decision-making, for instance to protect children’s welfare. Neverthe-
less, the Working Party stresses that targeted advertising may, depending on 
the particular characteristics of the case, have a ‘similarly significant’ effect 
on individuals. Factors that may influence the assessment thereof are, for in-
stance, the intrusiveness of the profiling process, the expectation and wishes 
of the individuals concerned, the way the advert is delivered, or the particular 
vulnerabilities of the data subjects targeted. Especially in relation to children, 
the Working Party recognises that they “can be particularly susceptible in the 
online environment and more easily influenced by behavioural advertising” 
and, therefore, “organisations should, in general, refrain from profiling them 
for marketing purposes.”85 Interestingly, it should be noted that a ‘child’ is 
not defined in the GDPR. The question thus arises whether this statement by 
the Working Party refers to all under 18-year olds. The same observation can 
be made in relation to the EP draft legislative resolution on the e-Privacy Reg-
ulation.  

From a children’s rights perspective, a number of crucial concerns arise with 
regard to the rules on the profiling of children. It has been argued that profil-
ing children may restrict their right to privacy, as well as their right to devel-
opment.86 According to ARIELY and BERNS, the creation of profiles may nega-
tively impact children’s development, as the collection and use of personal 
data for the purpose of profiling may undermine children’s rights to experi-
ment with and critically reflect upon their interactions.87 In that regard, the 

                                                                  
83 Recital 71, first paragraph, final sentence GDPR. 

84 However, the Working Party recommends data controllers not to rely upon the ex-
ceptions in Article 22 (2) GDPR to justify such profiling (ie necessary for the perfor-
mance of a contract, authorised by law, consent of the data subject). Article 29 Data 
Protection Working Party, ‘Guidelines on Automated Individual Decision-Making and 
Profiling for the Purposes of Regulation 2016/679’ (2017). 

85 ibid 26. 

86 Lievens and Verdoodt (n 55). 

87 Dan Ariely and Gregory S Berns, ‘Neuromarketing: The Hope and Hype of Neuroim-
aging in Business’ (2010) 11 Nature Reviews Neuroscience 284; also cited by Saviri-
muthu (n 38).  
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lack of control by children over their personal data may harm their capacities 
to develop, get to know and experiment with their own identity.88 

 Personalised advertising in the Unfair Commercial Practices 
Directive? 

Another layer of protection for children in the context of personalised adver-
tising may be found in EU legislation on unfair commercial practices (ie the 
Unfair Commercial Practices Directive, “UCP Directive”).89 Aside from protec-
tions against misleading advertising90, the UCP Directive protects consumers 
against so-called ‘aggressive’ commercial practices. Marketing techniques are 
deemed aggressive if they “by harassment, coercion or undue influence signif-
icantly impair the freedom of choice or conduct of the average consumer”.91 
While actual harassment or coercion (eg the use of physical force) can hardly 
be argued to occur in the context of personalised advertising, undue influence 
could perhaps arise. Article 2 (j) of the UCP Directive specifies that undue in-
fluence means “exploiting a position of power in relation to the consumer so as 
to apply pressure, even without using or threatening to use physical force, in a 
way which significantly limits the consumer’s ability to make an informed deci-
sion”. In this regard, the European Consumer Organisation (BEUC) has argued 
that advertisers hold a position of power as they collect a lot of personal in-
formation of consumers (including children) without them being aware of 
what is happening.92 Moreover, the repetitive aspect of behavioural advertis-
ing (eg through retargeting on social media) may put pressure on children, 
while the selection of advertising based on the presumed consumer choice 
may prevent the display of other advertisements thereby restricting the com-
parison with other advertisements and, hence, making an informed commer-
cial decision.93 The qualification of ‘undue influence’ will depend on the spec-
ificities of the particular case, and when children are involved, their vulnera-
bility should be taken into account.94 

                                                                  
88 ibid. 

89 Verdoodt, Clifford and Lievens (n 8) 599. 

90 For a clear overview see ibid. 

91 Art 8 UCPD. 

92 Beuc (n 74) 6. 

93 ibid. 

94 Forbrugerombudsmanden, ‘Guidance on Children, Young People and Marketing’ 
(2014) <https://www.consumerombudsman.dk/media/14560/guidance-on-chil-
dren-young-people-and-marketing.pdf>. 
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 SELF-REGULATION AND TARGETING CHILDREN WITH    
PERSONALISED ADVERTISING 

In addition to existing legislation that is relevant to certain forms of advertis-
ing, there is a strong tradition of self-regulation95 in the advertising sector. At 
international, European and national level, advertisers have committed to ob-
serving certain standards that are often laid down in codes of conduct, which 
are enforced by self-regulatory bodies.96 Such codes of conduct also contain 
provisions in relation to advertising aimed at children, direct marketing and 
behavioural advertising.   

Section D7.4 of the ICC Consolidated Code,97 for instance, states that children 
of 12 years and younger should not be targeted by a behavioural advertising 
campaign. Along the same lines, in the Framework for OBA,98 created by the 
Interactive Advertising Bureau Europe (IAB Europe), companies agree not to 
create segments for OBA purposes that are specifically designed to target 
children, meaning people age 12 and under.99 This Framework is also guiding 

                                                                  
95 Self-regulation entails the creation, implementation and enforcement of rules by a 
group of actors, industry in particular, with minimal or no intervention by the state; 
Eva Lievens, Protecting Children in the Digital Era: The Use of Alternative Regulatory 
Instruments (Brill 2010). 

96 It has been argued before that drawbacks of self-regulation are a lack of effective 
enforcement and often mild sanctions; however, the advertising sector is one of the 
sectors where – depending on the self-regulatory body in question – decisions on vio-
lations of the codes of conduct are often complied with. See Eva Lievens, ‘Is Self-Reg-
ulation Failing Children and Young People? Assessing the Use of Alternative Regula-
tory Instruments in the Area of Social Networks’, in Seamus Simpson and others (eds), 
European media policy for the twenty-first century: Assessing the past, setting agendas 
for the future (Routledge 2016).   

97 International Chamber of Commerce, ‘Advertising and Marketing Communication 
Practice Consolidated ICC Code’ <https://cdn.iccwbo.org/content/uploads/sites/3/ 
2011/08/ICC-Consolidated-Code-of-Advertising-and-Marketing-2011-English.pdf>.   

98 The IAB Europe is a European business organisation that develops industry stand-
ards, offers legal advice, education and training and conducts research for the Euro-
pean digital advertising industry. The Framework is self-regulatory and creates obli-
gations for any of the members that self-certify their compliance with the principles: 
<https://www.iabeurope.eu/policy/iab-europe-eu-framework-for-online-behav-
ioural-advertising/>.  

99 The framework also contains obligation related to notice and choice, including the 
principles that internet users must be given notice of the OBA data collection and use 
practices by the relevant third parties as well as the website operator (ie of its OBA 
arrangements with third parties), and that third parties have to provide internet users 
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the activities of the European Interactive Digital Advertising Alliance, which 
has been set up by a coalition of the European advertising industry, including 
advertisers, the advertising agency sector, the direct marketing sector, the 
advertising network sector and the media sector. Its main objective is to li-
cence the “Online Behavioural Advertising Icon” to companies that are in-
volved in the OBA business across Europe. This icon notifies consumers of 
data collection for OBA purposes and the delivery of OBA advertising to them, 
and refers consumers to an online portal: ‘www.youronlinechoices.eu’, which 
intends to offer information on the practice of OBA and where consumers can 
turn off OBA by some or all companies.100 Research into the effectiveness of 
the OBA icon, however, has found that only one-quarter of the respondents 
remembered OBA disclosure icons, and only 12% remembered seeing a ta-
gline (eg, “Why did I get this ad?” or “AdChoices”) and correctly selected the 
tagline they had seen from a list. Also, none of the taglines were understood 
to be links to pages where you can make choices about OBA, nor did they in-
crease knowledge about OBA.101 However, it has been argued that the stand-
ard icon could effectively increase OBA awareness and understanding when 

                                                                  
with a mechanism to exercise their choice regarding the use of their data for OBA pur-
poses. It has been argued, for instance, by King and Jensen that in general the IAB prin-
ciples do not offer consumers sufficient transparency nor do they ensure meaningful 
access to the information contained in the consumer profiles that are used for behav-
ioral advertising purposes; Nancy King and Pernille Wegener Jessen, ‘Profiling the Mo-
bile Customer – Is Industry Self-Regulation Adequate to Protect Consumer Privacy 
When Behavioural Advertisers Target Mobile Phones? – Part II’ (2010) 26 Computer 
Law & Security Review 595.  

100 When accessing the portal, the user will be asked to select his or her location. The 
user must then navigate to “Your Ad Choices”, at which point the site collects the users’ 
“status” from the participating companies. Once complete, the individuals can either 
“turn off” individual companies one by one or scroll down to the setting “turn off all 
companies”. Brendan Van Alsenoy and others, ‘From Social Media Service to Advertis-
ing Network - A Critical Analysis of Facebook’s Revised Policies and Terms’ 
<https://www.law.kuleuven.be/citip/en/news/item/facebooks-revised-policies-
and-terms-v1-2.pdf>. However, according to the Article 29 Data Protection Working 
Party, such an opt-out approach “is not an adequate mechanism to obtain average us-
ers informed consent” for purposes of online behavioural advertising. Article 29 Data 
Protection Working Party (n 11) 15. 

101 Boerman, Kruikemeier and Zuiderveen Borgesius (n 10).  
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accompanied by an explanatory label stating, “This ad is based on your surf-
ing behavior”.102 It remains to be seen whether this finding is also valid vis-à-
vis children.  

With regard to direct marketing, the Federation of European Direct Market-
ing (FEDMA), an organisation representing the Direct and Interactive Market-
ing sector at the European Level, has adopted a Code of Practice for the Use 
of Personal Data in Direct Marketing.103 According to the FEDMA Code, direct 
marketing is to be understood as: “the communication by whatever means (in-
cluding but not limited to mail, fax, telephone, on-line services etc...) of any ad-
vertising or marketing material, which is carried out by the Direct Marketer 
itself or on its behalf and which is directed to particular individuals”.104 The 
Code contains, general principles on data protection applied to direct mar-
keting, but also specific provisions that apply to the processing of children’s 
personal data. The Code defines children as “any individual aged under 14 
years old unless otherwise defined in national legislation/self-regulation”. Di-
rect marketers that collect children’s personal data are required to make 
‘every reasonable effort’ to ensure that the concerned child and/or the parent 
are properly informed about the purpose(s) for processing the data. Such a 
notice should be prominent, readily accessible and understandable by chil-
dren. Direct marketers also have to obtain parental consent prior to the pro-
cessing of the data, in accordance with applicable laws and self-regulation. 
Furthermore, they do not only have to obtain parental consent, but they also 
have to use every reasonable endeavour to verify whether the consent was 
actually given by the parent of the concerned child (and for instance not by 
the child himself). According to the Code, parents should be able to exercise 
their children’s rights as data subjects. More specifically these rights are (in 
line with EU data protection legislation) the right to object to the processing 
of their child’s data or to the disclosure of that data to a third party, the right 
to access and rectification or deletion of the data in case the processing does 
not comply with applicable data protection legislation. Finally, in relation to 

                                                                  
102 Guda van Noort, Edith G Smit and Hilde AM Voorveld, ‘The Online Behavioural Ad-
vertising Icon: Two User Studies’, Advances in Advertising Research (vol IV) (Springer 
2013), 365. 

103 The Code was drafted in collaboration with the Article 29 Working Party; see Arti-
cle 29 Data Protection Working Party, ‘Opinion 4/2010 on the European Code of Con-
duct of FEDMA for the Use of Personal Data in Direct Marketing, WP 174’ (2010) 
<http://ec.europa.eu/justice/data-protection/article-29/documentation/opinion-
recommendation/files/2010/wp174_en.pdf>.  

104 Please note that this not necessarily means that the commercial message is also 
personalised.  
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games, direct marketers should not demand more personal data than is 
strictly necessary when children want to participate in a game, when they 
may receive a prize or in relation to any other activity involving a promotional 
benefit. 

Complementary to the provisions of the Code of Practice, FEDMA also 
adopted an Electronic Communications Annex that contains provisions spe-
cifically applicable to online direct marketing (or electronic mail market-
ing).105 According to this annex, direct marketers who want to process chil-
dren’s data will have to inform them about the processing. This information 
has to be expressed in easily understandable language. Moreover, direct mar-
keters will have to obtain prior parental consent for the processing of per-
sonal data of children who have not yet reached the age required by law to 
give their consent. Important to note is that parents may withdraw their con-
sent at any point in time. Direct marketers are also required to have an age 
verification mechanism in place. The mechanism should be able to guarantee 
that the age of the child as well as the authenticity of the parental consent has 
been effectively checked. The Annex does not provide any further guidance 
regarding the type of mechanism, but merely requires that direct marketers 
use ‘reasonable efforts’. Furthermore, the Annex contains certain limitations 
direct marketers need to keep in mind: 

- Data of family members: These data cannot be collected from the child, 
without the permission of the person to whom the data refer.106   

- Sensitive data107: Direct marketers may not invite children to share this 
type of data without the prior consent of their legal representative.  

- Incentivise children to share more data: Direct marketers may not incen-
tivise children to provide their own personal data or personal data of a 

                                                                  
105 FEDMA, ‘European Code of Practice for the Use of Personal Data in Direct Market-
ing - Electronic Communications Annex (the On-Line Annex)’ <http://ec.eu-
ropa.eu/justice/data-protection/article-29/documentation/opinion-recommenda-
tion/files/2010/wp174_annex_en.pdf>. 

106 Nevertheless, data regarding the identity and address of the parent or legal repre-
sentative may still be processed for authorisation and verification purposes. FEDMA 
(n 105). 

107 Sensitive data are data revealing the racial or ethnic origin, political opinions, reli-
gious or philosophical beliefs, trade-union membership, or the processing of data con-
cerning health or sex life of the child, as well as the financial situation of the child or 
any third party such as their friends or family. FEDMA (n 105).  
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third party for marketing purposes, in exchange for a material or virtual 
reward.108  

 RECONCILING CHILDREN’S AND ADVERTISERS’ (BEST)         
INTERESTS 

The digital advertising industry undoubtedly plays an important part in the 
creation and maintenance of content, services and digital spaces for children. 
The sophistication and opaqueness of today’s tracking, profiling and target-
ing practices, however, make it difficult for children to make carefully consid-
ered and critical commercial decisions or decisions concerning their privacy 
and personal data, and as such, raise issues related to their rights to develop-
ment, privacy and protection against economic exploitation. The current reg-
ulatory framework provides for certain specific protections for children in 
this context. However, this chapter questioned whether this framework is ap-
propriate for reconciling the interests of advertisers and children. While the 
current data protection and privacy laws and policies cover existing tracking, 
profiling and targeted advertising practices, certain improvements may be 
proposed.  

First, the GDPR foresees in specific protection for children, which is laudable, 
but it remains problematic that the text does not contain a definition of a 
‘child’. This leads to uncertainty regarding the age group(s) to which certain 
protection measures should apply. This could be clarified by data protection 
authorities and the Article 29 Working Party or the European Data Protection 
Board. Furthermore, aside from refraining from profiling children for mar-
keting purposes, general default limitations on the collection of personal data 
of children should be considered.109 In this regard, data controllers, also in 
the advertising sector, should take up their responsibility, and carry out an 
in-depth data protection impact assessment,110 with attention for the best in-
terests and rights of children, when setting up digital marketing campaigns. 
The age and level of maturity of the child will also play an important role in 
such an assessment.   

                                                                  
108 This includes invitations to provide personal data in order to be able to participate 
in a game of chance, tombola or lottery. FEDMA (n 105). 

109 Kathryn C Montgomery and Jeff Chester, ‘Data Protection for Youth in the Digital 
Age: Developing a Rights-Based Global Framework’ (2015) 1 European Data Protec-
tion Law Review 291. 

110 Art 35 and recital 91 GDPR.  



VALERIE VERDOODT & EVA LIEVENS 

336 

 

Second, the ePrivacy Regulation should be aligned with the GDPR, as was pro-
posed in the IMCO Opinion of October 2017, by recognising that children re-
quire specific protection when it comes to the processing of their communi-
cations data. Adding specific limitations on the collection and use of children’s 
communications data and special protection for terminal equipment or soft-
ware that is developed for children would be a step forward. Finally, a prohi-
bition for services specifically targeted towards children to use profiling and 
behavioural marketing techniques would be beneficial for the protection of 
children’s rights (eg the right to privacy and to protection against economic 
exploitation). However, the same concern regarding the fact of whether this 
applies or should apply to all under 18-year olds arises.  

Third, the Unfair Commercial Practices Directive may provide additional pro-
tection for children against personalised advertising, as this advertising prac-
tice may qualify as a form of undue influence. It could even be considered to 
add behavioural advertising practices aimed towards children to the blacklist 
of practices which are under all circumstances deemed unfair. 

Fourth, the industry has been very active in self-regulating personalised ad-
vertising practices (ie direct marketing and online behavioural advertising). 
While it could be argued that the commitment not to create segments target-
ing children for 12-year olds and under is laudable, it does not provide any 
protection for children above the age of 12, even though these targeted ad-
vertising practices may also have significant privacy implications for 12 to 
18-year olds.111 Moreover, different ages can be found in different self-regu-
latory instruments (eg 12 and under, under 14s), which could lead to confu-
sion. Existing self-regulatory initiatives focus mostly on information provi-
sion and transparency (eg notice requirements, labelling), as well as on the 
requirement of (verifiable) parental consent for personalised advertising, ra-
ther than on actual limitations on the processing of children’s personal data 
for marketing and advertising practices. Whereas such limitations might go 
against commercial interests of advertisers, the best interests of children 
might require this, also taking into account the fact that for advertising to be 
innovative and fun for children, collecting and using children’s personal data 
is not a precondition. 

Finally, research has shown that children’s level of advertising literacy grad-
ually develops over the years. Therefore, for them to grow up to be ad-literate 
adults, they should be able to practice their commercial decision-making 
skills throughout their childhood. As a part of their rights to development and 

                                                                  
111 King and Wegener Jessen (n 99).  
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education, they should be taught from an early age about how to cope with 
advertising, also in the digital environment, at school and by their parents. 
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