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Abstract

Over the past fifteen years, new technologies lemabled the evolution of e-business and as
new trends on web based applications develop atyafast pace, projects to implement new
and adapt existing e-business systems are becamong complex in their structure. At the
same time, organizations involved as stakeholdezsbacoming more demanding in the
delivery of fast, accurate and timely results. V¢himiterconnected e-business systems, such
as Value-Added-Communities, are concerned the kiégria of success, in addition to the
quality of the technical work, are the timely coetpn of the project and an accurate
estimate of the launch time. Given the nature afhsa-business development projects,
estimating their duration cannot be based on imdit estimation methods that target the
estimation of human effort originally and then atp# to convert this to cost and duration.
This research explores a new approach aiming teowepthe accuracy of estimates for e-
business development projects, obtained at thg statjes of the project. The key objective
is to modify the estimation by analogy approachubing risk as the key element that along
with project size and complexity are used to idgnéinalogues and determine analogies
amongst projects.

The author established the behaviour of risk wité variation of certain project attributes
that define a project’'s size and complexity at Wieey early stages of the project, before
detailed requirements are identified. The variabbnisk was subsequently employed, with a
modification to the estimation by analogy method, dstablish analogies on suitably
identified analogues to the project to be estimaldtk ISBSG project data repository has
been used as source for potential analogue projedissting the proposed method. Four
project cases were considered. New estimates haee bbtained using the modified
estimation approach method and the results wereamad to the original estimates for the

projects, obtained using traditional methods.



Results obtained within the context of this reskane encouraging and suggest that there is
credibility to the proposed modification. The a@my of the estimates is within acceptable
tolerance levels and shows signs that it can impmvthe quality of estimates obtained from
traditional methods when applied to e-business |ldpweent projects. More research is
required though to expand and fully exploit thegmbial of this approach. In particular the
author believes that the approach could be furfiner tuned for improved accuracy of the
estimated duration. This risk based estimationmiagy approach could then be applied to
other types of projects which share characteristitis e-business projects such as, demands
for short time development, complex interactionstakeholders and accuracy in the time of
completion. Types of projects where the proposethatkcould possibly be utilized are web

services implementation, computer games developar@htioud computing projects.
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INTRODUCTION

Conducting business electronically is not a recivielopment. Traditional business models
were process-centred where emphasis was placethpioving processes throughout the
organization, aiming to improve performance andnteet the organization’s strategic
objectives. Current business models that have edalv the early years of the 2000’s under
the concept of creation of “Value-added commuriiti@glcWiliam 2000, Means and
Schneider 2000, pp.19-32) aim at synergy acrossupply chain.

Value-added communities are groups of businessgduhction at the various points of the
supply chain and are connected electronically mbEnmaximum customer satisfaction. At
the same time this electronic network should offi@ximum return to the “community” as a
whole. Through the electronic business facilitytioé trading organization (brand-owning
company), information is processed, filtered anavéoded, through the relevant networks, to
other computer systems such as MRP, MRPII, ERR,gheh may support the function of
one of the members of the “community”. Thus plagrémd coordination of activities within
the “community” can be performed according to markends as they evolve and are
continuously revised on a real time basis (Andatidn et al 2003, Starr et al 2003). The
creation and evolution of VACs will not be possimahout the support of Web based
technologies and other information systems, whidhprovide the necessary bond to tie the
participating companies together. Thus Internethrietogies can contribute to the
coordination of operations for the members of a YVA€&ding to minimization of wasteful
activities and improved efficiencies. Participatimpmpanies need to focus on the
development and adoption strategies regarding remlinblogies and e-business related
systems if they are to create the conditions foprowed markets for themselves

(Venkatraman, 2000 and McAfee, 2005 and 2006).
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A VAC is not a static compound, but a constantlplemg organism that responds to the
challenges and opportunities offered by emergimrielogies, i.e. web 2.0, web services
and cloud computing, and the business environnTérd.technologies provide organisations
with a plethora of options that they could embracenhancing the way they communicate
and collaborate with partners and customers (Btiggon and McAfee, 2007).

The information infrastructure required to suppesbusiness, is therefore a collection of
large complex systems. The fact that these arestiveystems processing the same type of
input increases the difficulty of the developmerdjgct as they often have to serve different
requirements and need to update systems from eliffegenerations. As a consequence the
complexity of managing and the degree of risk imnggting the project should change and
increase (Wu and Cao 2009).

At the time of the first VACs in the early 2000sdRarch showed, that some 75% of new
information systems development projects couldttaimeet their objectives at first attempt
(Davies, 2000, the Standish group 1995, Boehm aa&iliB2001). This figure could prove
even worse when focused on e-business systems. dlbreis because developers do not
realize the complexity of the project and its ndithensional and cross-functional nature. E-
business projects are of the nature of buildingjusit a single web browser application, but
also the whole communication infrastructure betwé#®n participating organizations in a
“value-added community”, as well as completing theegration of the various existing
systems. This in itself has the added burden ofirdgavith organizations that, before the
integration, might have different priorities (RifkR001). These differences in priorities lead
to different levels of commitment and responsehte tequirements of the project. Such
differences can only increase the complexity andl rzelv dimensions as to the difficulty of
estimating the effort and time required to compléteFailure, to estimate the project

correctly, or within reasonable degree of accuramgy lead to delayed launch of the e-
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business facility, or poor service to the custonemmd the value-added community, with
potentially disastrous financial results.

Since the publication of the 1995 Standish GrougpdRethere has been considerable
improvement in project successes as the StandislupGreports in its 2011 “Chaos
Manifesto” with 32% of projects completing succedlgf 44% considered challenged and
only 24% failing altogether (The Standish Group3,9bhe Standish Group, 2011). However
good an improvement (up from 25% in the origingdam) this might sound though, there is
still considerable room for progress in terms ofcassful completions rate. In particular, a
lot of developers view e-business implementatiajgats as primarily web site development
projects and the business community is led to aftatitis view (Reifer 2001, Mendes 2008).
This increases the risk of project failure beyohd tlegree that has been identified for
traditional information systems, as project managaight be led to ignore or severely
underestimate the effort and time required to irgtega large diversity of systems, that apart
from the technical challenges they present mightipicated into issues of conflicting inter
or intra organizational priorities (Bygstad, 2004iranda and Abran 2008 and Wu and Cao,

2009)

Aims of the Research

Since the mid 1990’s and the early days of the -tdwh” era electronic commerce and
electronic business have evolved considerably.“gbkl rush” of early e-business adoption,
spectacular successes and heavy failures has lhasloaved down nowadays and has given
way to more mature and organized business modedsefer, 2011). Internet based
technologies though continue to evolve the worldleviveb is moving to a new more
interactive “semantic” format and the requiremdotsmore online transactions continue to

increase. As a result information systems are oaimtg to be interlinked and interconnected
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in business alliances and e-business communitlesiddalue Added Communities. With the

evolution of technologies employed in such projestd the ever increasing need to link old
(legacy) systems to new to offer enhanced onlic#itias at a much reduced time compared
to a few years ago, the need for more accurateastin of the completion of a project is

ever more pressing (Cusumano and Hopkins, 2011).

This research aims at addressing this specific,n@efbcusing on the role of risk, its effect
on e-business projects and its potential relatipnghthe estimation of the duration of an e-
business project. More specifically this reseaiofsaat:

Reviewing existing estimation models and technicaresidentifying gaps in terms of

suitability to estimation of e-business projects

» Identifying a risk list that is relevant to e-busss projects and establish it validity

» Explore and verify patterns of risk variation wiém e-business project size and
complexity

» Explore the relationship between risk variation angject analogies

* Propose a modified approach to estimation by amalegthod to estimate the
duration of e-business projects

« Validate the proposed approach using cases of atetpprojects with known actual
duration.

« Explore the potential of extending this approachettimation to other types of

information systems development projects.

Contribution to Knowledge

Estimation of information systems projects hasiti@ukally focused on establishing models

that could describe the size and / or technicalpienity of the project based on historical
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data. Subsequently those models could be appliggtdjects similar in nature for which
certain “dimensions” of the project such as the benof lines of code or function points
could be either predicted from expert knowledge cafculated once the requirements
analysis phase of a project was at an advance@ $dggensen and Boehm 2009). The
estimation models of this nature are used to estiniae volume of the work required,
subsequently translating it into human effort anehde calculating the cost and in
conjunction with a detailed plan the duration of firoject (Buglione and Ebert, 2011). The
success rates of such models have improved ovgrasiefour decades that such work has
been constantly evolving, but large numbers of qutg still complete well outside the
predicted estimates. Despite the great progregstimation methods and models over the
past forty years, there is still room for improverhespecially as new types of projects with
new challenges appear in the information systenesaamand their integration with the
business world is becoming stronger than that &éva years ago (Jorgensen and Boehm
2009, The Standish Group, 2011).

The case of e-business and in particular the mgldif value-added-communities is one
characteristic example where current estimationhodg are not adequate enough to
accommodate the needs for estimating such projatth. most such projects the success or
failure of the project lies on public perceptioffitea related to a specific launch day upon
which expectation for a new service or an enhawncedis built (Wilcocks et al 2001, Starr et
al 2003, Pimenidis et al 2002, 2004). This is stdllid under a different perspective
nowadays; that a successful launch could lead & diganizations behind the VAC
achieving all their original objectives, both indiual and collectively as a community
(Birkinshaw et al, 2011, and Buglione and Ebertl 20 Getting the project duration right is

such an important element in managing an e-buso®ggopment project.
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Two very recent examples where an unsuccessfuthacould still prove critical, despite the
services involved being monopolies, were the rewagpf the tax return system in Greece
in 2010-11 and the online tickets sales systentHer2012 Olympic Games in London. In
the first case with the country in a major finaha@asis and in desperate need for cash
injection, the tax return system was being revamipedccommodate some changes to the
system and the addition of links to other governnsgstems with a target date of tHédf
March 2011. This failed dramatically and had resiiin the government issuing a series of
rolling extensions to the deadline for submissithra led to delays in tax payments of up to
three months. The overall impact was millions ofdin unplanned taxes as the need for
more short term borrowing increased (TA NEA, 2022G011b).

In the second case due to the site failing to medpm surging demand, processing of
payments had failed on a number of occasions, thélprocess being delayed by more than
a week in the first round of sales and with potdrituyers missing out on opportunities in
the small scale second round of sales (SKY.coml26bward 2011 and The Telegraph
2011).

Most literature on estimation still focuses on “wadsed” projects, by only looking at the
technical (software development) attributes ofghgects and not considering the impact of
interrelationships across the partners (Mendes ,280@&s et al 2008, Hill 2005, and Cataldo
et al 2009).

This research demonstrates a new approach to ésigh@oject duration with a different
focal point. Instead of trying to estimate the pobjdetailed size (lines of code, function
points, etc), emphasis is placed on risk and itsatran with more general project
dimensions. The author shows that risk can refiettjust the structural complexity (partly
expressed by project size in traditional approachmsg also that of the interaction between

all stakeholders of the project. The need to egérttee duration of the project at a very early
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stage does not allow for detailed requirementsetelizited and therefore makes traditional
estimation methods difficult and possibly inaccartt use.

Risk based analogy, will overcome the issue of lafclletailed requirements as it considers
the project as a whole. With further work the apgility of this concept could be applied to
other project types, with similar characteristicsterms of development conditions and

requirements.

Overview of the thesis

In line with the research objectives stated abdkies thesis proceeds by exploring the
background literature on estimation models and rtiegles, reviewing the most well
established models for software effort and costmedion, in chapter 1. The author further
explores the potential of such models being utlif@r estimating e-business projects under
the perspective of integrating systems across rdifte organizations, with potentially
conflicting requirements which shifts the main fecaway from software development. To
this effect more recent variations of the tradiibmodels explored in chapter 1, with
emphasis on web-based projects are reviewed in@ham@mnd a gap in the literature relating
to the estimation of e-business projects is idexatif

Shifting the focus on e-business development fraftwsre to business interactions and
interrelations amongst participating organizatiomnsk appears as an area common to both
the technical and business aspects of the pradjigetature has identified that risk is strongly
related to the complexity of a project and tendsnimrease as the size and complexity
increases. Chapter three addresses this issuexatuates the nature of risk in information
systems projects, reviews literature as to risk eddisiness projects and discusses tolls and

methods for monitoring and evaluating risk in pobjdevelopment. Furthermore the author

17



explores how risk has been used in estimation ndsth other industries and how lessons
learned in such approaches can be filtered intordgearch work.

The presentation of experimental work, its resahd evaluation of them begins at chapter
four. Here the work towards exploring the role adks in e-business projects, from
identifying a valid risk list to establishing a mah of variation of risk with project size and
complexity is discussed. Chapter five presentsniid phase of the research work with the
use of two established tools for estimating prgectamely the ISBSG software projects
database and the ANGEL estimation tool. Their Usegawith the rate of risk variation with
project size and complexity in e-business projectiscussed in relation to a modified use of
the estimation by analogy method for estimatinggmts. To validate the approach discussed
in chapter five, four project cases are considémechapter six. The approach to estimation
by analogy using risk is applied to obtain estimdta the duration of those four projects,
with the results compared with the actual duratiohieved and the results are discussed and
evaluated. Finally chapter seven draws conclusioms the work overall and suggests
further avenues in improving and expanding the aug of this research, improving the
accuracy of the results obtained and expandingatbas of application with other types of

projects suggested.
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CHAPTER 1

Project Estimation

Project estimation is core to managing projectsiarmbnsidered as one of the key activities
that could define the success or failure of anyjgato Traditional information systems

estimation focuses on estimating the size of tlegept from the requirements specification
stage and proceeds by estimating human effort medjuThis could be further translated to
cost by calculating the cost of human effort hoamsl adding to that the projected cost of
equipment and materials required to complete tbgepr (Hall 1998, Schwalbe 2010).

This chapter provides an overview of the differapproaches to estimating information
development projects and reviews and discusses sbriiee most well established models

and techniques used in industry by professiongeptonanagers in estimating their projects.

1.1 Project Estimation Approaches

There are two major software estimation approachesommon use in the information
systems industry. These are classified as MacroMiedo Estimation. Both of them are
based on traditional principles, developed by thgireeering practices over centuries of
experience, of using historical data or expert igmiio base their estimations.

There are many models that have been developechanrelatively short history of
information systems development projects and theme be grouped in four types of
techniques, which in turn are assigned to one eftéyo estimation approaches mentioned
above. The types of techniques that are usuallpleriered within the two approaches are
expert judgement, analogy, decomposition and statir parametric methods (Hill, 2010)
Expert judgment is based on the brainstorming & @nmore experts who have experience

with similar projects. The attributes of those prig are compared to those of the proposed
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project, assessing the median project productivglivery rate and speed of delivery for
each attribute using a consensus mechanism thdugee the estimate. There are a few
advantages in the use of this technique, in thatit be objective, repeatable, verifiable,
efficient and if used correctly can yield a gooddguon the effort required to complete the
proposed project. Weaknesses include the posgiliiat expert knowledge used might no
longer be valid. For this reason it is recommenthad experts used are well familiar with the
environment / organization the project is develofwd(Schwalbe, 2010 and Buglione and
Ebert, 2011).

Analogy estimation is based on being able to fincbmpleted project that is a very good
match to your proposed project allowing for comgami of previous, similar activities, and
analysis of the most relevant project and servitebates. The analogue project that is
identified is used as a guide to allow the estimeiayauge the new project’s effort and cost
values through estimator experience. As with exjpelgment, this technique requires skilled
people who can properly understand and see re$dtips and implicitly evaluate qualitative
and quantitative figures to determine possible tehgs of projects. In the absence of
experience suitable repository mining tools carubed. It shares the same advantages of as
estimation by expert judgement, but practitioneysld find difficulty in applying it should
the pool of projects from which the analogue iswdrgrove not well aligned to the new
project’s environment (Hill, 2010 and Buglione dadert, 2011).

Statistical (parametric) models are a set of rdlatathematical equations that have been
derived from the analysis of large volumes of histd project data. The parameters in the
equations are changed to match the known factsréalicted requirements / attributes) of the
project to be estimated. The project manager i@stir can create alternative scenarios by
changing the parameter values where there is wmertas to some of the requirements of

the project. Project managers use such modelsramgdric estimation tools to get a useful
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indicative, or “ball park” estimate of a projectisration, effort and cost. The key strength of
such techniques is the depth of the historical dstd to derive the equations employed.
However, project managers should always bear indnthrat such models can be too
imprecise for accurate estimation (Hill, 2010).

The above three technique types form the group ihatlassified as Macro Estimation
approach.

The last technique type, decomposition or work kdean is a bottom-up estimation
technique that tries to make a granular list ofiafly planned tasks. In this technique the
effort and duration of each component of the projeestimated separately and the results
are aggregated to produce an overall estimaténéptoject.

Buglione and Ebert (2011) believe that the morenglax the tasks associated with a certain
requirement in a work breakdown structure (WBSg, ¢loser the estimated effort could be to
its actual value. This would be reducing the meaative error and possible slippage in
project deliverables. Hill (2010) though warns teath a technique can be subjective and it
could prove optimistic. He further cautions thastwceed in yielding accurate estimates this
technique requires detailed knowledge of the ptgestructure and extensive knowledge of
the organization and development environment; seimgtthat might not be possible in
today’s fast track development project and distedwdevelopment team era.

From the above it is evident that for proper estiomathere are two important ingredients,
people and historical data. These are interrelateeh estimating a project and people often
prove the more important of the two. Most organareg lack historical data and to
compensate for this they use large project datasitpies available from specialist
organizations. As stated above though, this migbtg a weakness of the technique applied
should the data prove not relevant to the domasa af the project to be estimated. This is

the reason that a number of organizations estipratearily through experience. This might
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work if the project managers involved have the trilgivel of experience and periodically
measure and put their estimates versus actual intaa historical database which will

empower the organization with the potential of maceurate estimates.

1.2 The COCOMO Model

The original COnstructive COst MOdel (COCOMO) wastfpublished by Dr. Barry Boehm
in 1981 in his book Software Engineering Economitss an algorithmic software cost
estimation model which uses a basic regressionulanwith parameters that are derived
from historical project data and current projecarettteristics. References to this model
typically call it COCOMO 81.

Its publication followed a development and triatipé during Dr. Boehm's tenure with TRW
from 1976-1979. During this period, the number airse instructions (called the equivalent
delivered source instructions or EDSI), total depehent time, and the total effort necessary
for 40 aerospace industry software projects weralistl. From this information, the
estimation formulas for COCOMO were developed aaeehbeen used to calculate estimates
for the time of implementation and the amount omhan effort required to develop the
software for which an estimate is required (Uniutgrsf Southern California, 1994).

Boehm originally defined three levels of applicatidasic, intermediate, and advanced,
based on the phase of systems development duringhwie model is applied. The basic
level is applied early in the lifecycle, while thatermediate and advanced levels, which
require more accurate information on cost drivpuis, are applied later in the lifecycle.
Subsequently it was discovered that the schedulesfiort are influenced by certain factors
related to the difficulty of the project. The lewdldifficulty (or familiarity) is classified into

3 modes: organic, semi-detached and embedded.
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The Organic mode is used to calculate the effartafproject where constraints during the
implementation phase are mild. Furthermore, thgeptdo be estimated has been pre-dated
by a number of similar projects that could assistefining the agenda of development.

The Semi-detached mode is used for projects whereconstraints are greater than in the
organic mode, but there still remains some flekipithe project may only be pre-dated by a
limited number of similar projects (University ob&hern California, 1994)

Finally, the Embedded mode is used for a projedt ltlas very tightly defined constraints and
therefore cannot rely upon previous projects cotedle

All modes apply to all three levels of the origimabdel (Smith et al, 2001).

For each mode of effort estimation, the effort tesugiven in units of Person-Month (PM).
PM is the number of months one person would neelkvelop a given project. The schedule
estimation is given in the actual number of montesded for development by a properly
staffed full-time development team.

Evaluation of the three available levels (Basitedimediate, and Advanced) leads to the
conclusion that the Intermediate model providesiBaantly better prediction than the Basic
model, while the Advanced model is not materiabytér than the Intermediate model
(Boehm, 1981 and Smith et al 2001).

The COnstructive COst MOdel version 1l (COCOMO i¢) the revised version of the
COCOMO 81. This model was published in the Softwaost Estimation with COCOMO i
book, by a group of authors led by Barry Boehm (Boeet al. 2000).

The main objectives behind the development of tt&OMO Il model were:

“To develop a software cost and schedule estimahodel tuned to the life cycle practices
of the 2% century.

To develop software cost database and tool supgeptbilities for continuous model

improvement.
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To provide a quantitative analytic framework, aetl af tools and techniques for evaluating
the effects of software technology improvementsoftware life cycle costs and schedules”
(Boehm et al., 2000 and University of Southern {Gatia, 2000).

The full COCOMO II model includes three stages wehestage 1 supports estimation of
prototyping or applications composition effortsageg 2 supports estimation in the Early
Design stage of a project, when less is known abwitproject’s cost drivers and stage 3
supports estimation in the Post-Architecture stafjea project (University of Southern

California, 2000).

1.3 Function Point Analysis

Function points were first introduced by Albrechtl979. Function points are intended to

measure the functionality of a software system lzserved by the user, independent of the

technology being used. The advantage over othesune@ents used in the estimation of

information systems management projects is that tdam be calculated fairly early in the

software development process, using the requirearehtiesign specifications.

Calculating function points is part of a largerimsition method called Function Point

Analysis (FPA) (Smith et al 2001).

Function points measure five characteristics affansare system, namely

» User Inputs — Unique user data or control thatrerttee external boundary of the system

» User Outputs - Unique user data or control thavdesathe external boundary of the
system

» Internal Files — Each major logical grouping ofalat the application

» External file Interfaces — Files passed or shastd/éen applications

» User Inquiries — Unique input that causes and ggesan immediate output
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In performing FPA, the five characteristics aregived based on their value to the software
customer. The weights for each characteristic ased on a complexity estimate (simple,
average, or complex). The sum of the weighted fangboint count for each characteristic is
termed the unadjusted function point count (UFRn(fan, 2004, pp. 18-19). Albrecht’s
original method was criticised for lack of suppoft further complexity. As a result the
complexity factor was enhanced by the consideratiom set of fourteen general application
characteristics which are weighted as to theiriappility / relevance to the project. The sum
of these weights is used as a factor to adjusty#r count.

The final count of function points is obtained from

Function points= information processing size X techl complexity adjustment (Smith et al,
2001).

A full example of calculating FP and applying thdéom estimating a project is given in
appendix D

Information Systems development organizations amduglly moving away from Traditional
software size measures, such as Source Lines &, @ddch have been the subject of much
criticism. Instead, as an alternative, FunctionnBohave been gaining wide popularity for
estimating application size.

The advantages of Function Point Analysis (FPA) thied it can be applied early in the
Software Life Cycle and that the calculations argjective. Furthermore UFP are
independent of the technology used to develop pgmication and therefore can withstand
the rapid changes in that area of computing. Rindlinction point counting and their
application is supported by an active, worldwiderusrganization, the International Function
Point Users Group (IFPUG) (Galorath and Evans, 2006

However, one of the major criticisms of FPA isirtability to address complexity adequately.

This can result in a disproportional measuremersiz#, which in turn will affect both effort
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and duration estimation, limiting the objectivity such estimates (Hastings and Sajeev,
2001). This is a considerable disadvantage in éisesof e-business projects and in particular
those of value added community type as they areactexised by high levels of complexity.
Galorath and Evans (2006), discuss a further wesakaEFPA which is also relevant to this
research, that of ‘semantic difficulties’. The ftina point standards have been drafted in the
1980’s based on traditional information systemscepits and terminology. Most applications
nowadays are much more complex and less rigidlycgired to allow for an accurate
calculation of UFP.

To overcome such difficulties, there have been rsgeunction Point extensions proposed,
particularly targeting the issue of complexity. @ése, MKII Function Points and

Feature Points are the most tested and accepezdaives.

Of those the most successful one is the MKIl apgno& his requires calibration that may
prove difficult for specific application types whehere is little or no history. Such a
difficulty is something that could affect its apgability to modern types of applications that
have no actual history of development but when esgfal tend to attract wide attention and
the numbers of new projects increase considerably very short period of time (Hastings

and Sajeev 2001).

1.4 Estimation by Analogy

Analogy based estimation is a technique for ediyclycle macro-estimation.

In simple terms, when estimating by analogy thecgss involves finding one or more

projects that are similar to the one to be estichated then deriving the estimate from the
values of these projects. Estimation by analogy farexample, be performed as

» Pure expert estimation, where the “knowledge basenprising previous projects is in the

expert’'s head.
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» Expert estimation informally supported by a dasdcontaining information about finished
projects, which can be consulted on occasion wherexperts feel they might need to cross
check their own memory / knowledge of previous @ctg, or

» Estimation based on the use of a clustering dlgarto find similar projects, using a
repository of projects that have been defined agexdJorgensen et al, 2003 and Scwable,
2010).

In this last case the key activities for estimatayganalogy are the identification of a problem
as a new case, the retrieval of similar cases &agepository, the reuse of knowledge derived
from previous cases and the suggestion of a saolditiothe new case. This solution may be
revised in the light of actual events during thejgct’s life cycle and the eventual outcome
could be used to update the repository of completsés.

This is not as straightforward an approach as ghiappear, as it poses two fundamental
problems. First, how are the different projectsesasharacterised and classified?

Second, how will similar cases be identified antdeeed? In other words how will similarity
be measured?

Characterising the cases depends on the pragrsstie of what information is available?
Generally two types of variables are used. Thegg @wntinuous, i.e., interval, ratio or
absolute scale measures or, categorical, i.e.,marar ordinal measures.

When designing a new Case Based Reasoning systesupfmrt estimation by analogy,
experts should be consulted to try to establiskdteatures of a case that are believed to be
significant in determining similarity, or otherwisef cases available in the project repository
(Shepperd and and Scofield 1997).

In the case that it is not possible to define ehatriferia that would determine the similarity

of the project, one would have to consider the ldylapproach to estimation by analogy

27



where the project repository would serve as supppriaterial to an expert human

estimator.

In view of the above challenges in terms of esshirig similarities, the following steps

should be followed in estimating project effortdayalogy:

1. Establishing the attributes of the planned @8rgoroject, then measuring or

estimating the values of those project attribusesh attributes are:

Software size

Business area type

Maximum team size

Development type

Application type

User base — locations

User base — business units

User base — concurrent users

Primary programming language

Language type

Use of a methodology

Use of a CASE tool

2. Searching a repository of completed projectsaf@roject that closely matches the
target as a source analogue to compare against.

3. Using the known effort that was used in deveigghe source analogue as an initial
estimate for the target project

4, Comparing the chosen attributes for the targdtssurce projects

5. Establishing or adjusting the initial effortieshte in light of the differences between

the target and source projects.
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Advantages of estimating by analogy:

It is useful where the domain is difficult to modahd it is quite dynamic in terms of

requirements shifting with time or evolving busisesodels. It is known that many factors

influence the effort required to complete a sofevproject; however, it is less known how
these factors interact with each other, or how teestodel the wealth of factors via software
metrics. Estimation by analogy can be used suadéssfithout having a clear model of how

effort is related to other project factors. It esliprimarily on selecting a past project that is a

close match to the target project, rather thanmsspa general relationship between effort

and other project characteristics that appliesltorajects.

It can be used with partial knowledge of the taggeject, an attribute that favours its use in

estimating projects in their early stages.

It can avoid the inaccuracies of equation basedeinode, as models are often based on

rather dated historical data.

It has the potential to mitigate problems with @, while it offers the chance to learn from

past experience and to update knowledge by incatipgr new project data into the

repository, as soon as the project has been coacpéetd its data validated.

Drawbacks of Estimation by analogy:

» The availability of an appropriate analogue, thighthnot always be possible depending
on the repository, the types of projects data dtarel whether this data is relevant and or
current.

* The soundness of the strategy and the accuradyegbrocess for selecting the analogue
project.

* The manner in which differences between the anal@nd target are allowed for when

deriving an estimate (Hill 2005, Hill 2010, and Gechke and Jorgensen 2008).

29



1.5 An Overview of Estimation models

Over the past thirty years there has been a caniswdebate amongst researchers and
practitioners as to which is the most dominant gumbjestimation technique, i.e. more
frequently used and the one producing more accuestdts; formal model-based or expert-
judgment-based?

Formal effort estimation models, such as COCOMO famttion-point-based models are
based on a mechanical quantification element sucha dormula. On the other hand,
judgment-based estimation methods, such as wodkdoevn structure-based methods, are
based on a judgment-based quantification stepwhat the expert believes is the most likely
use of effort to complete an activity. Furthermorglgment- based estimation processes
range from pure “gut-feelings” to structured, higtal data and checklist-based estimation
processes. The difference between models and gypgrnent isn’t always clear.

In a published debate Jorgensen and Boehm (200&np@tt to demystify the “myths”
surrounding the different estimation techniques andlyse their differences, strengths and
weaknesses.

They argue that the belief that models are moresablbe when compared to expert
judgement is not true. This is due to the fact thairder to derive the models essential input
is required on expert judgment that codifies arldilages the historical data used.

A further “myth” is that judgment- based effort ieshtion is a “black-box process” which
can degrade to a contest between experts, notsadesadding value to the accuracy of the
estimates obtained and making it very difficult itoprove on those estimates. On the
contrary, there are many ways to improve judgmesel effort estimation which are mostly
specific to the type of project and the developmamtironment used. Similar views have
been previously documented by Keung et al (2008) enuch earlier by Stamelos and

Angelis (2001) which discuss the potential of immments to estimation by analogy
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estimates for specific cases and focusing on impgothe sensitivity of matching suitable

analogues to the project to be estimated.

A further argument that more advanced (complexinegion models are more likely to lead

to substantially more accurate effort estimatesalso refuted by the two renowned

researchers. They question the belief that modath ss the intermediate version of the

COCOMO models or a neural-network-based estimatodel will likely be more accurate

than much simpler models. In their view in softwarggineering, as with most forecasting

disciplines, the perhaps most stable result issimaple models typically perform just as well

as more advanced models and that more sophistinatddls are vulnerable to “over-fitting”

to possibly dated or unrepresentative data sesudh case, the improvement potential of the

model side will consequently be lower when compaoeithat of judgement based estimation.

In earlier work, Jorgensen (2004) had discussed itortance of specific domain

knowledge (case — specific data) claiming thas ihigher in software development projects

than in most other studied human judgment doméaiesthen proceeded to propose a step-

wise approach to improving the accuracy of estiomatj aiming to address uncertainty in

software development. The need for such approdstadso supported by Pfleeger (2008).

» “Evaluate estimation accuracy, but avoid high eafain pressure.

» Avoid conflicting estimation goals.

* Ask the estimators to justify and criticize thestimates.

* Avoid irrelevant and unreliable estimation informat

* Use documented data from previous development.tasks

* Find estimation experts with highly relevant domasckground and good estimation
records.”

In supporting expert estimation processes, Jorgeriggher suggested a bidirectional

approach to estimation, by estimating both top-dawd bottom-up, independently of each
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other. He also proposed the use of estimation diséxlkand the need to assess the uncertainty
of the estimate. This last point was further pudsureby Laird (2006) and by Gruschke and
Jorgensen (2008).

In concluding, the majority of the researchers agrat expert estimation is the dominant
strategy when estimating the effort of informati@ystems development projects.
Furthermore there is no substantial evidence tbhpparts the view of the superiority of
model estimates over expert estimates. There faratisns where expert estimates are likely
to be more accurate. In these situations expente @aportant domain knowledge not
included in the models or situations where simgglgneation strategies can provide accurate
estimates (Gruschke and Jorgensen 2008). Thigpdtast is also supported by the work of
Mendes and her colleagues (2001a, 2001b, 2003, 2003).

Likewise, there are situations where the use ah&dmrmodels may prove useful in reducing
large situational or human biases that could eatisyort the accuracy of an estimate by

expert judgement (Jorgensen 2004).
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CHAPTER 2

Web Based Projects

Web based applications and their relevant projests quite distinct from traditional
information systems development ones.

Hill (2005, p.66) claimed that most aspects of wlekelopment are not distinctly different to
the development of a client-server developmentrenment. He bases this claim on the fact
that web based systems development involves signifieffort directed towards database
design, implementation of business rules and basimbjects and developing interfaces to
other systems. If web based projects were to bigelihto the above attributes only, it makes
perfect sense to apply equation (parametric) basstels to estimate those standard software
development tasks and create a cumulative figurthoestimated effort.

Reifer (2000) though, had claimed that the thel stiolving web development practice
confronted project managers and the estimationtipoaers with new challenges, precisely
because it introduced new modes of working (shat&relopment times, extensive reuse,
etc). He then raised the need for new metrics awl models for estimating web based
projects, simply from the development effort pecspe.

Web based projects though in their majority go Imelydhe scope of simple software
development. This chapter presents an analysiseo€thallenges facing project managers in

estimating web based development projects.

2.1 Value Added Communities

The evolution of the Internet and the World Wide BMeave led to radical changes in the
design and establishment of new businesses, asawéie reshaping of existing ones since

the late 1990’s. New models of doing business lawerged and new rules are defining the
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way business is conducted, goods are bought addasol most importantly define locations
where work is to be shifted and carried out inftitare (Brynjolfsson and McAfee 2007).

One particular type of business that is mostlyesuto, and affected by, such new models is
e-business. Venkatraman (2000) and Tapscott (28@4g amongst the first to discuss such
trends and had predicted that they will continualéwelop further. New technologies that
have emerged since then have enhanced the capallitcollaboration considerably and are
contributing to redefining how organizations shageyelop and evolve through complex
collaboration schemes. Web 2.0 technologies wiMehaven more dramatic impact on how
information is shared, aggregated and interpretedsa online communities (Birkinshaw et
al 2011).

A decade ago e-businesses were seen as varyingle@aidy from other forms of business
principally because they approach the businessdwiarla holistic way that redefines the
boundaries between organizations, information slgagind business partnerships (Tapscott,
2001).

Following the collapse of the “dot com” era, resbars were expecting business models to
reach and maintain a state of advanced maturityy ksearch focusing more closely on the
implementation of the e-business infrastructurerig@iaanse 2003, Papazoglou et al 2000).
To survive as a standalone player in the e-busimesketplace is almost impossible and this
has led to the evolution of Value-Added Communiti@gACs) (McWilliam, 2000,
Venkatraman, 2000, Andal-Ancion et al 2003). Thase groups of companies, usually
complementary within the supply chain, linked tdwget through the use of computer
networks. This electronic network offers maximueturn for the community as a whole
achieved through the establishment of communicatorgputer systems that support the key
activities of each of the participating businessa®ss the supply chain. Customer demand is

used as the empowering input for all the aboveesyst Through the electronic business
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facility of the trading organization (brand-ownirgpmpany), information is processed,
filtered and forwarded through the relevant netwot& other computer systems such as
MRP, MRPII, ERP, that each may support the functidnone of the members of the
community. Thus planning and coordination of ata within the community can be
performed according to evolving market trends amatiouously revised on a real time basis.
Internal cross-business coordination leads to és&ucturing of supply networks with more
supplier integration and a proliferation of prodecistomization, business complexity and
uniquely defined customer relationships (Kopczatt dmhnson 2003, Dyer and Hatch 2004).
Figure 1 below shows a block-diagram structuretaeccommunication flows of a VAC.
Developing E-businesses and, in particular, untier dbove concept of VACs involves
exposure to a considerable level of uncertainty r@sid arising from the need to integrate a
number of different business functions, belongioglifferent organizations, which may be
linked to diverse and conflicting objectives, offfeling levels of commitment to the
evolution and functioning of the VAC (Smolander,03). Complexity and uncertainty are
bound to increase further as current research ieepl&-business models and the way
businesses continue to collaborate and interacttearging faster than before responding to
the enhanced capabilities of new technologies. feans businesses must cultivate agility
that is the ability to adapt quickly to, or everieipate and lead, change. Such change would
reflect to the whole online community in which avem business is actively collaborating
(Cusumano and Hopkins 2011).

The concept of the Value-Added Communities mighdeap dated in the fast changing web
driven world. On the contrary it is well in line thi current business strategies and
philosophy. Laseter (2011) claims that the only Wwaginesses will survive and continue to

be competitive is not by growing in scale, but bywng with focus on their unique
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capabilities. This is the exact philosophy of VA& this is the characteristic that dictates
the need for collaboration.

Although, this research focuses on the systemsegitsrof a VAC one must not ignore the
business elements of the concept. It is these elsntleat differentiate the development of e-
businesses and VACs in particular, but introdu@dditional complexity and uncertainty to

the project.

Logistics
\ Components

Supplier

e-business \

Manufacturer |«——— > Raw Materials

\

Logistics
e-business /
# ? 1 Raw Materials

Manufacturer

Figure 1. A schematic representation of a VAC
The different blocks in figure 1 above represeritedent companies (and their respective
information systems). The green arrow-headed liepgesent bidirectional communication in

exchanging information. There is no particular colgcode in terms of the colours of the
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blocks in the diagram. Different colours are usedlitferentiate between companies. Where
more than one block bears the same name, it isdw shat a VAC can accommodate more
than one company of the same type. These mighobw®etitive to each other but in the

confines of the VAC share the load of the businedgme according to predetermined rules
that govern the functioning of this partnershipe3é& same rules drive the operation of the

systems that plan the activities within the comrtyuni

2.2 Estimating Web Based Projects

Web software development requires the performariceasks significantly beyond those
performed in traditional projects like client-sendevelopment ones. In traditional systems
development there is very little interaction betwedifferent business functions, like
marketing and supply chain management with softwaresultants and developers, with a lot
of projects loosing focus and drifting away frone tbriginal requirements. Web based
projects though require the collaboration of akem of an organization. They integrate
supply chain management systems to customer ne&iip management tools and automate
a lot of functionality that crosses in to the aocdaesponsibility of more than one business
functions. Furthermore, all this is usually drively compressed deadlines dictated by
marketing functions that focus on business objestrather than the rational development of
a complex system project (Hill 2005, pp. 66-67).

To address this shortfall in web based estimatiajepts various researchers have focused
on adapting existing estimation techniques andioseto measure software size and hence
estimate development effort for web based appboati This is by no means an easy task as
has been clearly documented by Reifer (2000). Attime Reifer had stated that the key
problem was that existing methods had been develbgestudying historical data over the

previous twenty years, validating models and rafjhose on the basis of a large amount of
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data with considerable stability. At the time wedvelopment projects had been outdating the
then existing software methodologies at a rapidepacd thus creating a new breed of
software (Boehm and Fairley 2000).

One consistent contributor to research outcomedimglto estimation of web based projects
over the past ten years has been Mendes and heaguks who have focused primarily in
cost estimating web application projects.

One approach attempting to estimate the effortiredquo complete web development tasks
was to use measurement principles to evaluate ubktyjand development of existing Web
applications. Mendes et al (2001b) expected toldbe ® understand and potentially make
improved predictions about web based software egiphins. It was hoped that obtaining
early feedback from developers could assist thenagitrs to improve and correct their early
estimates during the execution of a project.

To seek more accurate estimations at an early sthgeweb based project Mendes et al
(2002) employed Case Based Reasoning as an estmtatihnique, concluding that CBR “is
a candidate technique to effort estimation and witt the aid of an automated environment
it is a practical technique to apply to Web hypetraalevelopment effort prediction”.

While work has specifically focused on early projsze measurement to enhance effort
prediction CBR was further exposed to comparisoith wnore traditional techniques.
Amongst the conclusions is that the quality ofreates would vary with the quality of the
dataset used for the estimation. The more sucdesstitnates appeared to be those coming
from an own company dataset, but then the sizeuoh glatasets might be limited and
consequently its usefulness could be for that asgdion alone.

In expanding their research Mendes and her coleEagursued the accuracy of estimates
obtained primarily with Case Based Reasoning inlgoation with estimation by analogy.

This is compatible with other researchers who hauggested that a combination of
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techniques could be applied to strengthen the agtinfJgrgensen and Shepperd 2007,
Gruschke and Jorgensen 2008). Mendes et al (Zgjuded that estimates using model
based on an organization’s own historical data,naréetter to those compared to estimates
obtained from a cross-company model, or estimati@sed on a median effort.

Mittas and Angelis (2008) tested a Combination efjiRssion and Estimation by Analogy in
a Semi-parametric Model for Software Cost Estimmgtidout despite seeing some
improvement on initial estimates there was not ghastability to the results to confirm this
method. There have been no further results puldifioen this angle of research.

In a more recent effort Mendes and Mosley (2008)ehexplored the used of Bayesian
Network models to estimate web development effblte models were applied to given
datasets and were benchmarked against simpler tegpgmation techniques using the
median effort. The results show that the more cemphodels based on Bayesian Networks

did not improve the accuracy of results while tfagaplication was more resource intensive.

2.3 The Gap in Estimating VAC

As seen in the previous two sections of this chapiest of the methods used to manage an
information system development project date bacth¢o1980s and are suitable for projects
where the emphasis has been placed on the estisnablity to establish a measure for the
software size. As the problem domain of a systeocoimes less clearly specified, the degree
of difficulty in managing the project increases.isThs particularly true for software
development in the 21century as analysed by Boehm (2008) who expldiat nowadays
software developers and consequently project masdgee serious challenges of having to
simultaneously deal with rapid change, uncertaariy emergence, dependability, diversity,

and interdependence.
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This is particularly true for an e-business projatere the conditions are much more
volatile when compared to more conventional systantsaction takes place in a much more
dynamic field. Developers and contributors to thiejgrt might be dispersed in diverse
geographical locations. Demands on the system ehamantinuously along with the
continuous evolution of the business model and déeelopment of business-to-business
relationships. In addition, development times hawebe much shorter than those for
traditional information systems if the businessoi€apture the market before its competitors
(Cloyd 2001, Rajlich and Bennett 2000, Lee 200%, Baglione and Ebert 2011). Failing to
understand such differences, results in unrealsbst estimates and estimates of project
completion times offered by the developers, ataestar greater than has been encountered
with traditional systems development projects.

Boehm (2008) argues that in the case of completesyswhere uncertainty is high due to
conflicting requirements, it is important to managakeholders’ expectations. This can only
be achieved when software engineers and projecageas are knowledgeable not only about
software concepts and techniques but the conceptseghniques of the organizations using
the software.

With e-business development all of the above is &tnd in particular with VACs. The way
forward for such organizations is for each paraaipto focus on their own capabilities for
growth (Laseter, 2011). In doing so individual stia&lders will increase the diversity of
requirements and will induce more conflict in piiie@s. This will in turn impact on the
integration phase of the development of the ontiaemunity, with new systems linked to
existing and legacy ones, increasing the levelnokuainty further. Lam and Shankararaman
(2004) advise that in the case of an enterprisgration project (such as a VAC one) that a

project manager should estimate resources bas#tkeadntegration project’s complexity, the
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type of integration work, and the skills requirgdacing the emphasis on the complexity
which should be the driver in estimation.

Collaboration in complex projects though is ofteandered by compatibility, connectivity,
and security issues across multiple organizationgh wdifferent IT infrastructures.
Communication is costly and often considered aseflogsad” to be minimized. Thus to
support collaboration among multiple stakeholders iproject and to control the impact of
uncertainty Wu and Cao (2009) propose a three afgpoach; explore the past cases
(experiences),find a similar case, and reuse thaigo for the past case in the new problem
situation.

E-business development projects definitely inclustemne web based project elements.
However, they are not solely web software develagnoaes. A large amount of the effort
and time required to complete such a project isseored in managing stakeholder
requirements and conflicts, integrating systemsatcommon communications and data
processing infrastructure and tackling uncertathtg to the large scale and diversity of focus
of the participants (Andal-Ancion et al 2003, Bikhaw et al 2011).

The efforts in estimating web based projects regkwm the previous section of this chapter
point towards software size estimation as the &gt core target of the researchers. This may
prove valid and adequate for pure software projestslving the integration of a database to
a website application, but are not capable of céfig the effort required to manage and
overcome the uncertainty and conflicts that charés® an e-business development project.
As explained in the first section of this chapted @ocumented by Hill (2005, 2010), the key
driver in an e-business project is the busines®sess such when estimating (in particular
in the early stages) without much clarity aboutursgments the target is to identify a bulk
estimate of the completion time. To do so the manags to consider the project holistically

as suggested by Mendes and Mosley (2008). Thusva@tsizing is not an appropriate
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metric for estimating an e-business project. Thihar proposes to use risk as the key driver

in estimating the duration of such projects.
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CHAPTER 3

Risk and Projects

Risk is present in every aspect of life. Anythihgtthas a specific objective assigned to it and
the attainment of that objective could be disrugigdan unwelcome event is susceptible to
risk. In simple terms, risk can be defined as thebability (or likelihood) of failing to
achieve particular cost, project objectives, arel thnsequence of failing to achieve those
objectives. Risk is inherent in information systedevelopment projects. It needs to be
managed to be controlled if a project is to exeguth minimal disturbance (Aladwani 2002,
Keil et al 2006). To be able to manage risk a mtajganager needs to be able to evaluate it at
every stage of the project. To do so, project margagse ordinal risk assessment scales.
These do not represent probability but “uncertdifty evaluating separately the level of
uncertainty in a project and the level of consegeeof the impact (Conrow and Shishido
1997). Uncertainty can be defined as a combinaticthree elements, namely project size,

project structure, and technical newness (AladgZaopR).

3.1 Risk and Information Systems Projects

The role of risk in projects and in particular nfdrmation systems development projects is
not a new concept. Its study and evolution is pelréb that of software engineering, with
many renowned researchers in the field of softvpaogect management having pursued the
concept of risk evaluation and risk management.nBo€1991) had identified that project
postmortems indicated that successful project memsagad almost invariably used some
project management approach in their way to a sséalecompletion of their projects. He
further proceeded by proposing a six step risk mameent procedure comprising, risk

identification, risk analysis, risk prioritizationsk management planning, risk resolution and
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risk monitoring. Boehm subsequently proceeded lop@sing a risk taxonomy based on his
assessment of risk uncertainty and risk impactgupirobabilities and thus calculating the
cost of software failure. Since then his six stegmagement process has been adopted by a
large number of practitioners and researchershisutalculations of risk cost on the basis of
probabilities has often been replaced by the uswdaihal scales as proposed in Conrow and
Shishido (1997).

At present, many information systems developere lamopted detailed and heavily process-
oriented methodologies in an effort to control #ffects of risk and so reduce delays and the
number of failures in the projects they undertake.

Invariably, the first step is that of identifyinhdse elements of a project or those events
(external or internal) that could possibly cause goject to be late or fail. Following
Boehm’s 1991 taxonomy, many others have proposédedimed risk taxonomies that reflect
systems development as it has evolved in the presshthese can be used as guides to
project teams in the identification stage of risemagement. These taxonomies are lists of
areas or activities within a project that couldgmtially yield a risk consolidated from project
histories (Bandyopadhyay et al. 1999).

Most such lists or taxonomies however are limitedaatheir use since they primarily focus
on internal factors, ignoring many external elemesftinfluence such as politics, changing
business requirements, development platform defogs and so on. In the risk identification
phase teams must also be aware that risks chanig¢inve, something that early researchers
like Boehm (1991) and Conrow and Shishido (199¥ghdentified but has been consistently
ignored where spectacular failures are encount@ed et al 2006). Furthermore new risks
arise that the team has not planned for (Murth2200

Conrow and Shishido (1997) present a list of “safvrisk issues” grouped in six areas

namely project level, project attributes, managdmengineering, work environment, and a
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general one termed as “other”. It is this notiorfaher” the unknown or constantly varying
risk area that is often the most critical in terofsidentifying and managing as emphasis
shifts with time and new conditions arise (Leterisak 2008). Keil et al (1998) had
acknowledged the fact that in order to develop nmggdal risk management strategies the
relative importance of the various risks needsdastablished. This would be ideal if risk
were a static concept. They also suggested thall adk identification process should also
focus on explaining why certain risks are perceit@the more important than others. With
risk being a very dynamic concept such classifoicatias to be revised on a continuous basis,
under the risk monitoring step proposed by Boehrail Kt al (1998, 2006) proceed by
identifying a different taxonomy of risk factors wwh again is limited to internal factors
within a software development project. The saméatditions are experienced in the model for
accurate status reporting proposed by Snow and (RéD1). Here, the difference in risk
exposure of various projects is considered in otdesissess project management reporting

bias.

3.2 Risk Assessment in information systems projects

According to Addison and Vallabh (2002) the failuage of software projects at the time has
been proven to be very high, and the incidencaibire was showing an increasing trend as
more companies venture into software developmeigk Fhanagement as a process was
consequently defined as the use of methods aimedramising or reducing the effects of
project failure.

Similarly Zafra-Cabeza et al (2008) define risk sge&ment in a project environment as the
systematic process of identifying, analysing argpoading to uncertainty as project-related
events or conditions which are not definitely knoamd which have the potential of adverse

consequences on a project objective. In any riskag@ment process, risk assessment is the
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key element that can potentially protect the pitojetanager and the project from
considerable delays and decaying effects.

Tiwana and Keil (2006) in investigating the role fahctionality risk review literature on
studies of risk in software. They address the isguaformation integration in forming risk
perceptions. Risk is assessed through individualager’'s judgement used to establish the
perceived level of risk. Such judgements are basedheuristics and the systematic
integration of information about a variety of chamaistics of a given project. These
individuals use cognitive models through which thesigh each attribute that can influence
risk perceptions. All this information is integrdtento an overall assessment of the project’s
risk perception. The same authors argue that,atle ¢f required knowledge in the project
personnel along with the introduction of new tedbgg are major risk factors. Prior related
experience in similar projects helps develop a tognrepresentation of a largely intangible
investment (such as software) which reduces thel le¥’ perceived risk associated with
developing it. This leads into the conclusion ttinet higher the related technical knowledge
in the domain of the project, the lower is the nigameal perception of overall project risk.
The emphasis is placed on the project domain igsedfnot the specific technical areas of the
project as managers would consider the risk tgtbgect holistically. The above agrees with
the way risk is considered in this work and suppdine way it is utilized in the estimation
approach proposed here.

Risk is usually assessed by the combination of gisibity and impact. The mathematical
expression of risk in the “risk formula”: Risk=pmatlity x damage seems to indicate that
risk is an objective entity (Hall 1998). Howeventh aspects of the risk formula are not
objective entities but rather unstable social aoress. Probabilities depend on the observer
and that person’s past experiences or his / hétyala project historical data into the future

which does not induce any objectivity in this dutiiie of risk.
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Damages associated with risk are not objectiveeeiffhe idea of objective damages directly
implies that they should be measurable somethiagismot always possible, even if in some
cases there are methods and formulae availableot@tarise them (calculate the amount of
money required to rectify the damage) (Stahl 200)s is true in the case of VACs where
the damage cannot be calculated in monetary tesng & often related with loss of
reputation or loss of an opportunity in capturingjiae of a niche market.

Stahl further comments that the identification isks is usually done by developing a list of
risk factors through expert knowledge. In this &agh risk is implied as being objective and
the approaches focus on the concept that manatgrsfy risks that are there independent of
them.

The list of identified risks should be comprehersag unidentified risks can become a major
threat to the organization or result in significapportunities being missed.

In an attempt to address this concern, many orgaairs either expand the standardized
checklists of possible risks that very often artoranal part of standards or guidelines, or
refer to separate risk lists that exist in literatuliterature review shows that these
classifications of risks, the so-called “risk tawames,” are structured in several different
ways. Some risk taxonomies list risks accordingh® sources of the risk, e.g., making the
distinction between environmental risks, politicadks, and economic risks. The various
taxonomies illustrate that risk lists, whether aseparate tool or as a part of a standard or
guideline, very often seem to stress particulétsrisiore than others, or even omit certain
types of risks (Tesch et al, 2007). Consequentyesrisks may not be identified in early
critical stages of a project therefore, may be wketl from further risk analysis and risk
management and may affect the planning and estmgbhases causing considerable

disturbance in later stages. Thus Letens et al8P@0gue that project managers should
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consider expanding those project lists based oim tven experiences and their own fact
gathering techniques for the benefit of future ectg.

While various risk checklists (e.g., the *“top-10list of risk factors described by
Boehm(1991) and frameworks (e.g.Keil et al 1998yehaeen proposed, the underlying
dimensions of the software project risk construad @heir influence on a project remain
largely unexplored. A better understanding of thmeeshsions of software project risk and the
trends or patterns that they are likely to followdifferent types of projects could help project
managers formulate more specific risk managemeatesfies by allowing them to focus on
areas that are at potentially high risk. Wallacalg2004) claim that, earlier efforts did not
attempt to examine the ways in which the dimensmingsk vary across different types of
projects. While the specification of risk and measumay allow managers to audit risk
levels, it does not provide them with informatian lielp formulate a tailored strategy for
countering the risks on a specific project.

To this effect the above authors propose explatiegdifferences between low, medium, and
high risk projects as a means of focusing managatiantion on recurring patterns. This
could in turn be used to offer insight into theatele trends in risk dimensions that could in
turn enhance managerial understanding of the nafurelnerability of a specific project.

The authors maintain that project characteristlse anpact the risk level, and proceed to
investigate three of them: project scope, the detwravhich the project is of strategic nature,
and whether it is outsourced. These three wereecthbscause they have been previously
proposed in the literature as factors that maycafbeoject risk levels. They study them as to
the effect they might have on the following six dmsion of risk, namely team risk,
organizational environment risk, requirements rggianning and control risk, user risk, and
complexity risk . They conclude that the most pnoamt risks associated with high risk

projects differ from those classed for medium aow kisk ones. For high risk projects,
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requirements risk, planning and control risk, anglaaizational risk are the most prominent
risks, whereas for low risk projects complexityti® most prominent. This is somehow in
contrast to Aladwani’s (2002) findings which coreidcomplexity a major element of
uncertainty and therefore a key risk contributoralhprojects and not just the “low risk”
ones.

Similar to Wallace et al (2004), Boehm and Turr2903) had considered five elements of
agility and have studied how the assessment offastors relating to the above elements
could dictate a suitable project structure to achihe objectives of an agile driven project.
Risk is an ever present feature of projects andinres of economic crisis, as the one
experienced on a worldwide scale over the pastykeavs, emphasis is placed on improving
on risk assessment and potentially minimizing ttmpact and losses due to information
systems development risk. On this note Kulk eR@DQ) propose to apply statistical methods
for quantifying the impact of factors that influenthe quality of the estimation of costs for
IT-enabled business projects. These factors angetbias risk drivers since they influence the
risk of the misestimating of project costs. Theabauthors claim that their method can be
effortlessly transposed for usage on calculatirg ¢ffect on other important information
system key performance indicators (KPIs), such @wedule estimation or functionality
delivery. They claim that to do so project manadese to have at their disposal “decent
guantifications”. They transpose methods used imna&l epidemiology to the world of
information systems to address the issue of mmeasitig project costs. They proceed to
demonstrate how with quantification of risk, it mhg possible to quantify the expected
return of a portfolio of projects. The expectationthis case is that with an ordering of
projects by increasing risk, investments in thednelemanagement attention will surface and

that audit attention will optimally be allocatedaddress those needs.
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They further believe that by quantifying the inf@ton systems risks for an entire project
portfolio it becomes possible to quantify the aggte expected return of this information
systems projects portfolio, and thus it becomesenstnaightforward to assess whether it is of
value to the organization investing in this poitiol This is a rather isolated view of
information systems projects ignoring the impact iaferactions with the external
environment as this has been considered by madbegbreviously quoted researchers in this

work.

3.3 The Role of Risk in Estimation

The consideration of the role of risk in the estiora of information systems projects is not
new to research literature. A long list of distirghed researchers consider risk as being
inherent in projects and they have shown risk teelsome role in managing projects, with
some venturing into the consideration of risk intgatestimation. E-business project and the
development of VACs in particular are not an exigepto this. This author believes that risk
can be used as a definitive element in estimatimg duration and consequently the
completion of a VAC development project.

One of the first to highlight the need to link rigk project estimation was Kansala (1997)
where he stated that “Risk assessment estimatese#ued contingency due to the impact of
anticipated risky events. Armed with this inforneati the project manager can confidently
commit to the aggregated result of cost estimadimeh risk assessment”.

More recently though, Donaldson and Siegel (200gued that, the traditional planning
approach in information systems projects often daak explicit allocation of resources to
reduce risk. To improve on this they proposed @& fstep approach to risk assessment,
comprised of; deciding on the number of risk leyvdisfining risk criteria for each risk level,

defining the number of matches required to asgigmtoject to for each risk level, define the
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default risk level (in case the matches are incigifit to assign one), and decide on
recommended resource allocation percentages foageament, development, and product
assurance for each level. The authors claim thgegis with more risk will demand more
risk reduction resources. They propose an apprtaeltimation whereby percentages of the
budget are assigned to product assurance and nmeageThese percentages can be
increased as the project risk increases. Such proagh although valiant does not directly
contribute to the main aim of this work which isdstimate the project at the outset, as the
above approach aims at introducing correctionsécestimate at various points of the project
and such corrections may have considerable impatiteoriginal estimate.

Earlier, Laird (2006) had identified one of the ghomings of estimation methods as not
accommodating risk and its assessment in estimatifiymation systems projects and
discussed how this might benefit project managedsadher practitioners.

In recent works researchers have focused more Ighanprisk and its role in estimating
projects (Glinz 2008, Gruschke and Jorgensen 2@xhm and Bhuta (2008) warn project
managers that risk assessment should be integafllgbases of any project, including that of
planning and estimation, or they could face consiole rework and overruns. Furthermore,
Jorgensen and Boehm (2009) accept that not all Imate objective and conclude that
research should focus more on improving and rdjipiigment-based methods of which risk
assessment is a considerable element. The abose agh the earlier work by Laird (2006)
who, in discussing the limitations of estimationghlights the fact that risk and its
management are often ignored in planning and estiglqaand concludes that risk
consideration in estimating could lead into conside improvements and potentially
minimize inaccuracies in estimating systems devakaqt projects.

Approaching the problem of estimation in a diffdrendustry, Zafra-Cabeza et al (2008) use

risk metrics to forecast the final duration of ajpct and its cost estimate at completion.
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Their method selects a set of risk mitigation awdito be undertaken in order to reduce risk
exposure. They use the mitigation actions as theipukated variables while cost and time
are the controlled variables. Modeling techniguesused to demonstrate how decisions as to
when risk mitigation actions should be taken, wue the impacts of the possible risks that
could affect the project. These authors proposethiger method can be used for rescheduling
the project depending on the time at which mityatactions are required. The work is
applied to semiconductor manufacturing projects tihe author of this work believes that the
principle is also relevant to VAC projects. Semmidoctor development projects are very
structured, process driven projects, but highlynprdo risk and especially changing risks
throughout the duration of the project. Thus tisk element is significant in both types of
projects. At the same time though, one would haveonsider the need for accuracy of the
initial estimate for VAC projects. This is esseht@support other non software development
activities integral to the project such as marlgtplans and actions, physical resources
reallocation and relocation, etc. Therefore anyregagh that would consider revised
estimates through reviewed risk levels during theation of the project is not going to fulfill
the requirements of estimating an e-business grojec

Finally Kluk et al (2009) in discussing their wodk risk quantification claim that their
approach could benefit project managers in thaobitld be possible to identify risk drivers
and manage new projects based on the right valbidbeorisk drivers with a positive
influence on the correct estimation of informateystems KPIs. They aim at identifying the
risk drivers that lead to cost misestimating. Knogvihe reason for project misestimating
attributed to the identified risk drivers, bettstimates can be obtained in the future and this
in turn will support effective investment decisiaisit could potentially lead to more stable

projects.
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CHAPTER 4

Exploring the Role of Risk in e-Business Projects

4.1 Experimental Method

Value Added Communities are primarily informatioystems development and integration
projects and as such the risks encountered during@project would not differ in nature to
those encountered in large and complex informad@relopment projects. What could prove
different though are how such risks and their dveféect on a VAC may vary as the size
and complexity of the VAC vary. It was thereforetural to start the research into risks
relating to VACs from established risk lists thatvh been developed studying large and
complex systems projects. Those, the author exgpetciebe able to modify by adding
elements relating to e-business and more spedyfivdlC development projects.

In pursuing the above, the following three-phaseregch was followed (Addison and
Vallabh 2002, Benaroch and Goldstein 2009):

. Literature sources were used to identify relevask lists and taxonomies. From
those, a preliminary list of elements that includedhnical issues but mostly related to
business or integration issues was compiled. Thénpnary list contains some entries that
might appear as duplicate risks, but came fromerbfiit sources and were maintained in this
list to allow for more clarity in the discussion&hwthe experts. This is shown in table 1a, in
appendix A.

. This preliminary list of risks was then refineg mcorporating the views of four
experts which provided a first level of verificatio

. Finally a questionnaire was used to experiment&st the proposed list. The data
collected was used as means of validating the pexpoisks through a wider expert panel

and at the same time rank those risks as to ofdagmificance.
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In the case of this research, the experts invokerde from a variety of fields across the
business and local authority sectors.

Local authorities were considered as valuable siclu as they offer a particular fortuitous

advantage in that they are all facing e-businegssores in their continuous quest for
rationalization of resources and cost cutting dretdfore have agendas similar to those of
commercially oriented VACs. These parallel develepts offer greater statistical stability

and perhaps greater predictive power (Pimenidas, &004).

4.2 Establishing a Risk List

The author’s first step towards proposing a risk televant to VAC projects was based on
Aladwani (2002) who considers project uncertairgguising on the three variables namely,
size, complexity and diversity of the implementatiproject. Thus risks relating to VAC
development were sought along those three axes. dpproach was combined with the
proposal by Addison and Vallabh (2002) whereby rigktors have been categorized
according to project manager experience, to addther variable. Finally the work by Reifer
(2002) which compares traditional to Internet/Inetadevelopment risks was also consulted.
This proved useful in confirming that tradition&ks such as those primarily relating to the
technical issues of an Internet related projectstiterelevant. Personnel shortfalls, volatile
requirements and new methods and unstable tooltharkey risks identified by Reifer. The
addition by Reifer is compatible with risks iderad for large and complex projects in earlier
work by Boehm (1991) and confirmed by the work mst@ et al (2007).

Murthi’s (2002) list of risks extending beyond ti@@hal sources helped identifying issues
relating to the integration of systems within th@gder spectrum of the value-added
community. The work by Keil et al. (1998) that disses the areas of potential conflict and
has been of considerable help in particularly wb@mbined with that of Wallace et al (2004)
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who focus more closely on risks relating to systel@gelopment in the Internet era and the
effect these could have on the successful delieédyusiness systems. Finally Lippert and
Zullighoven (2002) provided useful suggestions aslifferences in approaches, tools and
methodologies used in e-business development asse@dpto the implementation of

traditional information systems, thus identifyingfather area of risk relevant to VAC

projects.

This above preliminary list was further complementeonfirmed and reviewed through

interviews with four project managers with consalde experience on e-business
development projects. The four experts between thave experience of implementing VAC

projects in 7 different countries in Europe and th&.A. From those one came from the
banking sector, one from the manufacturing indysind the other two from retail. Two of

the interviews were contacted on a face-to-facencomcation and the other two over the
telephone. The results of the interviews were usedeconsider the draft list obtained
through literature review and the final group objpct risk factors was reduced to the

following seven, listed in alphabetical order:

1. Difference in readiness of partners to funcbarthe e-business model.
2. Different priorities in terms of launch time

3. Inexperience of developing team.

4. Legacy systems not compatible with modern teldyyo

5. Loss of expert resources (members of the dexredopteam).

6. Low commitment of individual partners.

7. New systems to be integrated but not previotested.

4.3 Validating the Risk list
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Following the compilation of the above list, a gimsnaire was constructed and distributed
to sixty nine project managers or sponsors of VAfDjgerts. The purpose of this
guestionnaire was to collect data that would vaédidhe proposed risk list. The respondents
were either people well known amongst practitiorflergheir experience in having managed
projects relevant to this research, or were idietifrom research in the field. The latter were
contacted prior to them receiving the questionninegerify their suitability as respondents.
The questionnaire was distributed electronicalbyaa attachment to emails sent to potential
respondents. This proved to be an efficient metbbdata collection resulting in a 50%
completion rate. A considerable number of the exantespondents were initially contacted
by telephone and some via email in order to expilaenpurpose of the questionnaire and
possibly assess the suitability of the potentiapomdent. This was considered as an essential
step in ensuring that data was obtained from ssundth relevant expertise, as these are still
quite scarce.

The target in devising the questionnaire was testia the risks identified according to their
impact and to assess their probability of occureeticus providing a means of ranking the
risk factors identified. The works by Fehlman (200&/illis (2002), Sherer (2004) and Keil
et al (2006), providing the business perspectiveeims of risk factors in e-commerce were
particularly useful in this part of the work. Fustmore the work by Letens et al (2008)
discussing practices of risk identification andesssnent in engineering practice provided
additional insight and helped in confirming the isdoess of the approach.

The questionnaire was initially distributed to 44simesses and 25 councils. Of those
contacted 21 businesses and 14 councils resporydeahtpleting the questionnaire, yielding
a return rate of just over 50%.

A preliminary analysis of the results has beemappted on a qualitative basis. The reason for

this is dual:
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1. The sample is not large enough to allow solidctgsions as the data in terms of
experience levels is quite scattered and

2. It might induce bias in the next stages of gwearch where more data is sought out to
validate / endorse these preliminary results.

The second point raised above is confirmed by Heamst al (2003) who argue that
individual views or perceptions of risk and thefifeets are highly prone to bias. The above
two reasons are confirmed by Persson and Mathiag286h0) when discussing the
development of risk mitigation plans in distributedms, something that is very much part of
the reality of e-business development projects.

To provide a more meaningful representation ofréspondents’ perception of the above list
of risks the results were quantified by assignirigeguency and severity weighting of 1 to 4.
This follows the approach in quantifying the impast a combination of frequency and
severity to accentuate the significant observatessuggested by Willis (2002), Kan (2002)
and Pandian (2004).

The Frequency weighting of 1-4 is assigned in tlieoof Extremely Unlikely — Frequent,
while the Severity weighting of 1-4 is assignedha order of Negligible to Catastrophic. To
produce a first feel for an overall rating of eaxtthe risks in this list the weighted sum of

each was calculated according to the following falan

Rating = [Yi=1..4 [(i*nfi)]/Nf] * [ Yi=1..4 [(i*nsi)]/Ns ]
where

nfi = number of frequency i values

Nf = total number of occurrences for frequency

nsi = number of severity i values

Ns = total number of occurrences for severity
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The results obtained are shown in tabular formaiple 1 below which has been sorted
according to the overall rating achieved for eatlhe proposed risks. The overall ratings
obtained suggest that the two most critical riskmgst this list are: “New systems to be
integrated but not previously tested” and “Inexpece of development team”, while all
others follow close behind. Although simple, thistf set of results confirms that all risks

identified in the original list are seen as sigrafit and so qualified to be included.

Table 1. Risk Ratings — First Phase

RISK BUSINESS COUNCILS OVERALL

New systems to be integrated but not | 9.39 7.29 16.68

previously tested.

Inexperience of development team 8.42 9.18 17.50

Loss of expert resources (members of the | 9.04 5.90 14.94

development team).

Different priorities in terms of launch time | 6.49 6.40 12.89

Legacy systems not compatible with | 4.39 6.59 10.98

modern technology.

Difference in readiness of partners to | 7.05 4.44 11.49

function on the e-business model.

Low commitment of individual partners. 4.74 7.71 12.45

The individual ratings achieved from the businesd &cal authority sectors are shown

separately above. The data from the individual cdsinvere broadly similar one to another
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and so differences between the two groups maylatedepurely to context, e.g. the financial
position of local councils compared with the comaonrsector.

A larger survey during the next stage of this regeavas intended to allow the confirmation
or realignment of this list and hopefully lead tgpeposed taxonomy of risks for VAC

projects that will complement existing taxonomi€h¢ and Park 2002, Addison and Vallabh
2002).

The first five risks listed above are mostly geaeio large-scale and complex projects
(Houston et al 2001, De Oliveira et al 2004), hosrevthe author was seeking to clarify
whether these risks might have enhanced signifeandhe context of VAC development

projects.

The results obtained have been normalised andharensin table 2 below. This shows the
risks in the order they appear in table 1 with nibemalised rating being that for the overall
value as shown in table 1.

Table 2. Normalized Risk ratings (wi=i)

RISK Normalised Rating
New systems to be integrated but not previously tested. (A)

0.52
Inexperience of development team (B)

0.55
Loss of expert resources (members of the development team). (C)

0.47
Different priorities in terms of launch time. (D)

0.40
Legacy systems not compatible with modern technology. (E)

0.34
Difference in readiness of partners to function on the e-business model. (F)

0.36
Low commitment of individual partners. (G)

0.39
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To accentuate the significance of extreme ratiegs. (‘catastrophic”) the ratings calculations
were repeated with wi =%i Figure 2, shows the revised results which hawe &leen

segregated to distinguish the business and losadrgment sectors. The order of the risks on
the x-axis is arbitrary and has been selectedfferdntiate the patterns obtained by results

from the business sector compared to those fromailsu
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Figure 2. Graph of Normalized Risk Ratings (i) — First Phase

Points 1-7 on the x-axis correspond to the riskswshin table 2 in the following order B, D,
G, F, E, CandA.

The different values obtained for the two sect@sdnstrate the differences in perception. In
the business sector the risk of having an inexpeee team is considered as the top rated
one. The perception in the councils sector is mdifferent with the risk of having new
systems integrated into the VAC without any presting achieving the highest rating. Such
differences should not cause a great surprise @si¢leds and priorities are quite distinct

within the two sectors. For the business sectoethphasis is on the successful launch on the
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publicised date and any diversion from that couddchtastrophic. The involvement of an
inexperienced team is likely to induce delays dresé must be avoided at all costs (Starr et
al 2003, and Tesch et al 2007). Councils on therottand normally have less financial
resources available per project in comparison wnass led VACs. Usually the funding for
such projects at local authority level comes fropecsal projects which are closely
scrutinized re their costs against objectives amg major rework at a later stage of the
project might have a severe impact on the costth@duccess of the project overall (Ferro
and Molinary 2010). Thus they perceive the riskirdegrating previously untested new
systems as the most dangerous one; being closiee toain constraint.

There is one instance where the two values for Fiskre very similar and the interesting
point of this coincidence of perception is thatnwolves the risk that is least likely to be
affected by the size or the complexity of the proj®ifferences in the readiness of partners
to embrace the e-business model are primarily aésss issue that is perceived at the same
level of risk for both groups of organizations. 38 the reason the rating is almost identical
for the two sectors, regardless of the differenceperception as to the rest of the risks.
Legacy systems not compatible with new technologpear to be perceived as less
disrupting to the business environments, whileltical authorities appear to be less worried
about the commitment of individual partners.

Once confidence in the initial list of risks wastitied, the author sought to extend the survey
in an attempt to draw solid conclusions as to tfeioof significance of the risks and their
behaviour with varying properties of the projectsécond phase of the questionnaire survey
yielded a much higher sample size (65 respondentstal). The results obtained were very
similar to the ones obtained from the first phaseéhe experiment as is demonstrated in
Figure 3 below which shows the revised risk versatiags graph that includes the two sets of

data combined.
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Figure 3. Graph of Normalized Risk Ratings (i*) — Combined data from the two phases

The two graphs shown in figures 2 and 3 are vemjlai, although the individual values
differ with the graphs in figure three occupyingspiimns higher as to the vertical axis. The
actual differences in values obtained are of lilignificance at this point of the research
when compared to the similarity of behaviour, a fhat strengthens the confidence in the
significance of the experiment and the rankingh# tisks identifiedAs the source of the
data is individual perception of risks affecting €Aprojects it could be inappropriate to
apply any analytic statistical processing methaatgdnsen and Molgkken-@stvold (2004)
suggest that there are good reasons to believe itdatidual responses to qualitative
guestionnaires could be affected by the positimie of the responder and the way that data
collection was completed. Although their work foesison assessing software estimation
errors the principle on data collection appliesehimo and the differences in the actual scale
over the two graphs can be explained. With thectele process applied to potential
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respondents the author had tried to ensure thpomeents to the survey would come from a
similar background in terms of experience and le¥glosition To demonstrate the similarity
a further graph figure B1 is shown in appendix B $shows the curves obtained the results
from plotting the results of the two phases of #®ve research, as well as the result of
combining the two sets of data over a single grépspite some small differences in the
inclination of the curves the similarity of theieliaviour can be further verified there.

The resulting ratings as obtained from individubkervations were plotted in two graphs
(figures 4 & 5). The expectation was that if indival data behaves in a manner similar to
that demonstrated for the weighted average valfigsirés 2 &3) this would further
strengthen the validity of the experiment and theficdence in the emerging ranking of risks
specific to VAC projects. The two graphs in figudeand 5 show the top three individual risk
ratings for each of the two sectors. These arentbst significant and the ones that have
attracted most observations of the two sectorsstiy&ted here. The figures of 1, 0.56 and
0.32 correspond to the highest three normalisedgsthat can be achieved with the chosen
scale for %. Thus the top rating of 256 (4 x“4jields a normalised value of 1, the second
highest rating (4 x 3)yields a normalised value of 0.56 and the thirghbst (3 x 3) a
normalised value of 0.32. The figures on the valtaxis of the graphs show the number of
occurrences each of the three values has beerdegtor the responses to the questionnaires,

for each individual risk.
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Frequency of
Rating

Normalised Ratings

Figure 4. Frequency of Normalized Individual Rasiner Risk (Business Data)

Rating
Frequency

Individual Ratings

Figure 5. Frequency of Normalized Individual Rasiner Risk (Councils Data)

Figure 4 shows that there is a strong resemblaateelen the pattern of change of column
height for each of the three rows for rating vallie8.56 and 0.32 as viewed across the seven
risks and those of the curves for business valne®s in figures 2 and 3. Similarly figure 5,
demonstrates a strong resemblance to the pattéringuces 2 and 3 for the councils data.

This is more evident for the front two rows (thgher ratings) while the pattern is somehow
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different (with much larger number of observatiorig) the third rating. However, the
variation of column heights shows a low point iskrG as all others and follows the general
trend identified in all the others. The higher cemtcation of observations for this rating can
justify the generally lower values of ratings fbetleft hand side of the graphs for councils in
figures 2 and 3.

Therefore the individual observations largely confdo the patterns of variation across risks
identified by the weighted average ratings, thus@shing the stability of the data and

confidence in the results.

4.4  Establishing a Risk Variation Pattern

In previous work Risk ratings were plotted agattistensions of VAC projects to assess how
these ratings varied as project dimensions incce@@enenidis and Miller 2005). At the time
the risk ratings had been plotted against the numbdifferent types of systems and against
the total number of systems integrated in a VAJqmio Those early results showed that risk
increased as those two elements of the projeceased in numbers, thus confirming the
relationship between risk and project charactessiuch as size and complexity. At the same
time those results had indicated that there wasesdiffierence in the behaviour of risks
versus size or complexity, in the two sectors (Bess — Councils). At the time the author felt
that the sample size was not sufficient to expbord firmly support such conclusions. The
second phase of the experiment had resulted ineatlgrexpanded sample and with the
stability of the data confirmed this hypothesis wesgisited and a further sample of graphs
was published in Pimenidis and Miller (2006) toroborate the earlier results. The full set of
graphs is shown in figures B2-B9 (Appendix B). Taa gathered from the first two phases

of the experimental work has been processed to weighted risk ratings for the various
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risks shown in table 1 above. In the case of tlaplygg shown in appendix B, more detall
describing the size and complexity of the projeéetgresented. The variation of risk rating as
captured from the responses to the questionnasebban plotted against the number of
different systems integrated per project, numbedexfelopment teams involved, number of
types of systems integrated and number of orgaarmtnvolved as participants in the VAC.
The above four project attributes have been idedti&s key during the interviews with the
experts at the start of the research and have etided in the questionnaire. Table 6
presented in appendix B shows average values sé thoair ‘size’ and ‘complexity’ attributes
for the projects which the respondents to the guasaire have been involved. In earlier
phases of the work the author had found that theke vary linearly with each one of the
four project attributes mentioned above (Pimenigns Miller 2006). Figures B2 to B9
present the plotting of the individual risk ratifag each of the four project attributes and with
the data separated into Business projects and @suflocal government) projects,
confirming the validity of the earlier indicatiorf tinear variation. The usefulness of the
variation of individual risks is rather limited aral further set of graphs was produced
showing the average rating of risk as it varieshvitcreasing numbers of the four project
attributes discussed above. Figures 6 and 7 shewadhation of average risk ratings with
increasing number of systems, development teanpestyf systems and organizations
involved in a VAC project. In each case a lineantf line has been applied to each plot and
the resulting linear equation is shown for eaclsteluon each of the two graphs.

These linear equations will later be used to caleuthe analogy amongst projects used to
estimate the duration of a of VAC development mtgeapplying a modified estimation by

analogy method as proposed by the author.
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Risk Variation Business

Implementation Teams [ 1Typesof Systems

&===== Organizations Involved m Systems Integrated

y=0.0595x +0.3221 Linear (Implementation Teams) —— —- Linear (Types of Systems) y=0.0726x+0.2107

—-—-- Linear (Organizations Involved) --------- Linear (Systems Integrated)

y=0.0734x+0.219 y=0.0823x+0.0705

Figure 6. Risk Rating Variation with four projedtrébbutes (business data)




Risk Variation Councils

B |mplementation Teams s Types of Systems
[ Organizations Involved . Systems Integrated
y=0.0843x+0.0752 --------- Linear (Implementation Teams) —-—-- Linear (Types of Systems) y= 0.0856x +0.2455

===== Linear (Organizations Involved) Linear (Systems Integrated)

y=0.0751x+0.267 y=0.0824x+0.1523

Figure 7. Risk Rating Variation with four projedtrébbutes (councils data)
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The author believes that this is in line with trengral trend of projects being in the public
sector tend to move at a slower pace as opposttbse in the business sector (De Saulis,
2011). Also the public sector tends to take moreticas steps attempting to integrate
subsystems first and slowly building up to the fAC community adding partners and
systems in incremental steps (Aagesen and Krog&ii#) and Castelnovo, 2011). This in
itself leads to smaller projects as shown in figdreThe incremental approach is partly
dictated by the need to be cautious with public @yospending, the lack of major pressure to
complete within a short period of time dictated rogirket forces and the relatively smaller
cash flow capability of local authorities. As thessults confirm the initial results of the first
phase of the experiment, the author believes thajegs in the two sectors should be
considered separately. This agrees with Lee D. H2D05) who argues that e-government
initiatives (VAC projects in the councils sectogve a distinct set of business value sources
different from those of e-business projects. THéknce in the behaviour of risks for the
two sectors is particularly important in the netepsof this work which uses these results in

estimating VAC projects.
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CHAPTER 5

Using Risk to Establish Analogies

5.1 The ISBSG Repository of Project Data

The International Software Benchmarking Standardsu® (ISBSG) has established, grows
and maintains a database of software project deth dan be used by software project
managers, IT managers, CIOs and IT customer bismasagers.

According to Buglione and Ebert (2011) a very intpot requirement for an estimation tool
or method is to have the opportunity to run bendaksagainst best-in-class projects and
browse within such data. This is the reason allomdpols have recently used the
International Software Benchmarking Standards Gro(iSBSG) history database
(www.isbsg.org), one of the most renowned publipositories of information systems
project data that is continuously maintained andiabgd.

The ISBSG database (Release 9), under licenselB&8G for research purposes, was used
for this experiment. The database contains dataare than 3000 completed projects from
different parts of the world. These are softwargettgpment projects and are of different
types of systems. The ISBSG data comes from peomabomitted by organizations from
nineteen different countries, with more than 65%h& projects having been completed in
2000 or later. The data is rich in detail, but albtprojects contain the same level of detail.
The quality of data has been checked by the ISB&Gré the entry being allowed into the
repository made available and therefore all datesesul.

Data details available vary from project to projaad to avoid any inconsistencies in the
validation experiment that followed in the reseanark, the author chose to limit the extent
of the repository to be used only to those projéatswhich data was available for all the

factors that were included in the questionnairertifeumore, the author selected those
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projects for which original estimates, actual detiv dates and project duration were
available, as all these elements are directly egievo this research work. Hill (2010)
confirms that there are 222 projects which wilisfgtthe above criteria and all those were
included in the original selection. To fine tune taxperiment and to minimise any effects
from mismatches due to differences in the typerojeet, a further refinement yielded a final
total of 116 selected projects that were usedHisr\talidation experiment. The refined list of
projects was produced by excluding all those ptsjaghich despite being web based
projects, could not be clearly classified as VA@&nThe excluded projects were lacking the
level of complexity inherent in VAC projects andiatved either just one organization or just
one development team. The above process followsstiggestions by Jgrgensen and
Grimstad (2008), who argue that a key source facgnracies in estimation is irrelevant and
misleading information. They further explain thaick information can impact effort
estimates because estimation is based partly oonsomus cognitive processes where
estimators frequently do not control their use mioimation when estimating effort or
providing subjective input to formal effort estinmat models. A similar issue was also
discussed bywhang and Sheth (2006) who consider incompleternmftion received by
managers as one of the key reasons for project amagement and estimation is at the core
of project management activities. They see thisnmalete information processing as one of
the main reasons why projects fail and advise pindject managers should actively seek to
verify the completeness of the information uponalihthey make decisions and act.

The projects were divided in two groups those fribia business sector and those from the
government sector to allow for more representgbnagects to be identified as analogues for
each of the two categories of projects to be eséichalthough the database includes various

details that might relate to the size of the prbjederms of function points or lines of code,
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the selection of data that was used for the grduprgjects utilized was focused on the

following four attributes that are relevant to thesearch.

. Number of systems integrated,

. Number of type of systems integrated,

. Number of organizations involved,

. Number of development teams involved.

Further attributes added were those of the durabibithe project, categorical attributes
defining whether the project is a new developmant enhancement or a re-development of
an existing system, and finally the type of indugin the case of business projects) that each
project was developed for. These further attributeslld contribute to a closer matching of
the sought after analogue to the target projecthwthis method aims at estimating. The two
data models comprised 74 records for the Businats @ahd 42 records for the Government

projects data. Details of the construction of theést models can be found in appendix C.

5.2 The Angel Software Tool

The ANGEL software tool was developed at Bourneinddniversity in the late 1990’s as a
project estimation tool. It aims to allow the creatof one or more databases (known as data
models) as collections of software development datd as effort, size, duration etc. Data is
stored on a project basis (although it is feasthet units smaller than projects, such as
phases, might be collected and stored). The cmleabdf historical project data allows
ANGEL to create estimates of effort, for new prégedy a technique known as estimation
by analogy. ANGEL operates upon the principle fhradictions of effort should be based
upon the most similar completed projects for whadtort is already known. This approach

has the advantage that the system will automati@apt to the local environment of the
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user without the need for calibration. In addititime reasoning behind any estimate can be
easily understood since it will be based upon tadismost similar projects (Shepperd and
Schofield 1997, Shepperd et al 1996).

It is the capability of the ANGEL tool which allowtke user to define own data models /
databases that the author is exploiting in thiskwotilizing the selection of projects from the
ISBSG database as the source for this work. Thieidagsed to select the best match to the
project to be estimated from the data model uséds i called an analogue for the project
sought to be estimated. The selection is basetdeattributes of the project listed in section
5.1 and relating to the project attributes uponchtthe survey questionnaire had prompted
respondents to rate risks relating to e-businegeqs.

Although the ANGEL tool is primarily used to estiteaeffort based on project dimensions
such as function points, it is well suited to wakiwith other attributes of project size such
as the ones discussed in section 5.1 above. Thensysmas been used in various experiments
by renowned researchers, including (Shepperd arofietd 1997, Jorgensen et 2003).
Version 2.02 of the tool has been used for thiseargent (available to download from the
University of Bournemouth web site). Screen shdtshe setting up of data models and
loading of the selected project data from the ISBffabase to create data models can be

found in Appendix C.

5.3 Using Risk with the ISBSG Data

Following the creation of the data models, popdatéh the ISBSG data, ANGEL was used
to identify analogues for four projects for whicata were collected through interviews with
the project managers. The projects and the projectagers involved in those four cases are
unrelated to the ISBSG database and have alsoeeotibvolved in the earlier phases of this

research work. Two of the projects involved comnatrapplications in Greece while the
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data for the other two projects originate from logavernment projects in the UK. In each

case, to identify project analogues the attribidestical for the two projects (the one to be
estimated and the selected analogue) are usedifg tee matching. Once the analogue is
established these identical attributes play ndhéirrtole in the estimation process. The non
matching attributes were used to establish theoggalthe measure of the difference)
between the two projects, expressed as a ratioe @ms was established, it was simply
multiplied by the actual duration of the analoguejgct to provide the estimated duration of
the project under observation. To establish thdogya the risk ratings for each of the

differing attributes were calculated using the équs obtained from the corresponding
graphs in figures 6 and 7 in chapter 4 and showable 3 below.

Table 3. Equations used for the calculation of haked analogy

Project Attribute Business Projects Councils Projects
Equations Equations

Number of systems integrated y = 0.0823 + 0.0705 y = 0.0824x + 0.1523
Number of type of systems y = 0.0726x + 0.2107 y = 0.0856x + 0.2455
integrated
Number of organizations y = 0.0734x + 0.219 y = 0.0751x + 0.267
involved
Number of implementation _ _

y = 0.0595x + 0.3221 y =0.0843x + 0.0752

teams involved

Where the projects differed by just one of the fatiributes discussed earlier, the analogy
was established as simply the ratio of the twouwtated risk ratings for that attribute, i.e. that
of the project to be estimated over the analogulee more than one attribute differed, the
ratio of the mean values of the calculated riskngat for each of the two projects was taken

as the analogy. The results of the estimation nbthboth by the method discussed here and
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by using the ANGEL tool were compared to the actiiahtion of each of the four project
cases and to the original estimate at the timeawfisg that project. A summarised view of
the results of this experiment is given in tablendl a graphical representation is provided in
figure 8 of chapter 6.

A further data set containing just twenty one prtgegathered through various sources in
Greece, Spain and Serbia was compiled. These ve¢rmtegrated with the ISBSG data as
they have not undergone a similar exposure to reisegs and scrutiny as to the integrity of
the data. The data for this third data set wasctdl by the author between 2008 and 2010
and the data entries were not as rich as thos8B$G, limiting the fields to those factors
that were considered under this research. The parpbthis smaller more selective set was
to test how a more limited (or controlled) datasat affect the accuracy of the identification
of a suitable analogue. A separate data modelderwith the ANGEL tool using this small
group of local government projects data was cordpiléhis was then used to estimate the
two local government projects that were earliemestied based on the ISBSG data and the

results are presented in table 5 and figure 9, showhapter 6 of this work.
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CHAPTER 6

Estimating Using Risk Based Analogues

This chapter presents, discusses and evaluatesskeof the four projects that were used for
validating the proposed approach to project dunagstimation using the estimation by
analogy method. The estimates obtained by thebasked method for calculating the analogy
amongst the project to be estimated and the analadgntified, are benchmarked against

estimates obtained by using the ANGEL tool as &masion tool.
6.1 Estimating using the ISBSG data

The four projects to be estimated were obtainech femvironments independent to each other
and incorporating systems as distinct in natur@assible within the context of e-business
development and VACs.

The London Borough of Havering is one of the 32d8ighs of the Greater London Authority
and the City of London with a population of abod®000 people. The Borough has over the
past ten years invested heavily in online systemsng to improve the quality of local
government services in London. It provides a rasfgeervices online to casual and registered
users linking to further supporting third party angzations and companies in an effort to
improve their services and provide a full e-senagperience to users. The projects discussed
here involve the integration of existing databagstesns, third party payment systems,
Enterprise Resource Planning system and a Cust@eiationship Management system.
“Protoporia” is a Greek bookstore chain with presem the four biggest cities in Greece and
the most successful online book retailer in thentgu Their portal serves customers for

placing purchase orders and provides a follow-uplifia of their orders. It is also the
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gateway to a small but efficient VAC. Data from iael sales along with data captured from
online checkout registers at the stores is serfowo of the major publishing houses in
Greece. Their systems process the data and orgshigments of books to the bookstores
shops around the country and its warehousing cehtorigh a logistics company which
facilitates the transport of orders. The publishesstems update those of the logistics
company and those of the bookstore and also upaditee customers as to the processing of
their order and the expected date of delivery.

ELGEKA S.A. is the largest commercial company ie fBreek food sector. Offering its
collaborators, customers and suppliers, an intedradystem of commercial services
comprising Sales, Marketing, Trade Marketing, anmobiktics, ELGEKA constitutes an
integral link in the sector's supply chain. The pamy has developed a B-2-B portal for
supporting its customers (thousands of retail ¢tati@ Greece) in placing orders and
checking the status of their orders online. Thetghdinks the company’s offices to the
warehousing facilities and a number of logisticpmurt companies (including their own
subsidiary) in planning order deliveries. The VARGased on this portal, also serves in
collating data for automated order placing withitlseippliers both abroad (the vast majority)
and in Greece. Table 4 below presents a summarthefoutcome of the estimation
experiment involving the above four projects. Farthore, figure 8 provides a diagrammatic
comparison of the results obtained for each projeihg the risk based approach to
estimation developed by the author, the estimatwiged by the ANGEL tool and the

original estimate at the time of the start of thejgct.
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Table 4. Summary of Estimation Results using ti#SS data for analogues

Company | Project Title Data Category | Duration (Days) Variation from Actual (%)
LB Planning Online & Actual 205
Havering Content Management ANGEL 198 -3.41
Estimate
Risk Based 214 4.39
Estimate
Original 195 -5.13
Estimate
Online Bookings & Actual Data 426
Payments ANGEL 353 -17.14
Estimate
Risk Based 458 7.51
Estimate
Original 390 -8.45
Estimate
Protoporia | Order Placing and Actual Data 426
Coordination System
ANGEL 383 -11.10
Estimate
Risk Based 437 2.58
Estimate
Original 385 -9.62
Estimate
ELGEKA Customer B-2-B & Actual Data 262
Logistics Portal
ANGEL 290 10.68
Estimate
Risk Based 246 -6.10
Estimate
Original 240 -8.40
Estimate
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Figure 8. Variation of estimates for the four pobjeases, using ISBSG data
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6.2 Evaluation of the results

In contrast to other approaches to estimating ptejehe method discussed uses analogy in
attempting to estimate the duration of the projastead of the effort required to complete
the project or its individual components. The rea&w doing so is simple and is explained in
the context of the study of risk behaviour for VAEvelopment project that precedes this last
phase of the work. The duration of VAC projectsn@ only affected by the development
effort put into completing each individual task gpltase of the projects but equally by the
interactions between the different partners anddifferent teams and subtasks operating
across the projects. For such reasons it is nddillesto apply the oversimplified suggestion
that to estimate a web based project simply ditiee project into clearly defined subtasks
and estimate each one individually; adding up tidvidual components would yield the
sum of efforts and this would in turn be converietd time (Hill 2010, Mendes et al 2005,
Mendes 2008). Such approach might work when estigat simpler web based project (like
developing an online database) as the researcherse chave demonstrated, but it is not
possible to work with the conditions affecting VAjects.

A further characteristic of VAC projects is thatedto the interactions mentioned above
planning is often revised and hence the balanosdset tasks run in sequence or in parallel
changes frequently, rendering the above simple satrom of effort approach rather
impractical. This is a further reason that this kvdoes not concentrate on estimating effort
but simply on the overall duration of the projethiag to address the most critical success
factor of the project, the launch day of the VAC.

The results shown in table 4 and figure 8 demotestitzat there is good reason to want to
further develop and experiment with the use of #pproach to estimating projects such as
VAC development ones. In all cases the estimategeqr duration was better than the

original estimates obtained. The source contairtiigy data on projects comprising the
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database from which analogues were extracted werdirectly related to the environment of
the projects used as test cases for the estimetipariment. This demonstrates the potential
applicability of the process to a wide range ofjgrts that share the complexity issues
surrounding VAC projects. Also the origin of thects and in particular those from Greece
demonstrates that the approach is not sensitiayocultural or local elements that might
affect the running and delivery of a project todstimated, since the ISBSG database does
not contain any data on projects from Greece or @thgr countries in the geographical
vicinity.

In scrutinizing the results the reader can see ithahost cases the proposed approach to
estimation by analogy has worked quite well and &elsieved variations from the actual
project durations that would be considered withinaaceptable tolerance level (-6.10 % to
+7.51 %). In all cases the estimates derived usimgg author’s risk based approach to
estimating VAC projects is better than the origieatimates obtained for those projects.
Regarding the actual figures the reader might lpprised that the above range is considered
acceptable. However, according to Hill (2010) inaaalysis of those projects for which both
estimates and actual duration data had been senaitout half had been completed outside
their duration estimates, with the majority of taasompleting late. The average of overrun
was 100% for small projects. About 10% of those pleting outside the estimate were early
completions, but in most cases this was achievedcansiderable expense of extra effort and
resources. The above appears to be in agreememtthvat work originally performed by
Molgkken and Jgrgensen (2003) and subsequentlyncexdt by Gruschke and Jorgensen
(2008). They argue that surveys of effort estimébesoftware development projects report
that suchestimates are frequently inaccurate, with the aesreffort overrun of software
projects shown at a level of 30—40%. What is mooerying is that the accuracy of estimates

has not improved much over the last ten to tweegry, something that is broadly confirmed
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by a survey of effort estimation by EI Eman and i&K¢008). Gruske and Jorgensen (2008)
consider important reasons for the lackaoturate effort estimates that information system
development is a complex process that is oftenlpaorderstood by its practitioners. They
further emphasise that most of the activities witthe process are still primarily human
rather than mechanical, and thus prone to all tigjestive factors that may lead to
considerable deviation in the performance of edtinsa There are various types of
uncertainties in estimation and statistical vareargalways going to be there with the only
potential improvement being the ability of the gijmanager to control its size. The Project
Management Institute (PMI) recommends maintainid@-gercent management contingency
buffer in the absence of any other information.gdaosen (2004) suggested that it is
important in order to effectively communicate on&stimates, instead of giving just a
number, to give a range suggesting that the acasallts will be less than or equal to the
estimate at a given percentage of the time (e.%p 6Dthe time. This view is also shared in
subsequent work by Koch and Mitlohner (2009) andkkat al (2009). In addition, Laird
(2006) states that “Estimates are typically thepB@zent view, meaning the probability for
being under or over budget is the same. (UnforeipaParkinson’s Law, which states that
work expands to meet the time available, holds&dtware projects. So, this 50-percent view
says we will be on budget 50 percent of the tingk @rer budget the other 50 percent.)”
Within the above cloud of uncertainty re estimatresults and considering that estimation
accuracy increases as the work progresses and fwiter details of the project being
identified the estimates obtained using the riskeblamethod have to be seen as a good first
set of results (Laird 2006). This is further sugedrby the fact that these were only early
phase estimates with only an outline of the praojietails known.

Looking at figure 8 which shows the variation frdine actual duration, the reader can see a

more impressive outcome. In the three of the fages not only is the variation from the
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actual duration better than that of the originainesate, but the estimate obtained using the
author’'s method is much better from a qualitatieepof view. The three estimates, namely
those for the two LB of Havering projects and tfuatthe “Protoporia” project, are over the
actual duration, while the original estimates fopde projects obtained at the time of
implementation are under the actual duration. Tat$ makes the estimates obtained using
the risk based method much more useful within tbatext of estimating e-business
development. One of the key success factors hasiteatified as that of a timely launch of
the e-business and providing an over estimationmmses the risk of running short of time
and defaulting on the original plans for launch. {Ba contrary an under estimation of the
project’s duration at the early stages can leambtwsiderable revisions of plans and the hiring
and deployment of expensive additional resourcéstat stages of the project. This would be
the result of the project manager trying to meeewy optimistic deadline, for launching the
e-business, which has been based on the earlierestonation of the duration of the project.
A consequence of this could be an overburdene@grbudget that might affect the future of
the business.

To revert to an earlier argument on the issue dfu@l differences and different work
environments and given the plethora of projectsrstibd to the ISBSG database, one cannot
be quite certain as to how the actual working dag weasured for each one and whether
slight differences in measurement and recordindhous can affect the result of the estimates
obtained. Therefore, although one of the most steisi and widely trusted databases has
been used for this work, a definitive answer athéquality of the outcome of the estimates
obtained cannot be provided. This is by no meansakness of the method, but possibly the
issue of lack of generally acceptable standardf)eas is no particular level of tolerance that

can be applied cross industry.
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Overall, the variations from the actual duratioms the four project cases have been
significantly less than those yielded by the ANGt6bl, although both methods used the
same analogues. This is not a criticism of the ANG&ol which has been developed to
estimate on the basis of function points and netrtiore general project dimensions that
were used as attributes in this work. It demonssrahough that the proposed approach to
estimation by analogy can deliver results of pdgsbceptable accuracy. There was one case
though where both methods produced consideralflereiifces from the actual (7.51% for the
proposed approach) and this could raise some awmmder the proposed approach. The
author will not consider this as a serious probtbough as the nature of the data has to be
considered carefully before any conclusions arevdraA close inspection of the data set
used in the experiment demonstrates a significdigreince in one of the attributes used that
of the duration of the analogue, which appears idersbly different (lower) from other
projects of similar size. The quality of the histaf data upon which analogues are drawn
can influence the outcome of estimations by anakogyit is the author’ view that this is the
case here (Gruschke and Jorgensen, 2008, Chapndakvard 2003, Hall 1998). Many
researchers have claimed that as project managgdstieir own repositories of project data
they will be able to understand the strength andkwesses of their data and hence to trust
the quality and accuracies of their estimations1{&e and Pfleeger 1997, Mendes 2008, Li et
al 2007, Pfleeger 2008, Stamelos and Angelis 2004ig, the author believes, is the case
with the proposed estimation approach. To stremgthis belief, the second experiment with
the smaller set of data collected by the authamfeovery specific application domain that
matches in principle the local government projesmated here, yielded improved results
when used with the risk based estimation by analogyhod. Further building of domain
specific repositories of project data could possidhhance the accuracy of the proposed

estimation approach. Although there is an encoaagidication in this second experiment,
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the results are limited as to their extent of aggion and further tests would be required with
possibly larger data sets. Furthermore, to test liypothesis fully, datasets from industry
(business) based projects should be built to egptbrs other application domain area.
Finally, one should not discount the fact that tBBSG historical database has been growing
for more than a decade now and some of the prdpet might be dated. At the same time
this particular database has had its data auditedviade range of industry and research base
users and one should be inclined to feel reasonatityident in its use. The building and
validating of proprietary large datasets to furttest the validity of this research work is time

consuming, resource demanding and beyond the sobties programme of research.

6.3 A Case of a Controlled and Restricted Estimatio Experiment

Following suggestions from the literature with estpreces from other authors that estimation
based on a combination of expert opinion and hisdbproject data often yields better results
when one is using a pool of data that closely nestdine type of project to be estimated
(Jgrgensen and Grimstad 2008, and Smith et al 2004 )author has attempted a smaller
controlled experiment to test this hypothesis i ¢hse of risk based estimation by analogy.
Over the space of two years (2008-2010) data fentwone relatively small projects from
local authorities were collected from three differeountries, quite distinct to each other
both geographically and politically. The projectsggmated from Spain, Greece and Serbia
and are of duration between six and fourteen moeé#ith. They are for systems that were
developed and integrated in local government aittbsrat various levels of administration,
serving primarily internal admin functions and o&ting systems across different
government functions and in some cases externalcagge and suppliers. A full listing of

project data is shown in Appendix C.
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This new collection of data was used as a new ufaidel (dataset) with the ANGEL tool
instead of the ISBSG data and was used to estithaétegwo LB of Havering projects
considered in section 6.2 above. The results obdacan be seen in tabular and graphical
format in comparison with those for the ISBSG dattable 5 and figure 9 respectively. They
demonstrate a better estimate, but only margiraily still do not match the actual duration
of the project. They do maintain the trend shownthmy previous set of results, where the
estimates obtained are over the actual duratiashcambined with the fact that the accuracy
of these two estimates is better than the onesnaatgreviously raise the issue of exploring
further the concept of own data models to be usddthe ANGEL tool.

Table 5. Comparison of estimates of the two coyprdjects, Independent data

% Variation from Actual Duration
PROJECT RISK BASED RISK BASED ORIGINAL
ISBSG INDEPENDENT ESTIMATE
LB Havering 1 4.39 2.83 -5.13
LB Havering 2 7.51 4.79 -8.45

% Variation from Actual Duration

8
6
4
=
0

-2 tBHavering 1 LB Havering 2

B RISK BASED ISBSG M RISK BASED INDEPENDENT ORIGINAL Estimate

Figure 9. Variation of estimates for the coungiigjects using independent data
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CHAPTER 7

Conclusions and Recommendations for Further Reseanc

This work aimed at seeking a means of improvingateuracy of estimates for the duration
of e-business development projects, while at thity edages of a project and before the
detailed requirements of the project are made kndwe author has developed a variation to
estimation by analogy where analogies are estaalifly means of the variation of risk with

project size and complexity.

7.1 Conclusions

The results obtained demonstrate a good level @airacy that is within an acceptable range
when considering the accuracy of established estmamethods and techniques. All
estimates obtained using the risk based methobedter than the original estimates, obtained
at the time of the start of each of the projectd there used as cases for the validation of the
method.

More encouraging is the fact that in three of tharfcases the author's method yielded
overestimations of the duration of the projects¢ead of the underestimations of the original
estimates. This is a strong indication that thishoeé is suitable for estimating the duration of
e-business projects where the accuracy of the hadate of the business is critical and an
underestimation of that might prove catastrophice Btrength of this aspect of the results
was reconfirmed when a second experiment with dlstataset used for the two councils
projects yielded similar results as to the ovenestion, only with better accuracy as to the
actual duration of the projects.

To develop the method, the author has appliedkeesaluation approach that has allowed for
the identification of a risk list relevant to e-lmess projects which was validated by field

experts. The variation of the validated list oksigvith the variation of project attributes that
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determine the size and complexity of an e-busipesgct was established and confirmed.
The resulting equations describing the variationrisks were utilised in estimating the
duration of four value-added community developm@ojects. The risk variation equations
provided the means by which the actual duratiosuitbble project analogues where adjusted
to reflect an estimate for the duration of the @ct§ used for testing the method.

One of the most renowned, accurate and verifiegept® database (ISBSG) was used as the
source from which analogues were identified.

To allow for full confidence in the method and ®&stt its potential use in other project
domains further work is required which is beyond #tope of this work. Suggestions for
such work follow this conclusions section.

The author acknowledges that there are limitattorthis work, but believes that these do not
undermine the quality of the results obtained. Simhations are the size of the repositories
used and the specific nature of the projects th#nodewas tested on. A reader could see a
limitation in the nature of the data collected ks tcomprises risk perception rather than
actual facts. The consistency of the results obthithough instils confidence in both the

guality of the data and the accuracy of the metiredented and discussed in this work.

7.2 Recommendations for Further Research

The work for this research was confined to spetyfies of e-business development projects,
testing the hypothesis that risk and its variatsoti project characteristics can be a means of
establishing suitable analogies for estimating dheation of projects at the early stages of
implementation when detailed project requiremerigghtmot be clear.

The work performed showed that this hypothesisalglybut to instil further confidence and
to possibly broaden the use of such an approacte mwork is required. Further research

should seek out whether the accuracy of the resbttEned is sensitive to the type of project
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data collected. To this effect access to othergatojepositories could be obtained or the
building of further domain specific project databagould be attempted. Both could be time
consuming as there are only few large project dested available on a worldwide basis that
are available to researchers and that containtguwkdta as the one used in this work (Mendes
and Mosley, 2008). Furthermore, developing a domspecific database of comparable size
would be very hard to achieve and the quality & ttata contained would have to be
validated thoroughly before the results obtaingdugh its use can be considered with any
confidence.

Another element of further work is that of broadnihe application horizon of the results of
this work. Further research with project data frotiner domains could be conducted and the
method could be applied to a wider range of projgpes. This would allow for further
validation of its applicability and would demongé&dhe full value of the work and results
discussed here.

The author believes that the work and the estimati@thod presented here could apply to
various types of projects in the wider computingaarThese projects will be of such types
that justify the approach discussed here. Thegll grojects that involve many different
functional teams, different stakeholders from dseerbackgrounds, with the detailed
requirements not always known during the earliage$ and engaging new and emerging
technologies that might have not had that much &xmoto testing in real world systems.
Such projects by definition are characterised g ldegree of uncertainty (Boehm, 2008 and
Persson and Mathiassen, 2010). Given the hypotlietisnd this work the fundamental
principles governing the outcome of this reseamlidcbe extended to such types of projects.
Indicatively the author would suggest web servieaelopment projects as a potential
category of projects. These are characterised bl hincertainty, embrace continuously

evolving technologies in order to stay at the regl of service delivery and accommodate or
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even define new business innovations (Feathermah \&ells 2004, Shi 2007, and
Birkinshaw et al, 2011).

A further area of potential application of thisiesition method is that of computer games
development projects. Similarly to web servicesspmew technologies to offer cutting edge
graphics and state of the art programming capedsldre utilized. Depending on the project
size a large number of partners and stakeholdeghtneingage and the development work
could be equally distributed to a number of divetsams with varying experience and
geographically dispersed. All these project chanastics are ingredients for high levels of
uncertainty and that on its own would make suchepte reasonable candidates to test the
expandability of the application of the estimatroathod discussed in this thesis.

An emerging area of applicability is that of clowdmputing. Currently most cloud
applications are proprietary and the exposure terainties due to uncontrolled or loosely
controlled project hierarchies is rather limite¢hey do embrace state of the art technologies,
they can involve diverse project teams and as whsggion of technologies and platforms
increases more independent applications are expedieen projects will increase in
uncertainty as the competitive nature of differé@evelopers and service providers will yield
a state of ever increasing conflicting requiremeBisth computer games development and
cloud computing projects operate in a state of efierter demand times imposed by external
influences and realistic duration estimates aretiig sensible requirement there.

As a last recommendation for further work the authould raise the need to investigate the
effect on the accuracy of the method discussed thetethe actual contents of the database
from which analogues are identified could have.igsue that might arise is that more than
one project might share the same project attrihlgshave different project durations. This
might reflect cultural differences or different Wapractices that differentiate in the way that

a work day is defined and accounted for. This isfidenot surface in the experimental work
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here, but it could be something to expect in theeaaf large datasets, in particularly when

project data is coming from diverse backgrounds.
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Table 1a. Preliminary Risk List

a kr 0N e

7.
8.
9.

Project scope and objectives are inappropriatefiynel

Complex and unclear relationships between partoestpmers and suppliers
Disagreement between involved partners

Lack of previous experience by the customer

Lack of clear definition of development methodokxyor/and technological
infrastructures

Lack of planning for replacement of current systemiand interfacing with current
systems

Lack of backup plan for delays or/and under-perémoe of new system
Significant need for re-engineering of current bess processes
Inappropriate business plan and IS vision

10. Lack of senior management support or/and interabtigal resistance

11.Inefficient communication between all involved pest

12.Inexperienced team members in core business anadéady project components

13.Emerging or unproven technologies

14. Unfamiliar technologies to the design and develapinbeam

15.Emerging or unproven programming and debuggingteldgies

16. Unfamiliar development environment to the projeem

17.Project involves use of technology that has nonhhesed in prior projects

18.Large number of links to other systems required

19. High level of technical complexity

20.Project involved the use of new technology

21.Immature technology

22.Highly complex task being automated

23. Conflict between users

24.Users with negative attitudes toward the project

25.Personnel shortfalls
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Survey Questionnaire

1. What type of projects have you been involved with?

oo oo

IO

web-site development

e-business development with integrated systems
e-learning

other (please state):

2. Ifiintegrated systems how many systems were involved?

®oo oo

L0

0]

u b WN

3. How many organizations were involved in the project?

"D oo T W

OO

u b WNBE

4. How many different types of systems were involved?

"D oo T o

OO

u b WN -

5. What types of systems did the integration involve (select all that apply)?

oo oo

L0

0]

e-procurement

e-payment

e-learning

Enterprise Resource Planning (ERP)
Management Information Systems (MIS)
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f. [] Decision Support Systems (DSS)
g [] Other (please state):

6. How many different implementation teams did the project involve?

I

S0 oo T o

From the table below, complete those rows as deemed appropriate, identifying sources of risk for
the project failing to complete on time or exceeding the budget. Please grade entries against:

* Frequency: (How often has any of them been encountered).

 Severity: (What would the effect of such an event occurring be).

SOURCE

FREQUENCY

(select one only)

SEVERITY

(select one only)

Inexperience of developing team.

New systems to be integrated but not
previously tested.

[ [] FREQUENT
[ ] [] occasionAL

Legacy systems not compatible with
modern technology.

[]
[]

Loss of expert resources (members of the

[] [] [ ] [ ] REASONABLY PROBABLE

[] L] [ ] [ EXTREMELY UNLIKELY

[] [] [] [ cATASTROPHIC
[] [] [ ] [ crimcaL

[] [] [1 [] MARGINAL

[] [] [] [ NEGLIGIBLE
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development team).

Low commitment of individual partners.

Different priorities in terms of launch time

I
I

Difference in readiness of partners to
function on the e-business model.

O O 0O O
O O 0O O
O O 0O O
O O 0O O
O O 0O O
O O 0O O

[]
[]

Other (please fill in - a):

Other (please fill in - b): BN HEIR L] [] [] []

The following information would be useful to streamline the results of this research and although
not essential would be highly appreciated:

Industry type :

Job Title :

Would you like a complimentary copy of the relevant article to be sent to you when published? |:|

Please return the completed questionnaire by email.
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Table 6. Average Numbers of project attributes

AVERAGE NUMBERS

PROJECT ATTRIBUTES BUSINESS COUNCILS
Systems Integrated 4.05 2.89
Organisations Involved 3.00 2.38
Types of Systems 3.57 2.00
Implementation Teams 2.87 2.29
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Table 7. Project Attributes (of the four projecses)

PROJECT | NUMBER | NUMBER NUMBER OF NUMBER OF ACTUAL
OF OF ORGANIZATIONS | IMPLEMENTATION | DURATION
SYSTEMS | TYPES INVOLVED TEAMS
OF
SYSTEMS

LB 4 3 3 4 205

HAVERING 1
LB 5 5 4 5 426

HAVERING 2
PROTOPORIA 6 4 6 2 426
ELGEKA 5 4 4 5 262

A Angel Plus 202 - [CAlers\ehas\Documents\ABERTAY First versonVANGEL ESTIMATIOMNANGELPlus2_02\ExpenmentBusinessDatakP.adf]
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Figure C1. Defining a template for the ISBSG Busfdata

123




NGEL ESTIMATION

File Run Window Help

D & 7|

Target | Source  Template |

Hame |l'we |P.'w

Dascription |5|m

Cate ndex Numeic n'a

CaseStatuz  Categonical n'a

Caze N ame Categorical n'a

Humbet of Syste NUMERIC NORMAL
Humbes of Type: NUMERIC NORMAL
Hurbes of Dsgae NUMERIC NORMEL
Humbes of Deve HUMERIC HNORMAL
Type of Develop CATEGORICAL NORMAL
it o NUMERIC HORMAL
Irechustiy CATEGORICAL NORMAL
Type of System | CATEGORICAL NORMAL
Type of Sysierm | CATEGORICAL NORMAL
Type of Syslems CATEGORICAL NDRMAL
Type of Systeres CATEGORICAL MORMAL
Type of Sysierm | CATEGORICAL NORMAL

Mandstoly Field nds
Mandatory Field nia
Mardaton Feld nia
Thas i of Merenal DM
Thee iz of Moomal OM
Thi iz of Momal OM
Thes iz of Monmal OB
Thix iz of High P OM
That i of Merimal ON
Thes iz of Nonmal OM
Thie iz of Monmal OM
This iz of Menmal O
Thex iz of Meormal OM
Thét ir of Mosnal OM

Add  Delete Oew OneDif Fill Default Type Fill Default Prcity

Figure C2. Defining a template for the ISBSG Colsdata

124



# Fle Run Window Help CER
D|§|” = ?|

Predicted Yalues for LEHT:

Target Attribute ’Estimate |

Closest Cases to LEH1

Case Name Distance Rarkirn =
0125 1 3

<Caseds 0.176776E05296F 2

<Caseldr 0176776605296 2
<Case3dy 0176776695296 2
<Cased?y 0.176776695296¢ 2

(Cawels 0.208373333233° 5 Best Attribute Subzet for Predicting Mumber of Systems Integrated with 1 Analogy

<Caselby 0208333333333 6 -

<Cassdly 0208333333333 6

<Cassddy 0.2083333333331 6
<Casel2y 0.216506350346110 i—‘—‘
<Casedls 0242356328951 1

<Cazelhy 0.2423663289518 11

Mizging Walues per Attribute

<Case36> 0.2429563269515 11 it ek e G

<Cased 0.25 14 | |
<Casel1s 0.25 14

< [ 3

Save... Cloze Help

Figure C3 — Using the ANGEL tool to identify a mattg case (project analogue) for the LB
of Havering project 1.

125



Estimating the 1°* LB of Havering project
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Figure C4. Details of the identified project analedor the LB of Havering project 1

Calculating the estimated duration of project 1 ofthe LB of Havering

The non matching attribute for Project 1 of the afBHavering and Case 27 of the Councils
data model is that of number of types of systertegmated. The corresponding equation for
the risk rating variation is, y = 0.0856x + 0.24%&®m table 6).

Applying the equation to the project yields y=0.685%+0.2455 = 0.5023

Applying the equation to case 27 yields y=0.0856*2455=0.5879

The analogy is thus defined as the ratio (0.502@)3879) = 0.854397

The estimated duration is given by multiplying #re@logy by the duration of case 27, i.e.

0.854397*250 = 214 days (approximately)
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Estimating Project 2 of LB of Havering
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Figure C5 — Using the ANGEL tool to identify a mattg case (project analogue) for the LB
of Havering project 2.
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Figure C6. Details of the identified project analedor the LB of Havering project 2

Calculating the estimated duration of project 2 otthe LB of Havering

The non matching attribute for Project 2 of the afBHavering and Case 11 of the Councils
data model is that of number of systems integratbd.corresponding equation for the risk
rating variation is, y = 0.0824x + 0.1523 (froml&b).

Applying the equation to the project yields y =&2@*5 + 0.1523= 0.5643

Applying the equation to case 11 yields y = 0.0824%0.1523=0.4819

The analogy is thus defined as the ratio (0.5643)4819) = 1.17099

The estimated duration is given by multiplying Hrealogy by the duration of case 11, i.e.

1.17099*391 = 458 days (approximately)
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Estimating the “Protoporia” Project
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Figure C7 — Using the ANGEL tool to identify a maittg case (project analogue) for

“Protoporia” project.
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Figure C8. Details of the identified project analedor “Protoporia” project

Calculating the estimated duration of the “Protopoiia” project

The non matching attribute for the “Protoporia” jeat and Case 33 of the Business data
model is that of number of organizations involvéde corresponding equation for the risk
rating variation is, y = 0.0734x + 0.219 (from &i5)).

Applying the equation to the project yields y =18@*6 + 0.219= 0.6594

Applying the equation to case 33 yields y = 0.07534*0.219=0.586

The analogy is thus defined as the ratio (0.659@)586) = 1.125256

The estimated duration is given by multiplying #re@logy by the duration of case 33, i.e.

1.125256*388 = 437 days (approximately)
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Estimating the “ELGEKA” project
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Figure C9 — Using the ANGEL tool to identify a maittg case (project analogue) for
“ELGEKA” project.
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Figure C10. Details of the identified project arple for “ELGEKA” project

Calculating the estimated duration of the “ELGEKA” project

The non matching attribute for the “ELGEKA” projesntd Case 55 of the Business data

model is that of number of systems integrated. ddreesponding equation for the risk rating

variation is, y = 0.0823x + 0.0705 (from table 6).

Applying the equation to the project yields y =&28*5 + 0.0705= 0.482

Applying the equation to case 55 yields y = 0.0823%0.0705=0.3997

The analogy is thus defined as the ratio (0.482)3997) = 1.205904

The estimated duration is given by multiplying Hrealogy by the duration of case 55, i.e.

1.205904*204 = 246 days (approximately)
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Estimating using own collected data independently

Estimating the 1™ LB of Havering Project
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Figure C11 — Using the ANGEL tool to identify a wiaihg case (project analogue) for the
LB of Havering project 1. Own dataset, independecllected.
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Figure C12. Details of the identified project ample for the 1 LB of Havering project; own
dataset independently collected.

Calculating the estimated duration of the ¥ LB of Havering project

The non matching attribute for th& LB of Havering project and Case 1 of the
“independent” councils data model is that of numifamplementation teams involved. The
corresponding equation for the risk rating variati®, y = 0.0843x + 0.0752 (from table 6).
Applying the equation to the project yields y =8168*4+ 0.0752= 0.4124

Applying the equation to case 1 yields y = 0.0843*3.0752=0.3281

The analogy is thus defined as the ratio (0.412@)3281) = 1.256934

The estimated duration is given by multiplying #relogy by the duration of case 1, i.e.

1.256934*168 = 211 days (approximately)
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Estimating the 2' LB of Havering Project
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Figure C13 — Using the ANGEL tool to identify a riaing case (project analogue) for the
LB of Havering project 2. Own dataset, independecllected.
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Figure C14. Details of the identified project ample for the 2 LB of Havering project; own
dataset independently collected.

Calculating the estimated duration of the 2 LB of Havering project

The non matching attribute for th&'2 B of Havering project and Case 21 of the
“independent” councils data model is that of numidellypes of systems integrated. The
corresponding equation for the risk rating variati®, y = 0.0856x + 0.2455 (from table 6).
Applying the equation to the project yields y =&b6*5+ 0.2455= 0.6735

Applying the equation to case 21 yields y = 0.0866*0.2455=0.5879

The analogy is thus defined as the ratio (0.6736)2879) = 1.145603

The estimated duration is given by multiplying #realogy by the duration of case 21, i.e.

1.145603*390 = 447 days(approximately)
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APPENDIX D

An Example of Applying FPA Calculations
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Function Point Calculation

The Main Four Steps
1 - Get count-total, i.e. the number of featureses complexity
2 - Get) Fi — The total of the rating of 14 factors (0-5)
3 - FP = count-total X [0.65 + 0.01 XFi ]

4 - Multiply historical averages per FP by this FP

Step 1 — Get count total.

Complexity Weighting

simpleaveragecomplex  product
Number of user inputs x3+ x4+ X6 =
Number of user outputs x4+ x5+  x7 =
Number of user inquiries X3+ x4+ X6 =
Number of files _x7+ x10+_ x15 =
Number of external interfaces x5+ x7+__ x10 =

An example of a Bank accounts record system — uing)

36 user inputs simple complexity
5 user outputs average complexity
20 user inquiries simple complexity
40 files accessed simple complexity

3 external interfaces average complexity
Applying the Complexity Weighting formulae to the d&ove example

Simple; Average; Complex product

36 user inputs 36x3+ x4+ x6 =108
5 user outputs __ X4+ 5 x5+ __x7 = 25
20 user inquiries 20x3+_ x4+ __x6 = 60
40 files 40x 7+ _ x10+_ x15 =280
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3 external interfaces _ x5+ 3 x7+__ x10 24
TOTAL 494
Step 2 - Geb F

Fourteen factors (listed below) are rated betweand5 depending on their significance to
the specific project.

0 - Negligible
1- Incidental
2 - Moderate
3 - Average

4 - Significant
5 - Essential

For the Bank accounts example,

F1 require reliable backup & recovery? Significa 4

F2 data communications required? Moderate 2
F3 distributed processing functions? Significant 4

F4 performance critical? Average 3
F5 run on existing, heavily utilized environment? Essential 5
F6 require on-line data entry? Essential 5
F7 on-line data entry from multiple operations? ncidental 1

F8 master files updated on-line? No influenceO

F9 inputs, outputs, files, or inquiries complex? Incidental 1
F10 internal processing complex? Incidental 1
F11 code designed to be reusable? Average 3

F12 conversion and installation included in theigle® Average 3

F13 system designed for multiple installationsiffedent orgs? No influence 0
F14 application designed to facilitate change astef use? No influence 0

SF =32

139



Step 3 — Calculate FP
FP = count-total x[0.65 + 0.0DXFi |

=494 x [0.65 + 0.01 x 32] = 479.18 (Applied to Bank Accounts example.

Step 4 — Estimate Effort by Multiplying with Histor ical Averages
Estimated FP 479.18
Proportional to average 479.18/623 = 0.77

Estimated effort = 33 months x 0.77 =25.4 months
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