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Thumbnail images are widely used in electronic devices to help user to scan through
original high resolution images. Therefore, it is important to represent the thumbnail
image correspondingly to the original image. A low quality image should not appear to
be a high quality image in thumbnail form. The quality of an image can be affected by
noise and blur. Noise is characterized by high frequency components, but blur is by low
[frequency components. It is worth noting that to embed a vast information into a limited
data space is a challenging task. Therefore, in this project, more concentrations are
given towards embedding blur information into the thumbnail. The proposed method has
three stages, which are the preliminary processes, blur detection, and down-sampling.
The thumbnail image with blur information is generated using the average edge width as
a weight to integrate blur information. The results show that the proposed method is
better than five other thumbnail generation methods.
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pengguna mengimbas imej asal yang beresolusi tinggi. Oleh itu, adalah penting untuk
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yang dicadangkan mempunyai tiga peringkat, yang merupakan proses awal, pengesanan
kabur, dan persampelan-menurun. Imej lakaran kenit dengan maklumat yang kabur
dihasilkan menggunakan purata lebar pinggir sebagai pemberat untuk mengintegrasikan
maklumat kabur. Hasil kajian menunjukkan bahawa kaedah yang dicadangkan adalah
lebih baik daripada lima kaedah penghasilan lakaran kenit yang lain.
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To optimize the implementation of the algorithm so that it can
be implemented in real-time, or near-real-time imaging system.
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Chapter 1

Introduction

1.1 Background

The demand and usage of digital pictures in our daily life is showing an increasing
trend. Digital pictures are cheaper, easier to distribute, store, and share, and they are
also never degrade. Furthermore, the process of taking digital pictures is faster and
cheaper, if compared with the traditional film based photography [56]. Moreover, the
price of digital camera and camcorder is now affordable for most people. As to follow
this trend, in addition to the camera and camcorder, most of the state-of-art consumer
electronic products, such as smart-phone and printer, are now been equipped with the
ability to capture and display digital images. In order to function as a ”what you see is
what you get (WYSIWYG)” system, most of these consumer imaging products utilize
image thumbnail to allow the user to easily browse the pictures that have been stored in
the digital storage of the product. This approach is also been used due to the small size
of the display screen equipped with these electronic products [12, 9].

As shown in Figure 1.1, image thumbnail represents the original image, but in
smaller size. The definition of an image thumbnail is [15]:

An image thumbnail is produced after the partitioning of an image into
rectangular (usually square) blocks of pixels and constructing a thumbnail
image comprising blocks, of single pixel-size or larger, of uniform pixel
value. The blocks in the thumbnail are uniformly scaled with respect to
those of the image.

The original image is with high spatial resolution, whereas the image thumbnail has low
spatial resolution. Therefore, the task of developing an accurate thumbnail is challeng-
ing, as a vast amount of information need to be embedded into a limited space of data.
That is why if the generated image thumbnail is too small, it would be difficult for the
user to extract the actual information from it [81].

3
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B (Tipe IPEG Image ~1
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Figure 1.1: Example of image thumbnails

Image thumbnail is used to allow the user to roughly inspect the picture’s compo-
sition. Image thumbnail also normally been used by the user to judge the quality of
taken picture in general. For example, during a digital photography session, the user
normally will judge the quality of the acquired picture based on the image thumbnail
after each shoot. Then, based on this rough judgement, the user will decide whether he
want to keep the picture, or to delete it and has a reshoot [69]. Some of the users tend
to take more than one shoot for the same scene as they are not confident enough with
the displayed thumbnail. The result from this is the waste of time, battery power, and
storage.

However, most of the current image thumbnail algorithms are not designed to accu-
rately indicate the real quality of the taken picture. Standard image thumbnail represents
the good pictures, blur pictures and noisy pictures as clean and sharp. Therefore, it is
difficult for the user to know the real quality of the pictures. If the image thumbnail mis-
lead the user to think bad quality picture as having good guality, this condition mostly
will lead to the user’s frustration when the picture is printed, or displayed on higher
resolution equipment.

Although the image thumbnail can be constructed by many ways, there are not many
literatures available for this research field. The commonly used method is the standard
image thumbnail, whihc is known as Pixel-based Down Sampling with Anti-aliasing Fil-
ter (PDAF) [68, 24]. The implementation of PDAF has two stages. The first stage is the
low-pass filtering process, and the second stage is down-sampling process. This method
uses low pass filter to limit the frequency components of the picture, in order to pre-
serve noise information as the noise is mostly dominated in high frequency components
of the original picture. Thus, PDAF cannot indicate the presence of noise correctly as
its generated image thumbnail is always appears clean [68]. It is also worth noting that
although PDAF smoothes slightly the image thumbnail [24], some of the blurry regions
in the original pictures are not represented correctly by PDAF [68].
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Other image thumbnail algorithm, which is known as Direct Pixel-based Down-
sampling (DPD) creates the image thumbnail by down-sample the original picture di-
rectly, without applying any filtering process [24]. When the original picture is being
down-sampled by a factor L, DPD selects one out of every L x L pixels to be included
inside the thumbnail. Image thumbnail generated by DPD is sharper than the one by
PDAF because there are higher picture frequency components inside it. However, simi-
lar to PDAF, DPD cannot indicate correctly the presence of blur in the original picture.

In order to increase the apparent resolution of an LCD display, a similar method to
DPD, which is called Direct Sub-pixel-based Down-sampling (DSD) has been proposed
by Daly [16]. Yet this method works only for color digital images. In this method, the
information of red, green and blue (RGB) for each pixel in thumbnail is taken from three
consecutive pixels on the original image. Although the implementation of both DPD
and DSD are relatively simple, these methods suffer from aliasing artifact. Furthermore,
DPD produces image thumbnails with chrominance distortion.

Fang and Au [24] proposed the use of Min-Max Directional Error (MMDE) in or-
der to reduce the color fringing artifact while increases the apparent resolution. Un-
fortunately, the implementation of MMDE needs unique software to be used and direct
implementation of this method failed to produce any output as it is very high in compu-
tational cost. Therefore, MMDE with Visual Relaxation (MMDE-VR) and MMDE with
Edge Relaxation (MMDE-ER) have been proposed. Yet, both methods still require long
processing time, and therefore are not suitable to be implemented in consumer electronic
products.

It is worth noting that all the abovementioned methods deal with the works on pro-
ducing sharper image thumbnail. None of them are developed with the ability to embed
blur and noise information. Therefore, those thumbnail cannot present the actual qual-
ity of the acquired picture. As noisy images still appear as clean images on the image
thumbnails, and blur images still appear as sharp images in the image thumbnails, brows-
ing and searching using these image thumbnails might lead to errors and inefficiency.

Therefore, Samadani et. al [68, 67, 69] proposed an image thumbnail scheme which
is able to present blur and noisy pictures. The proposed method is divided into two
stages. In the first stage, a blur map is used to present the local blur information.
This map is created by inspecting the intensity ranges within image blocks from eleven
blurred thumbnail versions. During the second stage, the noise information is added to
the thumbnail obtained from stage one by using a modified wavelet based soft thresh-
olding de-noiser.

Ibrahim [37] presents a new method to embed blur information of the original picture
inside the image thumbnail. This method is simple to be implemented in electronic
products. This method uses two small images, which are the direct down-sampled image,
and the corresponding smoothed image version. Although the method is superior to other
well known image thumbnail methods in presenting blur information, the sensitivity of
the method towards blur and noise is depending on three parameters.
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In works by Trentacoste et. al [89], perceptual-based model to down-sample an
image is build to create a down-sampled version of the image that gives the same im-
pression as the original image version. This study has been conducted to find out how
much blur must be present in the down-sampled image, as it can be perceived as the
same as the original image. Matthew et. al used the modified version of Samadani et.
al’s work to conduct their experiment. New appearance-preserving algorithm has been
used to alter blur magnitude locally, to create a smaller image. The blur magnitude is
analysed as a function of spatial frequency.

1.2 Objective of the Research

The main objective of this proposed research is to develop a new method that is able to
embed the blur and noise information inside the image thumbnail. Several goals have
been identified in order to achieve the main objectives. They are:

1. To develop a new down-sampling algorithm, by manipulating image in trans-
formed domain.

2. To develop a new down-sampling algorithm, by manipulating image data in spatial
domain.

3. To optimize the implementation of the algorithm so that it can be implemented in
real-time, or near-real-time imaging system.

o
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Chapter 2

Thumbnail Image Using
Transformed Domains

In this research work, for generating image thumbnail in transformed domain, several
domains have been explored, including wavelet domain, Fourier domain, and fractal
domain. However, in this report, we only concentrate on fractal domain. Fractal is
normally used in the field of image compression. This domain assumes that natural
and most artificial images has similar and repeating patterns, which are redundant in
the image [2]. Therefore, by reducing this redundancy, the image can be stored in much
smaller size. Similarly, the same concept can be applied for generating thumbnail image.
The redundancy within L x L pixels block can be removed, by using the concept of
fractals, so that this block can be represented by a single pixel.

2.1 Methodology

Cohen [13, 14] created thumbnail image by using fractal theory. First, the original image
F is first downsampled using PDAF method to find the initial thumbnail image f. This
method used L = 4 for its implementation. Next, image f is then up-sampled (i.e.,
zoomed-in) by factor L = 4 in order to obtain the actual spatial resolutions. The image is
up-sampled using nearest neighbour interpolation [82]. Then, the 4 X4 correction matrix
C is found. The values within f will be iteratively updated, until minimum C is found.

The method proposed by Cohen [13, 14] can be considered as a slight improve-
ment towards PDAF method. Similar to PDAF method, this method does not consider
the noise and blur information. By obtaining smaller value of C, the thumbnail image
will become clean, and not sensitive to outliers or noise. Therefore in this research, a
modifications has been done by introducing grayscale morphology in the process.

If F is with resolution M X N pixels, f is with resolution m X n pixels (i.e, m = M/L
and n =-N/L). Therefore, in generating the thumbnail image, the aim of this procedure

7
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is to project M X N pixels onto /m X n grid. In other words, the procedure wants to
accurately project L X L pixels from image F to one single pixel on image f. This is
shown by Figure 2.1.

L

Figure 2.1: Projecting information from high spatial resolution grid to lower resolution
grid

The proposed method consists of two stages. The first stage is the accentuation
of bright structures by using grayscale morphology operation. The second stage is the
down-scaling process. In order to emphasize bright structure in the image, the method
uses grayscale morphological operations, which is erosion operation &, to obtain dilated

image D. This operation is given as [28]:
D(x,y)=[FeS](x,y)=(xm)9)§sll’(x—x’,y—y)} 2.1)

where § is the structuring element. This work uses a flat structuring element, with size
of L x L pixels. This is because the proposed method wants to have equal contributions
from all samples within the block. The method sets the structuring element to size of
L x L pixels because it want to completely cover the area defined by the down-sampling
factor L, as shown by Figure 2.1.

The second stage of this method is to down sample image D. This process is given
as:

f(x,y) = D(xL,yL) 2.2)

The method can be used for grayscale and also color images. If the image is color image,
the proposed method will process each color channel independently.

It is noted from Equation (2.2), the proposed method only takes use one pixel from
image D to assign it to image f. Thus, in order to reduce the processing time and to
optimize this method for reduced computational requirements, Equation (2.1) can be
simplified as follows:

(2.3)

[F&S)x,y) : x=0,L2L3L,...andy=0,L,2L,3L,...
D =
(*.7) { 0 : otherwise

)
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By using Equation (2.3) instead of Equation (2.1), the computational requirement of
the proposed method is reduced significantly.

2.2 Results and Discussions

In this experiment, two test images have been used. The first result, which is obtained
by using Test Image 1, is shown in Figure 2.2(a). The original size of Test Image 1 is
3456 x 2304 pixels. The down-sampling factor used in this experiment is set to value 8
(i.e., L = 8). Based on the down-sampling factor used, the output thumbnail image is at
size 432 x 288 pixels.

i
|
L

@ «

Figure 2.2: Test image 1. (a) Input image. (b) Output from PDAF. (¢) Output from DPD.
(d) Output from DSD. (e) Output from the proposed method.

As shown by Figure 2.2, all methods successfully generate the thumbnail versions of
the original images. The basic structure and the composition of the original image can be
represented by all thumbnail images. Yet, the proposed method successfully emphasizes
the bright structure of the image. This can be observed by comparing the body and tail
of the fish in Figure 2.2(e) with other subfigures.

The second result, which is using Test Image 2, is shown in Figure 2.3. The original
size of Test Image 2 is 3456 x 5184 pixels. The down-sampling factor used in this
experiment is set to value 8 (i.e.,, L = 8). Thus, the output thumbnail image is at size
432 x 648 pixels.

Similar to the results obtained in Figure 2.2, the same observation can be obtained
from Figure 2.3. All thumbnail versions can gives a basic idea to the users, regarding to
the basic composition of the original image. However, the proposed method successfully
emphasizes the bright structure on the image, as what can be seen from Figure 2.2(e).
In this figure, the white hen appears brighter in this thumbnail, as compared with other
thumbnail images.
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(d)

Figure 2.3: Test image 2. (a) Input image. (b) Output from PDAF. (¢) Output from DPD.
(d) Output from DSD. (e) Output from the proposed method.

2.3 Remarks

A new method, utilizing grayscale mathematical morphological dilation operation, has
been proposed in this subsection, as an improvement to the fractal method. The method
is simple and easy to be implemented. Compared to other thumbnail image algorithms,
the proposed method has better ability to highlight bright structure onto the thumbnail
images.



Chapter 3

Thumbnail Image Using Spatial
Domain

This chapter deals with the development of thumbnail image generating method in the
‘spatial domain. At the beginning, the initial methodology of the proposed method is
given by Figure 3.1. As shown by this figure, the proposed method will detect noise on
the original image, in order to embed it to the thumbnail image. Similarly, detection of
the blur will also been carried out. The methodology for each stage, and its results will
be presented by the following subsections.

Noise ma A
Noise detection P Downsampling
. o . B
Original image, F Blur detection fur map Downsampling
Downsampling Information integration

1

Thumbnail image, f

Figure 3.1: The initial methodology of the proposed method for generating image
thumbnail.

3.1 Noise Detection

The noise that is considered in this research is the impulse noise. Impulse noise is
considered as an additive noise [50, 64, 49, 86, 87, 88, 28]. The additive noise is defined
as followeds. If (x, y) are the spatial coordinates on the image, and C = {C(x, y)} is the

11
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ideal uncorrupted and clean image, the damaged image by additive noise D = {D(x, y)}
can be described as:

D= { C : with probability 1 — P 3.1

C+N : with probability P

where P (i.e., 0 < P < 1) presents the noise density, and N is the noise intensity value or
the noise amplitude. In this equation, N can have a positive or a negative value.

Impulse noise can be characterized by a long-tail probability distribution* of N, and
thus impulse noise can be considered as an additive long-tailed noise [26, 54, 79, 44].
The probability density function p for impulse noise can be modelled by some skewed
distributions. Furutsu and Ishida in 1961 [26] used a combinations of Poisson distribu-
tions to present impulse noise. In 1988, Lin and Willson Jr [54] presented impulse noise
by using a log-normal distribution as given as:

1 1, [IN|exp(0.5)
W exp (—-2- In (—lNl—)) (3.2)
where |N]| is the average value of |N]. However, the popularity of impulse noise models
that are described by skewed probability distributions, such as the work by [26] and [54],
are decreasing in recent research papers.

From Equation (3.1), for the case of the corrupted pixels, the results of C + N ac-
tually can take any value because N is a random value. Therefore, in recent literatures,
Equation (3.1) has been simplified and replaced with Equation (3.3)'[74, 1, 43]. .

p(NI) =

D= (3.3)

C : with probability 1 — P
N : with probability P

This Equation shows that for most of the current impulse noise models, the corrupted
pixels are directly replaced with the noise intensity values [73, 52, 71, 4, 94]. Unlike
Equation (3.1), in this Equation, the value of N is restricted to positive values only. If
the image is quantized into L intensity levels, N can take any values between 0 to L — 1
[52].

The distribution p of noise N in Equation (3.3) can be defined in many ways. Some
researchers define p as a uniform distribution, which is:

p(N)=P/[L O0<N<L-1 (3.4)

For this case, the noise amplitudes occupy all possible intensity values, from 0 to L — 1.
This type of impulse noise is widely known as random-valued impulse noise. Random-
valued impulse noise have been studied in many works, such as [52, 71, 6, 19, 62, 11,
48, 96, 97].

*A long-tailed probability distribution is a distribution which has relatively high probability regions far
from the mean or median values.

tDue to this simplification, in some literatures, impulse noise is neither considered as an additive noise
nor a multiplicative noise, but as another class of its own.
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Other widely used practical impulse noise model is known as fixed-valued impulse
noise. In this model, N in Equation (3.3) is restricted to the minimum or the maximum
intensity value (i.e. 0 or L — 1) ¥. As the noise with intensity 0 appears as black pixels
on the image, this noise is referred as pepper noise. On the other hand, the noise with
intensity L — 1 appears as white pixels on the image. This type of noise if referred as
salt noise. Therefore, fixed-valued impulse noise is also known as salt-and-pepper noise
8. If D is the intensity of image D, fixed-valued impulse noise is given by the following
probability density function:

%P : pepper;D =0
pD)=¢ 1—-P : noise free pixels;0 <D< L-1 3.5)
-{;P : salt;D=L-1
Because of its simplicity and practicality, this noise model is the most popular impulse
noise model used in literatures, such as the works in [32, 27, 72, 21, 39, 46, 84, 5, 65,
18, 36, 42,22, 77,75, 57, 33, 61, 3, 60, 59, 91].
A simple modification can be done to Equation (3.5) by allowing unequal densities
of salt noise and pepper noise, as given as:
Py : pepper;D=0
p(D)=4 1 -P : noisefree pixels;0 <D< L~-1 3.6)
P, : salt; D=L-1
where P, + P, = P. This noise model has been used in some recent literatures, such as
[97, 75, 57, 33, 61, 3, 60, 59, 91]. This type of noise is called unipolar when either P, or
P, is zero [29].

A variation to Equation (3.6) is obtained by allowing salt noise and pepper noise
to be presented by two intensity ranges. Salt noise occupies high intensity range, while
pepper noise occupies low intensity range. Each range is presented by m intensity levels.
This noise model is given as:

P\/m : pepper;0<N<m
p(N)=4 1-P : noise free pixels;0 <N < L-1 G.7)
Py/m : sal;L-1-m<N<L-1

Some example of works that are using this noise model can be found in [97, 61, 3, 60,
59, 91].

Equation (3.7) can be simplified by assuming that the density of salt noise is equal
to the density of pepper noise. This is given as:

P/2m : pepper;0 <D <m
pD)={ 1-P : noise free pixels;0 <D< L-1 (3.8)
P2m : salt,L-1-m<D<L-1
41t is easier to understand the idea behind this noise model by using equation (3.1). In this equation,
impulse noise N can take positive or negative value. It is assumed that the magnitude of N is very large,
such that C(i, j) + N(i, j) will produce values either greater than L — 1 or lower than 0. Due to quantization

process, these values are truncated to L — 1 or 0 [29].
#Sometimes, this type of noise also been referred as data-drop-out or spike noise [29].
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Actually, when m is equal to one, this equation is equivalent to Equation (3.5), which
is fixed-valued impulse noise. On the other hand, when m is equal to L/2, this model
resembles Equation (3.4), which is random-valued impulse noise. This noise model has
been used in [61, 3, 60, 59, 91].

3.1.1 Methodology

Boundary discriminative noise detection (BDND) method, which has been proposed by
Ng and Ma [61], will be choosen as the base of the proposed method in this research
work. BDND method not only good in detecting fixed-valued impulse noise as defined
in Equation (3.5), but also a wide range of impulse noise models, including the models
defined by Equations (3.6) to (3.8).

The common problem of noise detection stage is the wrong classification of the im-
age pixels. Some uncorrupted pixels might be detected as noise pixel candidates, and
otherwise. If the uncorrupted pixels are treated as noise pixel candidates, they will be
unnecessarily been processed in the noise cancellation stage, makes the object details
become blur. This problem always happen when processing the object edges in the im-
age. On the other hand, if the noise pixels are treated as uncorrupted pixels, they will not
be processed in the noise cancellation stage. As a consequence, the noise pixels will not
be removed successfully from the image. This problem always happen when the cor-
ruption level is high, where the number of noise pixels in the image is huge. Therefore,
to reduce the faulty noise detection and to increase the efficiency of the impulse noise
reduction filter, a method which focus on the misdetection and wrong detection should
be designed.

The proposed noise detection scheme employs two techniques, known as intensity
distance differential method, and intensity height differential method. To ease the under-
standing, the basic concept of intensity distance differential method is first introduced in
Subsection 3.1.1.1. Next, the concept of intensity height differential method is briefly
described in Subsection 3.1.1.2. Then, the proposed noise detection scheme will be
properly described in Subsection 3.1.1.3.

3.1.1.1 Intensity Distance Differential Method

Many studies have been done by other researchers in recent years to improve the noise
detection process. This is because the successfulness of the detection stage is indeed
a very crucial factor to produce a more accurate result of F, with less unwanted pixel
alterations and better local contents preservation. One of the successful noise detection
techniques has been introduced in BDND [61]. BDND has been designed to deal with a
wide range of impulse noise models, from the noise model described by Equation (3.5) to
the noise model described by Equation (3.8). By assuming that the intensities presenting
the impulse noise are not the same as the intensities for the uncorrupted clean pixels,
and the intensity of the noise located at the right most and left most regions of the image
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histogram as shown in Figure 3.2, BDND tries to estimate the noise ranges for both
ends by finding two intensity boundaries. The noise boundary 1 (By) is the boundary for
the lower impulse noise, while the noise boundary 2 (By) is the boundary for the upper
impulse noise. Then, BDND uses these two intensity boundaries to separate the clean
pixels from the corrupted pixels.

I-( T

Uncorrupled Pixel Intensities—y» |

Noise Intensities il

Number of Occurrences

0 50 100 150 200 250

7 Intensity Levels
Noise Boundary 1 Ly Noise Bgﬁndarv 2

Figure 3.2: Example of image histogram corrupted by impulse noise, with well defined
noise boundaries

BDND uses a method known as the intensity distance differential method, to detect
the impulse noise boundaries in the histogram. To further explain the basic concept
of this methodology, an example for intensity distance differential method is given in
Figure 3.3. Figure 3.3(a) highlights an image arca defined by a sliding window of size
9x9 pixels‘l. The pixel of interest X(i, j), which is the pixel located at the centre of the
window, is indicated by orange coloured cell. This pixel of interest has intensity value
of 255, and for this example, it is a noise pixel. The aim of the noise detection stage is
to mark this pixel as one of noise pixel candidates, so it will be filtered out in the next
processing stage, which is noise reduction stage.

In order to find the impulse noise boundaries, the original work by Ng and Ma [61]
uses sorting algorithm. First, the method sorts the samples defined by the sliding window
in ascending order, and the median value is found. This sorted samples are saved as
vector vp. For the example shown in Figure 3.3(a), this vector is:

66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66,
66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66, 66,
Vo= s 72,72,72,72, , 72,72,72,72,72,72,72,74,74,74, 74, 80, 80, (3:9)
88, 88, 88, 88, 88, 88,90, 90,90, 90, 95, 95,95, 95, 98, 98,98, 98,
128, 128,130, 130, 135, 135, 140, 140, 255

1 Although the filter of size 9x 9 pixels is used in this example, in real implementation of BDND, filters
of size 21 x 21 pixels and 3 x 3 pixels are used. It is worth noting that in the proposed method, only filter
of size 21 x 21 pixels is employed.
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(a) Image portion defined by window of
size 9 X 9 pixels
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(b) Representation of the data in (a) as histogram

Figure 3.3: Examples for intensity distance differential method

The sample value with a box in Equation (3.9) is the median value of vp, which is the
415t sample in that order.

The difference vector vp is then obtained from vp. Vector v is defined as the inten-
sity difference between each pair of adjacent pixels in vp (i.e. vp(i) = vo(i + 1) — vo(d)).
The length of v} is one sample less than vp. The corresponding v for Equation (3.9) is:

0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,

= 0,0,0,0,0,0,0,0,0,0,0,0,0,0,6,0,0,0,0,[0],0,

0,0,0,0,0,2,0,0,0,6,0,8,0,0,0,0,0,2,0,0,0,
5,0,0,0,3,0,0,0,30,0,2,0,5,0,5,0, 115

(3.10)

Next, the intensity distance differential method inspects the samples in vp with in-
tensities between 0 to its median value, and search for the maximum value in vp within
the same range. The intensity value that fulfill this condition is defined as the lower im-
pulse noise boundary value By. For the example given in Equations (3.9) and (3.10), the
method inspects the first to 415¢ samples. It is found that vp(36) has the maximum value
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(i.e. vp(36) = 6). The corresponding vp is vo(36) which has intensity 66. Therefore, for
this example, By is 66.

Similar approach has been used to determine the upper impulse noise boundary Bj.
However, the searching involves the intensities between the median value to the maxi-
mum intensity value of the sample. In this case, the maximum vp is at the goth sample
(i.e. vp(80) = 155). The corresponding vp is 140 (i.e. vp(80) = 144). Therefore,
B = 144. The pixel of interest X(i, j) will be classified as noise-free pixel candidate if
its intensity value is in between By and B,. Otherwise, X(i, ) will be considered as a
noise pixel candidate. For the example shown in Figure 3.3(a), X(i, /) is a noise pixel
candidate because it value is greater than B; (i.e. X(i, j) = 255 is greater than B| = 140).
Thus, in this example, X(i, j) is successfully marked as the noise pixel candidate.

When the detection filter size is big, the original intensity distance differential method
requires a long processing time to create v and vp. To generate vp, sorting algoritm is
used. To generate vp, the difference between each pair of samples need to be determined.
Therefore, in order to reduce the computational time requirement by the intensity dis-
tance differential method, the implementation will be based on the local histogram. As
already described in Section 3.1.2, local histogram can be obtained quickly with proper
implementation.

Figure 3.3(b) shows the distribution of the pixels defined by the window in Figure
3.3(a) in histogram form. This histogram can adequately present v from Equation (3.9).
However, the information obtained from the histogram is easier to be interpreted. By
using histogram, the requirement for creating vp can be diminished. Through this figure,
a set of intensity distance differential values can be determined. The intensity distance
differential value can be defined as the gap value between two successive non-empty
histogram bins. The method determines the lower impulse noise boundary value By
(i.e. for pepper noise) by finding the intensity value in the range from intensity O to
the median value, which generates the maximum intensity distance differential value.
Therefore, in this example, By is equal to 66, with intensity distance differential value
equal to 6. Similarly, BDND finds the higher impulse noise boundary value By (i.e. for
salt noise) by searching for the maximum intensity distance differential value from the
median value (i.e. intensity 72 for this example) to the maximum intensity (i.c. intensity
255). Thus, for this example, B, is equal to 140, with intensity distance differential value
equal to 150. Therefore, the utilization of local histogram will give the same values for
By and B, but with less computational time.

3.1.1.2 Intensity Height Differential Method

Although the intensity distance differential method is able to detect the impulse noise
boundary, it is only effective when the noise intensities are unique and differ from the
intensities of the uncorrupted pixels, as shown in Figure 3.2. However, when the re-
gions of impulse noise with uncorrupted pixels are overlapped with each other in the
histogram, intensity distance differential method mostly will fail to detect the impulse
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noise boundaries. This regions overlapped condition might be happen when the noise
spread factor m in Equations (3.7) or (3.8) is large (as shown in Figure 3.4(a)) or when
the uncorrupted pixel intensities occupy the whole dynamic range (as shown in Figure
3.4(b)).

§ & ¢

Number of Occurtences
Number ol Occutrences

&

g

o

200 250

o
w
3

150
Gray Level Gray Level
(a) Large noise spread factor m (b) Uncorrupted pixel intensities occupy the
whole dynamic range

Figure 3.4: Examples of image histogram corrupted by impulse noise, with unclear
impulse noise intensity boundaries

In order to deal with the situations as shown in Figure 3.4, a method known as inten-
sity height differential method has been introduced in this work. This approach is actu-
ally similar to the intensity distance differential method, except that the intensity height
difference is defined as the bin’s height difference between two successive non-empty
histogram bins. Figure 3.5 will be used to explain the basic concept of this approach.
In this example, the image portion is highly corrupted by the impulse noise. The high-
lighted area in Figure 3.5(a) indicates the region defined by a sliding detection window
of size 11 x 11 pixels. The pixel of interest X(i, j) is a noise pixel, with intensity 205.

Figure 3.5(b) shows the distribution of the sampled intensities in Figure 3.5(a) in
histogram form. As shown by this histogram, the intensity of X(i, j) is not the highest
intensity value within the samples. The intensity is also located near to the median
value. If the detection is using intensity distance differential approach, By will be equal
to 0 and B; will be equal to 209. With detected impulse noise boundaries, X(i, j) will be
considered as an uncorrupted pixel. As a consequence, this pixel will remain unchanged,
as it will not be filtered in the next processing stage. Thus, the impulse noise will still be
remained in the image.

Therefore, intensity height differential method is used to reduce the number of mis-
detected noise pixels. Through Figure 3.5(b), a set of intensity height differential values
can be determined. The lower impulse noise boundary By is determined based on the
intensity index from intensity O to the median intensity value (i.e. intensity 204 for this
example), where the intensity height differential value is maximum. In this case, By is
found to be 0. On the other hand, the upper impulse noise boundary B is determined
based on the intensity index from the median intensity value (i.e. intensity 204 for this
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Figure 3.5: Examples for intensity height differential method

example) to the highest intensity value (i.e. intensity 255), where the intensity height
differential value is maximum. In this example, B; is equal to 204. As the value of
X(i, j) is not in between the range between By to B; (i.e. the condition By < X(i, j) < By
is not been met), as desired, X(i, j) is successfully detected as a noise pixel candidate.

3.1.1.3 The Proposed Noise Detection Scheme

For salt-and-pepper noise, or fixed-valued impulse noise defined by equation (3.5), this
type of noise can be easily handled by intensity distance differential approach. This is
because, the noise is always located at the most right and the most left of the histogram
bars. For an 8-bit gray scale images, the salt-and-pepper noise only has intensity 0
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and 255. Therefore, the noise will always successfully been included as noise pixel
candidates by this method. However, when the noise spread factor m is not equal to 1,
the histogram of image D might be similar to the one shown in Figure 3.4(a) or Figure
3.4(b)l. For this case, intensity height differential methodology is more suitable for
detecting the potential noise pixels.

Following the basic methodology of a switching median filter, as shown in Figure
3.6, the output of the noise detection stage is a noise mask M. This mask will be used
to indicate which pixels are noise pixel candidates, and which pixels are noise-free pixel
candidates. The following notation is used:

1 : impulse noise candidate

3.11
0 : otherwise ( )

MG, j) ={

From this equation, M(, j) is set to 1 for noise candidate, and O for noise-free candidate.
The overall block diagram of the proposed noise detection scheme, for detecting an
impulse noise at coordinates (i, j), is summarized by Figure 3.7.

M
Noise detection —> Noise cancellation —>F

]

Figure 3.6: Block diagram presenting switching median filter

D

Y

The proposed impulse noise detection process in this method uses two detection
window; a coarse noise detection window, and a fine noise detection window. The coarse
noise detection window is of size 21 x 21 pixels. This size of detection window has been
chosen to be exactly the same as the one used in BDND [61] and other BDND median
filtering based methods, such as DSMFBDNDE [60]. On the other hand, the fine noise
detection window is of size 3 x 3 pixels. This small window size is chosen in order to
maintain the locality of the image information.

In Figure 3.7, noise borders with subscript 0 correspond to the lower intensity im-
pulse noise borders, whereas noise border with subscript 1 correspond to the higher
intensity impulse noise borders. Noise borders with subscript _Distance are obtained
from intensity distance differential method, while subscript _Height presents intensity
height differential method. Subscript _Coarse presents the borders obtained using a de-
tection window of size 21 X 21 pixels, and subscript Fine presents the borders from a
detection window of size 3 x 3 pixels. For example, Bo piumce.couse 1S @ loWer impulse
noise boundary, obtained from intensity distance differential approach, using the coarse
detection window.

The noise detection process as shown by the flowchart in Figure 3.7 has been de-
signed in order to successfully detect various type of impulse noise. Unlike BDND

IFor example, for an 8-bit grayscale image (i.e. L = 256), if the noise spread factor m is equal to 10,
this means that the impulse noise intensities are presented by two intensity ranges, which are from 0 to 9,
and from 246 to 255.

5=
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Figure 3.7: Block diagram presenting the noise detection process for pixel X(i, j)

method [61], the proposed method uses both intensity distance differential method and
intensity height differential method. As the process starts with intensity distance dif-
ferential approach, it can be assumed that the proposed method does the detection for
the salt-and-pepper noise first. The method then refines the finding to avoid noise miss-
detection. This is carried out by using the smaller noise detection window, or detecting
impulse noise with larger noise spread factor m using intensity height differential ap-
proach. Using this new noise detection scheme, a pixel will go through at least two, and
at most three, noise detection windows before it is classified as a noise pixel candidate or
a noise free pixel candidate. Therefore, an optimization approach described in Section
3.1.2 has been designed and implemented. This method requires a continuous window
sliding for local histogram creation, but create local histograms with low computational
burden. Therefore, some processing time can be saved by this approach.

3.1.2 Optimization for Implementation

Most of the median filtering techniques have long processing time. As an example,
the switching median filter with boundary discriminative noise detection (BDND) tech-
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nique, which was originally proposed by Ng and Ma [61], is a computational expensive
method. This condition is mostly contributed by the following three factors:

1. In both the noise detection stage and the noise correction stage, the sorting oper-
ations have been employed to determine the local median values [61]. (Some of
the sorting algorithms are presented in [58]).

2. Tn the noise detection stage, BDND uses two detection windows, which are of
size 21 x 21 pixels and 3 x 3 pixels, to classify the input pixels to either noise
pixel candidates, or noise free pixel candidates [61]. As the detection process is
involving sorting and local median value calculation, and the detection window is
relatively large, this process requires long processing time.

3. In noise correction stage, BDND employs an adaptive median filter approach [61].
The filtering window is not been fixed to a certain size, but changing accordingly
to the local noise density.

In order to reduce the problems as given by points 1 and 2, in order to avoid the
usage of sorting operations, the exploitation of local histogram to find the local median
value is utilized in this proposed work [47, 35]. To explain the concept, lets consider the
portion of the image as shown in Figure 3.8, which is being filtered by a median filter of
size 3 x 3 pixels. The red thick border represents the contextual region defined by this
sliding window.
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Figure 3.8: Example of image histogram corrupted by impulse noise, with well defined
noise boundaries

The values shown in the figure present the pixel intensity values. At this filter’s
position, a local histogram h(X) as shown in Figure 3.9(a) is created. Histogram h(X)
presents the number of occurrences of intensity value X within the contextual region.
Then, a local cumulative density function (cdf) as shown in Figure 3.9(b) is created. The
cdf is defined as:

X
cdf(X) = % > k(o) (3.12)
S x=0
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Figure 3.9: The local histogram and cdf defined by the window shown in Figure 3.8

where ng is the number of samples within the contextual region that contribute to the
calculation of the median value. In this example, n, is equal to 9 (i.e. 3 X 3). The median
. value is identified as the intensity value X where the cdf first reaching the value equal or
“greater to 0.5. For the example shown in Figure 3.9(b), the median value is equal to 2.
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Figure 3.10: The image in Figure 3.8 when the filter is shifted one pixel to the right

The utilization of local histograms can avoid the usage of sorting operations, and thus
can save a significant processing time. This can be observed clearly when the image is
being filtered by a filter with a big dimensions, such as of size 21 x 21 pixels. Besides,
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the creation of the local histogram is simple, when the filter is being moved one pixel
per time. Figure 3.10 show the same image portion as shown in Figure 3.8, but when the
filter is moved one pixel to the right side.
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Figure 3.11: Sub-regions defined by Figures 3.8 and 3.10

Figure 3.11 shows the common region and the differences between Figures 3.8 and
3.10. Using the example shown by these figures, the samples defined by the contextual
region in Figure 3.10 actually can be initiated based on the samples in Figure 3.8 with
added samples from Figure 3.11(c) and deducted samples from Figure 3.11(b). The
samples in Figure 3.8 are {0,1,1,1,2,3,4,5,6}. Therefore, the samples in Figure 3.10
can be defined as:

{0,1,1,1,2,3,4,5,6} +(2,3,4} - {1,1,3}) = (0,1,2,2,3,4,4,5, 6} (3.13)

Thus, the local histogram can be updated by considering only two columns at one time.
As a consequence, this can save a lot of processing time.

The processing time can be reduced further if the window slides continuously, where
the current local histogram can be created from the previous local histogram. Therefore,
in the implementation of the proposed method, the window slides from left to right
for the odd numbered rows, and from right to left for the even numbered rows. The
calculation of median value by using this method is faster than if the new local histogram
is developed from the whole contextual region.

— s
o
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3.1.3 Results and Discussions

In order to present a wide range of images, the test image used in this experiment is a
composite image. This test image is created by using 13 individual standard greyscale
images that are normally used in digital image noise reduction field. These standard test
images can be obtained from [92]. There are four images with size 256 X 256 pixels,
seven images with size 512 x 512 pixels, and two images with size 1024 x 1024 pixels.
Therefore, the test image can be considered to represent images of different sizes. As
shown by this figure, the content of each figure is also different from each other. For
example, Baboon image contains more details as compared with Peppers image, and
Lena image is darker than Stephanie image. Thus, the test image represents a wide range
of image details. The composite image, which is the test image, is shown in Figure 3.12.
The size of this image is 2048 x 2048 pixels, which is equivalent to 4 Megapixels image.

Three quality measures have been used in this research work to evaluate the per-
formance of the proposed noise detection method as compared with seven other detec-
tion approaches from median filtering techniques. These measures are the false posi-
tive detection, false negative detection, and processing time. The results are presented

__in the following subsections in the form of surface plots. Each surface plot is ob-

tained by using 90 test images generated from the combinations of noise density P =
'{0%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%} with noise spread factor m =
{1,16,32,48,64,80,96,112, 128}.

3.1.3.1 False Positive Detection Rate

False positive detection happens when a clean, uncorrupted pixel has been classified as
_a noisy pixel candidate, when the noise reduction filter processes the corrupted image
D. Asa consequence, the intensity value of this wrongly identified pixel will be altered
during noise cancellation stage. As the intensity value of this pixel is unnecessarily been
changed, this condition produces a difference between the filtered image F with the ideal
clean image C. Therefore, this condition should be avoided, as F may lost some of the
image details.
False positive detection rate is used in this work to evaluate the performance of noise
detection ability of the method. This measure is defined as:

N,
False positive detection = - pr x 100% (3.14)

where N, is the number of clean pixels wrongly detected as noise. Thus, as a good noise
reduction method should minimize its false positive, a good noise reduction method
should have a low false positive detection rate. '

In order to determine false positive detection rate of an image, three noise masks (i.e.
M,, M;, and M3) are created. The values of these masks are initially set to 0. During the
creation of image D, for each coordinates (i, j) where noise is added to image C, mask
M; is marked true (i.e. Ml(i, J) = 1). During the noise detection process on image D,
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Figure 3.12: The composite image used as the test image in this work

M; is marked true (i.e. M,(i, j) = 1) for each detected noise pixel candidates. After
these two noise masks are created, mask M3 is defined as:

1 Mi(i, /) =0and MG, j) = 1

3.15
0 : otherwise ( )

Ms(i, j) =
Then, the number of clean pixels wrongly detected as noise pixel candidates, which will
be used in Equation (3.14), can be determined as follow:

J

K
Np = D, MaGi.)) (3.16)

=1 j=1

Surface plots for false positive rates are shown in Figure 3.14. As shown by this
figure, SMF3 has the highest false positive rate. This is because, SMF treats all pixels
in D as noisy pixel candidates. Therefore, as can be observed in Figure 3.14a, SMF3
has high false positive rate when P is low, and low false positive rate when P is high.
Regardless the value of m, the value of false positive rate for SMF3 is approximately
equal to 100 — P.

PCINRF, IMF, AFSF, and MDBUTMEF have relatively low false positive detection
rate. The magnitude of false detection rate for these methods, for all tested samples, is
less than 5%. Although low false detection rate is desired, further investigation should
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still be carried out, by using other quality measures. This is to check whether the low
false positive detection rate is not because the method does not filter the image.

As shown in Figures 3.13f to 3.13h, ABDND, DSMFBDNDE, and the proposed
method has higher false positive detection rate when P is low. This is mostly be-
cause these methods are designed to deals with high level of corruption. Therefore, at
lower corruption level, these methods tend to consider pixels as noise pixel candidates.
ABDND has higher false positive detection rate for random-valued impulse noise (i.e.
when m is equal to 128), while DSMFBDNDE has higher false positive detection rate
for salt-and-pepper noise (i.e. when m is equal to 1). On the other hand, the proposed
method has low false positive detection rate for salt-and-pepper noise. As compared
with ABDND, the proposed method has a smoother false positive detection rate surface.

80.0000 | 50.0000 | 10.0000 | 80.0000 | 50.0000 | 10.0000 | 80.0000 | 50.0000 | 10.0000
0.7184 0.4202 | 0.0888 0.9061 0.5978 0.1745 1.2636 0.8149 0.2546
0.4585 0.4181 | 0.0901 0.4364 0.4408 0.0932 0.5577 0.4505 0.0936
1.9015 2.9074 | 1.0778 2.1005 3.2491 1.2440 2.4280 4.0508 1.5582
0.7352 0.4606 | 0.0908 0.7357 0.4593 0.0932 0.7349 0.4580 0.0936
0.7527 0.4700 | 0.0916 | 22.1768 1.6084 0.1390 14.8436 | 20.9072 5.9380
8.4187 7.5440 | 6.6865 4.4716 1.3319 0.3533 5.7349 2.0229 0.5626
1.0248 | 0.5774 | 0.3995 | 14.6147 6.1895 1.2310 16.1419 8.3607 2.0475

Figure 3.13: Summary table for discussed filter, p=noise density, m=noise spread factor
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Figure 3.14: False positive detection surface plots
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3.1.3.2 False Negative Detection Rate

False negative detection happens when the method failed to detect corrupted pixels in
damaged image D. As a consequence of false negative detection, not all the noisy pixels
will be cleaned up during noise cancellation process. Therefore, similar to false positive
detection rate, false negative detection rate is also can be used to evaluate the perfor-
mance of noise detection ability of the method. False negative detection rate is defined
as:

False negative detection = Jﬁ"K x 100% 3.17)

where N, is the number of undetected noisy pixel. Thus, as a good noise reduction
method should minimize its false negative, a good noise reduction method should have
a low false negative detection rate.

In order to determine false positive detection rate of an image, three noise masks (i..
M;, M;, and M3) are created. The values in masks My and M, are set exactly the same
as described in Section 3.1.3.1. However, mask M3 is defined as:

1 @ M@ j)=1and My(i, ) =0

3.18
0 : otherwise ( )

M@, j) = {

Then, the number of undetected noisy pixels, which will be used in Equation (3.17), can
be determined as follow:

J K

Na= D" My, ) (3.19)

i=1 j=1

Surface plots for false negative detection rate are shown in Figure 3.14. As shown by
this figure, false negative detection rate for SMF3 is always zero. This is because SMF3
treats all pixels in image D as noise pixels. Therefore, all of the actual noise pixels are
successfully marked as noisy pixel candidates by SMF3.

In contrary with the results on false positive detection rate, all tested method, except
SMF3, have high false negative detection rate when the noise density P is high. This
is because when P is high, the number of noise pixels in D is also high. Therefore, the
probability that the noise pixels will be undetected by the noise detection methods is also
increased.

As observed from Figures 3.14b , 3.14c, and 3.14d, when m # 1 (i.e. except salt-
and-pepper noise), the false negative detection rate for PCINRF, IMF, and MDBUTMF
is almost can be represented as 100 — P. However, the false positive detection rate for
these methods, as can be observed in the corresponding subfigures in Figure 3.14, are
very small. These situations indicate that PCINRF, IMF, and MDBUTMF are only work
well for salt-and-pepper noise. The similar trend can also be observed in DSMFBDNDE.
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False negative detection (%)

0
128

64

Noise spread faclor, m

31

Noise density, P (%)

(h) Proposed method

In Figure 3.14, it is shown that AFSF, ABDND, and the proposed method have low
false negative detection rate values. AFSF, as shown in Figure 3.13d, also has low false
positive detection rate. The surface of false negative detection rate for AFSF does not dif-
ferentiate salt-and-pepper noise, and thus the surface is more even as compared to others.
However, amongst these three methods, the proposed method has the lowest false neg-
ative detection rate at most of the tested samples. Furthermore, similar to ABDND, the
proposed method has the high false negative detection rate for highly corrupted random-
valued impulse noise. This is may be due that the intensity of the corrupted pixel in D is
similar to the actual noise free pixel in image C.

0.0000 0.0000 0.0000 0.0000

0.9701 0.5766 | 0.7348 | 13.3287 | 41.9898 | 81.4776 | 14.2891 | 42.4127 | 81.8546
0.1810 | 0.1400 | 0.2182 | 19.6893 | 49.2193 | 88.5937 | 19.8446 | 49.6095 | 89.2969
10.1350 | 25.8128 | 52.2977 | 10.7321 | 27.8028 | 52.7004 | 12.2833 | 32.9374 | 62.3161
0.0000 0.0000 ( 0.0000 | 19.6875 | 49.2188 | 88.5937 | 19.8437 | 49.6094 | 89.2969
0.0000 | 0.0000 | 12.1203 | 10.5895 | 52.8102 | 12.8886 | 25.7833 | 40.1561

0.0000 | 0.0000 7.3017 33.8915 | 72.7873 8.6489 349759 | 73.7214

0.0000 | 0.0000 1.5507 7.6760 | 29.8365 4.4220 17.9944 | 50.1878

Figure 3.14: Summary table for discussed filter, p=noise density, m=noise spread factor
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3.1.3.3 Processing Time

Processing time, which is the time needed to complete the filtering process, is used in
this work as a measure to indicate the complexity of the method. More complex method
requires more processing time. Shorter processing time is desired.

Surface plots of processing time are shown in Figure 3.15. As shown by this fig-
ure, all methods, except DSMFBDNDE and the proposed method, require less than 5
seconds to complete the filtering process. However, as indicated by the corresponding
subfigures in Figures 3.14 and 3.14, this short processing time might be due to the failure
of the noise detection stage in identifying noisy pixels. Most of these methods have very
low false positive detection rate, and high false negative detection rate. This situation
indicates that these methods only mark a few pixels as noise pixel candidate. As a con-
sequence, the noise cancellation stage only processes these few pixels, and thus requires
only a short processing time.

Figure 3.14g shows that DSMFBDNDE requires the longest processing time. Most
of the test samples require more than 2000 seconds (i.e. more than 30 minutes) to be
processed by DSMFBDNDE. This is mostly because DSMFBDNDE uses sorting algo-
rithm for finding median value, and uses relatively large noise detection filter, which is
of size 21 x 21 and 5 x 5 pixels . On the other hand, as shown by Figure 3.14h, although
the proposed method requires relatively high processing time compared to the other six
noise filtering methods, the proposed method still has significantly shorter processing
time as compared with DSMFBDNDE. Each test sample require less than 50 seconds to
be processed completely by the proposed method.
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Figure 3.15: Processing time surface plots
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R

1.6275 16174 | 1.5231 1.6255 1.6277 1.6281

4.0312 | 4.2314 | 3.4057 3.6171 3.5989 3.3123 3.5987 3.6018

0.3561 | 1.0367 0.0456 0.0461 0.0482 0.0458 0.0486 0.0501

25671 | 3.2091 | 2.5712 2.3965 1.9856 3.2856 3.0123 2.7921

0.4157 | 0.4203 0.0491 0.0502 0.0517 0.0493 0.0512 0.0512

3.9891 | 4.2123 4.7981 4.8194 4.8241 4.2876 4.9871 4.9921

918.9831|131.6730| 2287.6780}2512.9832|2601.6792|2257.8210|2819.3471| 2791.7534

35.9832 | 38.6582 | 38.9261 | 39.0213 | 39.6762 | 34.9854 | 48.9853 | 41.9839

Figure 3.15: Summary table for discussed filter, p=noise density, m=noise spread factor

3.1.4 Remarks

This chapter presents the evaluations of the proposed noise detection method, as com-
pared to other seven state-of-the-art methods. The evaluations have been carried out
objectively. In terms of false positive detection rate, the proposed method is the second
highest, just behind SMF3. However, the good performances of other metheds in false
positive detection might be due to the inefficiency of the noise detection stage of the
methods, where majority of the pixels will not be classified as noise pixel candidate,
even though the pixel is actually a noise pixel. This can be proven by inspecting the
false negative detection rate. Among the switching median filtering methods used in this
work (i.e. excluding SMF3), the proposed methods has the lowest false negative de-
tection rate, portraying its good noise detection ability. However, the proposed method
require a slightly longer processing time as compared to the majority of the method. It
needs around 40 to 50 seconds (which is less than one minute) to completely process one
4-Megapixels image. Therefore, as the processing time required is still considered long,
this process is excluded from the thumbnail generation method that will be designed
next.

3.2 Thumbnail Image Generation Method

Blur can be generally classified into complete blur or partial blur. Complete blur of
image can be caused by camera shake, which undesirably distorts the whole image taken.
Complete blur of image also can be due to Gaussian blur operation. Sometimes, this is
done on purpose in photography. Another type of blur, which is the partial blur, happens
normally when a fast moving object is captured by a relatively slower shutter speed of
the camera [80].

Blurring of images can be disadvantageous or advantageous, depending on purpose
of the image being used. For example, partial blur image can be used to emphasize
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object of interest (OOI) in the image. This type of image has a blurred background with
a distinct foreground object (i.e., OOI). Furthermore, partial motion blurred image of the
main object in image can create a sense of motion effect in the image, such as in 100
meters short run competition. The disadvantages of wholly blur and partial blur image
is obvious, which prevent user to fully interpret the meaning of image due to lack or
distorted information in image.

Motion blur can be caused by camera shake or movement of the object in the image.
Camera shake can cause a complete blur for the image captured while object movement
in the image will cause partial blur. Camera shake is normally due to handheld camera,
therefore a tripod can be a solution for this situation. Typical motion blur is due to
relative motion between the captured scene and camera during exposure time of images
[34].

Depth of field is the distance between the nearest and the furthest objects that give
an image judged to be in focus in a camera. Depth of field is affected by lens’s aperture
in camera [83]. A lens’s aperture is the opening in the diaphragm that determines the
amount of focused light passing through the lens. Large aperture will introduce a low
depth of field, which mean only near object in front of the camera is focused while object
of further.distance in the image will be blurred. Small aperture will enable high depth
of field, which means further object in the image relative to the camera will be sharply
captured. In other words, image is in focus within a range of distances from the lens,
called depth of field.

Out of focus blur in image is caused by improper focus on the object in the image.
Camera autofocus nowadays depends on contrast to perform focusing mechanism accu-
rately. If there is only slight contrast in the image to be taken, the focusing mechanism
might not be working properly [95].

Blur detection is one of the important research branches in digital image processing
field. From the literatures based on the approach used, recent blur detection algorithms
can be roughly classified into the following six groups:

1. Bayes discriminant function.

2. Extraction of low depth of field (DOF) with emphasize on characteristics.
3. Non-reference (NR) block.

4. Lowest directional high frequency energy (for motion blur).

5. Wavelet-based Histogram and Support Vector Machine (SVM).

6. Edge width analysis.

In the work by Ko and Kim in 2009 [45], Bayes discriminant function is constructed
based on the statistic of the gradients of the input image. Mean and standard deviation’s
statistics are taken for all blur and clear regions. Blur image tends to have a smaller
value of mean and standard deviation in the distribution compared with clear image.
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By utilizing this concept, blur region in images can be detected for further de-blurring
processes.

Low depth of field blur causes blur due to large aperture of the camera during the
capture of digital image. This blur detection method is suitable for low DoF image,
where the center image containing focused object with out-of-focus background. For
this type of image, object of interest (OOI) can be extracted through works by Kim [7]
and Wang et al. [41].

In the work of Kim [7], low-DOF image is transformed into appropriate feature space
such as spatial distribution of high frequency. Higher order statistic (HOS) computation
is performed afterwards for all pixels in low-DOF image. HOS is simplified by using
morphological filter operation by reconstruction (dilation and erosion operations), which
eliminates the dark holes and bright patches in input image. The differences of this
method compared with three other methods, which are segmentation through variable
order surface fitting by Besl et al. [63], image segmentation based on extreme intensity
by Lifshitz et al. [53] and robust analysis of feature space of color image segmentation
by Comaniciu et al. [20] are: Kim’s method performs morphological and region merging
method perform computation of higher order statistic, morphological operations, region
merging and thresholding. These processes are to segment out the OOI image from
the input while three other mentioned methods used properties of image intensity and
texture to detect clear and blur region.

Sometimes, in researches regarding to digital image processing, there is a need to
measure the degree of blur introduced into the image after certain type of process was
applied . Therefore, blur degree can become one of the qualitative measures to evaluate
the quality of an image. The degree of blur is important for researcher to evaluate the
robustness and effectiveness of the image processing algorithms. If the measurement
requires both the processed and the original sharp image, this measurement method is
known as full-reference (FR) method.

No reference block based blur detection method does not require any of the origi-
nal signal information which is more convenience in real scenario, compared with full-
reference (FR) and reduced-reference (RR) block based. Image blur region is obtained
via averaging the local blur of macro blocks in the images. Texture influence of the im-
age is reduced via a content dependent weighting scheme and the local blur is defined
as the distance between the two pixels with maximum and minimum luminance val-
ues. This method has lower complexity, higher robustness for variety of image contents
compared with typical edge based blur metrics [17].

No reference block-based blur detection calculates the local blur at the boundaries
and averaging the magnitudes to get the blur of the image. To reduce the influence from
the texture, a content dependent weighting scheme is employed. The basic approach
of no reference quality measurement is the extraction of the decoded video feature and
relationship built between the extracted features and the decoded visual quality. Blur
detection based on no reference block often compared with typical edge based blur met-
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ric. No reference block-based method has advantages over edge-based as block-based
method does not need edge detection, which means the blur detection is not in limited
region like edge-based method and it has more accurate results in estimate the local blur.

The proposed direction estimation is based on measurement of lowest directional
high frequency energy [8]. Motion blur detection based on lowest directional high fre-
quency energy has less computational cost without the usage of point spread function
estimation. The main contribution of this paper is that a closed-form solution is derived.
This method detect the blur region by analyzing high frequency energy and estimate the
motion direction of the image blocks, making it more accurate and more robust com-
pared with other learning-based methods like the work by Liu et al. [66].

The main idea of wavelet-based histogram and support vector machine is on dis-
crimination of the gradient distributions between blurred and non-blurred image regions
[85]). The proposed algorithm does not need the prior knowledge about the input im-
age and is oriented to out-of-focus blur, unlike motion blur detection as described in
the previous sections. This algorithm works on feature extraction in wavelet space by
applying wavelet decomposition of input image, calculating wavelet gradient map and
construction of gradient histograms.

Blur detection based on edge intensity profile is works by analysing the edge of the
objects on the image. The intensity profile of the input image being conducted to check
whether there is potential blur image region in the image.

The example on how the blur effects to the gradient of the object’s edges is shown in
Figure 3.16. Notice that the sharp image, as shown in Figure 3.16(a), has steep gradients
(i.e., step edge). On the other hand, blur image, as shown in Figure 3.16(c), contains
a relativéiy smaller edge gradients (i.e., ramp edge) [23]. By having a larger gradient
in image, the sharp image will looks more distinct compared with the blurred image,
which the gradient already being smoothened. By using this concept, blur detection can
be carried out by analyzing the edge gradient from the image data. Steep edge and ramp
edge gradient regions being segmented out from the input image and ramp edge gradient
region have high potential in representing the blur region [76].

In Figure 3.16, the intensity profile of the edge of sharp image (Figure 3.16 (b)) is
very steep, while the blurred image’s intensity profile (Figure 3.16 (d)) has a relatively
smoother rising and falling edges. For both Figure 3.16 (a) and (c), since the same pat-
tern of image is being used, comparisons between blurred and clear image can be done
in a more comprehensive way. In the work of Chung et al. [10], the blur measure is
estimated by inspecting the contrast of the edges in image. Weighted average between
local standard deviation of the edge gradient’s magnitude and the edge gradient’s mag-
nitude is performed in their works. The standard deviation is perceived as the width of
the edge and the edge gradient magni~tude is included to make their algorithm more re-
liable. Experiment on natural scene has shown that their works can effectively describe
the blurriness in the input image.

In order to embed blur information into the thumbnail, blur detection methods were
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studied. Blur detection methods are mainly area based analysis, rather than more on
specific points of interest. From all possible blur detection researches, edge width anal-
ysis is being considered for this research project. Analysis based on edge width is more
effective as its scope is narrowed to the pixel level of an image, as compared to area
based analysis. Furthermore, currently there is no thumbnail generation method using
edge width analysis approach.
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(b) Horizontal intensity profile of image (a).
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(c) The blur version of i|ﬁage pattern (a). (d) Horizontal intensity profile of image (c).
Figure 3.16: Example of blur edges. (a) The original, sharp image. (b) Horizontal

intensity profile of image (a). (c) The blur version of image (a). (d) Horizontal intensity
profile of image (c).

3.2.1 Methodology

Most of the image thumbnails tend to ignore information regarding the noise and blur
content of the originally high resolution input image F. Therefore, in this thesis, a new
image thumbnail generation algorithm has been developed. This gives more emphasize
on blur regions, and thus named as Thumbnail with Blur Information (TBI). The idea
of this proposed method is to preserve the blur information, especially for the blurs on
the edges on image F, to its corresponding image thumbnail f. To achieve this aim,
blur detection algorithm has been employed to image F. In TBI method, blur detection
algorithm used is based on the work proposed by Chung et al. [10] in 2004. Then,
after the blur detection process is performed, TBI down-samples image F by using the
blur information. Each layers of R,G, and B color will be processed separately and
then combined back in the end process during thumbnail generation stage to ensure less
complicated computation coding.

In this proposed TBI method, similar to other image thumbnail algorithms, the user
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only need to input the down-sampling factor L. If the original input image F is of size
M x N, its thumbnail version f is of size m X n. The dimensions of m and n are defined
as:
M N
nm = {EJ and n= lIJ (3.20)
where | .] stands for floor value (e.g., [2015.9254] = 2015). This means that truncation
approach has been choosen in the implementation of TBL
Generally, the originally high-resolution acquired image F can be described by the
following equation [51] [30]:
F=BeC (3.21)

where B is the space-varying blur, whereas C is the ideal clean and sharp image. The
symbol @ in this equation presents a 2-dimensional convolution operation.

Coordinate—y
oS T ]

Coordinate-y
(ST S ]

0 100 200 400 500

Coordinate—x Coordinate—x
(a) (b)
250
200t
= o
8 5 150 5
£ 200 = e ‘
g . E 100
5 250 E
300 50 = Sharp Image
= Blurred Image
- .'. 12 0 0 L L i i
100 200 300 400 500 60O 0 100 200 300 400 500 600
Coordinate—x Coordinate—x
(c) (d)

Figure 3.17: (a) An ideal clean image C. (b) The blur B as a function of the radius B, of
the blur kernel. (c) A blurred image F according to equation (3.21). (d) Image profile of
C and F along x-axis, at y = 199.

To clarify equation (3.21), an example is given in Figure 3.17. Image F shown by
Figure 3.17(c) is obtained by convolving image C (i.e., Figure 3.17(a)) with blur function
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B (i.e., Figure 3.17(b)). In this example, B is a space-varying blur function, described
by 2-dimensional Gaussian function [93]:

(3.22)

y2+x2)

Gaussian(y, x) = exp (—?—
o

where o is the standard deviation of the distribution. .
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Figure 3.18: Overview of the process involved in TBI algorithm.

Assuming that the Gaussian filter applied is a square filter, with odd size, defined as -
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(2B, + 1) X (2B, + 1), then o can be written as [78]:

o= —Dr__ (3.23)
~2.0 x In(E)

where, in this example, E is set to value 0.0001. Variable B, in this formula stands for
the radius of the blur kernel. Therefore, the Gaussian filter in equation (3.22) can be
expresses in terms of the filter’s size.

Therefore, the blur function B in Figure 3.17(b) is defined as a function of B,. As
shown by this figure, the size of the blur filter kernel applied to the pixels located at
the center of the image is small, and the filter’s size is gradually increasing towards
the border of the image. Blur filter with larger size gives more blur to the image, as
compared to blur filter with smaller size. As a consequence, in Figure 3.17(c), the image
appears relatively sharper at the center region (i.e., regions where blur filters with small
size are applied), as compared with the regions on the border (i.e., regions where blur
filters with larger size are applied).

By inspecting the image profiles shown in Figure 3.17(d), the effect of the blur filter
can be observed. When comparing the profile from the sharp image C with the blurred
image F, it is shown that blur filter changes the step edges in C to become ramp edges
in F. This figure also shows that the slope of the edges becoming more gradual when the
size of the blur filter applied is bigger (i.e., when the blur effect become more serious).

Therefore, the degree of blurs can be observed by inspecting the edges on the image.
Sharp regions have narrow edge witdh, while blur regions have wider edge width. This
is the main approach used by TBI in detecting the blur regions.

Figure 3.18 shows the general view of TBI. As shown by this figure, the proposed
method has three main blocks. These blocks are; (1) Preliminary processes, (2) Blur
detection, and (3) Image down-sampling. TBI algorithm takes the information from
the blur detection stage, and use it in its image down-sampling stage, so that more blur
informations from F can be embedded into f.

3.2.2 Results and Discussions

In order to evaluate the performance of TBI properly, five other thumbnail image al-
gorithms are implemented and used as benchmarks. The methods that are included for
comparisons are DPD method [25] [40], DSD method [55], PDAF method with averag-
ing filter [31], TBNI method [38] and DIB method [70]. The input dataset used consists
of twelve raster images obtained from the database provided by Trentacoste et al. [90] as
it contains various partial blur images suitable to be input data for discussion purposes.
These images are shown in Figure 3.2.2. In order to ensure the “completeness™ of the
test data, the image suffers from various degree and types of blurs. The image size is
also varies.

The images used in this experiment are color image with bit-depth of 24 bits. The
image format is JPEG, which is a common compression scheme used for digital image.



42 CHAPTER 3. THUMBNAIL IMAGE USING SPATIAL DOMAIN

As the input image has three color layers, the processing of TBI is done separately on
cach color layer.

(k) Fiy

Figure 3.19: Example of input images.

In this section the analysis is done based on survey, conducted with all 12 test images
with down-sampling factor L is set to four and eight. For each of the test image, at a
specific L value, each of the data set consists of thumbnail images of DPD, DSD, PDAF,
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(b) Box-and-whisker plot for TBI vs. DIB for L=38.
Figure 3.20: Box-and-whisker plot for TBI Vs. DIB thumbnail images survey.

Box-and-whisker plots is useful for indicating whether a distribution is skewed and
whether there are potential unusual observations (outliers) in the data set. It is also very
useful when large numbers of observations are involved and when two or more data sets
are being compared. This type of graph is used to show the shape of the distribution, its
central value, and its variability. In box-and-whisker plots, the ends of the box are the
upper and lower quartiles, so the box spans the interquartile range. Besides, the median
is marked by a horizontal line inside the box and the whiskers are the two lines outside
the box that extend to the highest and lowest observations.

Figure 3.20 shows box-and-whisker plot for TBI vs. DIB thumbnail images survey.
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Analyzing from the median, it is obvious that TBI method is chosen over DIB method
with a very high tendency from volunteers for both Figure 3.20 (a) and Figure 3.20 (b).

Quartile 1 and quartile 3 also show that the choice is favourable towards TBI. The
extreme minority value also shows tendency towards TBI method for both L=4 and L=8.
Therefore, from this survey, TBI method outperformed DIB with high preference from
volunteers.

3.2.3 Remarks

The results and discussions via graphs and survey have shown that TBI obtained satis-
factory thumbnail results. TBI thumbnail method is successful in a way that it proposed
a new way of generating thumbnail image based on edge width analysis. Normal down-
sampling like DPD and DSD is a direct down-sampling method, without pre-analysis of
the image. PDAF method with averaging filter shows smoother results, sometimes not
correspond to the sharp original image. Overall, TBI has shown a satisfactory result of
down sampling method based on edge analysis, which might not be an obvious better
way, but it is a new approach for a down-sampling method.



Chapter 4

Conclusion and Future Works

This last chapter will give an overall project performance. Section 4.1 concludes the
findings of this project, which reflects the objectives of this research. Next, Section 4.2
put forwards several suggestions, as a general guideline for future works related to this
project.

4.1 Summary and Conclusion

The project carried out in this work is regarding the development of the algorithm for
image thumbnail. This project has been executed successfully, where a thorough liter-
ature survey has been carried out, a new method has been designed properly and was
evaluated extensively with other thumbnail methods. In general, even though this does
not give a very obvious visual improvement compared with its peer’s methods, it does
contribute to the idea of new algorithm of thumbnail generation based on edge width
analysis which has never been done by other researchers. In short, this project is on the
right path in developing a more advanced thumbnail generation method.

To inspect the achievement of the project in more detail, with respect to the project
objectives, the following points are given:

1. The algorithm based on domain transform has been explored. In this research,
one image thumbnail generation method has been developed based on the idea
captured from the fractal transform. The results shows that the proposed method
is better in embedding high intensity structures into the image thumbnail.

2. Development of method in spatial domain has been carried out. Noise detection
method has been successfully designed, but unfortunately its take very long com-
putational time. Therefore, only blur information is emphasize in this project. The
proposed method (i.e., TBI) has been developed by inspecting the blur informa-
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tion. The degree of blur is decided by the edge width analysis. The results shows
that the proposed method is better than some common image thumbnail methods.

3. The work on optimization has been done. First, the implementation of the impulse

noise detector has been optimized by manipulating the information from local slid-
ing window. However, the processing time for this approach is still relatively high
and not suitable for real time application. Therefore, the second optimization is by
ignoring the problem by noise, and this project only concentrated on embedding
blur information into the thumbnail.

4.2 Future Works

Indeed, there are lots of improvements that can be carried out in the future for the bet-
terment of the project. These suggestions are not only related to the improvement of
the proposed Thumbnail with Blur Information (TBI) alone, but also included for the
benefits of this project in the future. These suggestions are listed as follow:

1. The improvements on input datasets.

In the future, it is much better if the input dataset are carried out independently
for each type of blur images like out of focus blur, low depth of field blur and
motion blur. Each type of blur can have different execution processes based on
its blur properties. It is because analysis of each type of blur independently might
brings unexpected research outcome for future research purposes. For this pur-
poses, dataset need to be collected in vast amount and more algorithms need to be
implemented for this intensive purposes.

. The improvements on the acquisition device.

In the future, variety of camera should be used for data collection purpose. For
instance, professional camera still have different image properties compared with
normal point and shoot camera or handphone camera. Therefore, this future work
enable variety of input devices, hence potentially making the future work more
robust and better.

. The improvements in terms of the input media.

In the current project, the input datasets are from still images. In the future, one
should also consider the usage of digital video as the input. Video strem in thumb-
nail form is a potential future research work for further algorithm enhancement.
One of the applications of thumbnail video output is at security room for surveil-
lance system.

. Investigations on more down-sampling method

Variety of downsizing factor need to be included for more down-sampling factor
L. Variety of L parameter in research will help to further investigate and evaluate
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the potential of the down-sampling algorithm. Further research need to be done
for high down-sampling factor thurnbnail image, as less information from original
image embed into the thumbnail, making the future research work more interesting
and challenging.
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Abstract Thumbnail image is widely used in electronic devices to help the user to scan
through original high resolution images. Hence, it is essential to represent the thumbnail
image correspondingly to the original image. A blur image should not appear to be a clear
image in thumbnail form, where this situation might mislead the perceptual analysis of user.
The main purpose of this research work is to develop a down-sampling algorithm to cre-
ate a thumbnail image which includes blur information. The proposed method has three
stages involved to obtain the proposed output thumbnail which are preliminary processes,
blur detection and lastly image down-sampling. For preliminary processes, Sobel first order
derivatives, gradient magnitude and gradient orientation are determined. In blur detection
stage, local maximum, local minimum and gradient orientation are ultilized to calculate the
edge width. The thumbnail image with blur information is generated using the average edge
width map as a weightage to integrate blur information. This proposed method has achieved
satisfying results and have high potential to be applied as one of the thumbnail generation
options for photo viewing.

Keywords Thumbnail image - image down-sample - blur width analysis - integrated blur
image - image browsing

1 Introduction

For an image, generally it is important that an image is clear and sharp. However, there are
also occasions where the blur is done purposely to make the image captured more meaning-
ful, such as motion blur in a photo of a runner that is about to cross the ending line (i.e.,
motion blur on the body but clear on facial expression). Be it as it may, blur image in most
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occasions, is unwanted and many researches have magnificient works in this blur image
branch. In this paper, blur analysis and thumbnail generation based on blur analysis will be
emphasized.

There are few fundamental thumbnail generation methods available such as Direct Pixel-
based Down-sampling (DPD) [1], Direct Sub-pixel-based Down-sampling (DSD) [2], and
Pixel-based Down Sampling with Anti-aliasing Filter (PDAF) [3]. Direct Pixel-based Down-
sampling (DPD) is a method of generating thumbnail image without any filtering method.
In method that employ DPD technique, one cotresponding pixel of the original image is
taken to represent the single pixel in thumbnail image [4]. DPD method generally generate
a sharper image compared with the original image. Direct Sub-pixel-based Down-sampling
(DSD) is the extension of DPD down-sampling method. DSD uses a similar concept to
DPD, but instead of using information from just one pixel, one thumbnail image’s pixel
by DSD uses three pixel values from the original image [1]. These three pixels correspond
to the red R, green G, and blue B color channel. Therefore, DSD is only applicable for
color images (1]. Pixel-based Down Sampling with Anti-aliasing Filter (PDAF) ultilizes the
usage of filtering method, which is low pass filter. Low pass filter band-limit the frequency
component of the initial high resolution original image, therefore the resulting thumbnail
image unlikely to retain noise very well. As noise normally occupies the high frequency
components in image, the resulting thumbnail image from PDAF method will appear to be
smoother and clean from noise [2].

Blur analysis is the process where the image is analyzed in terms of bluriness of edge or
bluriness of a certain region in image with quantitative parameter. Example of blur analysis
is edge width analysis where the degree of blur is assumed to be proportional to the edge
width [5]. Edge width data is mapped for the original image and the data can be used for
further process, such as de-deblurring and re-sampling of the image. Other examples of blur
analysis are Bayes discriminant analysis [6] which researches on gradient statistic of the
blur object in image. There is also researches on calculation of local blur at boundary and
blur magnitude averaging of an image using non-reference block based analysis [7].

The works of others researchers have enriched blur analysis research area. Samadani et
al. [8][9] have come out with an idea to embed blur and noise information into thumbnail
images, thumbnail with integrated blur method(DIB). This is because in normal thumbnail
image, the blur and noise information is lost due to the filtering and sub-sampling. Their
work consists of two stages: blur detection stage, and noise detection stage. In works of
Trentacoste et al. [10], perceptual-based model to down-sample an image is build to create
a down-sampled version of the image that gives the same impression as the original. A
study has been conducted to find out how much blur must be present in down-sampled
image to perceived the same as the original. Trentacoste et al. uses the modified version of
Samadani’s work (8][9] to conduct their experiment. New appearance-preserving algorithm
has incorperated to alter blur magnitude locally to create a smaller image corresponding
to the original image. The blur magnitude is analysed as a function of spatial frequency.
For other down-sampling method[4], thumbnail with blur and noise information (TBNI),
two temporary thumbnail images are combined to generate thumbnail image that retain the
original image’s bluriness and noise(TBNI). This propose thumbnail scheme is actually an
extension to DPD method, with DPD thumbnail is used as the base thumbnail. The selection
of the information to be embedded into the final thumbnail is based on blur extend parameter.
This parameter controls the sensitivity of the algorithm towards noise and blur.

In this paper, a new down-sampling algorithm is proposed based on edge width analysis
to embed the blur information of the original high resolution image into thumbnail image.
The methedology will be further described in the next Section.
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2 Preliminary Concept of Thumbnail With Integrated Blur based on Edge Width
Analysis

In this proposed method, similar to other image thumbnail algorithms, the user need to input
the down-sampling factor L. If the original input image F is of size M x N, its thumbnail
version f is of size m X n. Generally, the originally high-resolution acquired image F can be
described by the following equation [11] [12]:

F=BeC 0))

where B is the space-varying blur, whereas C is the ideal clean and sharp image. The symbol
® in this equation presents a 2-dimensional convolution operation.
To clarify equation (1), an example is given in Figure 1. Image F shown by Figure 1(c)
is obtained by convolving image C (i.e., Figure 1(a)) with blur function B (i.e., Figure 1(b)).
In this example, B is a space-varying blur function, described by 2-dimensional Gaussian
function [13]:
202

Gaussian(y, x) = exp (_y2 * xz) 2

where o is the standard deviation of the distribution. Assuming that the Gaussian filter
applied is a square filter, with odd size, defined as (2B, + 1) x (2B, + 1), then ¢ can be
written as [14]:

o= _B_’_ 3)
\/—2.0 X In(E)

where, in this example, E is set to value 0.0001. Variable B, in this formula stands for the
radius of the blur kernel. Therefore, the Gaussian filter in equation (2) can be expresses in
terms of the filter’s size.

Therefore, the blur function B in Figure 1(b) is defined as a function of B,. As shown
by this figure, the size of the blur filter kernel applied to the pixels located at the center
of the image is small, and the filter’s size is gradually increasing towards the border of the
image. Blur filter with larger size gives more blur to the image, as compared to blur filter
with smaller size. As a consequence, in Figure 1(c), the image appears relatively sharper at
the center region (i.e., regions where blur filters with small size are applied), as compared
with the regions on the border (i.e., regions where blur filters with larger size are applied).

By inspecting the image profiles shown in Figure 1(d), the effect of the blur filter can be
observed. When comparing the profile from the sharp image C with the blurred image F, it
is shown that blur filter changes the step edges in C to become ramp edges in F. This figure
also shows that the slope of the edges becoming more gradual when the size of the blur filter
applied is bigger (i.c., when the blur effect become more serious).

Therefore, the degree of blurs can be observed by inspecting the edges on the image.
Sharp regions have narrow edge witdh, while blur regions have wider edge width. This is
the main approach used by this proposed method in detecting the blur regions.

Figure 2 shows the general view of this proposed method. As shown by this figure, the
proposed method has three main blocks. These blocks are; (1) Preliminary processes, (2)
Blur detection, and (3) Image down-sampling. The propose method takes the information
from the blur detection stage, and use it in its image down-sampling stage, so that more blur
informations from F can be embedded into f.
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2.1 Preliminary processes

As mentioned in previous section, determination of the degree of blurs is by inspecting the
edges on the image. It is well known that the edges can be enhanced by calculating its
gradient value. Therefore, the main purpose of this preliminary processes is to emphasize
the edges from F. As shown by Figure 3, the input for this stage is the original image F,
while the output from this stage are the gradient magnitude G,, and two gradient directions
Gg[ and Gaz.

2.1.1 Determination of Gradient Components

At this stage, the gradient values (i.e., G, and G,) of the input image F at every spatial
coordinates (4, j), within the matrix of size M X N pixels, are calculated. These gradient
values are obtained by applying 2-dimensional directional derivatives as given by equation
.
[G,(i. j)] _ [ & F6)) @
G)’(i’j) E;F(i'j)
where Gy is the first order derivative in x-direction (i.e., horizontal direction), and Gy is the
first order derivative in y-direction (i.e., vertical direction).
Sobel filter [15] is used to find the approximation to the gradient values at each point
(i, /) in F. Sobel operators are chosen because they have lower sensitivity towards the image
noise, as compared with the Robert cross filter or Laplacian filter [16]. Therefore, this con-
dition brings an advantage to proposed method’s algorithm. This is because Sobel operators
enable this method to give more focus on blur issue, which is the main concern of this thesis.

Calculation of Gradient Magnitude The gradient magnitude G,, combines the information
from G, and G, using the following equation:

G D = IGGi, D +1Gy(G, 2 ©)

Figure 4 shows the calculated G,,. As presented by this figure, G,, shows the locations of
the edges on image F. The gradient magnitude is higher at sharper region, as compared to
blurred regions. This figure also shows that the width of the edges becomes wider when the
blurs are serious.

2.1.2 Calculation of Gradient Orientations

Gradient orientation, or edge direction, indicates the direction of the vector normal to the
edge point, with respect to the horizontal direction (i.e., x-axes). In the implementation of
this proposed method, the gradient orientation Gg, is defined using a function called as
“atan2”, which calculates the value of arctangent of all four quadrants as shown in Figure 5.

This “atan2” function calculates the arctangent value by taking two arguments, which
are G, and Gy:

Gai (i, J) = atan2(G, (i, j), Gx(i, j)) (©6)

The function of “atan2” returns the value of the angle in radians, in the range between —x to
n. This means that -7 < Gg(i, j) < 7.
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In the implementation of this proposed method, the edge orientation as defined by
Gei (i, j) is considered as bi-directional. This characteristic is important for the width mea-
surement of the blurry edges, used in the blur detection stage. This means that the direction
defined by Gy (i, j) is taken to be the same as the angle defined in the opposite direction
(i.e., Gor (i, j) = m or G (i, j) £ 180°). This is shown by the example given in Figure 6.

In order to fulfil the abovementioned requirement, in the implementation of this pro-
posed method, an additional edge orientation Gg,(i, j) is defined using equation (7).

Ga(i,)) =Gal, )+ or  Gal,j) = Gal,j)+ 180° O]

An example of the gradient orientation Gy; is shown in Figure 7. In Figure 7(a), because Gy,
is defined in between —x to  radians, this gradient orientation has both positive and negative
values. On the other hand, in Figure 7(b), the directions are now turned 180° against the
original direction, where Gg, is defined in between 0 to 2r radians. Therefore, as shown by
this subfigure, all Gg, values are positive values.

2.2 Blur detection

In this blur detection stage, proposed method takes G,,, Gg; and Gy, from the preliminary
processing stage, as its input. The output from this stage is an edge width map E,,, which
brings the information regarding to the width of the edges on the image. A general block
diagram for this blur detection stage is shown by Figure 8. The calculation of the edge width
starts on the edge, which is indicated by the local maximum points on the gradient magnitude
Gu. The process, which is guided by Gg) and Gy, stops on the uniform regions, which can
be identified from the local minimum points on G,,. Therefore, in this blur detection stage,
the proposed method needs to find the locations of the local maximum points and the local
minimum points of Gy, before it can proceed to the edge width calculation process.

2.2.1 Local Maximum and Local Minimum

In order to find the local maximum points, the definitions for the local maximum are needed.
Thus, in this research, Figure 9 shows this definition. As shown by this figure, there are three
definitions for the local maximum locations:

1. Defined at the gradient edge, from a region with constant value, moving towards lower
gradient values (i.e., Gm(i — 1) = Gn(i) > Gu(i + 1)).

2. Defined at the actual peak, where current gradient value is greater than the neighboring
gradient values (i.e., Gn(i — 1) < Gu(i) > Gnu(i + 1)).

3. Defined at the edge, from a region with increasing gradient value, to a region with con-
stant gradient value (i.e., Gr(i — 1) < G (i) = Gp(i + 1)).

Similarly, the definitions for the local minimum point are needed in order to search the
local minimum locations. Figure 10 gives this definitions for these local minimum points
used in this thesis. There are three definitions used to define the local minimum locations,
as presented by this figure:

1. Defined at the edge, from a region with decreasing gradient value, to a region with
constant gradient value (i.e., Gn(i — 1) > Gn(i) = Gn(i + 1)).

2. Defined at the gradient edge, from a region with constant value, moving towards higher
gradient values (i.e., Gp(i = 1) = G,(i) < Gu(i + 1)).
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3. Defined at the actual valley, where current gradient value is the smallest when compared
to the neighboring gradient values (i.e., G,(i — 1) > Gu()) < Gu(i + 1)).

For local minimum, some of the data locations are failed to be detected, and therefore
create some “fragmented” regions in G’nin. As a consequence, this will lead to inaccurate
edge width calculation. In order to reduce this problem, in this proposed method, a binary
mathematical dilation has been utilized. This operation has been selected as it can combine
“fragmented” areas. The binary mathematical dilation N is defined as [14):

Guin = G’in ©S = {2(8); N G’ pyin # 0} (8)

where S is the structuring element and z is a set of points.

2.2.2 Measure the Edge Width

In order to measure the edge width E,,, the idea based on the work by [5] is implemented in
this stage of proposed method. This idea is depicted in Figure 11. By inspecting the gradient
maximum locations provided by Gnax, the location of the edge is identified. The coordinates
(i, )) is defined as the location of the edge when G (i, J) has value of 1, or logical “true”.
Then, this algorithm takes this location as the starting point for the edge width measure.
From this point, the algorithm traverses to search the location of the gradient magnitude local
minimum in Gp,;,, which is the location where Gmin has values 1. First, the method traverses
on the “left side” of the edge. The distance between the location of the local maximum and
the location of the local minimum is defined as E;. Then, the same traversing process is
applied again from the edge (i.e., starting point) to the local minimum location, but now in
the opposite direction, which is on the “right side” of the edge. The distance found on this
side is defined as E,. The width of the edge blur E,, is the distance between the two local
minimums. This can be defined using the following equation:

E,=E +E+1 )

In this equation, value 1 is added because the edge point was not included during the mea-
surement of E, and E|.

The idea presented in Figure 11 is actually the simplified concept, as it only shows how
the method works for 1-dimensional data. Because an image is a 2-dimensional data, the
edge width calculation process is not as simple as presented in the previous paragraph. For
a 1-dimensional data, it is easy to define “left side” and “right side” as there are only two
neighboring elements need to be considered. For a 2-dimensional data, the elements now has
eight neighboring elements. Thefore, for 2-dimensional data, the definitions for “left side”
and “right side” are guided by the gradient orientations G4, and Gg,.

In order to ease the process of the traversing, two functions are defined. These two
functions are index, and index,, which are based on the eight neighboring elements as shown
in Figure 12. These two functions take angle 6 as their input, and are given by equations (10)
and (11), respectively. .

rr) OR (—nsﬂs—gn)

-1:(3n<6<n) OR (<6 H
<2r) OR (-}r<9<0) (10

<
index(f) =1 1 : (0sf<3r) OR (Lr<o
0 : otherwise



Lo

Thumbnail With Integrated Blur Based on Edge Width Analysis 7

-1: —%nses—g) OR (%nses %n)
index,(@)={ 1 : (§<0<in )
0 : otherwise

Figure 13 shows the flowchart used by this proposed method to determine the edge width
E,. It is worth noting that this process is executed only when Guax(i, j)isequalto I (ie.,
at the edge element). As shown by this figure, the process of edge width calculation can be
divided into three main stages:

1. Finding the value of Ej.
2. Finding the value of E,.
3. Assign values to E,,.

The process of finding the value of E; is almost the same as the process of finding E,, except
the latter gives more priority towards Gg.

As shown by the flowchart in Figure 13, 2-dimensional array mask is used in the pro-
cess. If the input image F is of size M x N pixels, the size of mask is also of size M x N
pixels. This array is used to mark the locations that are involved with the traversing process.
Other variables, which are left, right, top and botiom, define the region of interest (ROI).
This ROI is a rectangle identified from two coordinates, which are (y1, x1) =(top, leff) and
(2, x2) =(bottom, right). Coordinates (y, x) presents the current location, while (', x') are
the temporary locations. In addition to the conditions shown in this flowchart, the traversing
process on each “side” will also be terminated if the method pointing to the element located
outside the area defined by the image.

Figure 14(a) shows the edge width calculated by using G’win- As shown by this figure,
the obtained edge width is not accurate, as the values are significantly higher at the uniform
region as compared to the regions near the edges. This is because the traversing process
during the calculation “leaks” through the discontinuities of local minimum points defined
by G’min-

On the other hand, by improving Gy, through mathematical morphological dilation
operation, Gy is obtained. The edge width E, obtained from G, is presented in Figure
14(b). As shown by this figure, the obtained values are more accurate because it is propor-
tional to the blur kernel function shown in Figure 1(b).

2.3 Image down-sampling

If a down-sampling factor L is used, each element in e,, is been presented by L x L elements
inE,:
E.G, ) E. (i, j+1) E.,i,j+L-1)
E (i+1,)) E i+1,j+1) ... EuGi+1,j+L-1)
ey(i,) <« (12)
Ei+L-2,)E(i+L-2,j+1)...E,(i+L-2,j+L-1)
EJi+L-1, ) E,i+L-1,j+1)...E,(i+L-1,j+L-1)

In this algorithm, the thumbnail image e, for the edge width map E, is obtained by the
averaging process. Yet, because e,, presents the width of the blur in the thumbnail image,
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it is worth noting that as E,, is down-sampled by using a down-sampling factor L, the edge
width also will be scaled by { Therefore, the value for the e,, at coordinates (i, j) is defined
by using the following formula:

1 1 L-1L-1 I L-1 L-1
i) = 7175 ), D Btk j+ D) =30, D Btk (13)

k=0 j=0 k=0 j=0

Embed blur In the implementation of this proposed method, the blur is embedded into f
by combining image f; with image f, using a weighted average approach. This process is
shown in Figure 15, and can be expressed by Equation (14).

S ) = o, DA J) + w26, NG ) (14

where w; and w; are the space-varying weight values. Here,0 < 0; £ 1.0and 0 < w; < 1.0.
In order to make sure that the intensity values in f are in the correct intensity range, the
following restriction is applied:

o1 (i, j) = L.O— (i, ) (15)

This restriction implies that when more emphasize is given to fi (i, j) less emphasize will be
given to fo(i, j), and vice-versa.

Thumbnail image f gives higher values of w; to the regions with blurs, while gives higher
values of w, to the sharp regions. Therefore, in this proposed method, the weight wa(i, j) is
made related to the edge width map e,,(i, j). The higher the value of e, (i, ), the higher the
value of will be given to wa (i, j) as the blur is expected to be more serious. Thus, w2(i, J)is
defined as:

.o few(i, ) en(i, )< 1.0
w2, j) = { 1.0 : otherwise (16)

When e, (i, j) is greater than 1.0, this condition indicates a serious blur. This is because the
blur here is not in sub-pixel level, but it size is bigger than one pixel. Therefore, f(i, j) will
takes only the value of f>(i, j) for this condition.

An example of the thumbnail image f for the edge width map is shown in Figure 16(a).
This thumbnail is obtained from Figure 14(b), with down-sampling factor L equal to 8. The
differences between image f with f; and f; are shown in Figure 16(b) and Figure 16(c),
respectively. These differences shows that image f is unique.

3 Results and Discussions

This section presents the evaluations of the experimental results obtained from the proposed
thumbnail algorithm. The performances of the algorithm are evaluated qualitatively, and also
quantitatively. This section is divided into two subsections.
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3.1 Qualitative Evaluation Based on Visual Inspection

In this section, in order to evaluate the performance of the proposed method, four other
thumbnail image algorithms are implemented and used as benchmarks. The methods that
are included for comparisons are DPD method [1], DSD method [2], PDAF method with
averaging filter [3], and thumbnail with blur and noise information (TBNI}[4]. Two test
images F and F; are used. Both images are with dimensions 1500 x 1000 pixels.

The results from downsampling image F is shown in Figure 17. Figure 17(a) shows the
original, high resolution image. Notice that the lion in this image is blurred, whild the tree
trunks in front of it are sharp. Figure 17(c) to (f) show the five thumbnail images, including
the thumbnail image from the proposed method. The downsampling factor L used is set to
10. The thumbnail images are with dimensions 150 x 160 pixels. As shown in Figure 17,
thumbnail images from DPD, DSD, and TBNI are sharp, but noisy. Thumbnail image from
PDAF and the proposed method (i.e., TBI) are smoother, and more accurately represent the
original image.

The results from downsampling image F» is shown in Figure 18. The original high
resolution image is shown in Figure 18(a). As shown in this figure, the object, which is the
crocodile, is blurred. Figure 17(c) to (f) show the five thumbnail images versions. Same with
the results from Figure 17, the downsampling factor L used is also been set to 10. As shown
by this figure, TBI method produces thumbnail image which is more accurately represent
the original image.

3.2 Quantitative Evaluation Based on Survey

In order to evaluate the performance of proposed method properly, five other thumbnail
image algorithms are implemented and used as benchmarks. The methods that are included
for comparisons are DPD method [1], DSD method [2], PDAF method with averaging filter
(3], thumbnail with blur and noise information (TBNI)[4], and thumbnail with integrated
blur method(DIB)[8].

In this section, the analysis is done based on survey, conducted using 12 test images
obtained from [17]. The down-sampling factor L is set to 4 and 8. The survey questions
asked on preference on choosing between:

. TBI thumbnail image and DPD thumbnail image

. TBI thumbnail image and DSD thumbnail image

. TBI thumbnail image and PDAF thumbnail image
. TBI thumbnail image and TBNI thumbnail image
. TBI thumbnail image and DIB thumbnail image

N oA WN -

For each of the question, only one answer is being chosen. Each question will test on
volunteer’s preference on two thumbnail images, which are judged based on the original
image. Volunteer will choose the preferred thumbnail (e.g. left thumbnail or right thumbnail)
and put a scale (i.e., scale from 0 to 5) on how much the thumbnail being chosen is more
corresponds to the original image, as compared with another thumbnail. Scale of “0” will
be selected if the two thumbnails being compared are of the same quality. The scale below
shows scale indication as references:

— Scale “5-left”: The thumbnail on the left side is totally different to the thumbnail on the
right side. Almost 90 percent of the blur or clear regions of the left thumbnail image are
shown better corresponding to the original image.
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— Scale ““4-left”: The thumbnail on the left side is different to the thumbnail on the right
side. Almost 70 percent of the blur or clear regions of the left thumbnail image are
shown better corresponding to the original image.

— Scale “3-left”: The thumbnail on the left side is different to the thumbnail on the right
side. Almost 50 percent of the blur or clear regions of the left thumbnail image are
shown better corresponding to the original image.

~ Scale “2-left”: The thumbnail on the left side is almost similar to the thumbnail on the
right side. Almost 30 percent of the blur or clear regions of the left thumbnail image are
shown better corresponding to the original image.

— Scale “l-left”: The thumbnail on the left side is almost similar to the thumbnail on the
right side. Less than 10 percent of the blur or clear regions of the left thumbnail image
are shown better corresponding to the original image.

— Scale “0”: The thumbnail on the right is of the same quality as thumbnail on the left
corresponding to the original image.

— Scale “I-right”: The thumbnail on the right side is almost similar to the thumbnail on
the left side. Less than 10 percent of the blur or clear regions of the right thumbnail
image are shown better corresponding to the original image.

— Scale “2-right”: The thumbnail on the right side is almost similar to the thumbnail on
the left side. Almost 30 percent of the blur or clear regions of the right thumbnail image
are shown better corresponding to the original image.

—~ Scale “3-right”: The thumbnail on the right side is different to the thumbnail on the
left side. Almost 50 percent of the blur or clear regions of the right thumbnail image are
shown better corresponding to the original image.

— Scale “4-right”: The thumbnail on the right side is different to the thumbnail on the
left side. Almost 70 percent of the blur or clear regions of the right thumbnail image are
shown better corresponding to the original image.

— Scale “S-right”: The thumbnail on the right side is totally different to the thumbnail on
the left side. Almost 90 percent of the blur or clear regions of the right thumbnail image
are shown better corresponding to the original image.

Each of the section of the question consists of five preference questions. There are twelve
sections for each set of questionnaire. There are two sets of questionnaire available. The total
question for each survey is 120 questions (i.e., 12 images X 2 Lfimage X 5 comparisons/L ,
average completion time is 35 minutes including 5 minutes rest time in between the switch-
ing of L values. Each question estimated answering time is 15 seconds. For data compilation,
graphs of box-and-whisker are plotted for comparisons of proposed TBI method with other
methods with respective parameter L. Briefing is given to every volunteer prior to the survey
process. The volunteer will chose one of the two thumbnails in each comparison question
(e.g., TBI or DPD) and put a scaling of their choice, depending on their preferences.

Number of volunteer is 51, the volunteer’s age range from 20 year-old to 40 year-old,
consists of both male and female in various faculties across the campus. Volunteers are given
briefing prior to the start of the survey and being placed 60cm in front of the 15.6 inches
monitor screen of 1366 x 768 resolutions. The survey is done in a closed room, without any
noise of sound. After the survey, box-and-whisker plots are generated to show the overall
tendency of volunteers towards the thumbnail methods.

Box and whisker plots are ideal for comparing distributions because the centre, spread
and overall range are immediately apparent. A box and whisker plot is a way of summarizing
a set of data measured on an interval scale. It is often used in explanatory statistical data
analysis.
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Box-and-whisker plots is useful for indicating whether a distribution is skewed and
whether there are potential unusual observations (outliers) in the data set. It is also very
useful when large numbers of observations are involved and when two or more data sets are
being compared. This type of graph is used to show the shape of the distribution, its central
value, and its variability. In box-and-whisker plots, the ends of the box are the upper and
lower quartiles, so the box spans the interquartile range. Besides, the median is marked by a
horizontal line inside the box and the whiskers are the two lines outside the box that extend
to the highest and lowest observations.

Figure 19 shows the box-and-whisker plot for TBI vs. DPD thumbnail images. The me-
dian value for both Figure 19 (a) and Figure 19 (b) show that the overall volunteer tendency
towards choosing TBI is slightly higher than DPD image for L=8 and the tendency is roughly
the same for L=4. Most of the inter-quartile range falls between “0” and “1” towards TBI
indicate slight preference of user in choosing TBI. This tendency happens for both L=4 and
L=8. The extreme value in this scattered around value of “2” and “3”, for both L=4 and L=8.
Generally, the tendency of user towards the comparisons between TBI and DPD is slightly
towards TBI thumbnail. Therefore, proposed TBI is slightly better than DPD in this survey
analysis.

Figure 20 shows the box-and-whisker plot for TBI vs. DSD thumbnail images survey.
The median value in the plot for Figure 20 (a) and Figure 20 (b) show that the tendency of
volunteer to choose over TBI method and DSD method is the same for both L=4 and slightly
towards TBI thumbnail for L=8.

For L=4, there are preferences in choosing TBI thumbnail and DSD thumbnail, counter-
acting each other in term of tendency. For L=_8, the preference is given slightly towards TBI
thumbnail. Quartile 1 and quartile 3 also show the roughly same tendency of liking from the
survey with some tendency of DPD counteract with TBI. Extreme error bar for both Figure
20 (a) and Figure 20 (b) range mostly from value of “2” and “3”, for both TBI and DSD.
Overall, TBI and DSD have the same performance tendency in survey’s perspective for L=4
but for L=8, the tendency is slightly given to TBL

Figure 21 shows box-and-whisker plot for TBI vs. PDAF thumbnail images survey.
Overall value of median shows that TBI is slightly chosen over PDAF thumbnail image by
the volunteer for both Figure 21 (a) and Figure 21 (b).

The quartile 1 is mostly of value “0” while quartile 3 has value “1” as majority, for both
L=4 and L=8. The extreme error bar value has low fluctuations range (e.g., value of “1”
and “2”) for Figure 21 (a) and Figure 21 (b), indicating the preference of the survey in this
comparison is quite stable. Overall, the tendency of choosing proposed TBI image in this
survey is slightly higher than PDAF.

Figure 22 shows box-and-whisker plot for TBI vs. TBNI thumbnail images survey. The
median of the plots show that both TBI and TBNI has the same tendency from the volun-
teer’s choice for both L=4 and L=8. Both median of L=4 and median of L=8 conteracting
each other in term of preferences.

From quartile 1 and quartile 3, TBNI method shows roughly the same tendency com-
pared with TBI for Figure 22 (a) but the tendency is slightly higher for TBI in Figure 22 (b).
The error bar value for Figure 22 is high, indicating there are extreme preference from vol-
unteers for both TBI and TBNI. From this survey, overall TBI shows slightly higher results
than TBNI for L=8 but the tendency for both TBI and TBNI is roughly the same for L=4.

Figure 23 shows box-and-whisker plot for TBI vs. DIB thumbnail images survey. An-
alyzing from the median, it is obvious that TBI method is chosen over DIB method with a
very high tendency from volunteers for both Figure 23 (a) and Figure 23 (b).
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Quatrtile 1 and quartile 3 also show that the choice is favourable towards TBI. The ex-
treme minority value also shows tendency towards TBI method for both L=4 and L=8.
Therefore, from this survey, TBI method outperformed DIB with high preference from vol-
unteers.

4 Conclusion

The results and discussions have shown that this proposed method has obtained satisfac-
tory thumbnail results. This method successful in 2 way that it proposed a new method of
generating thumbnail image based on edge analysis. Normal down-sampling like DPD and
DSD is a direct down-sampling method, without pre-analysis of the image. PDAF method
with averaging filter shows smoother results, sometimes not correspond to the sharp origi-
nal image. DIB method shows more blurred thumbnail image, which does not correspond to
the original image perceptually while TBNI shows a roughly equal visual performance with
proposed method in this analysis. Overall, proposed method has shown a satisfactory result
of down-sampling method based on edge analysis, which might not in obvious better way,
but it is a new approach for a down-sampling method.
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Fig. 1 (a) An ideal clean image C. (b) The blur B as a function of the radius B, of the blur kernel. (c) A
blurred image F according to equation (1). (d) Image profile of C and F along r-axis, at y = 199.
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Fig. 7 Gradient orientation (in radians) obtained from the gradient components. (a) The original gradient
orientation, Gg; . (b) The modified gradient orientation, Ggz.
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Fig. 17 F,. Comparison of proposed method with other methods with down-sampling factor of 10.
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Comparison of proposed method with other methods with down-sampling factor of 10.
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Thumbnail image with blurry edge information has attracted much attention in recent years. Thumbnail image, which is a tiny
version of the original image, enables user to scan through alarge proportion of image data for elimination of blurry image or picking
up a sharp and a nice image in user’s perspective. The thumbnail image is being utilized commonly in camera, smart phone, and
other computing devices. In this paper, a method to embed blurry edge information in thumbnail images is proposed. This method is
straight forward and simple to be implemented in electronic products. The image will undergo edge width measurement process by
finding the local maximum and local minimum locations based on its edge magnitude. This is obtained after the implementation
of horizontal and vertical first order derivatives of the original high resolution input image. The blur edges will be emphasized
by utilizing edge width information during downsampling process to enable users to identify blurry edge image distinctively.
Experimental results show a satisfactory outcome in embedding blurry characteristics of the original image to thumbnail image on
the proposed method.

. 1. Introduction

such as a smart phone. Thumbnail image, which is a smaller

Photo capturing by digital camera is very convenient for
most consumers, be it the process of photo taking or viewing
the photo after the image is captured [1]. Today, the digital
camera has become a routine tool, especially when it is
integrated into the smart phone with social media applica-
tions. Furthermore, digital image becomes easily accessible
through consumer electronics such as laptop and tablet. In
year 2011, Americans have captured 80 billion photographs
and more than 250 million photographs are being posted
daily on Facebook. This number is expected to be increased
each year [2]. While the camera manufacturers continue
to improve photo quality and increase the resolution of
the image captured by their products, the consumers are
drowning in digital visual contents [3]. Thus, there is a need
to determine ways to review and check the quality of the
captured digital photograph.

Thumbnail images are normally being used in electronic
devices, such as computer, and handheld electronic product,

version of the original image, is normally being displayed
in batches. It enables users to scroll through a bunch of
images more effectively. How a blurry image is displayed
by the thumbnail image is important, so that the users can
conveniently filter out those unwanted blur images in a batch
of thumbnails [4].

Thumbnail image enables the user to judge the original
image in an effective way; whether an image quality or
intrinsic value is worth keeping. Unfortunately, most of the
image thumbnail technologies are unable to depict the real
blur information from the original image. This drawback
makes the quality judgment of an image through thumbnail
image hard and not accurate. As a consequence, this situation
creates inconveniences and leads to frustrations, especially
when the user made a mistake in judging blurry image as a
sharp, clear image [5].

Currently, there are several ways to create thumbnail
images. The most common method is pixel-based downsam-
pling with antialiasing filter (PDAF). PDAF uses low-pass



filter to bandlimit the frequency components of the original
image, so that aliasing problem after signal resampling
process can be avoided. However, this method is not able
to retain noise information very well. This is because the
noise mostly occupies high frequency image components.
Therefore, thumbnail image which resulted from PDAF
always appears to be rather clean from the noise [6, 7).

Direct pixel-based downsampling (DPD) is a method of
generating thumbnail image without the need of any filtering.
In this method, direct downsampling is employed, and this
means that the pixel value of the thumbnail image takes
one of the corresponding pixel values from the original high
resolution image. The DPD thumbnail image is sharper than
PDAF thumbnail image because it contains higher frequency
components [8]. Another thumbnail image method is direct
subpixel-based downsampling (DSD). DSD uses a similar
concept to DPD, but instead of using information from just
one pixel, one thumbnail image’s pixel by DSD uses three
pixel values from the original image. These three pixels
correspond to the red (R), green (G), and blue (B) color
channel. Therefore, DSD is only applicable for color images
[91.

It is worth noting that none of the downsampling
algorithms mentioned above are designed to embed the
blur information from the original high resolution image
to the thumbnail image. Therefore, thumbnail with blur
information (TBI) is proposed in this paper. The purpose of
this new algorithm is to assist the user to perceptually identify
an image of good quality based on the thumbnail image. From
there, the user will be able to select wanted or unwanted blur
images in a bulky image folder.

This paper is arranged as follows. Section 2 describes the
preliminary concept of blur detection. This useful concept is
used in TBI in order to emphasize the blur. Next, Section 3
describes the processes involved in TBI in detail. Section 4
presents the experimental results where the performance of
the proposal TBI method is compared with a few other well-
known thumbnail image algorithms. This paper ends with
Section 5 which summarizes the findings.

2. Preliminary Concept of Blur Detection

One of the concepts used in the proposed method, TBI, is
presented in Figure 1. This figure presents an example to show
the effect of blur towards the slope of the object’s edges in the
image. Sharp images as shown by Figures 1(a) and 1(b) contain
step edges. However, when the image becomes blurred, the
step edges are becoming ramp edges. The degree of blurring
is increasing from Figure 1(a) to Figure 1(c) to Figure 1(e).
Hence, the resultant intensity profiles are generated from
these three grayscale images decreasing from sharper image
(i.e., Figure 1(a)) to the most blurred image (i.e., Figure 1(e)).
Noting that the “merging effect” between the edges at distance
600 along the profile is getting more serious when the image
is getting more blurred. This phenomenon is more prevalent
when the edges are located near to each other. Figure 1 shows
that the slope of the edges is depending on the degree of
blurring. Therefore, the measure of blurring can be estimated
by using the information from the object’s edges [10].

Mathematical Problems in Engineering

The proposed TBI method uses the estimated edge width
to estimate the blur extent. This proposed method has been
categorized into few processes, which are as follows.

(i) Stage 1: Calculate horizontal and vertical derivative of
the image.

(ii) Stage 2: Find local maximum and local minimum of
edge magnitude.

(iii) Stage 3: Determine the direction of blur and calculate
the edge width.

(iv) Stage 4: Generate the downsampled image.

3. Thumbnail with Blur Information

Figure 2 shows the methodology of the TBI. Gradient maps
are obtained after the horizontal and vertical first order
derivatives are performed to the input image. The edge
magnitude calculation is done using the data obtained in
the first order derivative. After the edge magnitude map is
obtained, edge blur direction map is generated. With the
combination of the local maximum, local minimum, and
edge magnitude data, the blur width map in the image can
be estimated.

3.1 Horizontal and Vertical Derivative of Image. At the initial
stage, the gradient, A, of the input image at any pixel is
calculated by applying 2D directional derivative as given by

G, (i, j) %I (i, 7)
al T4, Al ®
Gy (l' ]) ‘d—yI(i, ])

where G, is first order derivative in x direction, G,, is first
order derivative of y direction, I is the original image, and
(i, j) are the spatial coordinates of the pixel.

In the implementation of TBI, Sobel filter [11] is used at
this stage in order to find the 2D directional derivatives. Sobel
filter is used to calculate the gradient magnitude at each point
in each 2D image channel. Sobel operator is chosen as it is
less sensitive to the noise as compared to the Roberts cross
filter or Laplacian filter [10]. Thus, this gives an advantage to
the TBI method because a Sobel filter will enable TBI to give
more emphasis on blur issue, which is the main concern for
this method. Derivative in both x and y directions is executed
separately for each R, G, and B color channel of the original
image. Equation (2) is the equations for calculating first -
order derivatives using Sobel horizontal and Sobel vertical
derivative kernel [12] as follows:

[-1 0 1
G,=|-2 0 2}e],
-1 0 1]
- ; @)
1 21
G,=10 0 0|s]
[-1 -2 -1

where ® represents a convolution process.
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3.2. Edge Magnitude, Local Maximum, and Local Minimum.
Edge magnitude, E,,, is calculated using data obtained from
G, (i, j)and G, (i, j) by

2
(B G = IG. GO +[G, G AP, @
Edge magnitude is needed in TBI in order to find local
maximum and local minimum. To find the local maximum
and minimum, we use the concept of peak and valley
analysis from the edge magnitude data. The usage of the
local minimum and local maximum point will be utilized in
defining the edge width in the following subsection. Equation
(4) summarizes how the local minimum and maximum are
defined based on edge magnitude values as follows:

L Em (i’j - 1) < Em (i’j)
&E,, (i, j) > E, (i, j + 1)
Em (i'j-' 1) < Em (i’j)
&E,, (i,j) 2 E,, (i, j + 1)
0, otherwise,

Glo-max (i’ ]) =1L

L, E,(i,j-1)2E,(ij)
&E,, (i, j) < E, (i,j+1)
E, (i:j=1) > E,, (i, j)
&E,, (i, j) < B (iy j+1)
0, otherwise,

G]o-mln (i= ]) =1L

4

where & is logical “AND” and Gy, i, and Gy, are the local
minimum and local maximum map, respectively.

Notice that (4) only shows the processes in y direction.
A similar process to define the local maximum and local
minimum in x direction needs to be performed using the
same concept. All the local maximum and minimum will
be embedded in a new masking map, G,,_;, and Glo_ max>
respectively. Local maximum, G, ..., will be used to denote
the initial edge location in this method, whereas local
minimum, Gy,_ i, Will be defined as the ending point. Both
local maximum and local minimum will be used to estimate
edge width in the next stage.
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FIGURE 3: Illustration of edge width estimation.

3.3. Determine the Edge Blur Direction and Edge Width. Edge
blur direction that indicates the direction of the normal to the
edge point with respect to the x-axes is defined using atan2
function as in

6(i.j) = aan2(G, (i, j), G, (i. /) - (5)

The data obtained from the atan2 in (5), whose values are in
the range of — to 7, is used in TBI to denote the direction
of the blur edge in the width calculation process. The edge
blurs direction is bidirectional, which means that 8(i, j) =
0(i, j) £ 180°. TBI uses the idea from Chung et al. {10] to
determine the edge width. The process of calculating the edge
width starts at a local maximum. At each local maximum
point, the algorithm traverses, guided by 8(i, j), until it found

“alocal minimum point on the “left side” of the edge. Then, the

algorithm starts again at the same local maximum point until
it found another local minimum point on the “right side” of
the edge. The width of the image blur is then defined as the
distance between these two local minimums.

Figure 3 shows an example of how the edge width is
being determined. In this example, we use an image of
size 4 x 4 pixels, where the coordinates (i, j) = (0,0) are
located at the left top corner. The value shown inside each
pixel presents the gradient direction 6. The white box at
coordinates (2, 1) presents the local maximum point, whereas
the black boxes at coordinates (0,2) and (3,2) present the

local minimum points. The local maximum point acts as the
initial starting position for the calculation of the edge width.
The explanations of this example are as follows.

(a) The value of & will guide the algorithm to traverse into
one of the eight neighboring pixels. In this case, at
position (2, 1), the value of 8 is equal to 90°. Therefore,
the algorithm moves to coordinates (1, 1). Count “1”
will be mapped at this location as (1).

(b) The pixel at (1,1) is not a local minimum. Thus,
this pixel becomes the current pixel. At this position,
the value of 6 is equal to 90°. The algorithm moves
to coordinates (0,1). The distance between these
coordinates with the starting point (2,1) is 2 pixels,
and thus, count “2” will be mapped at this location as
(2).

(c) The current pixel is now at coordinates (0,1). The
value of at this position is 0°. Thus, the algorithm
moves to coordinates (0, 2). Count “3” will be mapped
at this location as (3). Because pixel at coordinates
(0,2) is a local minimum point, this indicates the
termination point for the blur edge on the “right side””

(d) The algorithm needs to find the width of the blur edge
located on the “left side” Thus, the algorithm starts
again at coordinates (2, 1). But, by using bidirectional
property, 6 is now equal to —~90°. Therefore, it will
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‘ FiGURE 4: (a) Original image of “The Boat™” (b) Image thumbnail generated by DPD. (c) Image thumbnail generated by DSD., (d) Image
= thumbnail generated by PDAE (e) Image thumbnail generated by the proposed method.

{ ] move to coordinates (3, 1). Then, at coordinates (3, 1),
0 is equal to 0°, which leads to the local minimum
point at (3, 2). Thus, the traversing process terminates
at this position.

(e) The resultant from this process is a counting map.
From this counting map, the width of the edges can
be calculated. In this example, the width of the edge
— is equal to 3 (i.e., the width of the “right side”) + 2
(i.e., the width of the “left side”) + 1 (i.e., the local
maximum point) = 6 pixels.

= (f) The edge width map will be generated by the algo-
rithm by putting the edge width value to every pixel
that was involved with the traversing process.

3.4. TBI Downsampling of Image. Let assume that the original
image is being downsampled using a factor L. Thus, the size
of the downsampling window for this process is Lx L pixels. If
the local edge width values contained in this downsampling
window area are

A G e A
Ha Ha e By

Local blur width map = _1 ,2 _ a%L o (6)
Ay 91y .- apy

then the average blur edge width value w is defined as

1 L B
w=53) )4y @)

i=1 i=1



Mathematical Problems in Engineering

= (d) (e)

FIGURE §: (a) Original image of “The Boy.” (b) Image thumbnail generated by DPD. (c) Image thumbnail generated by DSD. (d) Image
thumbnail generated by PDAE. (e) Image thumbnail generated by the proposed method.
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FIGURE 6: (a) Original image of “The Cat” (b) Image thumbnail generated by DPD. (c) Image thumbnail generated by DSD. (d) Image
thumbnail generated by PDAF. (e) Image thumbnail generated by the proposed method.

TBI downsampling process uses either the first pixel
value (ie., using the same method as DPD method) or
the average intensity value, depending on the value of the
local average blur width w. The thumbnail image will use
the average pixel value when w fulfills the half factor rule.
The half factor rule is a process implemented when the
average width of a certain region is greater than half of the
downsampling factor. This average value is obtained from an
averaging process of a 2D matrix that is initiated on the image
thumbnail itself, using a window of size 3 x 3 pixels. On the
other hand, the first pixel value is used when the average
blurs width is less or equal to half of the downsampling
factor.

4, Experimental Results

In order to evaluate the performance of TBI, thumbnail
images from TBI are compared with the outputs from PDAF,
DPD, and DSD methods. Three test images have been used.
These images are color images and in JPEG format. All images
have been acquired using a phone camera, Samsung GT-
19100. The dimensions of the acquired original images are
2448 x 3264 pixels. The downsampling factor L used is set to
8, and therefore, the thumbnail images are at size 432 x 288
pixels.

Figure 4 shows the results using one of the test images.
This test image “The Boat” shows an image of a boat, captured



‘__'J

—i

~d

Mathematical Problems in Engineering

during night time under dim light. This image appears
yellowish because the scene was illuminated by yellow street
lights. As shown by Figure 5(a), there is a slightly blurred
region of the boat’s engine, as indicated by a red rectangle.
In this figure, the results show that DPD and DSD produce
sharper thumbnail images, when compared to the output
from PDAF and also the proposed TBI. Yet, these methods
failed to emphasize the blurs on the boat’s engine. The
proposed method produces a much better thumbnail image,
as it carries the blur information of the original image in the
most accurate way.

Figure 5(a) shows the test image that we named as “The
Boy” The red rectangle on this image, which covers a part
of a pillow, indicates the region that suffers from motion
blur. From Figure 5, we can observe that DPD, DSD, and
PDAF produce almost the same thumbnail images. On the
other hand, the proposed TBI method successfully embeds
distinctive blur information into its thumbnail image.

Figure 6(a) is a test image, which shows an image of a
cat. This test image suffers from out-of-focus blur. The blur
region is indicated by a red rectangle. From Figure 6, we can
notice that DPD and DSD methods produce much sharper
thumbnail images, as compared with PDAF and TBI. But
DPD and DSD failed to give emphasis on the blur region.
PDAF and the proposed method successfully embed blur
characteristic into their thumbnail images. By comparing
Figure 6(d) with Figure 6(e), we can see that TBI is more
effective in embedding blur information.

5. Conclusion

In this paper, a new thumbnail image algorithm (TBI) has
been proposed. Experimental results by using three test
images suggest that the proposed method has successfully
embeded blur information into thumbnail image. The com-
plexity of TBI is low, and the method is simple. Therefore,
TBI can be suggested as one of the digital display options for
consumer electronics. TBI potentially can prevent the hassle
in filtering away low quality or unwanted pictures.
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Abstract In this manuscript, a new algorithm to reduce
impulse noise from digital images has been proposed. This
algorithm is based on switching median filtering approach,
and therefore, it can be generally divided into two main
stages; impulse noise detection stage and impulse noise can-
cellation stage. Modifications towards a well-known bound-
ary discriminative noise detection method have been made.

-~ First, rather than using any sorting algorithm, we determine

the local median values from manipulated local histograms.
This solution makes the execution of the algorithm faster.
Next, in the noise detection stage, in addition to the origi-
nally proposed intensity distance differential approach, the
new method includes intensity height differential approach
to reduce false detection rate. Then, instead of using adaptive
approach in noise cancellation stage, our approach uses iter-
ative approach, which has better local content preservation
ability. Broad impulse noise model has been employed in this
experiment. Based on the evaluations from root mean square
error, false positive detection rate, false negative detection
rate, mean structure similarity index, processing time, and
visual inspection, it is shown that the proposed method is the
best method when compared with seven other state-of-the-art
median filtering techniques.
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1 Introduction

Impulse noise appears as a sprinkle of bright and dark spots
on digital images. Normally, these spots have relatively high
contrast towards the relatively clean, uncorrupted surround-
ing area [1]. Even at low corruption level, impulse noise can
significantly degrade the appearance and quality of the image
(2). Several impulse noise models can be found in the lit-
erature. Each of these impulse noise models are presented
by unique mathematical equations. Examples of impulse
noise models are salt-and-pepper impulse noise and uniform
impulse noise [3].

A popular solution to deal with impulse noise is by using
rank-order filters, also known as order-statistic filters. These
type of filters are nonlinear and work in spatial domain. They
use a sliding window approach, where at each sliding itera-
tion, only the restored value for the pixel corresponding to
the centre of the window is determined. This restored value is
obtained from the ordered intensity values of the pixel sam-
ples contained within the area defined by the sliding window
[4]. To facilitate ordered intensity values, sorting algorithm,
which sorts the sample into an ascending or descending order,
mostly were used [S].

Among the rank-order filters, median-based filters are the
most popular techniques to reduce impulse noise. Generally,
median filters use the median value in its filtering process
[4]. The median value X of a sample is defined as [6]:

- Xn,+1)/2 - ng is odd
0.5 (Xn,/2 + X(n,#13/2) © s iseven

Pt

(1)

where X3, X2, ..., Xy, are the intensity values, arranged in
either increasing or decreasing order, and n; is the size of the
sample.

Standard median filter (SMF), or also known as median
smoother, has been introduced by Tukey in 1971 [7]. The
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filtered image F = {F (i, j)} from SMF can be defined by
the following equation [4]:

F(i, j) = mediang new, ,, {DG + &, j + 1)} )

where D is the image affected by impulse noise, and W, 4,
is a sliding window of size k x w pixels centred at coordi-
nates (i, j). The median value is calculated by using Eq. (1)
with ng = h x w. Although SMF is able to remove impulse
noise, it requires a large filter size when the corruption level
is high. Unfortunately, this condition will result in a signifi-
cant distortion to the image [8]. Furthermore, because SMF
does not differentiate between uncorrupted from corrupted
pixels, all pixels within the image will be processed. As the
uncorrupted pixels are also modified, SMF produces unnec-
essary changes. Local details, especially thin lines and sharp
comners, will be destroyed [9].

In order to improve the performance of SMF, many
types of modification towards median filtering have been
proposed. Research on impulse noise suppression using
median filters are expanding at a very rapid pace. Many
new median filtering systems have been proposed in recent
years. In general, these modifications can be classified
into seven common frameworks [10). They are weighted
median filter, iterative median filter, recursive median fil-
ter, directional median filter, switching median filter, adap-
tive median filter, and median filter incorporating artificial
intelligence, including fuzzy logics. However, most of the
current median filter methods utilize more than one filtering
framework.

Pixel correlation-based impulse noise reduction filter
(PCINRF) has been introduced by Song et al. [11]. This
method follows the switching median filter methodology,
and thus, its implementation can be divided into two stages:
impulse noise detection and impulse noise cancellation. Its
noise mask is generated from a comparison between an SMF
filtered image E with the input noise affected image D and
binary mathematical morphology operation. The impulse
noise cancellation stage utilizes adaptive median filtering
framework, where the size of the filter gradually increases
from 3 x 3 pixels until there is at least one uncorrupted pixel
candidate within the filtering samples. The restored value
given to the corrupted pixel candidate is either the arith-
metic mean or the median value, depending on the correlation
between the pixels at that position. Yet, as the noise detection
stage employs local intensity minimum and maximum val-
ues, this method is effective towards salt-and-pepper noise
only,

Improved Median Filter (IMF) has been developed by
Deivalakshmi et al. [12). This filter also uses the switch-
ing median filtering framework. The main aim of this filter
is to restore digital images, which have been corrupted by a
severe degree of salt-and-pepper noise. IMF targets to reduce
false positive detection of noise candidates in its first stage.
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By doing so, it is expected that this noisc filtering filter is
able to maintain most of the image details. However, IMF is
only suitable for salt-and-pepper noise because only pixels
with intensity values 0 and 255 are evaluated during its noise
detection stage.

Adaptive fuzzy switching filter (AFSF) is a new improve-
ment of median filter introduced by Saradhadevi and Sun-
daram [13). First, fuzzification process of the corrupted
image D is carried out. Using the directional median fil-
tering framework, at each location (i, j), AFSF convolves
the image with four one-dimensional Laplacian operators
of size five pixels and produces four values. The minimum
absolute value obtained from this convolution is assigned to
fuzzy noise value, which will be used for impulse detection
process. Unfortunately, this noise detection scheme is only
useful when the noise pixel has a significant contrast towards
its neighbours.

Modified decision-based un-symmetric trimmed median
filter MDBUTMEF) has been introduced by Esakkirajan et al.
[14]. MDBUTMEF is also can be considered as a switching
median filter. This filter is simple and named as trimmed
median filter because the noise candidate samples are not
included in the filtering process. It is named un-symmetric
because the amount of salt noise mostly will not be equal
to the amount of pepper noise within the filtering window,
which results in unequal trimming at the end of the sorted
sample. Because MDBUTMEF takes only pixels with intensity
value 0 and 255 as its noise candidates, same as IMF, this
method is not fit for all types of impulse noise, but only good
for salt-and-pepper noise.

Advanced boundary discriminative noise detector
(ABDND) has been introduced by Tripathi et al. [15]. This
filter was designed to deal with a wide range of impulse
noise models. ABDND is actually an improved version of
a well-known technique developed by Ng and Ma in 2006,
called switching median filter with boundary discriminative
noise detection (BDND) [16]. Both ABDND and BDND
are switching median filtering methods. In its impulse noise
detection scheme, ABDND first estimates the global noise
range from the image histogram. Next, noise candidates are
determined from the local maximum and local minimum val-
ues, using a sliding window of size 11 x 11 pixels. Then,
ABDND further refine the impulse noise detection by using
an adaptive filtering approach. In its noise cancellation stage,
an adaptive filtering approach, as suggested by Nallaperumal
et al. [17] has been implemented.

Recently, a new impulse noise reduction technique known
as directional switching median filter using boundary dis-
criminative noise detection by elimination (DSMFBDNDE)
has been introduced by Nasimudeen et al. [18). Similar to
ABDND, this method is also an extension from BDND
method proposed by Ng and Ma [16] and is a switching
median filter method. In its noise detection stage, DSMFBD-
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NDE uses intensily distance differential approach as used in
BDND. The intensity distance differential approach will be
presented in Sect. 2.2.1. Furthermore, similar to BDND, its
impulse noise cancellation process also utilizes an adaptive
fillering scheme. Yet, a directional median filtering frame-
work is also included into this stage. Due to the complexness
of the algorithm, DSMFBDNDE will mostly require long
processing times. .

In this paper, we present a further modification towards
BDND method. BDND scheme has been selected as we deal
with a wide range of impulse noise models and not only lim-
ited to salt-and-pepper noise. We improve the noise detec-
tion stage by complementing intensity distance differential
approach with a new noise border detection scheme, which
we call intensity height differential approach. Modifications
to the noise cancellation process have also been included in
order to maintain local information contents. This research
methodology will be explained in Sect. 2. Then, the experi-
mental results and discussions are given in Sect. 3. Finally,
Sect. 4 concludes our findings.

2 Methodology

In general median filtering techniques, in order to produce
the filtered image F, the filter processes and alters every pixel
in the corrupted image D, even if the pixel is originally clean
from noise. As a consequence, this process always causes
unnecessary pixel replacement and might further degrades
the image. Therefore, to avoid unnecessary pixel alterations,
an improved version of median filtering technique is pro-
posed in this paper. From our literature survey, we found that
the switching median filtering framework is able to reduce
this problem. This approach divides the filtering process into
two stages, which are: a noise detection stage and a noise
cancellation stage. The output of the noise detection stage
is a noise mask M, which is used to indicate the poten-
tial noise pixels. The advantages of using this approach as
compared to other approaches are the preservation of the
local image contents including lines and edges, and also the
reduction in processing time for images corrupted by low
level of impulse noise. Due to these advantages, a switch-
ing median filter approach will be used in the proposed
methodology.

In order to ease the ‘presentation of the methodology,
this section has been divided into three main subsections.
The first section, which is Sect. 2.1, explains the technique
implemented in this work to reduce the processing time for
calculating the local median values. This basic technique is
important as it can reduce the processing time, significantly.
The modifications towards BDND have been done in both the

noise detection stage and the noise cancellation stage. These
modifications are presented in Sects. 2.2 and 2.3, respec-
tively.

2.1 Faster local median values determination

Most of the median filtering techniques have long process-
ing time. As an example, the switching median filter with
boundary discriminative noise detection (BDND) technique,
which was originally proposed by Ng and Ma [16], is a com-
putational expensive method. This condition is mostly con-
tributed by the following three main factors [19]:

1. In both the noise detection stage and the noise correc-
tion stage, the sorting operations have been employed to
determine the local median values.

2. In the noise detection stage, BDND uses two detection
windows, which are of size 21 x 21 pixelsand 3 x 3 pixels,
to classify the input pixels to either noise pixel candidates,
or noise-free pixel candidates. As the detection process
is involving sorting and local median value calculation,
and the detection window is relatively large, this process
requires long processing time.

3. In noise correction stage, BDND employs an adaptive
median filter approach. The filtering window is not been
fixed to a certain size, but changing accordingly to the
local noise density.

In order to reduce the problems as given by points 1
and 2, sorting operations should be avoided. Even though
sorting algorithm can be easily implemented, sorting proce-
dure requires long computational time especially when W, ,,
is a large filter because the number of pixel samples (i.e.,
ns = w x h) is big [20].

In our implementation, we decided to exploit the local
histograms in order to find the local median values [21]. At
each filter’s position (i, j), a local histogram H(X) is cre-
ated. Histogram H (X) presents the number of occurrences
of intensity X within the contextual region defined by the
sliding window at position (i, j). Then, a local cumulative
density function (cdf) is determined. The cdf is defined as:

X
1

cdf(X) = — > H(x) A3)

ns .

x=0

where n; is the number of samples within the contextual -
region that contribute to the calculation of the median value.
The median value is identified as the intensity value X where
the cdf is first reaching the value equal or greater to 0.5.
The process of finding X from cdf(X) is presented by Algo-
rithm 1.
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Algorithm 1 Median Value from Local Histogram

Require: Accumulator = Acceay.
Number of samples = n;.
Input: Local histogram H using the pixel intensity samples defined
by the sliding window of size i x w pixels at position (i, j).
Output: Local median value X.
Note: This is for the case of an 8-bit-depth grayscale image.
{Calculate ny }

iy =h x w, {Find X}

|

2: Acceyy = 0,

3 X =0,

4: for X =0 — 255do

5:  Acceay « Acceay + H(X)
6: if Acceqr = 0.5 % ng then
7 X=X,

8 Break,

9: endif

10: end for

The processing time can be reduced further if the win-
dow slides continuously, where the current local histogram
can be created from the previous local histogram. The time
required to form local histogram can be reduced by using a
method proposed by Huang et al. [22], which only updates the
changes between two successive contextual regions. Thus,
instead of updating h x w samples, only 2h samples need to
be updated in each sliding iteration. In order to ensure a con-
tinuous trail of the sliding window, in our implementation,
the window moves from left to right for the odd numbered
rows, and from right to left for the even numbered rows.
The calculation of the median value by using this method is
faster than when the new local histogram is developed from
the whole contextual region.

2.2 Impulse noise detection stage

The common problem of noise detection stage is the wrong
classification of the image pixels. Some uncorrupted pixels
might be detected as noise pixel candidates. If the uncor-
rupted pixels are treated as noise pixel candidates, they will
then be unnecessarily processed at the noise cancellation
stage, making the object details become blur. This prob-
lem always happens when processing the object edges in
the image. On the other hand, if the noise pixels are treated
as uncorrupted pixels, they will not be processed in the noise
cancellation stage. As a consequence, the noise pixels are
not been removed successfully from the image. This can be
observed when the corruption level is high, where the num-
ber of noise pixels in the image is huge. Therefore, to reduce
the faulty noise detection and to increase the efficiency of
the impulse noise reduction filter, a method which focuses
on the wrong detections and missed detections should be
designed.

The proposed noise detection scheme employs two tech-
niques, known as intensity distance differential approach,
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and intensity height differential approach. To case the under-
standing, the basic concept of intensity distance differential
approach is first introduced in Sect. 2.2.1. Next, the concept
of intensity height differential method is briefly described in
Sect. 2.2.2. Then, the proposed noise detection scheme will
be properly described in Sect. 2.2.3.

2.2.1 Intensity distance differential approach

Many studies have been done by other researchers in recent
years to improve the noise detection process. This is because
the successfulness of the detection stage is indeed a very cru-
cial factor to produce a more accurate result of F, with less
unwanted pixel alterations and better local contents preser-
vation. One of the successful noise detection techniques has
been introduced in BDND [16]. BDND has been designed to
deal with a wide range of impulse noise models, and utilizing
intensity distance differential approach in its impulse noise
detection stage.

This approach assumes that the intensity values represent-
ing the impulse noise pixels are unique and different from
the intensity values presenting the uncorrupted clean pix-
els. It also assumes that the noise intensities are located at
the extreme both left and right regions of the histogram of
the damaged image D, as shown in Fig. 1. Based on these
assumptions, by using a sliding impulse noise detection win-
dow, at each position (7, j), the intensity distance differential
approach estimates the noise ranges for both ends by finding
two intensity boundaries. The noise boundary 0 (Bg) is the
boundary for the lower impulse noise, while the noise bound-
ary 1 (By)is the boundary for the upper impulse noise. Then,
the approach uses these two boundaries to separate the clean
pixels from (he corrupted pixels.

In order to find the impulse noise boundaries, the origi-
nal work by Ng and Ma [16] uses a sorting algorithm. First,
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Fig. 1 Example of image histogram with well-defined noise bound-
aries
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the method sorts the samples defined by the sliding window
in ascending order, and the median value X is found. This
sorted samples are saved as vector vg. Next, the difference
vector vp is then obtained from vg. Vector vp is defined as
the intensity difference between each pair of adjacent pixels
in vo (i.e., vp(i) = vo (i + 1) — vo(i)). The length of vp
is one sample less than vg. After that, the intensity distance
differential method inspects the samples in vg with inten-
sities between 0 to X, and search for the maximum value
in vp within the same range. The intensity value that fulfils
this condition is defined as the lower impulse noise boundary
value Bg. Similar approach has been used to determine the
upper impulse noise boundary B). However, the searching
involves the intensities between X to the maximum intensity
value of the sample.

When the detection filter size is big, the original inten-
sity distance differential method requires a long processing
time to create vo and vp. To generate vo, sorting algo-
rithm is used. To generate vp, the difference between each
pair of samples neced to be determined. Therefore, in order
to reduce the computational time requirement by the inten-
sity distance differential method, the implementation will be
based on the local histogram. As already described in Sect.
2.1, local histograms can be obtained quickly with proper
implementation.

As in our implementation we utilize local histograms
H(X)tofind X, vector vg is been replaced by H (X). Further-
more, the requirement to generate vp is can also be removed.
From H (X), aset of intensity differential values Ay is deter-

-mined, This value is defined as a gap value between two

successive non-empty histogram bins. Next, the approach
determines the lower impulse noise boundary value By by
finding the intensity value X, in the'range from intensity 0
to X, which generates the maximum Ay value. Similarly,
the method finds the higher impulse noise boundary value
B, by searching for the maximum Ay from X to the maxi-
mum intensity value within the sample. As this solution does
not require a sorting operation, and the size of Ay is smaller
than vp, the utilization of local histograms will give the same
values for Bg and By, but with less computational time. This
process is summarized by Algorithm 2.

2.2.2 Intensity height differential approach

Although the intensity distance differential method is able to
detect the impulse noise boundary, it is only effective when
the noise intensities are unique and differ from the intensities
of the uncorrupted pixels, as shown in Fig. 1. However, when
the regions of impulse noise with uncorrupted pixels overlap
with each other in the histogram, intensity distance differen-
tial methods mostly fail to detect the impulse noise bound-
aries. This condition might happen when the noise spread
factor m is large or when the uncorrupted pixel intensities

Algorithm 2 Intensity Distance Differential Approach
Require: Previous non-empty histogram bin = H),.
Current non-empty histogram bin = H.
Intensity differential value = Ax.
Maximum difference = max4.
Input: Local histogram H and median value X using the pixel inten-
sity samples defined by the sliding window of size & x w pixels at
position (i, j).
Output: Lower impulse noise boundary By and higherimpulse noise
boundary B;.
Note: This is for the case of an 8-bit-depth grayscale image.
{Initialize H),.}
1: for X =0 — X do
2: if H(X) # 0 then
3: Hp =X,
4: Break;
5
6

end if
: end for
{Find By.}
7: maxa =0,
8: By = J?,
9:forX = Hy+1— X do
10: if H(X) # 0 then
11: H, =X,
12: Ax =H¢—Hp,
13: if Ax >max,4 then

14; maxa <« Ax,
15: By « Hp,
16: end if

17: Hp « H,

18: endif

19: end for

{Reinitialization of Hp.)
20: for X = 255 —» X do
21: if H(X) # O then
22: Hp =X.
23: Break;
24: endif
25: end for

{Find B,.}
26: maxy =0,
27: By = 255, B
28: for X =255 —> X do
29: if H(X) # O then
30: H. =X,
31: Ax = He — Hp,
32: if Ax >max,4 then

33: maxs <« Ay,
34: By « H,,
3s5: end if

36: " Hp « H,

37. endif

38: end for

occupy the whole dynamic range of the histogram, as shown
in Fig. 2.

In order to deal with the situations as shown in Fig. 2,
an approach known as intensity height differential has been
introduced in this work. This approach is presented as Algo-
rithm 3. This approach is actually similar to the inten-
sity distance differential approach, except that the intensity
height difference Ay is defined as the bin’s height difference
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Algorithm 3 Intensity Height Differential Approach
Require: Previous non-empty histogram bin= H,,.
Current non-empty histogram bin = H.
Intensity height difference = Ay .
Maximum difference = max,4. _
Input: Local histogram A and median value X using the pixel inten-
sity samples defined by the sliding window of size & % w pixels at
position (i, j).
Output: Lower impulse noise boundary By and higherimpulse noise
boundary B).
Note: This is for the case of an 8-bit-depth grayscale image.
(Initialize H .}
ifor X=0— X do
if H(X) # 0then
Hp =X,
Break;
end if
: end for
{Find Byp.)
7: maxp =0,
8: Bp = }2. _
9:for X = Hp+1— Xdo
10:  if H(X) # 0 then

Al B Loimoue.

11: H:i= X,

12: Ay = H(H;) — H(H}),
13: if Ay >max,4 then

14; maxg < Ay,

15: By < Hp,

16: end if

17: Hp « H,

18: endif

19: end for

[Reinitialization of H},.)
20: for X = 255 — X do
21: if H(X) # 0 then
22; H,=X,

23: Break;
24: endif
25: end for
{Find By.}
26: maxp =0,
27: By =255, i
28: for X = 255 — X do
29: if H(X) # 0 then
30: H =X,
31: Ay = H(H:) — H(Hp),
32 if Ay >max, then

33: maxgs « Ax,
34: B] &= Hru
35: end if

36: Hp « Hc'

37: endif

38: end for

between two successive non-empty histogram bins. There-
fore, this approach complements the weakness associated
with the intensity distance differential approach.

2.2.3 The proposed impulse noise detection method

Following the basic methodology of a switching median fil-
ter, the output of the impulse noise detection slage is a noise
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Fig. 2 Examples of image histogram with unclear impulse noise inten-
sity boundaries

mask M, which classifies the pixels into either noise pixel or
noise-free pixel candidates. In our implementation, M (i, j)
is set to 1 for noise candidate, and 0 for noise-free candidate.
The overall block diagram of the proposed noise detection
scheme, for detecting an impulse noise from image D at coor-
dinates (i, j), is summarized by Fig. 3.

The proposed impulse noise detection process in this
method uses two detection windows: a coarse noise detec-
tion window and a fine noise detection window. The coarse
noise detection window is of size 21 x 21 pixels. This size
of detection window has been chosen to be exactly the same
as the one used in BDND [16] and other BDND median fil-
tering based methods, such as DSMFBDNDE [18]. On the
other hand, the fine noise detection window is of size 3 x 3
pixels. This small window size is chosen in order to maintain
the locality of the image information.

In Fig. 3, noise borders with subscript 0 correspond
to the lower intensity impulse noise borders, while noise
border with subscript 1 correspond to the higher inten-
sity impulse noise borders. Noise borders with subscript
_Distance are obtained from intensity distance differential
method, whereas subscript _H ei ght presents intensity height
differential method. Subscript _Coarse presents the borders
obtained using a detection window of size 21 x 21 pixels,
and subscript _Fine presents the borders from a detection
window of size 3 x 3 pixels. For example, Bo p;unce_coarse 15
a lower impulse noise boundary, obtained from intensity dis-
tance differential approach, using the coarse detection win-
dow.

The noise detection process as given by the flowchart in
Fig. 3 has been designed in order to successfully detect vari-
ous type of impulse noise. Unlike the original BDND method
[16], the proposed method uses both intensity distance differ-
ential method and intensity height differential method. As the
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Fig. 3 Block diagram presenting the noise detection process for pixel D(i, j)

process starts with intensity distance differential approach, it
can be assumed that the proposed method does the detection
for the salt-and-pepper noise first. The method then refines
the finding to avoid noise miss-detection. This is carried out
by using the smaller noise detection window, or detecting
impulse noise with larger noise spread factor m using inten-
sity height differential approach. Using this new noise detec-
tion scheme, a pixel will go through at least two, and at most
three, noise detection windows before it is classified as a
noise pixel candidate or a noise-free pixel candidate. Yet,
the approach described in Sect. 2.1 has been implemented.
This method requires a continuous window sliding for local
histogram creation, but creates local histograms with low
computational burden. Therefore, some processing time can
be saved by this approach.

2.3 Impulse noise cancellation stage
Although BDND filtering method [16], and its derivative

methods such as ABDND [15] and DSMFBDNDE [18] use
adaptive median filtering approach in their noise cancellation

stage, the proposed method utilizes iterative median filtering
method. As compared to adaptive filtering approach, iterative
approach normally uses small filter therefore needs shorter
processing time. Furthermore, small filter size enables the
method to maintain local features and corners in the image.

In this proposed method, noise cancellation filter of size
3 x 3 has been used. At the beginning of the execution of
this stage, the method is required to check whether all pixels
in the image are clean pixels or not. This can be verified by
inspecting M. If there is no noise pixel candidate found on
the image, the following condition is obtained:

J K
D> MG jH=0 €]

i=0 j=0

which means that there is 0% of impulse noise candidate
on the image. With this initial condition, the output image F
then is the input image D itself, as no correction is required
to be done.

When the condition given by Eq. (4) is not met, noise can-
cellation process needs to be carried out. First, a temporary
noise mask M’ is created, as a copy to the original noise mask

@ Springer



230

SIViP (2014) 8:223-242

M. Mask M is used to determine noise-[ree pixel candidates
for the median calculation, while M’ is used to mark those
pixels that have been processed in that iteration.

In this process, by following the basic framework of the
switching median filter, only pixels marked as noise can-
didates (i.e., M'(i, j) = 1) will be processed by the noise
cancellation filter of size 3 x 3 pixels. The restored value
to F is calculated as the median value of the noise-free can-
didates (i.e., indicated by M (i, j) = 0) within the filtering
window. Then, M'(i, j) is set to 0, to indicate that the pixel
has been cleaned. However, if the samples defined by the
filtering window at coordinates (i, j) are all noise pixel can-
didates, then, the pixel will be processed on the next iteration.
For this case, M'(i, j) maintains its original value, which is
value 1. At the end of each iteration, the content of M’ is
copied back to M. Next, the method checks whether there is
still unprocessed noise pixel candidate by using Eq. (4). If
there is still unprocessed noise pixel, D takes the values from
F, and the cycle repeated until there is no more unprocessed
noise pixel left.

3 Experimental results and discussions

This section presents the restoration results obtained by using
the proposed method that has been explained in Sect. 2. In
addition to the proposed method, seven other state-of-the-art
median filtering based methods were also been implemented
for the purpose of benchmarking. These methods are SMF of
size 3 x 3 pixels (SMF3) [4], PCINRF [11], IMF [12], AFSF
[13], MDBUTMF [14], ABDND [15], and DSMFBDNDE
[18]. A brief introduction to these methods has been given in
Sect. 1.

This chapter has been divided into four main sections.
First, Sect. 3.1 presents the noise model used in this exper-
iment. Next, the test image used for this evaluation purpose
is presented in Sect. 3.2. Then, the performances of the pro-
posed method are judged objectively by using several quality
measures in Sect. 3.3. Finally, in Sect. 3.4, the output images
are judged subjectively based on visual inspection.

3.1 Impulse noise model
Impulse noise can be modelled by several equations [3].

However, in this research work, a broad impulse noise model
has been used. This broad impulse noise model is defined as:

P/2m: pepper;0 <D <m
p(D)= {1—P: noise-free pixels; 0 <D <L —1 (5
P/2m: salt;L—1—-m<D<L-1

where P (i.e., 0 < P < 1) presents the noise density, p()
is the probability density function, and L is the quantization
level of the image. For an 8-bit-depth grayscale image, L
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is equal Lo 256. This equation allows the impulse noise (o
be presented by two intensity ranges, where each range is
presented by m intensity levels. In this paper, m is called as
the noise spread factor.

The reason why we choose this noise model is because Eq.
(5) is able to cover a wide range of impulse noise models.
When m is equal to 1, this impulse noise is equal to the salt-
and-pepper noise. On the other hand, when m is equal to
L /2 (or 128 for this work), this impulse noise is equivalent
(o the random-valued impulse noise. In addition to m, this
noise model also allows P to be tuned. In this experiment,
we had tried all the ninety possible combinations between
ten P values (i.e.,, P = 0, 10, 20, 30, ...,90% ) with nine
m values (i.e., m = 1,16, 32,48, 64, 80,96, 112, 128). It
is worth noting that as far as our concern, there is no other
literature up to date that does such thorough evaluation as we
did in this paper.

3.2 Input test image data

In order to present a wide range of images, the test image used
in this experiment is a composite image. This test image is
created by using 13 individual standard grayscale images that
are normally used in digital image noise reduction field. This
composite image is shown in Fig. 4. The size of this image
is 2048 x 2048 pixels, which is equivalent to 4 Megapixels
image. There are four images with size 256 x 256 pixels,
seven images with size 512 x 512 pixels, and two images
with size 1024 x 1024 pixels. Therefore, the test image is
adequate to represent images of different sizes. As shown by

Fig. 4 The composite image used as the test image in this work
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this figure, the content of each figure is also different from  (MSSIM), and processing time. The results are presented in
each other. For example, Baboon image contains more details the following subsections.

as compared with Peppers image, and Lena image is darker

than Tiffany image. Thus, the test image also presents a wide

range of image details. 3.3.1 Root mean square error (RMSE)

Root mean square error (RMSE) is one of the popular

3.3 Evalualtions based on qualitative measures objective measures used in digital image noise reduction
researches. This measure indicates how much the similar-
Five quality measures have been used in this work to eval- ity between the filtered image F, as compared (o the ideal

uate the performance of the proposed method as compared clean image C. In this experiment, image C, which has been
with seven other median filtering lechniques. These measures shown in Fig. 4, is corrupted by impulse noise with different
are the root mean square error (RMSE), false positive detec-  degree of P and m, produces damaged image D. Then, by fil-
tion, false negative detection, mean structure similarity index  tering image D by noise reduction filter, image F is obtained.

Noise spread factor, m o Noise density, P (%) -

(a) Corrupted image

: 0 ! o
Noise spread factor,m 10 Noise density, P (%) Noise spread faclor.m 10 Noise density, P (%)

(d) IMF () MDBUTMF
120 120
| {100 100
80 80
7] @
= =
[+ o 50 60
a0 da0
20 20
40 40
{ 4 20 0 : 20 o
Noise spread factor, m 0 Noise density, P (%) Noise spread factor, m 1o Noise density, P (%) Noise spread factor, m 1o Noise density, P (%)

(g) ABDND (h) DSMFBDNDE (i) Proposed method

Fig. 5 RMSE surface plots
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Fig. 6 Plot of RMSE values whenm = |

For image with size J x K pixels, RMSE is defined as:

1 J K
RMSE = J Tk 2 2 FG D) - €6, IR ©6)

j=li=l

A good impulse noise reduction technique will restore image

D so that the filtered image F will be closely resemble image -

C. This similarity makes the difference between F and C
small. Therefore, a good impulse noise reduction technique
will produce a small RMSE value.

The surface plots of RMSE values are shown in Fig. 5. All
of these surface plots are using the same scale. Figure 5a is
the surface plot for the corrupted image D. This is obtained
by replacing C(i, j) by D(i, j) in Eq. (6). In this figure,
as expected, RMSE values are relatively small when P is
low, and exponentially increased when P increased. This is
because, when P is small, only a few pixels are altered and
not having the same intensity values with C. When P is equal

" to zero, there is no corruption, and therefore, D is equal to

C. As a consequence, as shown by Fig. 5a, RMSE values for
this case are equal to zero. As P increased, the number of
pixels with different intensity values from C is also increased
and therefore increases the RMSE value.

Itis worth noting that in Fig. 5, all of the evaluated methods
in this paper, have non-zero RMSE values when P equal to
zero. This situation indicates that the methods do the unnec-
essary alterations on the image, even though the image is
clean from noise. This shows the weaknesses of the method
to identify the noise pixel candidates correctly.

Comparing Fig. 5¢, d, f, h, with a, we can see that PCINRF,
IMF, MDBUTMF, and DSMFBDNDE do not change the
RMSE value significantly for m # 1. Figure Se shows that
AFSF fails to reduce the RMSE value. Therefore, AFSF is
the worst method tested in this section. On the other hand,
as shown in Fig. 5g, i, ABDND and the proposed method
drastically reduce the RMSE value. However, in general, the

&) Springer

proposed method has the lowest RMSE values for most of
the tested samples.

However, as shown in Figs. 5 and 6, all evaluated method
in this paper, except SMF and AFSF, have better performance
in terms of RMSE, for salt-and-pepper noise. The values of
RMSE when m equal to 1 are significantly low. This is mostly
because the pixel corrupted by salt-and-pepper noise is easier
to be identified due to its intensity contrast.

3.3.2 False positive detection rate

False positive detections happen when a clean, uncorrupted
pixel has been classified as a noisy pixel candidate, when
the noise reduction filter processes the corrupted image D.
As a consequence, the intensity value of this wrongly identi-
fied pixel will be altered during noise cancellation stage. As
the intensity value of this pixel is unnecessarily changed,
this condition produces a difference between the filtered
image F with the ideal clean image C. Therefore, this con-
dition should be avoided, as F may lose some of the image
details.

The false positive detection rate is used in this work to
evaluate the performance of noise detection ability of the
method. This measure is defined as:

N
o % 100% Q)

where N, is the number of clean pixels wrongly detected
as noisy pixels. Thus, as a good noise reduction method
should minimize the number of false positives, a good noise
reduction method should have a low false positive detection
rate.

In order to determine the false positive detection rate of an
image, three noise masks (i.e., M, Mz, and M3) are created.
The values of these masks are initially set to 0. During the
creation of image D, for each coordinates (i, j) where noise is
added to image C, mask M, is marked true (i.e., M; (i, j) =
1). During the noise detection process on image D, M, is
marked true (i.e., M2 (¢, j) = 1) for each detected noise pixel
candidates. After these two noise masks are created, mask M
is defined as:

False positive detection =

1: MG, j)=0and MaG, j) = 1

Ms(, j) = {O: otherwise ®)

Then, the number of clean pixels wrongly detected as noise
pixel candidates, which will be used in Eq. (7), can be deter-
mined as follow:

J K
Ne=2"> MG, j) ©)

i=1 j=1

Surface plots for false positive rates are shown in Fig. 7.
As shown by this figure, SMF3 has the highest false positive
rate. This is because, SMF treats all pixels in D as noisy
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False positive detection (%)

Noise spread factor, m 1 Noise density, P (%)u
(a) SMF3
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False positive detection (%)
False posilive detection (%)
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a2 az
Noise spread factor,m 1 Naise density, P (%,o Noise spread factor, m
(f) ABDND

Fig. 7 False positive detection surface plots

pixel candidates. Therefore, as can be observed in Fig. 7a,
SMF3 has high false positive rate when P is low, and low
false positive rate when P is high. From this surface plot, we
can observe that regardless the value of m, the value of false
positive rate for SMF3 is approximately equal to 100 — P.
PCINRF, IMF, AFSF, and MDBUTMF have relatively low

false positive detection rate. The magnitude of false detec-

tion rate for these methods, for all tested samples, is less
than 5 %. Although low false detection rate is desired, fur-
ther investigation should still be carried out, by using other
quality measures. This is to check whether the low false pos-
itive detection rate is not because the method does not filter
the image.

(d) AFSF

(g) DSMFBDNDE

False positive detection (%)

Bo o

: 0
Noise spread factor, m ! Noise density, P (%)

(b) PCINRF

False pasitive detection (%)

1 Noise spread factor, m 1

0 o
Noise density, P (%) Noise density, P (%)

(e) MDBUTMF

False posilive detection (%)

0
Noise spread lactor, m ' Noise density, P (%)

o
Noise density, P (%)

(h) Proposed method

As shown in Fig. 7f~h, ABDND, DSMFBDNDE, and
the proposed method has higher false positive detection rate
when P is low. This is mostly because these methods are
designed to deals with a high level of corruption. There-
fore, at a lower corruption level, these methods tend to con-
sider pixels as noise pixel candidates. ABDND has higher
false positive detection rate for random-valued impulse noise
(i.e., when m is equal to 128), while DSMFBDNDE has
higher false positive detection rate for salt-and-pepper noise
(i.c., when m is equal to 1). On the other hand, the pro-
posed method has low false positive detection rate for salt-
and-pepper noise. As compared with ABDND, the proposed
method has a smoother false positive detection rate surface.
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Surface plots for [alse negative detection rate are shown
in Fig. 8. As shown by this figure, false negative detection
rate for SMF3 is always zero. This is because SMF3 treats
all pixels in image D as noise pixels. Therefore, all of the
aclual noise pixels are successfully marked as noisy pixel
candidates by SMF3.

In contrary with the results on false positive detection
rate, all tested method, except SMF3, have high false neg-
ative delection rate when the noise density  is high. This
is because when P is high, the number of noise pixels in D
is also high. Therefore, the probability that the noise pixels
will be undetected by the noise detection methods is also
increased.

As observed from Fig. 8b, c, e, when m # 1 (i.e., except
salt-and-pepper noise), the false negative detection rate for
PCINRF, IMF, and MDBUTMF is almost can be represented
as 100 — P. However, the false posilive deteclion rates for
these methods, as can be observed in the corresponding sub-
figures in Fig. 7, are very small. These situations indicate
that PCINRF, IMF, and MDBUTMEF are only work well for
salt-and-pepper noise. The similar trend can also be observed
in DSMFBDNDE.

60

o
18 Noise density, P (%)

Noise spread factor, m

(a) Corrupted image

MSSIM

64

3z
TN

™
Noise spread factor, m 128

(b) SMF3

In Fig. 8, it is shown that AFSF, ABDND, and the pro-
posed method have low false negative detection rate values.
The surface of false negative detection rate for AFSF does
not differentiate salt-and-pepper noise, and thus, the surface
is more even as compared (o others. However, among these
three methods, the proposed method has the lowest false neg-
ative detection rate at most of the tested samples. Further-
more, similar to ABDND, the proposed method has the high
false negative detection rate for highly corrupted random-
valued impulse noise. This is may be due that the intensity
of the corrupted pixel in D is similar to the actual noise-free
pixel in image C.

3.3.4 Mean structure similarity index (MSSIM)

In order to determinec mean structural similarity index
(MSSIM) between the filtered image F with the ideal clean
image C, the values of local structural similarity index
(SSIM) need to be calculated. The image of size J x K is
divided into blocks of 8 x 8 pixels, producing (J/8) x (K /8)
non-overlapped sub-images. Then, for each sub-image, indi-
cates by index (i, j), the value of SSIM is computed by using

MSSIM

o % o
Noise density, P (%)

(c) PCINRF

%
Noise density, P (%) Noise spread factor, m  '2®

MSSIM

% o 5 b ’ % 80 o ' % 80 0
Noise spread factor,m 12 Noise density, P (%) Noise spread factor, m ' Noise densily, P (%) Noise spread factor, m 122 Noise density, P (%)
(d) IMF (e) AFSF (f) MDBUTMF

0
Noise density, P (%) Noise spread lactor, m

(g) ABDND

96
Noise spread lactor, m 128 100

Fig. 9 MSSIM surface plots

128

80 o
Noise density, P (%)

(h) DSMFBDNDE

0 %
Noise spread factor, m 128

80 o
Noise density, P (%)
(i) Proposed method
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the following equations [23]:

. _axp

SSIM(, j) = Ty (13)
a = Q2uc(, jHurl, j)+C1 (14)
B = Qocr(i, j)+ C2) (15)
¢ = kG, )+ pkG, ) +Co) (16)
y = (062G, j) + o}, j) + Ca) (17)

where pc is the local mean of C, ur is the local mean of
the restored image F, oc is the local standard deviation of
C, oF is the local standard deviation of F, and o¢F is the
local covariance between C and F. These local values are
calculated within the sub-image (i, j). Constant C; in this
equation is set to (0.01 x 255)2, while constant C; is set to
(0.03 x 255)2. Then, the value of MSSIM is defined as:

J/8 K/8

82 .
MSSIM = ——— ;ESSIM(:.,J) (18)

A good noise reduction technique will has a high MSSIM
value, as the structures inside image F will be similar to
image C.

The surface plots for MSSIM are shown in Fig. 9. As
shown in Fig. 9a, the corrupted image D has high MSSIM
value only when the noise density P equal to zero. Regardless
to noise intensity values, which related to the value of m, the
MSSIM values when P # O are almost flat at zero level.
This situation indicates that the local structures in D are not
anymore similar to the local structures in C, after impulse
noise is introduced into the image even at low corruption
level. . »

Figure 9¢ shows that the MSSIM surface for AFSF is
almost similar to Fig. 9a. This means that AFSF cannot
restore the image effectively. Figure 9c, d, f, h show that
PCINREF, IMF, MDBUTMF, and DSMFBDNDE show only
a bit of improvement as compared with AFSF. These meth-
ods are just suitable to deal with salt-and-pepper noise (i.e.,
when m equal to 1). However, when compared Fig. 9b, g, i, it
is shown that the proposed method has higher MSSIM values
than SMF3 and ABDND for most of the tested samples.

3.3.5 Processing time

Processing time, which is the time needed to complete the

filtering process, is used in this work as a measure to indi-
cate the complexity of the method. More complex methods
require more processing time. Shorter processing times are
desired.

Surface plots of processing time are shown in Fig. 10. As
shown by this figure, all methods, except DSMFBDNDE and
the proposed method, require less than 5s to complete the fil-
tering process. However, as indicated by the corresponding

@ Springer

subfigures in Figs. 7 and 8, this short processing time might
be due to the failure of the noise detection stage in identify-
ing noisy pixels. Most of these methods have very low false
positive detection rate, and high false negative detection rate.
This situation indicates that these methods only mark a few
pixels as noise pixel candidate. As a consequence, the noise
cancellation stage only processes these few pixels and thus
requires only a short processing time.

Figure 10g shows that DSMFBDNDE requires the longest
processing time. Most of the test samples require more than
2000s (i.e., more than 30 min) to be processed by DSMF-
BDNDE. This is mostly because DSMFBDNDE uses sorting
algorithm for finding median value, and uses relatively large
noise detection filter, which is of size 21 x 21 and 5 x 5 pixels.
On the other hand, as shown by Fig. 10h, although the pro-
posed method requires relatively high processing time com-
pared to the other six noise filtering methods (i.e., for about
10 times longer), the proposed method still has significantly
shorter processing time as compared with DSMFBDNDE.
Each test sample requires less than 50s (i.e., less than 1 min)
to be processed completely by the proposed method.

3.4 Evaluations based on visual inspection

Although there are 90 test samples used to create each surface
plotin previous section, only nine sample sets are selected for
the visual inspection purpose. These sample sets are shown in
Figs. 11, 12, 13, 14, 15, 16, 17, 18 and 19. These nine sample
sets are created from a combinations of three values from
P (i.e., P = {20, 50, 90 %}) and three values from m (i.c.,
m = {1, 64, 128}). Samples with P equal to 20 % represents
low noise corruption, P equal to 50 % represents medium
noise corruption, and P equal to 90 % represents high noise
corruption. Samples with m equal to 1 are samples with salt-
and-pepper noise, while samples with m equal to 128 are
samples with random-valued impulse noise.

Figure 11 shows the output images when P equal to 20 %
and m equal to 1. In other words, this figure presents the
results obtained from filtering an image corrupted by low
level of salt-and-pepper noise. Due to this low level of noise
corruption, all the tested impulse noise reduction methods,
except AFSF method, successfully reduce the impulse noise
level from image shown in Fig. 11a. There is no obvious dif-
ference between the filtered images with the original uncor-
rupted image shown in Fig. 4. However, for the case of AFSF
method, the output image shown in Fig. 11e still contains
impulse noise. Impulse noise can be observed in the region
of Tiffany sub-image.

The output images when P equal to 50 % and m equal to
1 are shown in Fig. 12. This figure presents the results from
medium corruption level of salt-and-pepper noise. As shown
by this figure, SMF3 and AFSF are starting to be not able to
filter the impulse noise completely. Impulse noise still can be
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Fig. 10 Processing time surface plots

clearly seen in Fig. 12b, e. However, other methods, which
are PCINRF, IMF, MDBUTMF, ABDND, DSMFBDNDE,
and the proposed method, successfully remove most of the
impulse noise from the image shown in Fig. 12a,

Figure 13 shows the corresponding output images when
the input is corrupted by a high level of salt-and-pepper noise
(i.e., P = 90 % and m = 1). SMF3 does not able to recover
the image. Similarly, AFSF failed to filter the image, and
makes the image darker. On the other hand, the structures
inside the images filtered by MDBUTMF and ABDND are
still visible, but the images have undesired small dots due to
incomplete removal of impulse noise. Less serious cases can
be observed in images by PCINRF and IMFE. DSMFBDNDE
and the proposed method successfully remove this high level

(d) AFSF

Noise spread factor, m 1

(g) DSMFBDNDE
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(b) PCINRF
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8 8 3 &

Processing time, 1 (seconds)
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(h) Proposed method

0
Noise density, P (%)

of salt-and-pepper noise from the image. However, DSMF-
BDNDE tends to blur the edges. This effect can be observed
at the border regions of the sub-images in Fig. 13h.

Figure 14 shows the output images when the input is cor-
rupted by impulse noise with P = 20% and m = 64. By
using this parameter, 64 intensity levels are used to present
salt noise, and other 64 intensity levels are used to present
pepper noise. Although the corruption level for this figure
is same as the one in Fig. 11, only SMF3 and the proposed
method successfully remove impulse noise and produce clean
and sharp images. Although SMF3 is the simplest method
used in this work and does not follow switching median filter-
ing approach, in general, the result produced by this method
will give an acceptable result if P < 50 %. With this noise
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Fig. 12 Output images when P equal to 50 %, and m equal to 1
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Fig. 13 Output images when P equal to 90 %, and m equal to 1
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(f) MDBUTMF (g) ABDND

Fig. 14 Output images when P equal to 20 %, and m cqual to 64

(f) MDBUTMF

(g) ABDND

Fig. 15 Output images when P equal to 50 %, and m equal to 64

(a) Corrupted image (b) SMF3

(f) MDBUTMF (g) ABDND

Fig. 16 Output images when P equal to 90 %, and m equal (o 64

(h) DSMFBDNDE (i) Proposed method

(c) PCINRF (d) IMF (e) AFSF

(h) DSMFBDNDE (i) Proposed method
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Fig. 18 Output images when P equal to 50 %, and m equal to 128

(a) Corrupted image (b) SMF3 (c) PCINRF (d) IMF (e) AFSF

(f) MDBUTMF (g) ABDND (h) DSMFBDNDE (i) Proposed method

Fig. 19 Output images when P equal to 90 %, and m equal o 128
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density, the local median values determined by SMF3 mostly
are taken from the clean pixels.

Other tested methods in this work failed to completely
remove the added impulse noise. This is mostly due to the
failure of the impulse noise detector to detect the noise cor-
rectly. For example, in this figure, the result from ABDND
is the worst. To explain this situation, we inspect the false
positive rate for ABDND from Fig. 7h and found out that the
false positive rate at this point is significantly high, which is
around 22 %. This condition reduces the number of samples
that can be used for its noise cancellation stage. Then, Fi g.8h
shows that the false negative rate at this point is also relatively
high, which is around 12 %. In this situation, as some of the
good pixels were removed and some of the noise pixels were
selected as the sample, noise pixels might contribute more
towards the restored pixel values.

With m maintained at 64, the resultant images when the
noise density P is increased to 50 % are shown in Fig. 15.
As shown by this. figure, all methods failed to remove the
noise completely. The output images from PCINRFE, IMF,
MDBUTMEF, and DSMFBDNDE appear similar to the corre-
sponding corrupted input image, whereas the filtered image
by AFSF looks darker. ABDND failed to remove impulse
noise especially on the very bright or very dark areas. Impulse
noise still visible on images obtained from SMF3 and the pro-
posed method. However, these artefacts are relatively small
in number. By observing Tiffany region, it can be said that the
performance of the proposed method is better than SMF3.

Figure 16a shows the input image after been corrupted
with impulse noise with parameter P set to 90 % and para-
meter m set to 64. This high corruption level makes the
structures inside the image difficult to be seen. By inspect-
ing output images in Fig. 16, it is shown that all of the
tested impulse noise reduction methods in this work have
failed to produce excellent filtering results. The results from
PCINRF, IMF, MDBUTME, and DSMFBDNDE are not si g-
nificant, where the output images are almost similar to the
corrupted input image. SMF3 and AFSF produce darker out-
put irhages. Rough structures can be observed from outputs
from ABDND and the proposed method. Structures of Penta-
gon, House and Peppers are better by ABDND, while struc-
tures of Man, Lena, Tree, and Boats are better by the proposed
method.

The results for a low corruption level of random-valued

impulse noise (i.e., P = 20% and m = 128) are shown in

Fig. 17. Similar to the results shown in Fig. 14, which is at the
same corruption level, only SMF3 and the proposed method
successfully remove impulse noise and produce clean and
sharp images. The output images from other tested impulse
noise reduction methods are still having visible small dots,
which correspond to residual impulse noise. The result from
ABDND is the worst, as can be seen from region of sub-
image Tiffany.

Figurc 18 shows the results for a medium corruption
level of random-valued impulse noise (i.e., P = 50 % and
m = 128). Although the structures inside the images can be
seen clearly, in general, all methods failed to remove impulse
noisc completely. As expected, the results shown in this fig-
ure isinferior than the corresponding results shown in Fig. 15.
This can be observed from Tiffany sub-image, especially in
the results from AFSF and ABDND. In this figure, ABDND
produces the worst result. On the other hand, the proposed
method produces the relatively sharpest and cleanest output
image.

The noise filtering results for the input image corrupted by
high density of random-valued impulse noise (i.e., P = 90 %
and m = 128) are shown in Fig. 19. Because all the results
when P = 50 % are already unsatisfactory (see Fig. 18), it
is not surprising that all the tested method failed to remove
impulse noise in Fig. 19. Unexpectedly, among these results,
the result from SMF3 is the best. The structures inside the
image produced by SMF3 are more visible than others. This
outcome is very different from the outcomes from Figs. 13
and 16, where the outputs from the proposed method are the
best.

4 Conclusion

This paper presents the evaluations of the proposed method,
as compared to other seven state-of-the-art impulse noise
reduction methods. The evaluations have been carried out
objectively and also subjectively. It has been shown that the
proposed method has the lowest RMSE values for most of
the test samples. In terms of false positive detection rate,
experimental results show that the proposed method is the
second highest, just behind SMF3. However, the good per-
formances of other methods in false positive detection might
be due to the inefficiency of the noise detection stage of
the methods, where the majority of the pixels will not be
classified as noise pixel candidate, even though the pixel is
actually a noise pixel. This can be proven by inspecting the
false negative detection rate. Among the switching median
filtering methods used in this work (i.e., excluding SMF3),
the proposed methods has the lowest false negative detec-
tion rate, portraying its good noise detection ability. Fur-
thermore, the proposed method also is the best in terms of
MSSIM. However, the proposed method require a slightly
longer processing time as compared to the majority of the
method. It needs around 40-50s (which is less than 1 min) to
completely process one 4-Megapixels image. The proposed
method is roughly 60 times faster as compared to DSMFBD-
NDE. Therefore, the processing time required is still consid-
ered reasonable. In terms of the quality of the output image,
based on visual inspection, the proposed method mostly will
produce good output images, especially for the case of salt-

) Springer



S S

Author's personal copy

242

SIViP (2014) 8:223-242

and-pepper noise. The proposed method has an acceptable
performance for other type of impulse noise. Thus, in gen-
eral, within the scope of this work, it can be concluded that
the proposed method is the best impulse noise reduction tech-
nique.
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Digital image contrast enhancement methods that are based on histogram equalization technique are still useful for the use in
consumer electronic products due to their simple implementation. However, almost all the suggested enhancement methods are
using global processing technique, which does not emphasize local contents. Therefore, this paper proposes a new local image
contrast enhancement method, based on histogram equalization technique, which not only enhances the contrast, but also increases
the sharpness of the image. Besides, this method is also able to preserve the mean brightness of the image. In order to limit the noise
amplification, this newly proposed method utilizes local mean-separation, and clipped histogram bins methodologies. Based on
nine test color images and the benchmark with other three histogram equalization based methods, the proposed technique shows
the best overall performance.

. 1. Introduction

the normalized version of the histogram [4]. In order to

Contrast enhancement is currently still one of the active
research branches in digital image processing discipline. The
main aim of this research branch is to improve the appearance
of the acquired image [1]. Although both digital image
enhancement and image restoration share the same aim,
unlike image restoration, the results obtained from digital
image enhancement mostly are evaluate subjectively, where
the degree of image quality perceived might be different from
person to person [2]. Yet, recent researches in digital image
contrast enhancement also include some objective measures
in order to evaluate the performance of the algorithms.
Histogram equalization (HE) is one of the popular digital
image contrast enhancement methods [3]. This method is
simple and easy to be implemented. HE enhances the given
input image by using a monotonic mapping function, where
this mapping function is derived from the intensity histogram
of the input image. The mapping function also can be derived
from the probability density function (pdf), which is basically

produce an overall contrast enhancement, HE stretches the
dynamic range of the image’s histogram.

In spite of its simple implementation and popularity,
global HE (GHE), which is HE method that uses only
one transfer function calculated from the whole pixels in
the image, has several drawbacks. These drawbacks include
intensity saturation artifacts and washed out appearance.
Fortunately, Kim [5] has discovered that these undesired
problems can be reduced by simply maintaining the average
brightness level (i.e., average intensity level) of the input
image into the corresponding output image. As a conse-
quence from this important rule, many variations of GHE
have been proposed.

Many of these GHE variations work by equalizing two
subhistograms independently in order to preserve the mean
brightness. Within this framework, the method splits the
input image’s histogram into two sections, which is upper
and lower subhistograms, by using one splitting point. This
splitting point has normally been calculated by using the



input image’s statistics, such as the average intensity value [5]
or the median intensity value [6].

In order to further improve the performance of the con-
trast enhancement method in terms of the mean brightness
preservation performance, several GHE based methods split
the input image’s histogram into more than two sections.
This multiple separated histogram is obtained by using more
than one splitting point. These separating points are typically
calculated based on each section’s average intensity values
[7], median intensity values [8], and local minimum or local
maximum values of histogram’s bin [9].

Yet, several other GHE based contrast enhancement
methods do not put any constrain on preserving the mean
brightness. These methods avoid the appearance of unwanted
artifacts in their output images by controlling the enhance-
ment rate, which relates to the slope of the intensity mapping
function, by modifying the shape of the input histogram.
Such modifications are normally been carried out by clipping
the histogram [4], applying a weighting function to the
histogram's bins [10], or creating a complementary histogram
().

However, GHE and its derivative methods process the
image globally, which mean that these methods use only one
monotonically increasing transformation function for each
input image. As mentioned in [11], the calculation for this
discrete transformation function is done by using discrete
values. Therefore, the contrast enhancement is obtained by
increasing the spaces between consecutive histogram bins.
Yet, mostly the histogram bins with small values will be
merged together, which lead to the deterioration of contrast
for intensity levels with low probability values.

Local HE, also known as adaptive HE, is still not been
fully explored. Unlike GHE based methods, local HE meth-
ods generally produce sharper images. As local HE is able
to introduce new intensity levels into the output image,
they may flatten the image histogram and thus increase the
information content (i.e., which normally can be measured by
using entropy value) [12]. One of the basic local HE methods
is the block overlapped HE (BOHE). BOHE works by using
a sliding window of size Wy, x Wy, which defines a local
contextual region on the image [1]. This local region is treated
as a subimage by BOHE, and thus a similar procedure to
GHE is applied in order to determine the local intensity
mapping function. However, for each windowing operation,
only the center pixel of the contextual region is assigned the
output value. As a consequence, for a given input image with

dimensions M x N pixels, BOHE needs MN local intensity

mapping functions, which leads to high computational time.

Because the computational requirements by BOHE are
very high, Pizer et al. [13] have proposed the interpolated
adaptive HE (IAHE). IAHE does not use the exact local
intensity mapping function to most of the pixels, but it
uses the approximation of the function by utilizing bilin-
ear interpolations. Another approximation of BOHE is the
method developed by Kim et al. {14] which is called the par-
tially overlapped subblock histogram equalization (POSHE).
Unfortunately, the blocking effect reduction filter (BERF)
used by POSHE is still not effective on removing some
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blocking effect due to the significant difference of intensity
mapping functions of neighbouring subblocks.

Another approach to reduce the high complexity of
BOHE is by optimizing the way of creating the local intensity
histograms [12]. Yet, there is still a major problem associated
with BOHE, which is the noise amplification, thus causing
the existence of speckle noise in the resultant image. There-
fore, a few BOHE based methods that give constrain on
noise amplification, such as the contrast clipped adaptive
histogram equalization (CLAHE) [15] and multiple layers
block overlapped histogram equalization (MLBOHE) [12],
were designed.

In this paper, a new variation to BOHE, which is called the
local contrast enhancement utilizing bidirectional switching
equalization of separated and clipped subhistograms (LCE-
BSESCS), has been proposed. This paper is divided into
four sections. After this introductory section, Section 2 will
explain the methodology of LCE-BSESCS. The next section,
which is Section 3, will present the experimental results.
Finally, Section4 will present the conclusion from this
research work. ‘

2. Methodology

The main objective of LCE-BSESCS is to increase the image
contrast and sharpness, especially to images that suffer from
uneven illumination. LCE-BSESCS also aims to preserve
the mean brightness of the input image, so that intensity
saturation problem can be avoided. The basic ideas of LCE-
BSESCS are listed as follows.

(i) Reducing saturation artefact: LCE-BSESCS uses bidi-
rectional equalization, where the intensity mapping
moves towards the local mean value.

(ii) Reducing noise amplification: LCE-BSESCS utilizes
clipped subhistograms in order to avoid abrupt inten-
sity changes.

(iii) Reducing the processing time: switching approach
has been used, so that instead of calculating transfer
functions from both subhistograms, LCE-BSESCS
calculates one transfer function from one subhis-
togram only.

The methodology for LCE-BSESCS is explained in the follow-
ing subsections.

2.1. Define the Contextual Region. Similar to BOHE, the
operation of LCE-BSESCS uses a sliding window of size W), x
Wy pixels, where both W), and W) are odd integer numbers
(e, Wy = 2Wy + 1 and Wy = 2Wi, + 1). Here, Wy and
W,y are integer values, presenting the distance from the center
pixel of the sliding window to the window’s border in vertical
direction and horizontal direction, respectively.

This sliding window is used to define the local image, also
known as the contextual region (CR), for local processing. Let
us assume (i, f) as the spatial coordinates of the pixel, and
(3. x) represents the spatial coordinates for the center pixel
of the current CR. Using the sliding window, CR will only
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occupy the area with coordinates in the range of y - Wy, <
iSsy+Wyandx-Wy < j<x+W,y,.

In the implementation of LCE-BSESCS, truncation of the
sliding window has been applied for the pixels located near
the image border. For example, when coordinates (y, x) are
at position (0,0), the corresponding CR is truncated to the
size of (Wy + 1) x (W + 1) pixels, instead of Wy, x Wy,
pixels. At this position, the “center pixel” of CR is not located
at the middle of CR but located at the top left. By using
truncation approach, the size of the original input image
can be maintained and we do not need to use any padding
operation (e.g., zero padding, padding with global average
value, or padding with global median value) toward the
input image. We believe that the sampled intensity values
from the truncation approach is more accurate than the
padding approach, as the sample will not be contaminated by
artificially added values.

2.2. Create Local Histogram. As mentioned in previous sub-
section, at every “center pixel” (y, x), one CR is defined. If the
input image, denoted as X = {X(i, j)}, has the intensity levels
within the range [0, L - 1] (i.e., X(i, j) =H{Xp X1 XD,
the subimage defined by CR, Xcpgyxy = {Xcpgy,n(is )}, also
has the intensity levels [0,L — 1]. Using this CR, a local
intensity histogram Hcgg, ) is defined as

HCR(y,x) (Xk) =nk, fol’k=0, l,...,L— 1, (l)

where X is the kth intensity level and #, is the number of
pixels within CR with intensity level X,.

2.3. Separate Histogram into Two Subhistograms. With the
aim of maintaining the local mean brightness within CR, local
mean-separation methodology has been used. The mean-
separation methodology was first introduced by Kim [5] in
his method known as brightness preserving bi-HE (BBHE).
Unlike BBHE that uses global average intensity value as the
splitting point, the local splitting point Xcg(,,.) in LCE-
BSESCS is the average intensity value from the samples within
CR. This local separating point is defined as

ro (Xi X Hergyy (X)) @
Wi x Wy ’

Xcr(y.0 =
where | -] is the floor function.

2.4. Clip the Corresponding Subhistogram. A special consid-
eration is given in order to limit the amplification of speckle
noise which may degrade the appearance of the resultant
contrast enhanced image. In LCE-BSESCS, histogram clip-
ping approach has been utilized. By clipping histogram bins
which are exceeding certain threshold value, we can control
the enhancement rate defined by the local intensity mapping
function. Therefore, the enhanced pixel value at (y, x) will not
deviate too much from its surrounding homogenous region.
Adapted from bi-HE with a plateau limit (BHEPL) [16), the
threshold value Tegg), ) for the histogram clipping process
is obtained by using the average value from subhistogram.

However, unlike BHEPL, a switching approach has been used.
The value for Ty, ., is defined as

T, X(»x)<X ,
Ty = L CR(y.x)
R {TU otherwise. 3)
Where
X X,
k:;(" ) HCR(,V.X) (Xk)
TL = — + l’
Xcr(yn +1
(4)

L-1
T | ZFapart Hergy, (Xi)
U= — +1.
L - XCR(}',X) - 1
By using this threshold value, LCE-BSESCS clips the
histogram bins as follows:

T, H, (X)) 2T,
H (x,)= IR CR(yx) (k) 2 Tegs
(i) {HCR(},,X) (Xi) otherwise. )

Next, subhistogram from the clipped histogram H' needs to
be normalized, so that pdf of that histogram section can be
obtained. In order to do this, the total number of pixels from
the modified subhistogram ;. is calculated

xcn(y.:) ' —
z H (X,) X (:%) < Xcp(yay
nr = k=g—| (6)
> H'(X,) otherwise.
k=)~tcx(, o+l

2.5. Create the Bidirectional Intensity Mapping Function.
After the corresponding normalized clipped subhistogram
has been found, intensity mapping function f for the use in
LCE-BSESCS is defined. Function f is defined as

R el

Where
fu(X,) = [% x iH' (X;)J . ®
fu(Xe) = [ (- Xen 22) (nr Y (X,-))J
nr =

+ XCR(y.x) +1.

)

It is worthnoting that the equalization process defined
by (8) propagates from the left to the right side of the
subhistogram. On the other hand, equalization process given
by (9) propagates in opposite direction. There are two main
advantages by using bidirectional equalization. First, by using
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this design, the transformed intensities with high histogram
values will be given values similar to the local mean value
X_CR(y,x)' Therefore, this condition will enable LCE-BSESCS
to have a better brightness preservation ability.

The second benefit that can be obtained from bidirec-
tional equalization is the prevention from intensity saturation
artifact. In normal local histogram equalization based meth-
ods, equalization process always propagates from the left side
to the right side of the histogram. Thus, if the “center pixel”
X(y,x) has the highest intensity value within CR, the cor-
responding output pixel Y(y, x) will be assigned the highest
intensity level (i.e., intensity X, _, ) that normally corresponds
to the whitest pixel. As a consequence, the output image
might suffer from intensity saturation artifact. However, this
is not a problem to LCE-BSESCS as the equalization process
by this method is moving towards YCR(y %) instead of X, or
XL,

2.6. Map the Center Pixel. Finally, the output intensity value
that corresponds to the “center pixel” Y(y, x) is given as:

Y(yx) = £ (X (5.)).

After the value of Y(y, x) is determined, the sliding window
slides to the next adjacent pixel and repeats the same
procedure until all the pixels in output image Y get their
corresponding contrast enhanced values.

As compared with GHE based contrast enhancement
methods, which use one monotonic intensity mapping func-
tion for each input image, LCE-BSESCS uses M x N intensity
mapping functions. In LCE-BSESCS, each pixel has its own
transformation function, As a consequence, LCE-BSESCS is
able to introduce new intensity levels into the output image.
In this method, the histogram bins can be merged, as well as
being broken up into several bins. Therefore, similar to other
local HE methods, most of the histogram bins will be filled
up with values. Hence, the utilization of the dynamic range
in LCE-BSESCS is more effective than GHE based method.
It is expected that LCE-BSESCS will produce a larger entropy
value.

(10)

3. Experimental Results

Nine digital images of size 3264 x 2448 pixels (i.e., 799-
megapixel images) are used in this experiment in order to
evaluate the performance of LCE-BSESCS. All of these images
are 24-bit-per-pixel color images and were acquired using the
camera from the same smartphone. This images are shown
in Figurel. In order to process these color images, in this
experiment, we treat each color channel (i.e., red (R), green
(G), and blue (B) color channel) as an independent 8-bit-
per-pixel grayscale image. Therefore, in order to process one
color image, LCE-BSESCS will be executed three times, where
each execution corresponds to one color channel. Thus, in
this experiment, the level of quantization L is set to 2% = 256.

One experiment has been carried out in order to inves-
tigate the suitable filter size to be used by LCE-BSESCS.
One test image, which is Image 1, has been used for this
purpose. In this experiment, we has limit the shape of the
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filter to be square by setting W), to be equal to Wy,. The
enhanced versions of Image I by using different filter sizes
are shown in Figure 2. As shown by this figure, LCE-BSESCS
successfully sharpens the input image. However, we can see
that LCE-BSESCS with smaller filter size does not enhance
much contrast as compared to LCE-BSESCS with bigger filter
size.

In order to understand the reason for this situation, we
have investigated the number of nonempty histogram bins
on local histograms versus the size of LCE-BSESCS filter.
The statistics from this investigation are presented as box
and whisker plots in Figure 3. It is known that for local HE,
the contrast of the output image is depending much on the
number of nonempty histogram bins [12]. From the graph,
it is shown that when the size of the filter is small, the
number of nonempty histogram bins is also small, and thus
majority of the local histograms have many empty bins. The
number of nonempty histogram bins is increasing when the
filter size increases. Based on both Figures 2 and 3, we think
that LCE-BSESCS with size 129 x 129 pixels is adequate for
the enhancement. With this window size, almost half of the
local histograms (i.e., based on the median value) has 128 or
more nonempty histogram bins (i.e., more than L/2 intensity
levels), and the output image is well enhanced.

Then, in order to bench-mark the performance of LCE-
BSESCS, three other common HE based contrast enhance-
ment methods have been implemented. These three methods
are GHE [1], BOHE [12], and CLAHE [15]. In this implemen-
tations, the filter size for both BOHE and CLAHE is set to
be exactly the same with the size of the filter used by LCE-
BSESCS, which is 129 x 129 pixels. The plateau limit used in
CLAHE is set as 10% from the maximum histogram bin value.
Examples of the results are shown in Figures 4, 5, and 6.

Two image quality measures has been used for the
evaluation process. As the images are color images, in this
research work, the measurements will be carried out on the
luminance value of the image. The luminance value I of the
pixel at position (y,x) is calculated by using the following
equation [1]:

)= R(G:2) +G(3x) + B(.x))

I(yx A ,

where R is the red color component, G is the green color
component, and B is the blue color component.

The first measure is the mean brightness error (MBE) [5].
MBE has been widely used as a quality measure for histogram
equalization based methods. MBE is defined as:

[ - I

, (12)
MxN

MBE =

where M is the height of the image, N is the width of the
image, Iy is the average luminance value of the enhanced
image, and Iy is the average luminance of the original input
image. It is expected that a good contrast enhancement

method can preserve the mean luminance and therefore has
small value of MBE.
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(g) Image 7. (h) Image 8 (i) Image 9

FIGURE 1: Nine input color images used in this experiment,

The second measure is the speckle noise strength (SNS),
which is defined as follows:

. NS = ZJI:J:UI Z:]:iu |I(y,x)—f(y,x)|
b= (L-1)XxMxN

x 100%, (13)

where T is the approximation to a clean, enhanced image. In
this work, T is obtained from the version of I that has been
L) filtered by a median filter of size 25%25 pixels. This filter size is
still relatively small when compared with the size of the input
image (i.e., M and N) and works well even when the image
has been corrupted by high density of impulsive noise. Good
= enhancement method is expected to give small value of SNS.
Tables 1 and 2 show the measured MBE and SNS values,
respectively: The bold font in these tables refers to the best
result. As shown by Table 1, the proposed method, which is
LCE-BSESCS, has the lowest average MBE value. Its average
MBE value is significantly lower than others. This outcome
shows that LCE-BSESCS has the highest ability to maintain
the mean brightness of the image. The mean brightness of the
input image is well maintained in the corresponding output
image by LCE-BSESCS.

Table 2 shows that all the contrast enhancement methods
evaluated in this research increase the strength of the speckle
noise. Yet, among these tested methods, LCE-BSESCS pro-
duces the lowest average SNS. Although CLAHE also uses
clipping histogram approach similar to LCE-BSESCS, LCE-
BSESCS has a better performance in SNS. This indicates that
a better restriction for noise amplification can be obtained by
combining the clipped histogram approach with bidirectional
equalization using subhistograms.

Qualitative evaluation, by inspecting the appearance of
the output images visually, has also been carried out in
this research. Some of the output images are shown in
Figure 4 to Figure 6. As shown by this figures, BOHE and
CLAHE tend to enhance the edges too much, which make
the resultant images lost their global contrast. On the other
hand, images produced by LCE-BSESCS appear to be more
natural. Furthermore, as also shown by these figures, LCE-
BSESCS maintains the basic shape of the original histogram.

4, Conclusions

In this research work, a new contrast enhancement method
has been proposed. This method is based on local HE
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FIGURE 2: Enhanced versions of Image 1by using LCE-BSESCS of different filter sizes.
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FIGURE 3: Statistics of the number of nonempty histogram bins
versus the size of filter used.

method, where the method emphasizes on maintaining mean
brightness, while improving contrast of small details on
the image. The degree of enhancement can be adjusted by

TABLE 1: MBE values obtained from nine input images.

GHE [1] BOHE [12] CLAHE[15] LCE-BSESCS
Imagel 113669 6.3181 70035 4.6966
Image2  0.6324 6.0483 9.8283 6.8152
Image3 23.3245 15.2141 10.5754 5.1724
Image 4  10.4738 13.5890 9.3127 13990
Image 5 394145 45.6867 28.2706 3.1002
Image 6 25.6025 28.3861 11.9334 0.7755
Image 7 52,9224 62.2760 42.9693 4.4040
Image 8  52.4181 80.1929 51.8291 3.4763
Image 9 242728 38.7048 30.5922 1.2740
Average  26.7142 32.9351 22.4794 3.4570

changing the filter size, which is the only parameter used
for LCE-BSESCS. As shown by the results, the proposed
method has the best performance in terms of preserving the
mean brightness and avoiding significant noise amplification,
Qualitative evaluation shows that the proposed method
produces relatively more natural images. Therefore, it can be
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FIGURE 4: [mage ] and its enhanced versions.
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FIGURE 5: Image 5 and its enhanced versions.
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TABLE 2: SNS values obtained from nine input images.

GHE BOHE CLAHE

\
————ad

Qriginal 0 (2] [15) LCE-BSESCS
Imagel 3.4545 77319 132477 95568 6.3514
ﬁ; Image2 22514 72053 206303 18.9394 8.0975
o Image3 5.0863 10.4602 18.2116 12.6374 7.8931
Image4 39052 159535 23.8075 14.9450 6.5358
A Image5 52880  7.0348 19.8410 13.8103 7.4881
P Image6 78513 13.6009 22.8940 14.1334 9.1318
Image7 13906 20.8070 30.4298 20.1688 5.2793
- Image8 05047 204854 44.9306 32.5611 3.5101
Image9 10342 128723 219976 175813 3.8881
Average 34185 129057 23.9989 171482 6.4639

concluded that the proposed method shows the best overall

. performance.
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Exploration of Current Trend on Median Filtering Methods
Utilized in Digital Grayscale Image Processing

Sin Hoong Teoh, Boon Tatt Koik, and Haidi Ibrahim

Abstract—Median filtering is a well known method to deal
with impulse noise in digital images. However, due to some
limitations associated with the standard median filtering
approach, several new improved versions of the median
filtering methoed have been proposed by researchers. The
number of methods is expanding from year to year. Therefore,
the purpose of this paper is to see the current trend of the
median filtering techniques. The trend is observed from the
available online literatures; which use or propose new median
filtering methods. Because there are thousands of related
reliable literatures available online alone, our research
concentrates on online literatures only. These literatures were
classified according to their search keywords. The scope of our
research is limited to IEEExplore®, ScienceDirect, and Google
Scholar databases only. The results confirm that the research
regarding to median filtering is still growing at this time.
Furthermore, we observed that the weighted median filter is the
most popular median filtering research, and it is followed by
researches on the adaptive median filter. Based on
ScienceDirect database, it is shown that all of the median
filtering methods showing an increasing number of publications
over year.

Index Terms—Impulse noise, literature survey, median
filtering, salt-and-pepper noise.

I. INTRODUCTION

As the demand of the products from the consumers are
showing an increasing trend, most of the industries are now
employing automatic electronic systems in their production
lines. Computerized systems, utilizing optical sensors such as
CCD and CMOS, becoming popular in recent years [1]. In
order to reduce the burden of human operators in inspection
lines, machine vision systems must simulate the human
abilities to detect defect products. Therefore, to imitate and
put into practice the function of human vision system, the
computerized system must use engineering methods,
especially from the field of computer, physics and electronic
engineering. However, it is worth noting that up to these
date, these vision systems are mostly used to assist the work
by the human operators, and not completely replacing the
human in the production line [2].

Signal acquired by the machine vision system is mostly in
the form of digital images, which are two or more
dimensional signals. One type of digital images used by the
system is the digital grayscale image [3]. Unfortunately,
similar to other type of digital images, digital grayscale
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images can be corrupted by unnecessary noise signals,
including the impulse noise [4]. There are some reasons how
the impulse noise can appears in digital grayscale images.
Impulse noise can be contributed by malfunctioned image
sensors, damaged memory cell in hard disk, and signal
corruption during transmission [5]). Impulse noise is a
random additive noise, and it has significantly high contrasts
towards its surrounding, uncorrupted region. Therefore,
even at a very low corruption level of impulse noise, the
digital grayscale image might loss its information
significantly [6]. As a consequence, the noise mostly will
make the automatic vision based systems to give inaccurate
outcomes [7].

One of the methods that are used widely to deal with
impulse noise in digital grayscale images is the median
filtering method [4]. Standard median filtering method works
by using a sliding window. It filters the corrupted input image
by replacing the corresponding pixel that located on the
centre of the window, with the median value determined from
the intensity samples, defined by the sliding window at that
position [8]. Unfortunately, the standard median filtering
method uses all the intensity samples within the sliding
window, without considering whether they are noisy pixels,
and therefore produce inaccurate results when the input
image was damaged by a high degree of impulse noise [9].
On the other hand, as the method changes all the pixel values
although the pixels are uncorrupted, the method tends to
make unnecessary changes. Therefore, the method will
further degrade the image, especially when the input image
was corrupted by low level of impulse noise [5].
Furthermore, sharp lines also will be altered by the standard
median filter [10].

The limitations of the standard median filter have attracted
attention from researchers. In order to overcome these
limitations of the standard median filter, many researchers
have proposed an extension, or improvement to the method.
Hundreds of reliable literatures based on median filtering
methods can be found online these days. We believe that
there are another hundreds of related literatures that are not
available online. According to our past literature survey on
the available median filtering method [11], in addition to the
standard median filtering method, the improved median
filtering methods can be classified into seven categories.
They are:

1) Weighted median filter

e First introduced by Justusson in 1981, and further
elaborated by Brownrigg [12].

¢ It has weights to associate with each of its filter
element.

o The weight corresponds to the number of sample
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duplications in the calculation of median value.
2) Iterative median filter
* Iterative method requires the same procedure to be
repeated several times.
* Examples are methods in [13]-[15].
3)Recursive median filter
* The output at certain position are determined not
only using the input intensities, but also from the
pre-calculated output values at previous locations.
* Analogous to infinite impulse response (IIR) filter
* Examples of related methods are [16]-[1 8].
s * Directional median filter
Do e Works by separating its 2-D sliding window into
several 1-D filter components.
» Examples of works are [19]-[21].
4) Switching median filter
¢ Also known as decision based median filter.
 Normally has two stages; noise detection stage, and
noise cancellation stage
* Example of works are [22]-[24].
‘ 5) Adaptive median filter
e The filter size is not constant.
* The size is depending to local noise content.
* Examples of works are [25]-[27].
6) Median filter with fuzzy logics
* Uses fuzzy logic to process the image.
* Example of works are [28]-[30].

Each of these abovementioned approaches has its own
advantages and disadvantages. As consequences, more and
more new methods have been introduced from time to time.

It is worth noting that median filtering method is one of the
fundamental methods in digital image processing research,
Yet, most of the people, especially those who are outside the
field of digital image de-noising, will be surprised when we
mentioned that the researches on median filtering technique
are still popular these days. Therefore, the aim of this
research paper is to show quantitatively that the research on

edian filtering methods is still expanding. In addition to
this, we are also interested to see the current research trend in
this area. We want to identify which median filtering
approach is now popular, and the trend of the median filtering
research towards time.

To ease the presentation of this paper, this paper is
' organized into four main sections. The first section, which is
) this section, gives the background and the purposes of this
research. Then, Section II explains how this research will be
carried out. Section III presents the outcome of this research,
while the last section, which is Section IV, concludes our
findings.

II. METHODOLOGY

Currently, the number of researches regarding to median
filtering for impulse noise reduction from grayscale digital
images is very large. Search on internet alone, regarding
median filtering method, gave us hundreds of related reliable
literatures. As a consequence, it is almost impossible for us to
inspect every single literature in details for the methodology

and Manufacturing, Vol. 1, No. |, February 2013

they used or proposed.

To overcome this limitation, we will classify these
literatures based on their keywords. We assume that the
keywords are used by the literatures reflects exactly the
median filtering approach used by that literature. The
keywords used are listed in Table I.

TABLE I: THE KEYWORDS USED TO SEARCH RELATED LITERATURES

Method Keyword

Weighted Median Filter
Iterative Median Filter
Recursive Median Filter
Directional Median Filter
Switching Median Filter
Adaptive Median Filter

Median Filter with Fuzzy Logics
Median Filter (in general)

“Weighted Median Filter Image "
“lterative Median Filter Image "
“Recursive Median Filter Image”
“Directional Median Filter Image”
“Switching Median Filter Image"
“Adaptive Median Filter Image”
“Fuzzy Median Filter Image”
"Median Filter Image"”

We only restricted our research to online literatures.
Because there are many online databases are now available,
we are then further limiting our searching to these following
three well-known databases:

1) IEEExplore® (http://iecexplore.ieee.org)

* Is a well known online database regarding to the
researches on electrical, electronic and computer
engineering.

2) ScienceDirect (http://www.sciencedirect.com)

* Is one of the world’s famous database for scientific,
technical, and medical full text research papers.

3)Google Scholar (http://scholar.google.com.my)

* Provides a search of literatures across many
disciplines and sources, including journals,
proceedings, abstracts, books, theses, and patents.

In order to see the research trend of each particular median
filtering method, the publication year’s field, located on the
left side of the corresponding webpage will be manipulated.
Example of this field, taken from IEEExplore® database, is
shown in Fig. 1. Using this useful feature, the number of
publication for each year can be determined. Thus, by
recording the number of publications versus years, we can
see whether the research is expanding, or shrinking. The
results then can represent the popularity of each method. The
research has been carried out on early December 2012.

~ PUBLICATION YEAR
&) Single Year @) Range

[
2008 [ETEIEIRERDY 2012
G
From: [ 2008 |

TJo: | 2012

Fig. 1. “Publication Year” feature provided by IEEExplore®.

III. RESULTS

In order to see whether the research regarding median
filtering in digital image processing is still popular or not, we
utilized the keyword “median filter image” for our search.
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The results from three databases are shown in Fig. 2 to Fig. S.
We cannot combine these results together and present it as
one figure because the number of publications obtained from
each database is significantly very different from each other.

As shown by these figures, the number of publications on
median filtering research is the smallest from IEEExplore®
database, followed by ScienceDirect, and Google Scholar.
This is because the content of IEEExplore® database is only
restricted towards electrical, electronic, and computer
engineering researches.

Number of Publicstions

Fig. 2. The trend on the researches regarding to median filtering method,
observed from IEEExplore® database.

3500
§ o 8 /
E 2000 ~\—~~ e
g 1500 ‘ : = e
5 1:: \ o / - B
BEEERREEEARANERRENES
Year

Fig. 3. The trend on the researches regardmg to median ﬁltcnng method,
observed from ScienceDirect database.

Fig. 4. The trend on the researches regarding to median filtering method,
observed from Google Scholar database.

From Fig. 2, it is shows that in IEEExplore database, the
research regarding to median filtering is expanding, until
2010, where the rate of the research is slightly reducing after
that. However, as shown by Fig. 3 and Fig. 4, the
corresponding researches in ScienceDirect and Google
Scholar are still expanding. Furthermore, from these figures,
we can see that there are more than thousands of related
papers introduced in each year. Therefore, this showing that
the research related to median filtering method is still
expanding these days.

In order to investigate the recent popularity each median
filtering method considered in this research, we inputted the
keywords shown in Table I to those three databases. By
assuming that there is no re-occurrence of literatures between
these databases, we plot the accumulated number of
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publications versus median filtering methods. Because we
want to see the current popularity, our search is restricted to
year 2000 and beyond. The result is shown by Fig. 5. We
assume that the higher number of publications indicates the
popularity. Therefore, from this bar graph, we can say that
the weighted median filter has the highest popularity,
followed by the adaptive median filter, iterative median filter,
directional median filter, switching median filter, fuzzy
median filter, and lastly, recursive median filter.

35000 -
H
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2 20000 -
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% 15000 - — ' Googte Scholar

z 9 SclenceDirect
10000 W [EEExploce®
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Fig. 5. The bar graph showing the accumulated number of publications
versus median filtering methods.

Another question that we want to answer is related to the
research trend on each of the median filtering techniques.
Therefore, we inspect the trend from ScienceDirect database.
The plot of graphs for each median filtering technique, as a
function of number of publications versus years was obtained
from year 2000 to 2012. This is obtained by utilizing the
publication year feature in ScienceDirect. The result is shown
in Fig. 6. As shown by this figure, basically all of the methods
are showing an increasing in number of publications over
years.

-t Woightod modian filtor

~D-ttorative median Riter

© = Recursive medisn Ster

=se—Directional median fiter

Number of Publications

wetien SwRehing (nedtan fitter
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e Frizty median filter

Fig. 6. The trend on the research regarding to cach median filtering methods,
observed from ScienceDirect database.
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IV. CONCLUSION

The results from this survey prove that the researches
regarding to median filtering in digital image processing field
are still expanding. Majority of the online databases shows an
exponentially growth of literatures related to this type of
research. Based on the trend observed, the number of
materials is expected to continue expanding in the future. The
research also successfully shows that the trend for each of the
median filtering framework is also expanding as well. It is
shown that the weighted median filter is the most popular
median filtering framework in current literatures, followed
by adaptive median filter, iterative median filter, directional
median filter, fuzzy median filter, switching median filter,
and lastly recursive median filter.
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A Literature Review on Histogram Equalization and Its
Variations for Digital Image Enhancement

Nicholas Sia Pik Kong, Haidi Ibrahim, and Seng Chun Hoo

Abstract—Global Histogram Equalization (GHE) is a well-
known image enhancement method. Despite of its simplicity
and popularity, GHE still has limitations. GHE usually causes
the shifting of the mean luminance of the image, produces
artifacts and unnatural enhancements, and does not consider
local information in its process. Therefore, these limitations
lead to the development of several histogram equalization (HE)
methods. This paper surveys some of HE based methods. These
methods generally fall into three main families of HE, namely
Mean Brightness Preserving HE (MBPHE), Bin Modified HE
(BMHE), and Local HE (LHE).

Index Terms—Image enhancement, contrast enhancement,
histogram equalization.

I. INTRODUCTION

Histogram is one of the important features which are very
related to image enhancement. The histogram does not only
gives us a general overview on some useful image statistics
(e.g. mode, and dynamic range of an image), but it also can
be used to predict the appearance and intensity characteristic

. of an image. If the histogram is concentrated on the low side

of the intensity scale, the image is mostly a dark image. On
the other hand, if the histogram is concentrated on the high
side of the scale, the image is mostly a bright image. If the
histogram has a narrow dynamic range, the image usually is
an image with a poor contrast [1].

In order to define a histogram, first, assume that X={X (i,
J)} is an image that is composed of L discrete gray levels
denoted by {Xo, Xi,..., Xz.1}. Here, X(i, j) represents the
intensity of the image at spatial location (i, j) with the
condition that X(i, j)e {Xo,X\,....XL.1}- As the intensities are
all in discrete values, the histogram of a digital image is a
discrete function. Then, the histogram # is defined as:

nX,)=n,, fork=0,1,...,L-1 1)

where X, is the k-th gray level and n; presents the number of
times that the gray level X; appears in the image. In other
words, the histogram is the frequency of occurrence of the
gray levels in the image [2].

Alternatively, as used by Wang et al. [3], and Wang and
Ye [4], the histogram also can be defined as the statistic
probability distribution of each gray level in a digital image.
For a given image X, the Probability Density Function (PDF)
for intensity X;, p(Xy), is given by:
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p(X)=n /N, fork=0,1,...,L-1 )
where N is the total number of samples in the image. By
comparing equation (2) with equation (1), the PDF is
actually a normalized version of the histogram. Usually, the
histogram of an image X is presented as a graph plots of
h(X;) versus Xj, or p(X;) versus X;.

There are many Histogram Equalization (HE) methods
for digital image contrast enhancement. One of the well-
known HE methods is Global Histogram Equlization (GHE),
which is also known as Tradisional HE [5] and [6], Classical
HE [2] and [7], Conventional HE [8]-[10], and Typical HE
[11]-[13]. The basic idea of GHE method is to remap the
gray levels of an image based on the image’s gray levels
cumulative density function.

GHE uses the information of the whole intensity values
inside the image for its transformation function and thus this
method is suitable for global enhancement [14]. Its goal is to
redistribute the intensity of an image uniformly over the
entire range of gray-levels (i.e. the image’s cumulative
histogram is linear) which is very effective for enhancing
low contrast detail of an image [15] and maximize the
entropy of an image [2] and [4].

GHE attempts to “spread out” the intensity levels belongs
to an image to cover the entire available intensity range [16].
GHE flattens and stretches the dynamic range of the
resultant image histogram and as a consequence, the
enhanced image will optimally utilize the available display
levels [17]. This then yields an overall contrast improvement.

A. GHE Algorithm

The sum of all components of a normalized histogram or
PDF results a Cumulative Density Function (CDF) of an
image. Based on the PDF in equation (2), the CDF for
intensity X;, c(Xj), is defined by the following equation:

k
C(Xk)=ZP(X,-) for k=0, 1, ..., L-1 3)
=0

where by definition, c(Xy)=1. GHE is a scheme that maps
the input image into the entire dynamic range, [Xo,X;.], by
using CDF as its transformation function. Now, let x=X;.
The transform function, f{x), is defined based on the CDF as:

) =X +(X 1y —Xg)e(x) fork=0,1,...,L-1 (4)

From here, the output image produced by GHE, Y={Y (i,
J)}, can be expressed as in the following equation:

Y = f(X)={f(X(GNIVX([j)eX} (5)
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B. Limitations of GHE

Although GHE is suitable for an overall contrast
enhancement, practically there are some limitations
associated with GHE. Although GHE successfully stretches
and expands the dynamic range of the image [l], the
histogram is far from being flat. The histogram of the output
image may contain many empty bins (A bin is defined as a
series of equal intervals in a dynamic range of an image
employed to describe the divisions in a histogram.) because
the histogram is actually a shifted version of the original
histogram [7]. Thus, the entropy value of the GHE enhanced
image is almost similar to the original version, and not
maximized as expected in theory.

GHE also usually causes level saturation (clipping)
effects in small but visually important areas [5]). This happen
because GHE extremely pushes the intensities towards the
right (bright) or the left (dark) side of the histogram. If the
input image is dominated by dark intensity pixels, the
histogram is pushed to the right side, and thus bright
saturation effect will be clearly visible. On the other hand, if
the input is dominated by bright intensity pixels, the output
normally suffers from dark saturation effect. This saturation
effect, not only degrades the appearance of the image, but
also leads to information loss [14].

GHE does the enhancement globally, without considering
the local contents of the image. GHE method is effective in
enhancing the low contrast image when the input image
contains only one big single object, or when there is no
appearance contrast change between the object and the
background in the image [18]. For other images, GHE
mapping often result in undesirable effects such as over
enhancement for intensity levels with high probabilities, and
loss of contrast for levels with low probabilities [5], [14],
[18], [19] and [20]. Thus, the enhancement might be biased
towards the depiction of parts of the image which are
unimportant for the viewer such as the background area of
the image [21] and [22]. As a consequence, GHE algorithm
is not applicable to many image modalities, such as infrared
image, because this algorithm usually enhances the image’s
background instead of the object that occupies on]y a small
portion of the image [23].

Furthermore, GHE often causes the shifting on the
average (i.e. mean) luminance of the image [3], which is a
well-known mean-shift problem [20]. Therefore, GHE is
rarely employed in consumer electronic products such as
video surveillance, digital camera, and digital television,
where the brightness preserving characteristic of the

enhancement method is crucial [4]. A dark movie scene
displayed on television, for example, should be maintained,

dark in order to keep its artistic value. Besides, the
excessive change in brightness level introduce by GHE
leads to annoying artifacts and unnatural enhancement. The
noise in the image is also enhanced or magnified [24]. Thus,
although GHE can increase the brightness level in the image,
this technique might significantly degrade the quality of the
image.

II. EXTENSIONS OF HISTOGRAM EQUALIZATION TECHNIQUE
The limitations of GHE as mentioned in Subsection [.B

have encouraged many researchers to actively develop
various extensions to Histogram Equalization (HE) method.
Generally, variations of HE can be classified into four
groups as shown in Fig. 1. In addition to GHE, they are
Mean Brightness Preserving HE, Bin Modified HE, and
Local HE. Hence, this paper provides a literature review on
some of the extensions of HE. Subsection II. 4 will discuss
about the Mean Brightness Preserving HE methods. Then,
the Bin Modified HE will be presented in Subsection II. B.
After that, Subsection II. C will give in details about the
Local HE.

Fig. 1. Block diagram of HE’s extensions.

A. Mean Brightness Preserving Histogram Equalization

(MBPHE)

MBPHE is a novel extension to HE. This type of
enhancement method is specially developed for the use in
consumer electronic products such as digital television,
digital camera and camcorder. The idea of keeping the mean
brightness of an image for consumer electronic products is
first introduced by Kim [12]. By preserving the mean
brightness, this is not only can maintain the artistic value of
the image, but it is also proven that this methodology can
reduce the saturation effect, and able to avoid unnatural
enhancement and annoying artefacts on the output image.

Commonly, MBPHE decomposes the input image into
two or more sub-images, and then it equalizes the
histograms of these sub-images independently. The major
difference among the MBPHE methods is the criteria used
to decompose the input image. Examples of MBPHE
methods are Brightness Preserving Bi-HE (BBHE) [12],
Quantized Bi-HE (QBHE) [11], Dual Sub-Image HE
(DSIHE) [3], Minimum Mean Brightness Error Bi-HE
(MMBEBHE) [25] and {26], Recursive Mean-Separate HE
(RMSHE) [13] and [26], Recursive Sub-Image HE (RSIHE)
[10], Recursive Separated and Weighted HE (RSWHE) [20],
Multipeak HE (MPHE) [27], Dynamic HE (DHE) [14],
Multi-HE (MHE) [2] and [28], Brightness Preserving
Weight Clustering HE (BPWCHE) [29], Brightness
Preserving Dynamic HE (BPDHE) {30}, and HE with Range
Offset (HERO) [31].

B. Bin Modified Histogram Equalization (BMHE)

GHE stretches the contrast of the high histogram region,
and compresses the contrast of the low histogram regions
[29]. As a consequence, when the object of interest in an
image only occupies a small portion of the image, this object
will not be successfully enhanced by GHE. Thus, to
overcome this limitation, an extension of HE, which is the
Bin Modified Histogram Equalization (BMHE) has been
introduced.

BMHE modifies the shape of the image histogram by
reducing or increasing the value in the histogram’s bins
based on a threshold limit before the equalization is taking
place. Examples of BMHE based methods are Bin
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Underflow and Bin Overflow HE (BUBOHE) [32],
Weighted and Thresholdled HE (WTHE) [5] and Self-
Adaptive Plateau HE (SAPHE) [23].

C. Local Histogram Equalization (LHE)

It is known that GHE cannot adapt with the local
brightness features of the input image [14]. As a
consequence, GHE normally fails to enhance the input
image with illumination problem. This is because GHE does
the enhancement globally, without considering the local
content of the image which is usually contains small or
hidden details inside it. GHE uses only one single CDF,
which is obtained from the entire pixels in the image, to
construct its transform function. Thus, the same transform
function is being used by all pixels in that image.

To overcome this limitation, an extension to HE known as
Local Histogram Equalization (LHE) has been introduced.
The main idea of LHE is to define a local transform function
for each pixel based on its surrounding neighbouring pixels

[5].

center
t

*

window

Image

Fig. 2. The basic concept of LHE operation.

Generally, LHE uses a small window to define a
Contextual Region (CR) for the center pixel of that window.
The relationship between the image and the window is
illustrated in Fig. 2. Only the block of pixels that fall in this
window is taken into account for the calculation of CDF.
Thus, as the window slides, the CDF is modified.

The CDF is the main contributor for the HE transform
function. Hence, in LHE, the transform function of a pixel is
depending on the statistics of its neighbors in CR. Because
the transform function changes as a response to the changes
in the contents of CR, LHE is also popularly known as
Adaptive Histogram Equalization (AHE) [6] and [33].
Examples of LHE methods are Non-Overlapped Block HE
(NOBHE) (1], Block Overlapped HE (BOHE) [1], [19] and
[21], Interpolated Adaptive HE (IAHE) [34], Weighted
Adaptive HE (WAHE) [34], Contrast Limited Adaptive HE
(CLAHE) [34] and [35], Variable Region Adaptive HE
(VRAHE) [36], Local Information HE (LIHE) [37], Spatio-
Temporally -Adaptive HE (STAHE) - [19], Partially
Overlapped Sub-Block HE (POSHE) [38], Conditional Sub-
Block Bi-HE (CSBHE) [39], and Multiple Layers Block
Overlapped HE (MLBOHE) [40].

III. REMARKS

In this paper, extensions to HE which are MBPHE,
BMHE, and LHE, have been presented. MBPHE methods
aim to preserve the overall mean brightness of the original
image in the enhanced image, mostly for the implementation
in consumer electronic products. After having an extensive
review on MBPHE, it is realized that although many
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MBPHE methods have been developed, most of them give
too much constrain on preserving the mean brightness,
rather than enhances the image. Therefore, not much
contrast improvement could be obtained from these methods.
By altering the input histogram, BMHE methods are able to
control the enhancement rate, thus avoid over amplification
of noise in an image. However, in order to obtain a good
enhancement result, the threshold which is needed to be
selected optimally by the user, is difficult to be determined.
LHE methods are suitable to be used to reveal small and
hidden image content. However, these methods require long
processing time, sensitive to noise, and produce unnatural
enhancement.
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Variations on Impulse Noise Model in Digital Image
Processing Field: A Survey on Current Research
Inclination

Sin Hoong Teoh and Haidi Ibrahim

Abstract—As the information from digital images are easier
to be evaluated as compared with one dimensional signals,
digital images are now commonly used in may research fields.
Unfortunately, similar to other digital signals, digital images
are also sometimes unintentionally corrupted by unwanted
signals, called noise. One of the noises commonly corrupting
digital image is the impulse noise. Therefore, impulse noise
reduction has become one of the active rescarches in these
recent years. Many impulse noise models have been proposed
by researchers for this research purpose. Therefore, the
purpose of this paper is to investigate the popularity of these
noise models. The research is done by a survey on available
online materials. However, because there are more than
thousands of related articles available online, the survey was
carried out based on the keywords related to those articles. The
research was restricted only to IEEExplore® database. The
result from this survey shown that the research related to
impulse noise model in digital image processing is still showing
an increasing trend. Among the impulse noise models, the salt-
and-pepper noise is the most used impulse noise model in
current literature.

Index Terms—Impulse noise, salt-and-pepper noise, fixed-
valued impulse noise, random-valued impulse noise, uniform

- noise, universal impulse noise.

1. INTRODUCTION

With the advancement in computers and digital imaging
technologies, the costs of digital cameras and computers are
lowering each years, and thus these equipments are
becoming affordable these days. The usage of digital images
in our daily life is turning common. As more information
can be extracted from digital images, as compared to one
dimensional signal, many research areas, including material
researches, are now utilizing digital images, such as
microscopic images and X-ray images, as one of their
evaluation tools. For example, Brook et al. [1] used radar
images in order to inspect aeronautics composite materials
and structures. Works by Kumar, Taheri, and Islam [2] used
ultrasonic images in order to evaluate and detects several
defects in a material. On the other hand, Thai et al. [3]
utilizes video sequences to monitor special nuclear material.

Unfortunately, similar to other digital signals, digital
images may suffer from unwanted signals known as noise
[4]. There are a lot of noise types normally corrupt digital
image [5). One of these noise types is the impulse noise [6].
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Impulse noise can be assumed as an additive noise [7], and
randomly damages the pixel, at random positions [8)].
Normally, impulse noise appears as black and white
speckles on the image [9]. Pixels corrupted by impulse noise
are normally having either extremely high, or extremely low
intensity values [10]. Usually, they have very high contrast
towards their clean, uncorrupted smooth surrounding areas
[11]. Therefore, impulse noise, even at a low level of
degradation, will damage the appearance of digital image
dramatically [12]. Many important information will be
altered by this noise. As a consequence, the impulse noise
also might make a fully automatic vision based system to
give inaccurate result,

Based on this problem, many researchers around the
globe have put their serious efforts in searching suitable

‘methods that are able to reduce the degree of degradation by

the impulse noise. Such type of digital image restoration
method requires the researchers to artificially add the
impulse noise to set of test images in order to evaluate the
performance of their proposed methods. The evaluations
normally compare the filtered image with the artificially
corrupted image. However, researchers have described
impulse noise by many ways. There are many mathematical
equations suggested by researcher in literatures to present
impulse noise [13]. Several terms have been used to
describe impulse noise models in reading materials, such as
fixed valued impulse noise, salt-and-pepper noise, uniform
impulse noise, random valued impulse noise, and universal
impulse noise.

The main aim of this paper is to investigate the current
research trend related to impulse noise models. First, we are
interested to see whether the research regarding impulse
noise in digital image processing is showing a growing trend,
or a shrinking trend. Then, we are also interested to
investigate which impulse noise model is the mostly used
model in current literature.

The organization of this paper is as follows. After this
introduction section, we will present our research approach
in Section II. Then, we will present the findings from our
survey in Section III. Finally, the findings will be concluded
in Section IV.

II. METHODOLOGY

As time flies, research areas regarding impulse noise are
becoming very large. Currently, when we search for online
reading materials from the internet regarding impulse noise,
we will be suggested thousands of related literatures. With
this situation, it is very impossible to check every single
literature to determine which impulse model it used in its



International Journal of Innovation, Management and Technology, Vol. 4, No. 4, August 2013

experiment. Fortunately, there are keywords attached to
these materials. Therefore, we assume that these keywords
reflect exactly the noise model used by that literature.
Therefore, we will classify the research papers accordingly,
based on their keywords.

It is worth noting that currently there are many scientific
databases available in internet. Therefore, we need to restrict
our search for online materials. To be more specific, we
limit our search only to
http://ieeexplore.iece.org/Xplore/guesthome.jsp, which is
the IEEExplore® database. This database is one of currently
reliable databases, and it is up-to-date. The user interface
provided by IEEExplore® is shown in Fig. 1. There are
many features provided in this online database, which can
help our research significantly.
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Fig. 1. The user interface of IEEExplore®.

The related keywords will be typed on the search box, as
shown in Fig. 2. The database will then return its search
results. Because we want to see the research trend over years,
we will utilize the field of “publication year” which is
located on the left side of the database, once the search
results are been displayed, as shown in Fig. 3. From this
field, we can choose to limit our search toward a specific
year. The number of publications, based on its types (e.g.
conference paper, journal & magazine, etc.) can be obtained
from “content type” field, which is located above the
“publication year” field.
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Fig. 2. The search box prov1ded by lEEE.xplore@.
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Fig. 3. The "publica{i&n year” field providcd by IEEExplore®.
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Fig. 4. The “content type” field provided by IEEExplore®.

I1l. RESULTS AND DISCUSSIONS

The first observation that we want to achieve through this
survey is based on the research trend regarding to the
impulse noise, in general, used in digital image processing
field. Therefore, we typed “impulse noise image” as the
keyword to the search box, shown in Fig. 2. Based on the
overall search result, it is shown that the impulse noise
based literatures are only available starting from year 1946.
Therefore, by selecting “single year” on “publication year”
field, shown in Fig. 3, number of publications for each year
from 1946 to 2012 is determined. The plot of the findings,
plotted as the number of publications versus year, is shown
in Fig. 5. From this bar graph, we can witness that the
researches related to impulse noise is started to expand
dramatically since year 1985. Starting from 1985, there is a
significance increment in both journals, magazines, and
conference proceedings related to impulse noise based
researches. Furthermore, we also can note clearly that the
number of conference proceedings is more than the journal
and magazine publications. Because the conference
proceeding papers normally required relatively shorter time
to be published, this outcome suggests that the researches
related to impulse noise is expanding very fast in these
recent years.

Keyword: “liripulse nolse linage®

Number of Publications.
0 40 @ &0 100 120

[
wol |

Fig. 5. The trend of research related to impulse noiée.

One type of impulse noise is the salt-and-pepper noise. It
can be described by either following equations [5]:

0.5P : pepper; N =0
p(N)=41-P noise free pixes; 0sN<L-1 (1)
0.5P : salt; N=L-1
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or
AR pepper; N =0

p(N)={1-P : noise free pixels; 0N <L-1 (2)
P o salt; N=L-1

where p is the noise distribution, P is the noise density (i.e.
0<P<1), and P,+P, = P. Therefore, in order to observe the
trend related to this impulse noise model, we used “salt and
pepper noise image” as the keyword for the search in
IEEExplore® database. The plot of the graph obtained from
this keyword is shown in Fig. 6.
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g. 6. The trend of research related to salt-and-pepper noise.
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Fig. 7. The trend of research related to fixed valued impulse noise.

Salt-and-pepper noise is also known as the fixed valued
impulse noise. Therefore, we also want to investigate the
trend related to these terms. We use “fixed valued impulse
noise image” as our keyword, and Fig. 7 shows the
corresponding result. By comparing Fig. 6 with Fig. 7, we
can see that the term salt-and-pepper is more popular than
the term fixed valued impulse noise. This is observed from
the number of publications. Furthermore, the term salt-and-
pepper noise has been used since 1979, whereas the term
fixed valued impulse noise started only in 1990. From these
bar graphs also, we can observe that the usage of term salt-
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and-pepper is showing an increasing trend, while the term
fixed valued impulse noise showing an almost constant
trend over time.
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Fig. 8. The trend of research related to uniform impulse noise.

Keyword: "random valued impulse
noise image"

Numberof Publications

g

2009 il

2010 ;
2011 L
2012+ ‘

®Jourmals B Confererces

Fig. 9. The trend of research related to random valued impulse noise.

Another type of impulse noise model is known as the
uniform impulse noise. This noise can be described by the
following equation: :

p(N)=P/L 0<Ns<L-1 3

where L is the quantization level of the image. In this noise
model, the distribution of the impulse noise is equally
distributed. We used “uniform impulse noise image” as the
keyword to IEEExplore® database, and obtained the result
as shown in Fig. 8. As the uniform impulse noise is also
known as the random-valued impulse noise, we also
investigate the use of this term. We use the term “random
valued impulse noise” for this purpose. The graph obtained
from this keyword is shown in Fig. 9.

.From Fig. 8 and Fig. 9, although both the uniform
impulse noise and the random-valued impulse noise are
presenting the same type of impulse noise, the term random-
valued impulse noise is more popular in the literature. The
term random-valued impulse noise is showing an increasing
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trend of its usage. On the other hand, the term uniform
impulse noise is showing an almost constant pattern over
time.
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Fig. 10. The trend of research related to universal im'ﬁﬁi'§€"ﬁz)ise.

Another type of impulse noise is the universal impulse
noise. It can be considered as a weighted combination
between the fixed valued impulse noises with the random
valued impulse noise. [n order to inspect the trend related to
this impulse noise model, we use the keyword “universal
impulse noise image” for our search. The bar graph obtained
from this keyword is shown in Fig. 10. From this figure, we
can observe that this type of noise model is seldom been
used in research publications. However, this noise model is
showing an increasing trend for the last three years.

By inspecting bar graphs shown in Fig. 5 to Fig. 10, we
can see that the term salt-and-pepper noise is the most
popular terms used by research literatures in this field. This
is judged based on the quantity of the publications.
Furthermore, this type of impulse noise is still showing an
increasing trend. We also can assume that the researches
related to salt-and-pepper noise, or fixed-valued impulse
noise is more popular than the researches related to uniform
impulse noise, or random-valued impulse noise.

[V. SUMMARY

This research investigates the current trend regarding to
impulse noise models. It is found that the research related to
impulse noise in image processing is still an interesting
research field, and attracts more and more researchers in
recent years. The research also shown that the salt-and-
pepper noise is the most popular impulse noise model used
in literature.
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Abstract—Detection of blur in digital image, which is
commonly preliminary step for de-blurring process, has
becoming one of the growing research areas these days and
has attracted many attentions from researchers. Research
scholars have proposed new methods, or improved blur
detection algorithms, based on edge sharpness analysis, low
Depth of Ficld analysis, blind de-convolution, Bayes
discriminant function, reference or non-reference block and
wavelet based histogram with Support Vector Machine
(SYM). The purpose of this paper is to explore the research
trends (before year 1993 to year 2012) regarding the usage of
blur detection algorithms for digital image processing
researches. Because there are thousands of reliable
literatures available, the trend is observed from the available
online literature alone. Qur scope of research has been
limited only to search engine of IEEExplore®, ScienceDirect,
and Google Scholar database. The searching for literatures
will be classified according to their respective keyword for
each method being utilized. We observed that low Depth of
Field blur detection analysis is currently the most popular
method, followed by edge sharpness analysis of blur
detection. Google Scholar also has the most abundance
source of online literature compared with IEEExplore® and
ScienceDirect. Based on the trending graph, we observed
that the researches in blur detection methed are very positive,
showing an overall increasing number of publication from
year to year.

Index Terms—Blur detection, literature survey, edge
sharpness analysis, low depth field analysis, blind
de-convolution, Bayes discriminant function, non-reference
block, wavelet based histogram

I. INTRODUCTION

Blur detection, one of the popular research areas in
computer vision system is showing an increasing research
trend. It is expected that computer vision technology will
be the future of the manufacturing line, replacing most of
the human operator works and cut operational cost in long
term basis [1]. However, it is worth noting that up to this
day, human work still has an upper hand on most of the
industries over computer vision work [2]. Blur detection
method can be applied as initial stage for de-blurring when
the machine vision of manufacturing line is out of focus or
due to rapid movement of the inspected product. Besides,

Manuscript received July 21, 2013; revised September 18, 2013.
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there are applications for blur detection method for crime
solving purposes, as part of the image enhancement for
video surveillance system for a clearer picture of the
criminal. In daily life routine, blur detection application
can be used to de-blur precious image which is blurred.
The blurring of image may due to many causes; the two
commonly studied classification of the blur type is
near-isotropic blur, which includes out of focus blur, and
directional motion blur.

As study of the characterization and detection for blur
region are needed in order to understand image
information and evaluating image quality [3], developing
of the blur detection algorithms for automatic detection
and classification has become very functional in terms of
computation and cost. Rugna and Konik [4] have shown in
their work that blurry regions in image are more invariant
to low pass filter process. The idea of their works has been
widely accepted by researchers and it becomes an
interesting research feature to classify blurry and
non-blurry region. Works in [S] by Levin used a method
based on inferred kernel to build an energy function to
separate the image into two distinctive layers of blur and
non-blur for further classifications. Other algorithm
proposed by Elder and Zucker [6] only measures the blur
extend of the blurry image, without classify the blurry and
non-blurry regions of the image input.

The restriction of blur detection method has attracted
many researchers to extend the edge of limitation. Many
researchers have proposed extension, composite or
improved algorithms which contributed to the
development of the blur detection method. Thousands of
reliable literatures based on blur detection method can be
found online these days. Although we belief that there are
much more research papers available but not online, the
online literature alone is sufficient to give an overview of
the research trend. Based on analysis on the past
researches on the blur detection methods, blur detection
can be classified in to seven categories. They are:

A. Edge Sharpness Analysis Blur Detection in Digital
Image
e Common edge sharpness analysis methods use the
contrast edge of object in the image for blur
analysis. ‘
e Using the Harr wavelet transform, to detect blur
and extend of blurring [7].
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e Using perceptual-based no-reference objective
image sharpness/blurriness metric by integrating
the concept of just noticeable blur into a probability
summation model [8].

o Using standard deviation of the edge gradient
magnitude profile and the value of the edge
gradient magnitude with weighted average [9].

B. Depth of Field (D.o.F.) Blur Detection in Digital Image

¢ Focusing on object detection in Object of Interest
(OO0I) technique in image by photographer.

e  Works on low Depth of Field.

e Related methods in [10-12].

C. Blind De-Convolution Blur Detection in Digital Image

e Blind de-convolution works more efficient with
correctly estimated blurring Point spread Function
(PSF).

e Blind de-convolution can be non-iterative or
iterative process.

e ' Related methods in [13]-[18].

D. Bajles Discriminant Function Blur Detection in Digital
Image
¢ Based on statistical analysis of the image gradient
of both sharp and blur regions.
¢ Examples of works are [19].

E. Non-Reference Block Blur Detection in Digital Image

e No reference to the original image signal
information.

e Most convenient and robust compared with
reduce-reference and full-reference methods.

¢ Examples of works in [20]-[24].

F. Directional Frequency Energy Blur Detection in
Digital Image

e Direction estimation of the blur region is
performed.

¢ Blur detection without PSF.

e Example of works in [25].

G. Wavelet-Based Histogram Blur Detection in Digital
Image
e Discrimination of the gradient distributions
between blurred and non-blurred image regions.
o Probability map can be constructed with wavelet
gradient histograms
e Examples of works in [26]-[28].

Each of the blur detection method has its own
advantages and disadvantages. Therefore, each of the
application has their research value based on the type of
application and signal input of data. We will analysis the
research trend of above-mentioned blur detection method
to give an understanding on how the researched method
popularity goes.

To ease the presentation of this paper, this paper is
organized into four main sections. The first section, which
is this section, gives the background and the purposes of
this research. Then, Section II explains the methodology
on how this research will be carried out. Section Il
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presents the outcome of this research, while the last
section, which is Section IV, concludes our findings.

II. METHODOLOGY

As the number of research literature available online is
very large, it is almost impossible for us to inspect every
single literature in detail for the methodology they used or
proposed as every single research paper is unique. In order
to smooth the research and also for standardization of this
review paper, we will classify these literatures based on
their keywords. We assume that the keywords used by the
literatures reflect exactly the blur detection approach used
by that literature. The keywords used are listed in TableI.

TABLEl. THE KEYWORDS USED TO SEARCH RELATED LITERATURES

Method Keyword

Edge Sharpness Blur Detection “Edge Sharpness Blur

in Digital Image Detection Digital Image™
Low Depth Field Blur Detection  “Low Depth Field Blur
in Digital Image Detection Digital Image™

Blind De-Convolution Blur
Detection in Digital Image
Bayes Discriminant Blur

“Blind De-Convolution Blur
Detection Digital Image”
“Bayes Discriminant Blur

Detection in Digital Image Detection Digital Image”
Non-Reference Block Blur “Non-Reference Block Blur
Detection in Digital Image Detection Digital Image™
Directional Frequency Energy “Directional Frequency Energy
Blur Detection in Digital Image  Blur Detection Digital Image”
Wavelet Based Histogram Blur ~ “Wavelet Based Histogram
Detection in Digital Image Blur Detection Digital Image™
(B[LWGE:: ::‘t)lon in Digital Image “Blur Detection Digital Image”

As there is abundance of reliable online literatures
available, this paper will be restricted to three well-known
database sources, which are Google Scholar,
ScienceDirect and IEEExplore®:

A. Google Scholar (http.//scholar.google.com.my)

e Google Scholar provides searching of literatures
across almost all disciplines and sources, including
joumnals, proceedings, abstracts, books, theses, and
patents.

B. ScienceDirect (http://www.sciencedirect.com)

e ScienceDirect is one of the world’s famous
database for scientific, technical, and medical full
text research papers.

C. IEEExplore® (http://ieeexplore.ieee.org)

o [EEExplore® is a well-known online database
containing more specific scope regarding to the
researches on electrical, electronic and computer
engineering.

In order to check the popularity of each blur detection
method, we will utilize the search engine of each
corresponding website. Fig. 1 shows the different search
engine interface available for IEEExplore®, Google
Scholar and ScienceDirect. These user friendly interfaces
are located on the left hand side of the corresponding
website. By collecting data and presenting in graphical
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form, the popularity of the research trend can be
interpreted by the number of research paper published.

v PUBLICATION YEAR

© Single Year @) Range Any time
Since 2013
Since 2012
Since 2009
From: | 1994 Custom range...
JR— 71994 ' — 2012
Tor [ 2012 ] SOMN IR i
Search
REGain s S

(a) ' (®

7 2013 (462)
7 2012 (840)
2011 (551)
2010 (534)
F9 2009 (508)

Figure.1. “Publication Year” feature provided by (a)I[EEExplore®,
(b) Google Scholar and (c) ScienceDirect

III. RESULTS

To see whether the research on blur detection method in
digital image is still a popular topic among researchers,
keyword of “blur detection digital image” is used for data
collections via corresponding database website. The
number of publication from these three databases is then
displayed as line graphs. Fig. 2 shows the trend extracted
from IEEExplore® database, Fig. 3 shows the results from
ScienceDirect, whereas Fig. 4 shows the publication trend
of Google Scholar. A composite graph is not suitable to
represent the data collected as the search results of
publication number have a very high contrast with each
other.

ScienceDirect

= Number of publication
--—--Linear (Number of publication)

g

Number of publication
= AN Wb W
88888

Figure.2. The trend on the researches regarding to blur detection
method, observed from ScienceDirect database
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As shown by these figures, the number of publications
on blur detection method is the highest from Google
Scholar database, followed by ScienceDirect, and
IEEExplore®. This is because the content of [IEEExplore®
database is only restricted towards electrical, electronic,
and computer engineering researches. However, if we
observe the overall linear trend, which shows the growth
of the research topic, we can see that ScienceDirect
experience the lowest growing index and Google Scholar
has the highest growing index on this research topic.
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Figure.3. The trend on the researches regarding to blur detection
method, observed from [EEExplore® database
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Figure.4. The trend on the researches regarding to blur detection
method, observed from Google Scholar database

From Fig. 2, it shows that the research on blur detection
in digital image in IEEE experienced fluctuation in the
number of published paper regarding blur detection in
digital image but it experienced a large boost in year 2010
and since then, steadily grow at year 2011 and year 2012,
In ScienceDirect, the publication number had smaller
fluctuation compared with IEEE but remains a growing
trend over the years from year before 1993 to year 2012.
Google Scholar had the fastest growing database over the
year and it is expected to maintain its high growing linear
gradient index. From the graphical presentations, we can
see that blur detection methods are still growing and



)

]

~
-4

Journal of Industrial and Intelligent Information Vol. 1, No. 3, September 2013

thousands of publications being published each year,
therefore we can expect that more and more new and
hybrid methods being introduced in the years to come.
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Figure.5. The bar graph showing the accumulated number of
publications versus blur detection methods
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Figure.6. The trend on the research regarding to each blur detection
method, observed from ScienceDirect database

In order to investigate the popularity each blur detection
methods considered in this research, we inputted the

©2013 Engineering and Technology Publishing

keywords shown in Table I into the three respective search
engines. The results are shown in Fig. 5. We assumed that
there is no reoccurrence exists in the database. The range
of year presented is from year before 1993 to year 2012.
The popularity is measured by the number of publication
available for each year. We can see from the composite
graph shown in Fig. 5, low Depth of Field analysis on blur
detection has the highest popularity and it followed by
directional frequency analysis, edge sharpness analysis,
wavelet-based histogram analysis, Bayes discriminant
analysis, blind de-convolution analysis and finally
non-reference block analysis.

Besides the total publication from each database, we
need to know the popularity of each of the blur detection
method in digital image. A composite graph is plotted
using the ScienceDirect database for each of the blur
detection method in this review paper. The range of data
collection is from year before 1993 to year 2012, as shown
in Fig. 6.

IV. CONCLUSION

From this survey, we can conclude that blur detection is
still a popular research area with potential of further
advancement in the future. This review also shows that
each of the blur detection method has active research value
and expected to increase for years to come.
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Abstract—-Development  of blur detection algorithms has
attracted many attentions in recent years. The blur detection
algorithms are found very helpful in real life applications and
therefore have been developed in various multimedia related
research areas including image restoration, image
enhancement, and image segmentation. These researches have
helped us in compensating some unintentionally blurred
images, resulted from out-of-focus objects, extreme light
intensity, physical imperfection of camera lenses and motion
blur distortion. Overview on a few blur detection methods will
be presented in this paper. The methods covered in this
manuscript are based on edge sharpness analysis, low depth of
field (DOF) image segmentation, blind image de-convolution,
Bayes discriminant function method, non-reference (NR)
block, lowest directional high frequency energy (for motion
blur detection) and wavelet-based histogram with Support
Vector Machine (SVM). It is found that there are still a lot of
future works need to be done in developing an efficient blur
detection algorithm.

Keywords-component—Digital image, blur detection,
literature review, literature survey, image restoration, image
enhancement, image segmentation, blur classification

1. INTRODUCTION

Studies on characterization and detection for blur regions
from digital image have become one of the important
research branches in recent years. In addition to the use as a
part of de-blurring process, automatic detection and
classification of the blurred regions from digital image are
very functional in order to understand the image
information, and also useful for evaluating image quality [1]

for further enhancement processes.
image |
restoration =>

Figure 1. Block diagram to relate blur detection, blur classification, and
image restoration.

Blur
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Blur
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Researches regarding blur phenomena in digital image
can be narrowed down into three main branches. These
branches are blur detection, blur classification, and image
restoration. However, we can also describe these three
research branches as a series of consequence processes, as
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shown in Fig. 1. The initial process is the blur detection,
where the blurred regions are identified. Then, it is
followed by blur classification, where the blurred regions
are categorized and classified according to their blurring
nature. Finally, image restoration will take place, where the
blurred image will be processed by de-blurring operation, in
order to obtain a sharper image.

Being the first branch or the initial stage in improving the
quality of digital image that suffers from blur, blur detection
algorithm is very useful because it is used as the preliminary
processes to detect the specific regions which require de-
blurring operations. Many blur detection algorithms have
been proposed by researchers in recent years. The research
presented by Rugna and Konik [2] had showed that blurry
regions are more invariant to low pass filtering process. As
a consequence, this interesting fact has been chosen as one
of the features to classify image regions into either blurry or
non-blurry areas.

Algorithm proposed by Levin in 2006 [3], on the other
hand, uses a method based on inferred blur kernel. This
kernel is used to build an energy function to divide the
image into two distinctive layers; which are the blur layer,
and the non-blur layer. On the other hand, in works by
Elder and Zucker [4], only the blur extent is being
measured; without designing a method that distinctly labels
the image’s region into blurry or non-blurry areas.

Blur classification is the second branch of the research
related to blur in digital images. This research branch’s
objective is to classify the blur areas according to their
characteristics, or types. The two common studied
classification of the blur type is near-isotropic blur, which
includes out of focus blur, and directional motion blur.
Hough transform and error-parameter can be used to
estimate the blur parameter for linear motion blur. Other
directional motion blur is curve motion blur, which is using
curve fitting approach and polar transformation to estimate
the motion parameter values [5]. Blur detection algorithms
are also useful in segmenting the digital image into a few
regions, based on blurring characteristics.

The third research branch is the blur image restoration, or
de-blurring process. The main objective of this research
branch is to improve or repair the blur image by using
various algorithms and methods. This research branch is
very useful for real life applications. For example, they are
applicable to forensic or crime solving, by restoring blurred
digital images captured by the mostly low-cost, low-quality
surveillance camera into a clearer picture of the criminal.
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Besides, image restoration can be used in image
enhancement rescarches. For example, blur image
restoration algorithms can be used as a preliminary process
in an advanced image enhancement algorithms to increase
the contrast of a digital image captured from consumer
electronic products, such as digital camera, smart phones,
and video camcorder.

The work by Razligh and Kehtarnavaz [6] proposed an
image de-blurring method for the use in cell phone. This
de-blurring method takes considerations on the brightness
and the contrast of the blurred input images and also
corrects low exposure images. Other examples of de-
blurring algorithms are the works by Fergus et. al [7] and
Shan, Jia, and Agarwala [8]. These methods show
reasonable results of de-blurring process, and robustness to
noisy image. However, algorithm processing in [7] and [8]
are computationally expensive and time consuming which
adding disadvantages to their algorithms.

Based on the above mentioned facts, as the research
related to blur in digital images are very wide and active,
this paper will give more attention and review on blur
detection methods. This review is limited only to the
methods used for digital images and digital video sequences.
The review will be presented in the next section.

II. BLUR DETECTION METHODS FOR DIGITAL
IMAGE

Researches on blur detection are very useful for
improving the digital image quality, possible aiding in crime
solving with video quality improvement and restoration of
some precious images in our daily life. Based on our
readings, in general, we can divide blur detection methods
into seven main categories, which are:

e Edge sharpness analysis.
Low depth of field (DOF) image segmentation.
Blind image de-convolution.
Bayes discriminant function method.
Non-reference (NR) block.
Lowest directional high frequency energy (for
motion blur).

e  Wavelet-based histogram and Support Vector

Machine (SVM).

Each of the category will be explained briefly in the

following subsections.

A.  Blur Detection using Edge Sharpness Analysis

Fig. 2 presents an example to show the effect of blur
towards the slope of the object’s edges in the image. Sharp
images contain step edges. However, when the image
become blurred, the step edges become ramp edges. The
slope of the edge is depending to the degree of blurring.
Therefore, the blur detection can be carried out using the
information of the object’s edges.

Blur detection and estimation using this method aim at
measuring the blur extend by inspecting the object edges

inside the image. In the work by Chung et. al [9], gradient
magnitude and edge direction are fitted to a normal
distribution. The gradient magnitude, with the standard
deviation of the normal distribution is regarded as the blur
measure[10].
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Figure 2. Example of blur edges. (a) The original, sharp image. (b)
Horizontal profile of image (a). (c) The blur version of image (a). (d)
Horizontal profile of image (c).

On the other hand, the degree of blur which is measured
through thickness of object contours is made in the work by
Elder and Zucker [4]. This is done by modeling focal blur
by a Gaussian blur kernel and calculations of the response
using the first and second derivative order of steerable



Gaussian basic filters [11]. Similar to first derivative of the
Gaussian, the works by Zhang and Bergholm [12] defines a
Gaussian different signature to measure the diffuseness of
out-of-focus object in digital images.

B. Blur Detection using Low Depth of Field (DoF.)

This blur detection method is suitable for low DoF image,
where center image containing focused object with out-of-
focus background. An example of an image with low DoF
is shown by Fig. 3. Object of interest (OOI) focusing, which
is a photography technique by photographer, can be
extracted through works by Kim [13] and Wang et. al [14].
As expected, these methods work on images with low DoF.

Other researches that detect the low DoF images using a
low DoF indicator shown in works in [15]. The indicator is
defined using the ratio of the center region’s high frequency
wavelet coefficient of the input image. This method is
suitable to be used to extract focal image that is done
intentionally by photographer for further refining process.
However, implementation of only this method without
integration of other methods such as edge based
segmentation method often resulted in incomplete
classification of interest object [16].

Blurred
background

Object of
interest (OOI)

Figure 3. Example of image, with sharp object of interest (OOI) located at
the centre of the image. The image contains out-of-focus background.

C.  Blur Detection using Blind Image De-Convolution

Methods by Fergus et. al [17] and Jia [18] use blind de-
convolution methods in their works. Estimation of the blur
filter and latent un-blurred image is the main objective of
these works. In the work by Kovacs and Sziranyi [19], un-
blur regions are extracted out in order to distinguish them
from blur regions. )

In the proposed works in Bar et. al [20] and Levin [21],
user interaction or blur kernel assumption is used to solve
the partial blur issues. Example of image with partial blur
problem is shown in Fig. 4. Estimation by user interaction is
subject to the number of sample data being taken and the
object data. Blind de-convolution works with satisfactory

results with correctly estimated Point Spread Function (PSF)
and kernel structures.

D.  Blur Detection using Bayes Discriminant Function

In the works by Ko and Kim in 2009 [22], Bayes
discriminant function is constructed based on the statistic of
the gradients of the input image. Mean and standard
deviation’s statistic are taken for all blur and sharp regions.
Blur image tends to have a smaller value of mean and
standard deviation in the distribution compared with sharp
image. By utilizing this concept, blur region in images can
be detected for further de-blurring processes. ¢

(b)
Figure 4. Example of images with partial blur problem (region bracketed
by red rectangular frame).
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E. Blur Detection using No Reference (NR) Block

Sometimes, in researches regarding to digital image
processing, we nced to measure the degree of blur
introduced into the image after we applied certain type of
processes. Therefore, blur degree can become one of the
qualitative measures to evaluate the quality of an image.
Therefore, the degree of blurring is important for researcher
to evaluate the robustness and effectiveness a few of the
image processing algorithms. If the measurement requires
both the processed and the original sharp image, this
measurement method is known as full-reference (FR)
method.

No reference block based blur detection method does not
require the original signal information which is more
convenience in real scenario, compared with full-reference
(FR) and reduced-reference (RR) block based. Image blur
region is obtained via averaging the local blur of macro
blocks in the images. Texture influence of the image is
reduced via a content dependent weighting scheme. This
method has lower complexity, higher robustness for variety
of image contents compared with traditional edge based blur
metrics [23].

F.  Motion Blur Detection using Lowest Directional High
Frequency Energy

The proposed direction estimation is based on
measurement of lowest directional high frequency energy
{24]. Motion blur detection based on lowest directional high
frequency energy has less computational cost without usage
of point spread function estimation. The main contribution
of this paper is that a closed-form solution is derived. This
method detect the blur motion blurred region by analyzing
high frequency energy and estimate the motion direction of
the image, making it more accurate and more robust
compared with other learning-based methods [25].

The closed form solution that stated above is based on
concept that high frequency energy decrease significantly
along the motion direction in blurred image. Energy is
regarded as sum of the squared derivative of image. The
closed-form solution is developed based on this concept.
This method has efficiently detect blurred regions without
performing simultaneous algorithms of point spread
function and de-blurring, which are advanced optimization
normally used to restore motion blurred image. The
advantages of this method over the stated advanced
optimization method is that this method has less
computational cost and still can detect blur region
effectively.

G. Out-Of-Focus Blur Detection using Wavelet-Based
Histogram and Support Vector Machine (SVM)

The main idea of algorithm of wavelet-based histogram
and support vector machine is on discrimination of the
gradient distributions between blurred and non-blurred

240

image regions [26]. The proposed algorithm does not need
the prior knowledge about the input image and is oriented to
out-of-focus blur, unlike motion blur detection as described
in section 2.6.

This algorithm works on feature extraction in wavelet
space by applying wavelet decomposition of input image,
calculating wavelet gradient map and construction of
gradient histograms. Fig. 5 shows an example of gradient
distribution of blurred and non-blurred images.
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Figure 5. Example of gradicnt histograms of blurred and non-blurred
images. The thick red lincs are the areas where high probablility of gradient
distribution of the blurred images being located, while thin and scaterred
blue lines indicate the areas where high probability of gradient distribution
for sharp images. (Modified from [26).)

Probabilistic SVM is used to apply on each patch of the
gradient histogram to further analysis and generate a global
probability map with SVM predicted probability value.
Laplace distribution [27] has been used to model the
wavelet gradient histogram and the kernel parameter of
SVM is estimated by cross validation applied only to the
training set. This proposed method has achieved its
objective in detecting out-of-focus blur, which closely
related to Gaussian blur.
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Figure 6. Example of histogram level of probabilistic SVM predicted
value of image patches. X-axes:SVM predicted values of image patches, Y-

axes: Distribution of SVM probability
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TABLE I: TABULATION FOR ALL THE REVIEWED METHODS

Method Application Advantages Disadvantgges
Edge sharpness analysis Blur extent measurcment based Lower computational cost and Not cffective for complex image.
oaro 1II12). on image intensity profile. time. :

Low depth of field (DOF) image
segmentation [13j[14][15][!6].

Photography.

OOl (object of interest) able to be
identified cffectively.

Only effective for low DoF
(Depth of field) image.

Blind image de-convolution
[17)118)019){20)[21).

Preliminary step for de-blurring
process.

Potential blur region in image can
be detected effectively.

User interaction is needed for
correctly estimated PSF and
kemel structure.

Bayes discriminant function
method [22].

Preliminary step for de-blurring
process.

Fast computation and cffective
blur identification. '

Sampling of large database
needed prior to detection.

Non-reference (NR) block [23].

Blur measure.

Lower complexity and does not
need original signal information.

Not very effective for complex
image.

Lowest directional high
frequency energy (for motion
blur) [24] [25).

Motion blur detection.

A robust closed form solution is
derived for motion blur detcction.

Only effective to motion blur
image.

Wavelet-based histogram and Out of focus blur detection. Effective and robust in detecting Only effective to out of focus
Support Vector Machine (SVM) out of focus blur. image.
[26] [27].
1II. SUMMARY [4] J. H.Elder, and S. W. Zucker, “Local scale control for edge detection

This literature review can be summarized as given by
Table I. From the review, we can observe that most of the
methods deal with specific type of blur and cannot work
efficiently if the input image contains complex feature.
Therefore, there are still a lot of future works needed to be
done in developing blur detection algorithms. Through
variety of techniques and methods such as high-level image
segmentation, object extraction, content-based image
retrieval and image enhancements, many of the researches
have provided foundation and improvement for solving
many blur-oriented and region based computer vision area.
Future researches will be done to develop more robust blur
detection methods and also new approaches to have a more
effective processing in terms of quality, computing time and
cost.
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Abstract— Thumbnail image is a smaller version of higher
resolution image. It is used to represent the information
contained in the original larger image. Thumbnail image gives
basic information about the image composition, so that rough
judgment on the original image can be done by the user. Yet,
common thumbnail algorithms are not sensitive towards blur.
Therefore, in order to overcome this problem, we propose a
simple image fusion algorithm for thumbnail image.
Experimental results carried out in this research show that the
thumbnail images generated from the proposed algorithm are
more informative as compared with some other common image
thumbnails.

Keywords—digital image thumbnail; image down-sampling;
image down-scaling; blur detection

I. INTRODUCTION

Nowadays, due to the advances in computer technologies
and consumer electronics, many photos are been captured
digitally. It is expected that in year 2014, there will be as many
as 880 billion digital photos captured. In every one minute,
27800 photos are uploaded to Instagram, whereas 208300
photos are uploaded to Facebook [1]). With this vast amount of
information, we need to have a better muitimedia management
system.

Although the process of taking picture by digital camera is
relatively easy, it will be difficult for the user to search back
the images. Usually, in order to help the users to find the
photos that they want in digital storage, image thumbnails are
provided. Many consumer electronics, such as smart phones
and digital camera, are also using thumbnail images to display
the captured images due to their limited display screen
resolution [2].

Pixel-based Down-Sampling with Anti-aliasing Filter
(PDAF) is one of the common methods to generate image
thumbnail [3]). There are two main stages involved in PDAF.
The first stage is to filter the original image with a low pass
filter. The low pass filter is used to reduce the frequency
bandwidth of the image [4]. This band-limited image is then
down-scaled to the size of the desired image thumbnail.

PDAF method has some disadvantages. First, because
PDAF applies low pass filter to the image, high frequency
components of the image will be eliminated from the image.

Haidi Ibrahim

School of Electrical & Electronic Engineering,
Engineering Campus, Universiti Sains Malaysia,
14300 Nibong Tebal, Penang, Malaysia.
Email: haidi_ibrahim@ieee.org

Digital noise normally occupies high frequency portion, and
thus, PDAF not able to fuse the noise information into its
thumbnail [3]. With inappropriate low-pass filter parameters,
PDAF sometimes smooth the image thumbnail slightly [5].
PDAF is also not able to accurately present the blur regions of
the original image [3].

Direct Pixel Down-sampling (DPD) is other alternative
algorithm that is available to generate image thumbnail [5].
DPD creates image thumbnail by using directly the down-
sampling equation. If the thumbnail image f is generated from
an original high resolution image F using down-sampling
factor L, the relationship is given as follows:

S(x, )= F(Lx, Ly) M

where f{x,y) is the intensity value at coordinate (x,y) on the
output image thumbnail, while F is the intensity value of the
high resolution input image.

As compared with the image thumbnail generated by PDAF,
image thumbnail generated by DPD is relatively sharper. This
is because image thumbnail generated by DPD has higher
frequency components, which are not removed by low-pass
filtering process. Unfortunately, DPD shares the same problem
with PDAF, which is it does not able to present the blur of the
original image [2].

Fang and Au in 2011 [5] has proposed an algorithm to
generate image thumbnail known as Direct Sub-pixel-based
Down-sampling (DSD). This method only valid, if both
original high resolution and low resolution image thumbnail
are color images. This algorithm has been designed in order to
strengthen the apparent resolution of an LCD display.

Consider that the images are in Red, Green, Blue (RGB)
color space. Then, image F has three layers, which are R, G,
and B layers. DSD then will process these three color layers
individually, using slight different equations. Lets the output
from this algorithms are three color components r, g and b.
The equations used to generate r, g, and b from R, G, and B,
are [5]:

r(x,y)= R(Lx, Ly) @



L

s

2014 IEEE Intemational Conference on Control System, Computing and Engineering, 28 - 30 November 2014, Penang, Malaysia

g(x,y)=G(Lx+1,Ly) 3

b(x,y)=B(Lx+2,Ly) “)

where L is the down-sampling factor.

However, DPD and DSP produce image thumbnails which
are suffers from aliasing [2]. This is because the original signal
is not band limited, which makes the violation towards the
Nyquist sampling rule.

In order to create a better image thumbnail, in this paper, we
propose a simple, yet effective method for image thumbnail
generation. As the method wants to give more emphasize on
blur region, blur detection is employed in this technique. Blur
detection used is based on the edge width.

This paper is arranged as follows. Section II presents the
methodology. Experimental results are shown in Section III.
Conclusion is given in Section [ V.

II. METHODOLOGY

The basic methodology of the proposed method is
presented by Figure 1. As shown by this figure, the method
can be divided into two stages, which are global processing
stage, and local processing stage.

< START )

Global processing

Local processing

Fig. 1. The general flowchart of the proposed method.

The process involved in the global processing are presented
in Figure 2. The input for this stage are the original high
resolution image F. Two image thumbnail versions are
obtained from this stage. One image thumbnail, which is image
thumbnail p, is obtained from PDAF algorithm, whereas
another thumbnail image, which is image thumbnail d, is
obtained from DPD algorithm.

Another output from this global processing is the edge
width map W. Unlike image thumbnail p and image thumbnail

d, which are down-sampled version of F, edge width map W is
at the same resolution with F.

First derivative in
both x and y /
PDAF DPD
y
Determine the
edge width
P W d

Fig. 2. The processes involved in global processing stage.

Assume that the high resolution images (i.e, F and W) are
of size MxN pixels, while the image thumbnails (i.e, p and d)
at resolution mxn pixels. If the image thumbnails are
generated by using a down-sampling factor L, then:

m=MI/L 5)

n=M/L 6)

In order to create W, original image F is convolved with
two Sobel operators, which is in x and y directions. This
convolution process with Sobel operator is performed to get the
approximation to the first derivative of image F.

First derivative emphasize the location of the edges on
image F. Edges play an important role in our blur detection
stage, as blur effect can be easily observed on object edges.
The sharp region on the image has sharp edges (i.e., step
edges), and thus the width of the edge is short. On the other
hand, the blurred region on the image has ramp edges, which
means a longer edge width,

The edge width is determined based on the work proposed
by Chung et al. in year 2004 [6]. From the first derivative
estimation, the edge is identified by finding the local maximum
gradient values. The width of an edge element is defined as the
distance between two distinct local minimum gradient values,
where the route for this distance calculation must pass through
this edge element (i.e, local maximum gradient value). The
calculation started at the local maximum to the “left” side, and
then continues to another edge portion at the “right” side. The
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route of this process is determined from the edge direction,
which is also calculated from the information obtained from
the first derivation. In this proposed method of thumbnail
generating algorithm, all the pixels involved with the route will
be given the value of the edge width.

Next, local processing is carried out. If down-sampling
factor of L is used, then, local processing is defined in every
contextual region defined by LxL pixels on the original input
resolution. We define another variable, a, which presents the
average edge width within that contextual region.

1 x+L—l y+1L-1
axny)=—— 3 D wlii)) (7)
’ 1=x =y

Yet, in order to reduce the processing burden, a can be
approximated by S, which is a sum of edge width:

x+L-1 y+L-1

Bxy)= D0 > wii,)) ®)

i=x =y

Then, the local processing is presented by Figure 3.

Blxy)
NO
Sxy) =d(xy)
YES
NO
Sxy) = plxy)
YES

Jxy) = plxy)

Sxy) = plx+ly)
Sxy) = pla-10)
Slxy) = plxy+l)
Slxy) = play-1)

Fig. 3. The processes involved in global processing stage.

As shown by this Figure 3, the intensity of the image
thumbnail f at location (x, y), flx, ¥), is depending to the value
of f(x, y). Switching method is utilized. If f(x, y) is less than
L*/4, the contextual region is considered as sharp region, and
thus, information from DPD is more applicable (i.e., flx,y) =
d(xy)). Otherwise, the contextual region is considered as
blurred, and therefore, image thumbnail f will take the value
from PDAF. Yet, we further classified the region as blurred
region, and seriously blurred region. If A(x, y) is less than L%/2,
the contextual region is considered as blurred region, and thus,
Sx.y) takes the value from p(x.y). For the seriously blurred
region, where f(x, y) is equal or greater than L%2, the

corresponding pixel at (x,y) and its four neighboring pixels will
take the value from p. This approach is used to give emphasize
on the seriously blurred region into the image thumbnail.

ITI. EXPERIMENTAL RESULTS

Fig. 4. Test image | (a) The original image. (b) Image thumbnail generated
using PDAF. (c) Image thumbnail generated using DPD. (d) Image thumbnail
generated using DSD. (e) Image thumbnail generated using the proposed
method.
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(d) (e)

Fig. 5. Test image 2 (a) The original image. (b) Image thumbnail generated
using PDAF. (c) Image thumbnail generated using DPD. (d) Image thumbnail
generated using DSD. (e) Image thumbnail generated using the proposed
method.

In order to evaluate the performance of the proposed
method, the image thumbnails generated from the proposed
method have been compared with the responding image
thumbnails from PDAF, DPD and DSD. Two test images have
been used. The down-sampling factor L is set to 8. The results
are shown in Figure 4 to Figure 5.

s S L
%0 100 150 700 0

e
Fig. 6. The respective image profiles showing blur and sharp region of Fig 5.
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Fig. 7. The respective image profiles for total blur region of Figure 5.

As shown in Figure 4, Test image 1 is an indoor picture.
Object of interest in this photo is the face of the boy. This
region is sharp. Some regions of the image are blurred. This is
because due to the movement. For example, the person that
walked behind the boy was moving when this photo taken, thus
appears blurred. The boy also clapping his hands, thus his
hands also appears blurred in this image.

In Figure 4, the person who walked behind the boy appears
blurred in all image thumbnails. Yet, the blur on the hands
region are easier to be seen in the thumbnail image generated
by PDAF and the proposed method.

Figure 5 shows Test image 2, which is blurred due to focus
of the camera. Similar to Figure 4, the results from DPD and
DPD are slightly sharper. This can be observed on the edges of
the flowers and leaves located on the front portion. The results
from PDAF and the proposed algorithm are better as the
thumbnail images appear smoother.

In order to further evaluate the performance of the proposed
algorithm, profiles of images shown in Figure 5 are shown in
Figure. 6. The profiles are taken at y=1728 for the original
image, while y = 216 for the image thumbnails, which is equal
to half of the y-axes in the resultant image. Figure 7 shows the
image profile of coordinate x across quarter value of y =108
for thumbnail image and y=864 for original image.

As shown by Figure 6, information of the original image
has been reduced by all image thumbnails. Yet, the profiles for
DPD and DSD suggest that many edges on these images
thumbnail are step edges, which make the object appears
sharper.  For smoother thumbnails, the thumbnail by the
proposed method is smoother than thumbnail by PDAF method
as it has less step edges.

For Figure 7, as the cross-line is in a fully blur region, the
fluctuation of the step edge is hard to be noticeable as
compared with Figure 6, which the cross-line included the
sharp object, the flower and blur background.

IV. CONCLUSION

This paper presents a new method to generate image
thumbnail. The performance of the proposed method is better
than DPD and DSD method. Yet, there are still improvements
that can be done in order to increase the sensitivity of the
algorithm towards blur and noise.
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Abstract: Thumbnail image, which is a relatively small image, is
used to represent a larger, original image. Thumbnail image gives a
basic idea to the user about the gencral quality of the original
image. Due to limited information that can be embedded onto
thumbnail image, small or thin structures normally have been
climinated in this small image version. Thus, in this paper, we
proposed a new, yet simple method to accentuate small or thin
bright structures into image thumbnail. Our methad uses grayscale
mathematical morphology operation, where the thumbnail is
presented by the projection of dilated intensity values.
Experimental results show that this new thumbnail generation
approach is able to highlight small or thin bright structures.

Keywords: Digital image thumbnail, image down-sampling, image
down-scaling, mathematical morphology operations.

1. Introduction

Currently, images can be captured digitally by using
semiconductor  charge-coupled  devices (CCD) or
complementary metal-oxide-semiconductor (CMOS) sensors
(1]. With the advancement of technologies, digital cameras
are now affordable and becoming a common tool in our daily
life. It is expected that within this year, as many as 880
billion digital photos will be captured (2). In order to fulfill
the requirements from the user, in addition to digital cameras
and digital camcorder, many other consumer electronic
products, such as laptops and smart phones are now been
equipped with digital camera.

When we capture the image using these electronic
products, normally we will check the quality of the captured
image right after we took the picture. The captured images
are commonly shown on the display screen of the product.
Basically, the display is with limited spatial resolutions, thus
the captured images have to down-sampled, or down-scaled,
in order to fit those image to the display screen [3]. This
down-sampled version is called as the thumbnail image.

The common method to generate image thumbnail is by
using a method known as Pixel-based Down-sampling with
Anti-aliasing Filter (PDAF) [4). This method contains two
stages. The first stage, an anti-aliasing filter, which is a low
pass filter, is applied to the original image, in order to reduce
the frequency range of the image. This approach is used in
order to avoid aliasing effect due to the violation of Nyquist
sampling rate. The second stage of the method is the down-
scaling process, where the originally larger image is down-
sampled to smaller image representative.
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Unfortunately, PDAF method has some disadvantages.
Due to the usage of low pass filter, the image becoming
blurred. Small or thin structures, which are dominated by
high frequency components, will be reduced, or even
eliminated from the thumbnail images. Therefore, PDAF is
not able to embed information of the image noise onto the
thumbnail image [4]). In addition, thumbnail images
generated by PDAF are sometimes too smooth, especially
when the parameters for the low-pass filter are not been
tuned properly [5].

Thumbnail image also can be generated from Direct Pixel
Down-sampling (DPD) methed [5]. This method, unlike
PDAF, only has one stage, which is down-scaling stage. The
down-scaling process of DPD is given by the following
equation:

S(xy)=F(Lx,Ly) )
where F is the originally high spatial resolution image, f is
output thumbnail image, (x, v) are the spatial coordinates,
and L is the down-sampling factor.

DPD method produces thumbnail images, which are
relatively sharper than the one produced by PDAF. The
implementation of DPD is also simple. Unfortunately,
similar to PDAF method, DPD method is also has several
drawbacks. Thumbnail images generated by DPD suffer
from aliasing artifact [3]. Furthermore, as shown by equation
(1), only information from one pixel from the original image
is taken to represent one pixel on the thumbnail image.
Information from other L2-1 are been ignored by DPD, make
it difficult to presents small and thin structures.

A modification to DPD method, known as Direct Sub-
pixel-based Down-sampling (DSD), has been proposed by
Fang and Au in 2011 [5). This method only works for color
images, and has been designed for the use in LCD display.
DSD considers both F and f are in red, green and blue color
space. The processes involved in DSD method are given by
Equations (2) to (4):

r(x,y) = R(Lx, Ly) @
&(x,y)=G(Lx+1,Ly) (€)
b(x, y) = B(Lx+2,Ly) @)

where r, g, and b are the red, green, and blue channel for
image f, respectively. On the other hand, R, G, and B are the
red, greed, and blue channel for image F.

Similar to DPD, only limited information is taken by DSD.
Considering three color channel, for a down-sampling
process with factor L, DSD only takes the information from
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three pixels, while ignoring 3(L*-1) pixels. Therefore, DSD
is also not suitable to present small and thin structure on the
image. )

In this paper, we propose a new, yet simple method. This
method  utilizes grayscale mathematical morphology
operation, which is the dilation operation. By using this
operation, the method gives more emphasize to the bright
structures, and accentuate them onto image thumbnail.

The arrangement of this manuscript is as follows. We
begin with Section TI, which will present the methodology of
the proposed method. Then, the experimental results will be
presented in Section III. The last section, which is Section
IV, will conclude our research findings.

2. Methodology

If F is with resolution MxN pixels, f is with resolution mxn
pixels (i.e, m = M/L and n = N/L).Therefore, in generating
the thumbnail, our aims is to project MxN pixels onto mxn
grid. In other words, we want to accurately project LxL
pixels from image F to one single pixel on image f. This is
shown by Figure 1.

F

L

Figure 1. Projecting information from high spatial resolution
grid to lower resolution grid

The proposed method consists of two stages. The first
stage is the accentuation of bright structures by using
grayscale morphology operation. The second stage is the
down-scaling process.

In order to emphasize bright structure in the image, we use
grayscale morphological operations, which is erosion
operation ® . This operation is given as [6]:

D(x,) =[F ©8)(x, ) = max {Fx-s,y-0} (5

where S is the structuring element, and D is the dilated
image. In this work, we use a flat structuring element, with
size LxL pixels. The reason why we choose a flat structuring
element is because we want to take equal contributions from
all samples. We set the structuring element to size of LxL
pixels in to completely cover the area defined by the down-
sampling factor L, as shown by Figure 1.

The second stage of this method is to down sample image
D. This process is given as:
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JS(x,»)=D(Lx, Ly) (6)
The method can be used for grayscale and also color images.
If the image is color image, the proposed method will
process each color channel independently.

It is noted from Equation (6), the proposed method only
takes usc one pixel from image D to assign it to image f.
Thus, in order to reduce the processing time, Equation (5)
can be simplified as follows:

x=0, L2L3L,...,
Dl gy=it D oUm) { } ™

y=0,L2L3L,...
Otherwise

By using Equation (7) instead of Equation (5), the

computational requirement of the proposed method is

reduced significantly.

3. Experimental Results

In this experiment, two test images have been used. The first
resull, which is using Test lmage 1, is shown in Figure 2.
The original size of Test Image 1 is 3456x2304 pixels. The
down-sampling factor used in this experiment is set to value
8 (i.e, L=8). Thus, the output thumbnail image is at size
432x288 pixels.

Figure 2. Test image 1. (a) Input image. (b) Ou!; * (rom
PDAF. (c) Output from DPD. (d) Output from 13:), ()
Output from the proposed method.



The 3" Intern

ational Conference on Computer Engineering and Mathematical Sciences (ACCEMS 20! )

(d) (c)
Figure 3. A portion fromTest image 1. (a) Input image. (b) Output from PDAF. (c) Output from DPD. (d) O
DSD. (e) Output from the proposed method.

m

@ ' @ ©
Figure 4. Test image 2. (a) Input image. (b) Output from PDAF. (c) Ourput from DPD. (d) Output from DSD. (
from the proposed method.
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As shown by Figure 2, all methods successfully generate
the thumbnail versions of the original images. The basic
structure and the composition of the original image can be
represented by all thumbnail images. Yet, the proposed
method successfully emphasizes the bright structure of the
image. This can be observed by comparing the body and tail
of the fish in Figure 2(e) with other subfigures.

Zoom in image regions from the images shown in Figure 2
are given in Figure 3. This square region is defined by two
coordinates, which are (Xyan, Vitat) and (Xeag, Yena). For image
F, (tsans Yusr) = (1360,170) and (Xeas, Yens) = (2007, 1207),
whereas for image f, (Xsun, Yson) = (170,70) and (Xeag, Yead) =
(250,150). The size for the cropped original image is
648x648 pixels, while the size for the cropped thumbnail
images is 81x81 pixels.

In Figure 3, we can see that both thumbnail images from
DPD (see Figure 3(c)) and DSD (see Figure 3(d)) suffer from
aliasing artifacts, where the edges are not smooth. The
thumbnail image from PDAF produce more natural image.
However, the thumbnail image from the proposed method is
more accurate. This is because, if we compare Figure 3(c)
with Figure 3(a), we can see that the proposed method
successfully embeds the bright small dots near the fish's
mouth onto its thumbnail image.

The second result, which is using Test Image 2, is shown
in Figure 4. The original size of Test Image 2 is 3456x5184
pixels. The down-sampling factor used in this experiment is
set to value 8 (i.e., L=8). Thus, the output thumbnail image
is at size 432x648 pixels.

Similar to the results obtained in Figure 2, the same
observation can be obtained from Figure 4. All thumbnail
versions can gives a basic idea to the users, regarding to the
basic composition of the original image. However, the
proposed method successfully emphasizes the bright
structure on the image, as what can be seen from Figure 3(e).
In this figure, the white hen appears brighter in this
thumbnail, as compared with other thumbnail images.
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4. Conclusion

A new method, utilizing grayscale math matical
morphological dilation operation, has been propose ' this
paper. The method is simple and easy to be imp!  onted.
Compared to other thumbnail image algorithms, the ;  nosed
method has better ability to highlight bright structure 1o the
thumbnail images.
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