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PREFACE
WELCOME NOTE FROM INCITE 2017 ORGANIZING COMMITTEE CHAIRMAN

Rector of University of Surabaya: Prof. Dr. Joniarto Parung,
Dean of Faculty of Engineering, University of Surabaya: Dr. Amelia Santoso,
Honorary Keynote Speakers: Prof. Dr. Suksun Horpibulsuk, Prof. Dr. Nai‐Wei Lo, Prof. Dr. Mats
Rönnelid, and Prof. Dr. Willy Susilo,
Fellow Participants, Distinguished Guests, Ladies and Gentlemen:

First of all, welcome to Bali, Indonesia, and welcome to the first International Conference on
Informatics, Technology and Engineering (InCITE) 2017!, gy g g ( )

It is still vivid in my memory, one and a half year ago, when some colleagues and officials of our
Faculty of Engineering discussed the possibility of organizing an international event, to substitute
national seminars that some of our study programs held annually or bi‐annually. The call for an
international event is a necessity given 30 years of Faculty of Engineering’s existence, and the dawn
of University of Surabaya’s Silver Anniversary next year. Such a level of maturity prompts us to
contribute more to a larger scale. An international event will have greater exposure to international
community, and consequently greater impact to us all.

The following process, however, was far from easy. We were inexperienced, but we were faithful to
our mission. It took us some time until we were able to formulate the conference theme, found
prominent scholars in the selected theme, and negotiated with them. We are very grateful that all
four speakers whom we approached are here with us today, to deliver their insights on
opportunities and challenges in sustainable technology and innovation. Let’s give our big hands to
them!them!

Sessions beyond those with our invited speakers will deliver four sub‐themes, namely: sustainable
design & innovation, sustainable manufacturing & processes, sustainable energy & earth resources,
and the role of IT in sustainable enterprise. We are glad to inform you that our conference has
attracted 67 papers from the first round of acceptance. After careful selection by a panel that
consists of high‐profile international reviewers around the world, we passed 50 papers. We are
thankful to our international reviewers who worked very hard providing feedback to the submitted
papers. We are indebted to such great service that they have given.

I sincerely hope that the exchange of knowledge throughout this event, be it from within the
substance of academic papers or during the conference time, will enhance our professional network
and benefit us in the long run. Thank you to all our speakers, reviewers, participants, and most of all
my committee members who have been hand‐in‐hand with me in this long journey! You all have
made our dream come true!

We hope you will have a wonderful conference and memorable stay in Bali thisweek. We are
looking forward to seeing you again in the next two years!

Assoc. Prof. Eric Wibisono, Ph.D.
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Computer vision system for egg volume prediction using 
backpropagation neural network 

JSiswantoro, M Y Hilman andM Widiasri 

Department of Informatics Engineering, Faculty of Engineering, Universitas Surabaya 
Jl. Kali Rungkut, Surabaya, 60293, Indonesia 
 

E-mail: joko_siswantoro@staff.ubaya.ac.id 

Abstract. Volume is one of considered aspects in egg sorting process.A rapid and accurate 
volume measurement method is needed to develop an egg sorting system. Computer vision 
system (CVS) provides a promising solution for volume measurement problem. Artificial 
neural network (ANN) has been used to predict the volume of egg in several CVSs. However, 
volume prediction from ANN could have less accuracy due to inappropriate input features or 
inappropriate ANN structure.This paper proposes a CVS for predicting the volume of egg 
using ANN. The CVS acquired an image of egg from top view and then processed the image to 
extract its 1D and 2 D size features. The features were used as input for ANN in predicting the 
volume of egg. The experiment results show that the proposed CSV can predict the volume of 
egg with a good accuracy and less computation time. 

1.  Introduction 
Indonesia is one of the top egg producing countries in the world. According to a data from Directorate 
General of Livestock, Ministry of Agriculture, Republic of Indonesia, Indonesia produced egg at about 
1.43 billion kilograms in 2016 (http://www.pertanian.go.id/ap_pages/mod/datanak). The huge egg 
production should be followed by a rapid sortingsystem.Egg sorting is a process to classify egg based 
on internal and external qualities. There are several aspects used for assessing the quality of 
egg.Amongst the aspects is volume[1]. 

The using of computer vision system (CVS) is an appropriate solution for measuring the volume of 
egg. Several CVSs have been proposed for measuring the volume of egg, including 2D CVS and 3D 
CVS[2]. Although 3D CVS has a high accuracy, as proposed by Siswantoro, et al. [3], this system 
requires a high computational cost, due to the number of processed image.Soltani, et al. [1] have 
proposed a 2D CVS to predict the volume of egg based on pappus theorem and artificial neural 
network (ANN). The best prediction was achieved by using ANN with 28 neurons in hidden layer.In 
predicting the volume of egg using ANN,Soltani, et al. [1]used two features,the major and minor 
diameters of egg, as the input of ANN.By using only this two features, ANN may produce inaccurate 
prediction. This is because two eggs with same major and minor diameters but have different cross 
section area, may have different volume.Gonzalez, et al. [4] have proposed a 2D CVS to estimate the 
mass and volume of passion fruit using ANN combined with Principal Component Analysis (PCA) 
and Linear Discriminant Analysis (LDA). Color, texture, size, and shape were used to define a model 
for estimating mass and volume. Although the system used many features and used combination of 
LDA, PCA, and ANN to estimate volume, the system achievedonly 73%in terms of the correlation 
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coefficient, with a typical error of 31.58% for testing data. This result could be caused the proposed 
CVS used inappropriate input features or inappropriate ANN structure in volume estimation.   

ANN is a nonlinear model that mimics the biological nervous system. It has been widely used to 
solve various classification and prediction problems[5]. The performance of ANN is strongly related 
with input features and its structure[6]. One dimensional and 2D sizes of egg, including length, width, 
area, and perimeter, are strongly related to the volume of egg. In addition, 1D and 2D sizes of egg can 
be easily extracted from the image of egg. Therefore, there is a need to investigate the using of 1D and 
2D sizes as input features for ANN in predicting the volume of egg. Furthermore the appropriate 
structure of ANN in predicting the volume of egg also needs to be investigated. This paper aims to 
propose a 2D CVS for predicting the volume of egg using ANN based on 1D and 2D sizes extracted 
from the image of egg. The rest of the paper is organized as follow. Section 2 explains the detail of 
proposed CVS. Section 3 describes samples and method usedin validation. The experimental results 
and discussion are provided in Section 4. Conclusion is drawn in Section 5.    

2.  Proposed computer vision system  
The proposed CVS acquired the image of measured egg one by one. The image was then processed to 
produce a binary image. Several features were extracted from the binary image, including length, 
width, area, and perimeter. The features were used as the input of ANN to predict the volume of egg. 
The system consisted of hardware and software, designed to facilitate all steps in egg volume 
prediction. The following subsections describe the detail of hardware and software for the proposed 
CVS. 

2.1.  Hardware 
The hardware consisted ofa camera, illumination sources, a computer, a multi USB adapter, a USB 
extender cable and a container box.Figure 1shows the configuration of the proposed CVShardware. 
The camera was used to acquire the image of measured egg. The proposed CVS employed Logitech® 
HD Webcam c270h. Two LED lamps were used as illumination sources. The camera and the lamps 
were connected to the multi USB adapter which connected to the computer using the USB extender 
cable. An Intel® Core™ i3 3217U Processor with Windows 7 Ultimate 64 bit operating system and 4 
GB RAM was used in the proposedCVS.The camera, the lamps, and the measured eggs were 
contained in the container box.  

 

 

Figure 1. The configuration the proposed CVS hardware. 

2.2.  Software 
The software was developed to control the camera, to process the acquired image, and to predict the 
volume of measured eggs. It consisted of several steps including image acquisition, pre-processing, 
segmentation, features extraction, and volume prediction. The software was implemented using C# in 
Visual Studio 2010 IDE and library Emgu CV 2.3.10, a cross platform .Net wrapper to the OpenCV 
image processing library. The following subsections explain the steps of the software.   

2.2.1.  Image acquisition.To predict the volume of measured egg, the proposed CVS used an image as 
input either from the camera or from a file. The camera captured the image of measured egg from top 
view ina black background. The background was chosen to make the segmentation step can be easily 
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performed. The image was acquired in RGB (Red Green Blue) color space. The dimension of the 
image was 640×480 pixels with resolution 96 dpi in both vertical and horizontal directions. During 
image acquisition, the measured egg was located in the bottom of container box, in any position and 
any orientation as long as the whole of egg can be captured.The system also had facility for saving the 
imagetoa JPEG file. The file would be used for training neural network or could be used to predict the 
volume of egg containing in the image.The examples of acquired image can be seen inFigure 2 (a). 
 

 

Figure 2. The examples of (a) acquired image, (b) pre-processing result, and (c) segmentation result. 

2.2.2.  Pre-processing.In this step, the acquired image was firstly converted to a grayscale image. The 
intensity of a pixel in the grayscale imagewas obtained from the R, G, and B intensities of the pixel in 
the RGB image [7]. A 5×5 Gaussian filter was then applied to the grayscale image to increase the 
quality of image by means of noise reducing[8]. The examples of pre-processing result can be seen in 
Figure 2 (b). 

2.2.3.  Segmentation. Segmentation aims to separate object from its background in the grayscale 
image.The proposedCVS employed automatic thresholding to perform segmentation. A threshold 
value T was automatically determined using a simple iteration, as explained in Gonzalez and Woods 
[8]. The result of this step is a binary image. Any pixel in the grayscale image with grey level value 
greater than T was transformed into white pixel in the binary image, and any pixel in the grayscale 
image with grey level value less than or equal T was transformed into black pixel in the binary image. 
The examples of segmentation result can be seen in Figure 2 (c). 

2.2.4.  Features extraction.Several features were extracted from the binary image. The proposed CVS 
used 1D and 2D sizes of egg which are strongly related to the volume of egg, to predict volume. The 
features consisted of length, width, area, and perimeter. Length was defined as the longest distance 
between two pixels in the boundary of egg. The line between these pixels was considered as major 
axis. Width was defined as the longest distance between two pixels in the boundary of egg in 
perpendicular direction to major axis[9]. Area and perimeter weredefined as area and perimeter of egg 
in binary image. By this definition, area and perimeter were measured by counting the number of 
white pixels in binary image and by counting the number of white pixel in the boundary of egg, 
respectively [10]. Figure 3 shows the illustration of length, width, area, and perimeter measurements. 
 

 

Figure 3.The illustration of length, width, area, and perimetermeasurements 

2.2.5.  Volume prediction. The proposedCVSemployed an ANN to predict the volume of egg. The 
structure of ANN consisted of three layers, which are an input layer, a hidden layer, and an output 
layer. The input layer had four neurons, which correspond to four features extracted from egg image. 
The output layer had a neuron, which corresponds to the volume of egg. The number of neuron in the 
hidden layer was determined empirically from two neurons until seven neurons in an experiment, such 
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that the best structure of neural network is obtained. Mean square error and correlationcoefficient 
between the predicted output and the actual output of ANN were used as criteria to choose the best 
structure. Figure 4 shows the structure of ANN used to predict the volume of egg. 
 

 

Figure 4. The structure of ANN used to predict the volume of egg. 
 

Sigmoid functions were used as transfer functions both from the input layer to the hidden layer and 
from the hidden layer to the output layer. The ANN was trained using backpropagation algorithm with 
momentum [11]. All input and output variables were normalized to interval [-1,1] before training and 
testing phases. This normalization aims to reduce the bias in the model and to speed up the 
trainingprocess [12]. To predict the volume of egg, the predicted output of ANN was transformed to 
original scale using the invers of transformation used in normalization.  

3.  Validation 
To validate the proposed CVS, an experiment has been performed using 80 samples of egg. The 
samples were chosen randomly from traditional market in Surabaya Indonesia. To train the ANN, the 
samples were separated into two sets, one for training set and the rest for testing set. The ratio between 
training set and testing set was 70:30. The actual volume for every egg was measured using water 
displacement method for training the ANN and validation process.Once ANN was trained, the volume 
of each sample was predicted using the proposed CVS. To assess the accuracy of the proposed CVS, 
the predicted volume and the actual volume of every sample were compared using absolute relative 
error (ARE). Let AV  and PV  be the actual and predicted volumes of every sample, respectively, then 
ARE was calculated using equation (1). 

 100%P A

A

V V
ARE

V
−

= ×  (1) 

4.  Result and discussion 
The experiment result show that the best structure of neural network was achieved using three neurons 
in the hidden layer. By using this structure, the mean square error and correlation coefficient of neural 
network were 2.3338 and 0.9738 for all samples, respectively. This result shows thatthe predicted 
volume of egg is very close and has a strong linear correlation to the actual volume. Therefore, the 
proposed CVS used the neural network with four neurons in input layer, three neurons in hidden layer, 
and one neuron in output layer to predict the volume of egg. The correlation between the predicted 
volume and the actual volume of egg is depicted in Figure 5. 

The predictedand actual volumes for all samples are summarized in Table 1. As can be seen in 
Table 1, mean, standard deviation, minimum, and maximum of predicted volume were close to mean, 
standard deviation, minimum, and maximumof actual volume. The proposed CVS produced mean 
ARE of 2.2078 %, for all samples.This result shows that the proposed CVS has a good accuracy in 
predicting the volume of egg. There were six samples (7.5%) with ARE more than 5%. This could be 
caused the samples had darker shell color than the other samples. The darker shell color would be 
caused some pixels near the boundary of egg recognized as background in segmentation process. To 
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Volume  
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overcome this drawback, a local segmentation, as proposed by [13], can be appliedto replace 
automatic thresholding.For comparison, the volume of each sample was also measured using volume 
prediction method proposed bySoltani, et al. [1]and obtained mean square errorof 26.1226, correlation 
coefficient of 0.7281, and mean ARE of 3.5016%. This comparison results show that the proposed 
method archives better performance than volume prediction method proposed bySoltani, et al. [1].    

 

 

Figure 5. The correlation between the actual volume and the predicted volume of egg for all samples. 
 

Table 1. The summary of volume predictionfor all samples. 

 Num.  of 
samples 

Mean Std. dev. Min Max 

Predicted volume (cc) 80 53.0833 6.6110 44. 6720 68.0608
Actual volume (cc) 80 53.2979 6.6672 42.1667 67.8333
ARE (%) 80 2.2078 1.8381 0.0013 9.1478

 
Furthermore, the paired t-test was performed to show that the mean of predicted volume and actual 

volume are not significantly different. The test was used because the two volumedata come from same 
sample. The test was performed using a significance level of 0.05 with the hypothesis 0 1 2:H μ μ= vs.

1 1 2:H μ μ≠ . Where 1μ  and 2μ  are the mean of predicted volume and actual volume, respectively. 
The result of the paired t-test is shown in Table 2.It can be seen in Table 2, the paired t-test resulted p 
value of 0.2109. This p value is less than the significant level 0.05. Therefore, 0H  would be rejected 
at the level of 0.05 and it can be inferred that the mean of predicted volume and actual volume are not 
significantly different. 

From computation time point of view, the proposed CVS needed 2.636 s for training phase with 56 
(70%) training samples. To predicting the volume of egg, the computing time of the system was only 
0.0156 s per sample on average. This result shows that the proposed CVS can be applied to perform 
volume measurement for egg sorting in real time production quality inspection. 
 

Table 2. The result of paired t-test. 

Paired differences
t df p value 

Mean Std. dev.
-0.2147 1.5221 -1.2614 79 0.2109 
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5.  Conclusion 
In this paper, a computer vision system for egg volume prediction using artificial neural network is 
proposed. The system consisted of hardware and software used for image acquisition, image 
processing, and volume prediction. The image of measured egg was captured from top view and was 
then processed to extract the features of measured egg, including length, width, area, and perimeter. 
The features were inputted to neural network for predicting the volume. The experiment result shows 
that, the proposed system achieved absolute relative error of 2.2078 % on average compared to the 
actual volume. Furthermore, the predicted volume had a good linear correlation with the actual volume 
with correlation coefficient of 0.9738. The result of statistical analysis shows that the means of the 
predicted volume and the actual volume were not significantly different. For feature research, the 
proposed system can be extended to measure the volume of other food stuffs such as lemon, orange, 
and tomato. However, additional features used for predicting the volume might be needed to increase 
the accuracy. 
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