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#### Abstract

The determination of real world coordinate from image coordinate has many applications in computer vision. This paper proposes the algorithm for determination of real world coordinate of a point on a plane from its image coordinate using single calibrated camera based on simple analytic geometry. Experiment has been done using the image of chessboard pattern taken from five different views. The experiment result shows that exact real world coordinate and its approximation lie on the same plane and there are no significant difference between exact real world coordinate and its approximation.
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## 1 Introduction

The determination of image coordinate of a point in real word coordinate system can be easily calculated using a transformation after camera parameters that are used in image acquisition are known [1],[2] and [3]. Generally the reverse of this problem is cannot be performed, since the transformation from real world coordinate system to image coordinate system is not invertible. Information about the depth of position loses during the transformation. But under certain condition, such as the point in real world coordinate system lies on a ground plane, determination of world coordinate from a point in image coordinate system still can be performed [4]. The determination of real world coordinate has many applications in computer vision including robot positioning [5], object reconstruction [6], and measurement [4],[7] and [8]. Therefore, determination of the real world coordinate of a point from image coordinate is challenging problem in computer vision.

Common method to determine real world coordinate of a point from image coordinate is triangulation. Triangulation is problem of determining the real world coordinate of a point from a set of corresponding image locations and known camera parameters [3]. Mohamed et al [9] and Zhang [10] have used triangulation to determine the real world coordinate of a point using two corresponding image
coordinate acquired by two cameras in order to measure the accuracy of their proposed camera calibration method.

Many methods have been proposed to determine real word coordinate of a point in image coordinate system. Some of them do not apply camera parameters in determination of real world coordinate. Bucher [4] has proposed a decomposable image to world mapping where the transformation of vertical coordinate is independent from the horizontal position. Memony et al. [11] have proposed a multilayer artificial neural network model (ANN) to determine real world coordinate from matched pair of images. Vilaça et al. [8] have proposed method for determination of real world coordinate in a plane using two cameras and laser line. Polynomial was used to relate between image coordinate and real world coordinate. Xiaobo et al. [12] have used direct linear transformation and back propagation neural network in the determination of real world coordinate in a plane from image coordinate.

Currently the determination of camera parameters is not a hard problem. Using established camera calibration method, such as method proposed by Tsai [13] and Zhang [10], and supported by computer vision library that provides functions for camera calibration such as OpenCV [1] and camera calibration Toolbox for Matlab [14], camera parameters can be easily estimated. Therefore using estimated camera parameters and analytic geometry, the real world coordinate of a point on a plane can be easily obtained from image coordinate. Furthermore previews method can only be used to re-project a point in image coordinate system to its original position in real world coordinate system. They cannot be used to re-project a point to a plane that is different from its original position. This paper proposes the algorithm for determination of real world coordinate of a point on a plane using single calibrated camera base on analytic geometry. The algorithm can also be used to re-project a point in image coordinate system to any plane in real world coordinate system which is not perpendicular to image plane

## 2 Camera Model

Camera model is usually derived from simple pinhole camera based on collinearity principle. The origin of camera coordinate system is projection center. Each point in real world coordinate system is projected into image plane system by a line through projection center. The $z$-axis of the camera coordinate system is principle axis. This axis is perpendicular to image plane and intersects image plane at $z=f$, where $f$ is the focal length of camera, as shown in Fig. 1. Projection from real world coordinate system onto image coordinate system in image plane consists of two transformations. The first one is transformation from real world coordinate system to camera coordinate system and the second one is transformation from camera coordinate system to image coordinate system.

Camera parameters are needed to construct the transformation. Camera parameters consist of extrinsic and intrinsic parameters. Extrinsic parameters are used to transform
point in real world coordinate system to camera coordinate system. The parameters consist of rotation matrix $\mathbf{R}$ and translation vector $\mathbf{T}$ as the following form.

$$
\mathbf{R}=\left(\begin{array}{lll}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{33} \\
r_{31} & r_{32} & r_{33}
\end{array}\right), \mathbf{T}=\left(\begin{array}{l}
t_{11} \\
t_{21} \\
t_{31}
\end{array}\right)
$$

Rotation matrix is the product of three rotation matrices $\mathbf{R}_{x}(\psi), \mathbf{R}_{y}(\varphi)$ and $\mathbf{R}_{z}(\theta)$. Where $\mathbf{R}_{x}(\psi), \mathbf{R}_{y}(\varphi)$ and $\mathbf{R}_{z}(\theta)$ are rotation matrices around $x$-, $y$-, and $z$ - axis with respective rotation angles $\psi, \varphi$ and $\theta$. Translation vector is a shift from real world coordinate system to camera coordinate system

Intrinsic parameters are used to transform point in camera coordinate system to image coordinate system. The parameters consist of the focal length of camera $f$ and the center of image plane coordinates $\mathbf{C}\left(c_{x}, c_{y}\right)$. All camera parameters are obtained from camera calibration process.


Fig. 1. The geometry of camera model based on pinhole camera model

Suppose $\mathbf{P}\left(x_{w}, y_{w}, z_{w}\right), \mathbf{P}_{\mathbf{c}}\left(x_{c}, y_{c}, z_{c}\right)$, and $\mathbf{p}\left(x_{i m}, y_{i m w}\right)$ are coordinate of a point in real world coordinate system, camera coordinate system and image coordinate system respectively. By assuming that camera used in image acquisition has very small distortion such that its distortion coefficients can be neglected, then transformation from real world coordinate system to image coordinate system can be describe in the following equations [1],[2] and [3].

$$
\left(\begin{array}{c}
x_{c}  \tag{1}\\
y_{c} \\
z_{c}
\end{array}\right)=\mathbf{R}\left(\begin{array}{l}
x_{w} \\
y_{w} \\
z_{w}
\end{array}\right)+\mathbf{T}
$$

$$
\left(\begin{array}{c}
x_{i m}  \tag{2}\\
y_{i m} \\
1
\end{array}\right)=\left(\begin{array}{ccc}
f_{x} & 0 & c_{x} \\
0 & f_{y} & c_{y} \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x_{c} / z_{c} \\
y_{c} / z_{c} \\
1
\end{array}\right)
$$

Where $f_{x}=s_{x} f, f_{y}=s_{y} f$ are focal length in $x, y$ direction respectively and $s_{x}, s_{y}$ are the size of individual imager elements in $x, y$ direction respectively.

## 3 Real World Coordinate from Image Coordinate

In order to determine the real world coordinate of point $\mathbf{P}\left(x_{w}, y_{w}, z_{w}\right)$ from its image coordinate $\mathbf{p}\left(x_{i m}, y_{i m w}\right)$, camera calibration is firstly performed to estimate camera parameters. Suppose $\mathbf{P}$ is located on plane $\mathbf{A}$ or we want to re-project point $\mathbf{p}$ to point $\mathbf{P}$ on plane $\mathbf{A}$, where $\mathbf{A}$ is not parallel to line $l$ through projection center $\mathbf{O}_{\mathbf{c}}$ and image point $\mathbf{p}$. Under this assumption, the coordinate of $\mathbf{P}$ is intersection of plane $\mathbf{A}$ and line $l$, as shown in Fig. 2. Therefore real world coordinate of $\mathbf{O}_{\mathbf{c}}$ and $\mathbf{p}$ must be determined firstly. From Eq. (1) the real world coordinate of $\mathbf{O}_{\mathbf{c}}$ can be expressed as the following equation.

$$
\mathbf{O}_{\mathbf{c}}=\left(\begin{array}{c}
o_{c 1}  \tag{3}\\
o_{c 2} \\
o_{c 3}
\end{array}\right)=\mathbf{R}^{-1} \mathbf{T}
$$

From Eq. (2) and the fact that $\mathbf{p}$ lies on plane $z=f$ in camera coordinate system, the coordinate of $\mathbf{p}\left(x_{\text {imc }}, y_{\text {imc }}, z_{\text {imc }}\right)$ in camera coordinate system can be expressed as follow

$$
\begin{gather*}
x_{i m c}=\frac{x_{i m}-c_{x}}{s_{x}}  \tag{4}\\
y_{i m c}=\frac{y_{i m}-c_{y}}{s_{y}}  \tag{5}\\
z_{i m c}=f \tag{6}
\end{gather*}
$$

Using Eq. (1), (4), (5), and (6), the coordinate of $\mathbf{p}\left(x_{i m w}, y_{i m w}, z_{i m w}\right)$ in real world coordinate can be expressed as follow

$$
\left(\begin{array}{l}
x_{i m w}  \tag{7}\\
y_{i m w} \\
z_{i m w}
\end{array}\right)=\mathbf{R}^{-1}\left(\left(\begin{array}{l}
x_{i m c} \\
y_{i m c} \\
z_{i m c}
\end{array}\right)-\mathbf{T}\right)
$$

According to geometry analytic [15], a line in 3D space is determined by a point and a direction vector of the line. Direction vector of a line is a vector that parallel to the line, as shown in Fig. 2. The vector

$$
\begin{equation*}
\mathbf{v}=\overrightarrow{\mathbf{O}_{\mathbf{c}} \mathbf{p}}=\left(x_{i m w}-o_{c 1}\right) \mathbf{i}+\left(y_{i m w}-o_{c 2}\right) \mathbf{j}+\left(z_{i m w}-o_{c 3}\right) \mathbf{k} \tag{8}
\end{equation*}
$$

is parallel to line $l$. Therefore the equation of line $l$ is given by

$$
\begin{equation*}
x=o_{c 1}+t\left(x_{i m w}-o_{c 1}\right), y=o_{c 2}+t\left(y_{i m w}-o_{c 2}\right), z=o_{c 3}+t\left(z_{i m w}-o_{c 3}\right), t \in \mathbb{R} \tag{9}
\end{equation*}
$$



Fig. 2. Line $l$ is line through $\mathbf{O}_{\mathbf{c}}$ and $\mathbf{p}$. Vector $\mathbf{v}$ is direction vector of line $l$. The real coordinate of $\mathbf{P}$ is intersection between plane $\mathbf{A}$ and line $l$.

Suppose the equation of plane $\mathbf{A}$ is given by following equation

$$
\begin{equation*}
a x+b y+c z=d \tag{10}
\end{equation*}
$$

where $a\left(x_{i m w}-o_{c 1}\right)+b\left(y_{i m w}-o_{c 2}\right)+c\left(z_{i m w}-o_{c 3}\right) \neq 0$. This condition will guarantee that plan $\mathbf{A}$ and line $l$ are not parallel and have an intersection point. The point intersection of plane $\mathbf{A}$ and line $l$ is obtained by substituting Eq. (9) to Eq. (10) and found

$$
\begin{equation*}
t=\frac{d-\left(a o_{c 1}+b o_{c 2}+c o_{c 3}\right)}{a\left(x_{i m w}-o_{c 1}\right)+b\left(y_{i m w}-o_{c 2}\right)+c\left(z_{i m w}-o_{c 3}\right)} . \tag{11}
\end{equation*}
$$

Substitute back $t$ in Eq. (11) to Eq. (9) and the coordinate of $\mathbf{P}$ in real world coordinate system is approximated by

$$
\begin{gather*}
x_{\text {wapp }}=o_{c 1}+\frac{\left[d-\left(a o_{c 1}+b o_{c 2}+c o_{c 3}\right)\right]\left(x_{i m w}-o_{c 1}\right)}{a\left(x_{i m w}-o_{c 1}\right)+b\left(y_{i m w}-o_{c 2}\right)+c\left(z_{i m w}-o_{c 3}\right)}  \tag{12}\\
y_{\text {wapp }}=o_{c 2}+\frac{\left[d-\left(a o_{c 1}+b o_{c 2}+c o_{c 3}\right)\right]\left(y_{i m w}-o_{c 2}\right)}{a\left(x_{i m w}-o_{c 1}\right)+b\left(y_{i m w}-o_{c 2}\right)+c\left(z_{i m w}-o_{c 3}\right)}  \tag{13}\\
z_{\text {wapp }}=o_{c 3}+\frac{\left[d-\left(a o_{c 1}+b o_{c 2}+c o_{c 3}\right)\right]\left(z_{i m w}-o_{c 3}\right)}{a\left(x_{i m w}-o_{c 1}\right)+b\left(y_{i m w}-o_{c 2}\right)+c\left(z_{i m w}-o_{c 3}\right)} \tag{14}
\end{gather*}
$$

From the above explanation, we propose the algorithm for real world coordinate determination of point $\mathbf{P}\left(x_{w}, y_{w}, z_{w}\right)$ on a plane from its image point $\mathbf{p}\left(x_{i m}, y_{i m w}\right)$ as follow:

Step 1. Perform camera calibration to obtain extrinsic camera parameters $\mathbf{R}, \mathbf{T}$ and intrinsic camera parameters $f_{x}, f_{y}, c_{x}, c_{y}$.
Step 2. Find the coordinate of point $\mathbf{p}\left(x_{i m}, y_{i m}\right)$ in image coordinate system.
Step 3. Find the coordinate of projection center $\mathbf{O}_{\mathbf{c}}$ in real world coordinate system using Eq. (3).
Step 4. Find the coordinate of $\mathbf{p}\left(x_{i m w}, y_{i m w}, z_{i m w}\right)$ in real world coordinate system using Eq. (7).
Step 5. Approximate the coordinate of $\mathbf{P}$ in real world coordinate system using Eq. (12), (13), and (14).

## 4 Experiment and Result

Experiment was performed in the laboratory to validate proposed algorithm. Proposed algorithm was implemented in C++ using OpenCV library. The methodology used in this experiment consists of camera calibration, real world coordinate system construction, image acquisition, corner detection, real world coordinate approximation, and error analysis. Fig. 3 shows the methodology used in the experiment.


Fig. 3. Methodology used in the experiment
Web camera Logitech C270 was used for image acquisition in the experiment. The camera acquired image with dimension $640 \times 480$ pixels and resolution 96 dpi in both vertical and horizontal directions. The camera has very small distortion both in radial and tangential distortions. Therefore the distortion coefficients can be neglected. Camera calibration was performed base on Zhang's method [10] using OpenCV library. A $9 \times 6$ corners flat chessboard pattern with $24.65 \mathrm{~mm} \times 24.65 \mathrm{~mm}$ in each square was used in camera calibration, as shown in Fig. 4. Ten views of the pattern were acquired to estimate intrinsic camera parameters and one view was acquired to estimate extrinsic camera parameters.


Fig. 4. Chessboard pattern used in camera calibration
Fifty four inner corners of chessboard pattern were used as points in real world coordinate system by assuming the points lie on plane $z=0$ for simplicity. Therefore the real world coordinate of the corners have the form $\left(x_{i}, y_{i}, 0\right), i=1,2, \ldots, 54$. For the construction of real world coordinate system, the following assumptions were used. The center of real world coordinate system is located at top left corner of chessboard pattern. Positive $x$-axis lies along top left corner to bottom left corner and positive $y$-axis lies along top left corner to top right corner. Positive $z$ axis is perpendicular to $x$ axis and $y$ axis according to right hand rule. Fig. 5 shows constructed real world coordinate system used in the experiment.

The images of chessboard pattern were acquired from five different views which are three from top view with an angle of approximately $90^{\circ}$ in different distance and two from side view with an angle of approximately $45^{\circ}$ in $x$ and $y$ direction, as shown in Fig. 6. The corners of chessboard pattern were located to determine the image coordinate of the corners using sub pixel detection technique [1]. After all image coordinate of corners were calculated, these coordinates were then used to approximate its real world coordinate on plane using proposed algorithm.


Fig. 5. Constructed real world coordinate system used in the experiment


Fig. 6. The images of chessboard pattern from five different views: (a), (b), and (c) top view with an angle of approximately $90^{\circ}$ and different distance (d) side view with an angle of approximately $45^{\circ}$ in $x$ direction (e) side view with an angle of approximately $45^{\circ}$ in $y$ direction.

The accuracy of proposed algorithm was measured using absolute error between exact real world coordinate and its approximation in $x, y$, and $z$ direction using the following equation.

$$
\begin{gather*}
E_{x}=\left|x_{w}-x_{\text {wapp }}\right|  \tag{15}\\
E_{y}=\left|y_{w}-y_{\text {wapp }}\right|  \tag{16}\\
E_{z}=\left|z_{w}-z_{\text {wapp }}\right| \tag{17}
\end{gather*}
$$

Where $X_{w}=\left(x_{w}, y_{w}, z_{w}\right)$ and $X_{\text {west }}=\left(x_{\text {wapp }}, y_{\text {wapp }}, z_{\text {wapp }}\right)$ are exact real world coordinate and its approximation respectively.

The result of experiment shows that the approximations of real world coordinate of 54 corners are also on plane $z=0$. The exact coordinate of 54 corners and its approximation from image coordinate using proposed algorithm on plane $z=0$ are shown in Fig. 7. From Fig. 7, it can be seen that there are no significant different between the exact coordinate of 54 corners and its approximations. The absolute errors between real world exact coordinate and its approximation are summarized in Table 1.


Fig. 7. (a) The exact coordinate of 54 corners on plane $z=0$ and its approximations from image coordinate using proposed algorithm: (b) - (f) from image in Fig. 5 (a) - (e) respectively

Table 1. Absolute error between exact real world coordinate and its approximation in $x, y$, and $z$ direction (in mm)

| View | Mean $\mathrm{E}_{\mathrm{x}}$ | Std. dev. $\mathrm{E}_{\mathrm{x}}$ | Mean $\mathrm{E}_{\mathrm{y}}$ | Std. dev. $\mathrm{E}_{\mathrm{y}}$ | Mean $\mathrm{E}_{\mathrm{z}}$ | Std. dev. $\mathrm{E}_{\mathrm{z}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| View a | 0.2188 | 0.1456 | 0.2117 | 0.1371 | 0.0000 | 0.0000 |
| View b | 0.2839 | 0.1990 | 0.2874 | 0.1732 | 0.0000 | 0.0000 |
| View c | 0.3271 | 0.2265 | 0.3616 | 0.2168 | 0.0000 | 0.0000 |
| View d | 0.3206 | 0.2052 | 0.2786 | 0.1879 | 0.0000 | 0.0000 |
| View e | 0.2399 | 0.1673 | 0.3381 | 0.2730 | 0.0000 | 0.0000 |

Since the approximation of real world coordinates of 54 corners lie on $z=0$, therefore the absolute errors in z direction are zeros. In $x$ and $y$ directions the largest absolute error means are 0.3271 mm and 0.3616 mm respectively occurred in approximation using image from view c . The standard deviation of absolute error is less than 0.27 mm for all views and all direction. It indicates that the entire absolute error tend to be very close to the mean. Therefore proposed algorithm gives a good approximation for real world coordinate from image coordinate.

In this experiment error can be occurred due to error in camera parameters estimation and inaccuracy in locating the image coordinate of corners. Absolute error mean increases with increasing distance between camera and plane, as shown in view $\mathrm{a}, \mathrm{b}$, and c . In addition, decreasing angle between camera and plane $z=0$ also has impact on increasing absolute error mean. In both case, increasing absolute error mean may be occurred due to inaccuracy in determining the image coordinate of corner when the distance from camera to image increases. Therefore camera parameters estimation and locating the image coordinate of corners play an important role in reducing the error of real world coordinate approximation.

## 5 Conclusion

In this paper the algorithm for determination of real world coordinate of a point on a plane using single calibrated camera base on analytic geometry was proposed. Camera calibration was performed firstly to estimate extrinsic and intrinsic camera parameters including rotation matrix, translation vector, focal length, and the center of image plane coordinate. These parameters together with camera model and simple analytic geometry were used to approximate the real world coordinate of a point on a plane from its image coordinate. The experiment result shows the absolute errors have mean less than 0.37 mm and low standard deviation. It can be inferred that proposed algorithm gives a good approximation for real world coordinate from image coordinate.
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