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Phase-retrieval algorithm for the characterization of broadband single attosecond pulses
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Recent progress in high-order harmonic generation with few-cycle mid-infrared wavelength lasers has pushed
light pulses into the water-window region and beyond. These pulses have the bandwidth to support single
attosecond pulses down to a few tens of attoseconds. However, the present available techniques for attosecond
pulse measurement are not applicable to such pulses. Here we report a phase-retrieval method using the standard
photoelectron streaking technique where an attosecond pulse is converted into its electron replica through
photoionization of atoms in the presence of a time-delayed infrared laser. The iterative algorithm allows accurate
reconstruction of the spectral phase of light pulses, from the extreme-ultraviolet (XUV) to soft x-rays, with
pulse durations from hundreds down to a few tens of attoseconds. At the same time, the streaking laser fields,
including short pulses that span a few octaves, can also be accurately retrieved. Such well-characterized single
attosecond pulses in the XUV to the soft-x-ray region are required for time-resolved probing of inner-shell
electronic dynamics of matter at their own timescale of a few tens of attoseconds.
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I. INTRODUCTION

In the last decade and half, significant attention has been
devoted to the development of attosecond science and technol-
ogy, in particular, the generation of attosecond pulses and how
they can be used to probe dynamics of electrons at the ever-
shorter timescale, for atoms, molecules, and nanostructure ma-
terials [1]. Various techniques have been developed to generate
broadband extreme ultraviolet (XUV) light that has available
continuum bandwidth capable of supporting pulse durations
of a few tens to hundreds of attoseconds, such as amplitude
gating [2], ionization gating [3], polarization gating [4], double
optical gating [5], and the wavefront rotation method [6].
Similarly, by using few-cycle phase-stabilized mid-infrared
wavelength lasers, ultrabroadband supercontinuum harmonics
up to the water-window and beyond have been reported
[7–15]. If these pulses are transform limited, the resulting
durations of the attosecond pulses are expected to range from
30 attoseconds down to even a few attoseconds. However, it
is well known that high-order harmonics generated in a gas
medium exhibit attochirps [16]. Over the broadband, the chirp
can be quite significant if the phase has not been compensated
[17]. Clearly, full temporal characterization of these pulses is
needed. Unfortunately, it cannot be carried out with the current
pulse measurement techniques.

Attosecond pulses with durations of 67 as [18] or 80
as [2] have been reported by using typical 800 nm driving
lasers. These pulses are characterized based on the principle of
attosecond streaking where the XUV electric field is converted
to an electron spectrum, or spectrogram, through photoelectron
emission in atoms, in the presence of a moderately intense IR
laser field. In the streaking spectrogram, the momentum of
the electron is shifted by an amount depending on the relative
time delay between the XUV and the IR pulses. Thus time
information of the attosecond pulse is encoded in the amount
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of momentum shift in the streaked spectrogram. A standard
technique known as frequency-resolved optical gating for
complete reconstruction of attosecond bursts (FROG-CRAB)
[19–21] has been used to retrieve the attosecond pulse, which
stems from the FROG method for the characterization of
femtosecond infrared laser pulses. The retrieval is based on
an iterative process by matching the measured photoelectron
spectrogram to a FROG-CRAB trace from an unknown XUV
pulse and an unknown IR field.

FROG-CRAB employs a number of approximations. The
most damaging one is the so-called “central momentum
approximation,” which limits its applicability only to narrow-
bandwidth pulses, i.e., the approximation is reasonable only
when the bandwidth of the attosecond pulse is much smaller
than the central energy of the photoelectron. This approxi-
mation is required to be able to adopt the existing inversion
algorithm used in FROG, which was widely used for femtosec-
ond laser pulse characterization. The failure of FROG-CRAB
for retrieving broadband attosecond pulses is well known. An
earlier phase retrieval by omega oscillation filtering (PROOF)
method was proposed for such pulses [22]. However, the
method relies on a relatively long and weak streaking IR
pulse, and that the dipole moment within the bandwidth is
assumed to be constant. These approximations, as addressed
by Wei et al. [23], are not consistent with broadband pulses that
span many tens to hundreds of electron volts. Very recently,
it has come to our attention that a method called “Volkoff
transform” generalized projections algorithm (VTGPA) has
been proposed to retrieve broadband XUV attosecond pulses
in the IR streaking field [24], but the VTGPA has not been
extensively tested yet and has not been applied to soft-x-ray
attosecond pulses or to mid-infrared streaking lasers.

In this article, we report an iterative retrieval algorithm
that does not employ the central momentum approximation.
An iterative procedure is still employed but, for efficient
convergence, efforts were made to reduce the number of
unknown parameters in the guessed electric fields of the
XUV and the IR. We take advantage of pulse parameters
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that can be measured from other experiments; for example,
the spectral amplitude of the XUV pulse which in general
can be obtained from photoionization measurement by the
XUV alone. The IR phase and/or amplitude can be assumed
to be known or unknown depending on the nature of the
measurement. We choose to expand the unknown amplitude
and/or phase of the XUV and the IR fields in terms of the
so-called B-spline basis functions [25]. Such expansions are
commonly used in representing a smooth function with a
minimum number of unknowns. We call our method phase
retrieval of broadband pulses (PROBP), since the method
can not only retrieve broadband single attosecond pulses in
the XUV or soft x-rays, but also retrieve wide-band infrared
streaking fields spanning over a few octaves that are used to
generate supercontinuum harmonics [26–28]. In Sec. II we
briefly introduce the PROBP method, including the strong-
field approximation (SFA) on which this method is based, and
the way to construct unknown functions by using the B-spline
basis. In Sec. III we simulate the photoelectron spectrograms in
various experimental conditions, and then test the accuracy of
the PROBP method in retrieving the single attosecond pulse as
well as the streaking IR field. Finally we summarize this article
in Sec. IV. Atomic units are used unless noted otherwise.

II. PRINCIPLE OF PHASE RETRIEVAL
OF BROADBAND PULSES

A. Strong-field approximation

Both the FROG-CRAB, VTGPA, and PROBP methods
assume that the measured photoelectron spectrogram can be
modeled by the SFA [19,20]:

S(p,τ ) =
∣∣∣∣
∫ ∞

−∞
EXUV (t − τ )d[p + A(t)]

× e−i�(p,t)ei( p2

2 +IP )t dt

∣∣∣∣
2

, (1)

where EXUV (t) is the XUV or the soft-x-ray field to be
characterized. For simplicity we use XUV to include soft
x-rays, and IR to include mid-IR in the following unless
otherwise specified. τ is the time delay between XUV and
IR, d(p) is the transition dipole between the initial bound state
and final continuum state of the atom. The vector potential
of the IR is A(t) = − ∫ t

−∞ EIR(t ′)dt ′ and the phase function
�(p,t) reads

�(p,t) =
∫ ∞

t

[
pA(t ′) + A2(t ′)

2

]
dt ′. (2)

The polarization directions of the XUV, the IR and the direction
of the photoelectrons are all taken along the z axis. In the
FROG-CRAB method, a central-momentum approximation
was imposed on Eqs. (1) and (2), where �(p,t) is replaced by
�(p0,t), and p0 is the central momentum of the photoelectrons.
In PROBP (and in VTGPA) no such approximation is imposed.

In our method, the XUV pulse in the energy domain is
expressed as

EXUV (�) = U (�)e−iφXUV (�). (3)

A single color, multicycle IR field in the time domain is
expressed as

EIR(t) = f (t) cos [ωLt + ϕIR(t)], (4)

while a broadband IR pulse consisting of multiple colors is
better represented in the frequency domain

EIR(ω) = A(ω)e−iφIR (ω). (5)

In this work, we assume that the amplitude and phase of
the transition dipole d(p) is known. In our simulations Ne
is chosen as the target, modeled by a single-electron model
potential [29]. Therefore, the transition dipole d(p) can be
calculated accurately. We always use IR peak intensity at
1013 W/cm2 and XUV at 1012 W/cm2. The actual intensity
of the latter is not important since the XUV enters Eq. (1)
linearly. We also assume that the spectral amplitude of the
XUV, i.e., U (�), is known since it can be extracted from XUV
photoionization experiments without the IR.

B. Expanding unknown functions by using B spline

In the simulations, the “experimental” spectrogram is
obtained with known input XUV and IR fields. Our goal
is to retrieve the phase of the XUV, i.e., φXUV (�), as well
as the IR field as if they were unknown. The IR field
can be retrieved either in the time domain with unknown
functions f (t) and ϕIR(t), or in the frequency domain with
unknown functions A(ω) and φIR(ω). Therefore, there are
three unknown functions in total. Each unknown function is
expanded in terms of B-spline basis functions.

In general, a smooth function f (x) can be expanded as

f (x) =
n∑

i=1

giB
k
i (x), (6)

where gi are expansion coefficients, and i is the index of the
B-spline function. The kth orders B-spline functions Bk

i (x)
are defined through

B1
i (x) =

{
1, xi � x � xi+1

0, otherwise,
(7)

Bk
i (x) = x − xi

xi+k−1 − xi

Bk−1
i (x) + xi+k − x

xi+k − xi+1
Bk−1

i+1 (x). (8)

Here {xi} are the knot points. If there are n B-spline basis
functions of the order k, the total number of knot points is
n + k. The B-spline function is a powerful tool for fitting
a smooth function [25], and it has been widely used in
computational physics. Figure 1 shows an example where the
input smooth function is accurately reconstructed by seven
B-spline basis functions by optimizing the knot points and the
expansion coefficients. The red solid line is the function to be
fit while the black dash line corresponds to the reconstructed
function. The typical B-spline basis functions are also shown
in the graph.

In our situation, we define the guessed B-spline expansion
coefficients for the three unknown functions as {ai}, {bi}, and
{ci}, respectively. From these coefficients the guessed XUV
and IR fields can be constructed, and then for each discrete set
of points {Ek,τl} the corresponding spectrogram is obtained
by using Eq. (1). Typically we chose 100 to 500 points in time
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FIG. 1. Illustration of expanding a smooth function in terms
of B-spline basis functions. The input function (red solid line) is
compared with the reconstructed one (black dashed line). Seven
B-spline functions with the order of five are used in the reconstruction.

delay and 100 points in energy. The error function is defined
as

E[ai,bi,ci] =
∑
k,l

[S0(Ek,τl) − S1(Ek,τl)]
2, (9)

where S0 and S1 are the input and reconstructed spectrograms,
respectively. We use the genetic algorithm (GA) to find the
optimal parameters {ai,bi,ci} that would minimize Eq. (9).
The GA runs a large number of generations (typically 50 000
to 100 000 generations) until convergence is achieved. The
optimal parameters {ai,bi,ci} are then used to reconstruct the
XUV and IR pulses.

The convergence of the retrieval algorithm depends on how
we choose the number n and the order k of the B-spline basis
and how we place the knot points {xi} for each unknown
function. If we know the spectral amplitude of the XUV pulse;
for example, see Fig. 2(b), then in order to retrieve the spectral
phase of the XUV, more knot points can be placed within the

FIG. 2. The scheme that shows how we optimize the distribution
of the knot points (a) for XUV phase based on the spectral amplitude
of the (b) XUV pulse.

spectral range of the XUV and less outside, as illustrated by
Fig. 2(a). Since the spectral amplitude and phase of the IR
are not known, the knot points are distributed more evenly for
both functions.

Because there are three unknown functions constructed by
three sets of B-spline functions, each with its own parameters
n and k, the optimization is carried out as follows: First, we
search the best n1 and k1 by fixing a given collection of n2, k2,
n3, k3. We scan all possible n1 and k1 in the GA and calculate
the error after a few generations, for example, 100 generations.
The combination n1 and k1 which leads to the smallest error is
documented. Next, we perform the same procedure to find the
best n2, k2 by fixing n1, k1, n3, k3, in which n1, k1 have been
optimized in the first step already. Third, we find the best n3 and
k3 by using the n1, k1, n2, k2 obtained from the previous steps.
The whole process can be repeated for several times. Once we
find the best ni and ki , (i = 1,2,3), the GA converges very
fast and the optimization is very efficient. In our simulations,
it only takes about 30 minutes to get converged results. Below
we illustrate various results from our simulations.

III. SIMULATIONS AND RESULTS

A. Equivalence of PROBP and FROG-CRAB for
narrow-bandwidth attosecond pulses

In the first simulation, we consider three XUV pulses,
each with central photon energy of 40 eV and spectral width
of 11 eV. The spectral width is always referred to the full
width at half maximum (FWHM). The IR pulse has a central
wavelength of 800 nm and a duration of 4.4 fs. In this example
the spectrogram is calculated by solving the time-dependent
Schrödinger equation (TDSE) instead of using Eq. (1). This
allows us to test how SFA affects the accuracy of the retrieval
of the XUV phase. The three XUV pulses differ only by their
spectral phases. The first one is transform limited, with a
duration of 160 as. The second and third are chirped with
durations of 200 and 250 as, respectively. Figure 3 documents
the results of the simulation. Along the left column, the
spectrograms are shown. The differences among them are quite
discernible. By using the FROG-CRAB and PROBP methods
the XUV phase for each pulse is retrieved (the amplitude is set
to be the input one), as shown in the middle column. Clearly
the phases are accurately retrieved except near the wings where
the spectral amplitude is already small. Nevertheless it does
show that PROBP is closer to the input phase. From the known
spectral amplitude and retrieved phase, the temporal intensity
of each XUV pulse is obtained; see the right column. They all
agree very well with the input pulses. This example shows that
Eq. (1), even though it is an approximate theory, can still be
used to retrieve the XUV pulses.

B. Broadband XUV pulses where FROG-CRAB fails

For a transform-limited attosecond pulse with duration of
one atomic unit, i.e., 24 as, the bandwidth is 75 eV. In this
example, we consider a chirped XUV pulse with a duration
of 52 as, a central photon energy of 80 eV, and a bandwidth
of 90 eV. The input XUV phase is shown as the red dash
line in Fig. 4(a). The SFA, Eq. (1), was used to simulate
the spectrogram with the IR given in Sec. III A. By using
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FIG. 3. Characterization of three XUV pulses centered at 40 eV with a bandwidth of 11 eV. The FWHM durations of these pulses are 160,
200, and 250 as, respectively. Panels (a)–(c) show the input spectrograms simulated by TDSE, with the three XUV pulses. Panels (d)–(f) show
the spectral phases of the three XUV pulses. Panels (g)–(i) show the XUV intensity profiles in the time domain. The red dash lines are the input
data, the black solid lines are retrieved from the PROBP method, while the blue dash-dot lines are retrieved from FROG-CRAB.

FROG-CRAB, the retrieved XUV spectral phase, displayed as
the blue dash-dot line in Fig. 4(a), shows significant deviation
from the input phase, while the present PROBP (see black
solid line) is capable of retrieving the highly modulated
spectral phase. The reconstructed temporal profiles, as shown
in Fig. 4(b), reveal that the FROG-CRAB method fails to
reproduce the chirp of the input pulse. It predicts a pulse
duration of 25 as, while the PROBP method recovers a pulse
duration of 51 as, as compared to the input value of 52 as,

FIG. 4. Comparison between FROG-CRAB and PROBP for
characterizing an XUV pulse centered at 80 eV with a broad
bandwidth of 90 eV. Panel (a) shows the XUV spectral phase. Panel
(b) shows the XUV intensity profile. The red dash lines are the input
data, the black solid lines are retrieved from the PROBP method,
while the blue dash-dot lines are retrieved from the FROG-CRAB.

as well as a good agreement of spectral phase over the whole
bandwidth. This example testifies to the severe failure of the
central-momentum approximation used in the FROG-CRAB
method, and the success of the PROBP method for a broadband
XUV pulse.

C. Phase retrieval of attosecond pulses in water-window region

High-order harmonics in the “water window” with photon
energy ranging from 280 to 530 eV have been reported
in a number of laboratories in recent years [7–15]. Such
soft-x-ray harmonics are needed to excite core-level transitions
in materials. They are generated by long-wavelength mid-
infrared lasers using an optical parametric amplification (OPA)
or optical parametric chirped-pulse amplification (OPCPA),
pumped by a Ti-sapphire laser. When generated with few-cycle
mid-infrared lasers it has been found that the generated
harmonics exhibit a supercontinuum spectrum, with the
possibility of supporting single attosecond pulses of durations
of less than thirty down to a few attoseconds. However, due to
the atto-chirp of the generated harmonics, without post-phase
compensation, it is fortuitous to claim single attosecond pulses
with such short durations. Unfortunately, since the prevalent
FROG-CRAB method is not expected to be valid for retrieving
broadband attosecond pulses, pulse duration of attosecond
pulses in the water-window region has not been retrieved so far.

In this example, we choose three input attosecond pulses
with central energy of 300 eV and bandwidth of 46 eV. In
the transform-limited case this spectrum will support a pulse
duration of 46 as. The three input XUV pulses differ by their
spectral phases; see Figs. 5(a), 5(c), and 5(e). We assume that
the soft-x-ray harmonics are generated by a four-cycle 2000
nm mid-infrared laser which is also used as the streaking field.
In this example, we have not been able to obtain converged
results for the spectral phase by using FROG-CRAB. On the
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FIG. 5. Phase retrieval of soft-x-ray pulses centered at 300 eV
with a bandwidth of 46 eV using PROBP. Left column shows spectral
phases of three different soft-x-ray attosecond pulses. The spectral
amplitudes for the three pulses are identical. Right column shows
the temporal intensity of the three pulses. The red solid lines are the
input data and the black dash lines are retrieved from the PROBP
method. The XUV pulses are centered at 300 eV with a bandwidth of
46 eV. The wavelength of the dressing mid-IR field is 2000 nm, and
the duration is four cycles.

other hand, with the PROBP method, we have successfully
retrieved the spectral phases for all the three cases. The
resulting temporal intensity for each pulse has also been
successfully retrieved; see Figs. 5(b), 5(d), and 5(f). The input
pulse durations of the three examples are 436, 147, and 46 as,
to be compared to the durations retrieved from the PROBP of
419, 156, and 50 as, respectively.

Besides the central-momentum approximation, the FROG-
CRAB algorithm we used [20] relies on the discretization of
the time axis. Using mid-infrared lasers as the streaking field,

the phase �(p,t) in Eq. (2) grows like λ2, thus the factor
e−i�(p,t) in Eq. (1) oscillates very rapidly, and it would require
a very small time step dt in the integration to less than 1 as.
In the FROG-CRAB algorithm, the time domain and energy
domain are related by the fast Fourier transform (FFT), which
imposes a sampling condition dtdE = 2π/N . Here dE is
the energy step and N is the number of data points in both
time and energy domains. If we also limit the energy step dE

to less than 0.1 eV, then N should be greater than 40 000.
For such a large data set, it will take an unaffordable time
for FROG-CRAB to get a converged result. This makes the
current FROG-CRAB retrieval method not applicable for mid-
infrared streaking fields, more than just retrieving incorrect
results.

D. Sensitivity of phase retrieval to noise in spectrogram

The examples given above use the spectrogram generated
directly from solving the TDSE (Sec. III A) or calculated from
the SFA (Secs. III B and III C). When applying our method
to real experimental data, there are inherent noises from the
measurement. To test the sensitivity of the retrieved phase with
respect to the noise, we artificially incorporate a random error
up to 5% to each data point. In this test, the input parameters
of the laser and the soft x-ray are the same as in Sec, III C.
In Fig. 6, the top frames show the spectrogram with noise
versus the one without the noise. At such a level of noise,
the difference between two spectrograms is not visible. The
bottom frames compare the intensity profile in the time domain
and the phase in the energy domain, of the input soft-x-ray
pulse with respect to that retrieved using PROBP. They agree
very well. Thus the retrieved results are not sensitive to the
noise in the spectrogram.

FIG. 6. Sensitivity of the PROBP method with respect to the noise in the spectrogram. Top frames show spectrogram calculated by using
the SFA without any noise (left) and with a 5% random error at each point (right). Bottom frames compare the soft x-ray intensity in the time
domain (left) and the spectral phase in the energy domain (right), between the input pulse (red solid line) and the output one (black dash line)
retrieved by the PROBP, from the spectrogram with 5% random error.
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E. Accurate carrier-envelope-phase retrieval
of a long infrared pulse

Both the FROG-CRAB and the PROBP allow the retrieval
of the IR pulse as well as the XUV pulse. In this test,
we examine how accurately the IR pulse is retrieved. It is
well known that, for transform-limited few-cycle IR pulses,
the carrier-envelope phase (CEP) will affect the nonlinear
interaction of the laser pulse with matter. While the relative
CEP between two few-cycle pulses can be measured from
experiment, the absolute value of the CEP is difficult to
determine. If single attosecond pulses are available in the
laboratory, the IR field can also be retrieved in a streaking
experiment with the methods of FROG-CRAB and of PROBP.
To illustrate this capability, we took a long 20 fs IR laser
pulse of 800 nm wavelength, 1013 W/cm2 in intensity and
assume that it is transform-limited with a CEP ϕ0 = 0. In
the retrieval, we assume that we do not know the IR pulse
is transform limited, thus the IR is expressed in the form of
Eq. (4) where the amplitude f (t) and the phase ϕIR(t) are
unknown functions and each is expanded by B-spline basis
functions. The SFA spectrograms were generated with this IR
field and three different XUV pulses centered at 60 eV with a
bandwidth of 23 eV. The XUV pulses have different chirped
spectral phase so that their FWHM durations are 90, 130, and
230 as, respectively, compared with the 80 as transform-limited
duration. Both FROG-CRAB and PROBP were applied to
retrieve the IR field, and the results are plotted in Fig. 7.
Clearly, the IR field is accurately retrieved by using PROBP
but not by FROG-CRAB. The PROBP method reproduced a
transform-limited IR field, with CEP = 0, in all three cases,
while the FROG-CRAB method retrieved a chirped pulse.
Note that, in PROBP, the retrieved IR pulse is independent
of the XUV pulses used as it should be. The error of the

FIG. 7. Retrieving an 800 nm, 20 fs input IR field (red dash lines)
by FROG-CRAB (blue dash-dot lines) and by PROBP (black solid
lines). The input IR pulse is transform limited with CEP = 0. The
streaking traces were generated by using three different XUV pulses
with durations of (a) 90 as, (b) 130 as, and (c) 230 as, respectively.
By using the PROBP method, the electric field of the IR is accurately
retrieved for all three cases. The good agreement shows that the
retrieved IR field is also transform limited with the CEP = 0. On the
other hand, when using FROG-CRAB, the retrieved IR pulses are
different for the three cases and chirped.

retrieved IR field by the FROG-CRAB method was already
noted in our previous study [30]. Such inaccuracy in the
FROG-CRAB method would induce an error in the retrieved
atomic dipole phase, as well as the retrieved “photoionization
time delay,” which has been widely investigated in recent years
on different targets. Unprecedented “accuracy” of the extracted
“time delay” has often been quoted in these studies without
accounting for the intrinsic error of the retrieval method [31].

F. Retrieving the phase of a broadband infrared pulse

To generate intense single attosecond pulses, one way
conceived by experimentalists is to start with a broadband IR
pulse with a pulse duration of about one femtosecond. Such
pulses span one or two octaves and can be obtained either with
waveform synthesis of multicolor few-cycle pulses [26,27]
or by the multiple-plate supercontinuum generation method
[28]. Accurate characterization of such a broadband IR field is
essential in order to understand how intense single attosecond
pulses are generated. The photoelectron streaking method is
an excellent method to characterize both the generated single
attosecond pulses as well as the streaking broadband IR field.

To test the method, we use an input IR pulse as given in
Fig. 8(a), as well as an attosecond pulse with central energy
of 60 eV and width of 23 eV. The phase of the XUV is set
to be unknown. To describe the broadband IR, we used the
parametrization in the frequency domain, Eq. (5), where the
spectral phase and amplitude are to be retrieved.

Using PROBP, the retrieved spectral phase and amplitude
of the IR are shown in Figs. 8(b) and 8(c), respectively. They
are in close agreement with the input ones. From the spectral
amplitude, it can be seen that the broadband IR was synthesized
from four waves with wavelengths of 2000, 1600, 1100, and
800 nm. The disagreement in the retrieved spectral phase at the
low-energy and the high-energy wings is in the region where
the spectral amplitude is very small. They contribute to small
errors in the retrieved electric field in the temporal domain, as
shown in Fig. 8(a).

We tried the FROG-CRAB method but were unable to
get converged results because the presence of mid-infrared
wavelengths in the streaking field. This is similar to the
failure of FROG-CRAB in Sec. III C. As another test, we
used a waveform synthesized by four few-cycle IR pulses
with wavelengths of 937, 610, 474, and 331 nm, covering
almost three octaves, which was used in the experiment of
Refs. [26,27]. The input pulse can be retrieved accurately by
the PROBP method but not by FROG-CRAB, as demonstrated
in Figs. 8(d)–8(f). In this example, the error of FROG-CRAB
lies in the spectral amplitude of the IR. The origin of such
error is due to additional approximations in the FROG-
CRAB algorithm when high-frequency components are
present.

IV. SUMMARY

In summary, we have demonstrated that broadband sin-
gle attosecond pulses can be accurately retrieved from the
streaking spectra by using the retrieval algorithm PROBP. This
method is applicable for characterizing soft-x-ray attosecond
pulses covering the water window when mid-IR dressing laser
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FIG. 8. Retrieving broadband laser pulses with PROBP. Panels (a) and (d) show the IR fields in the time domain. Panels (b) and (f) show
the IR spectral phase. Panels (c) and (f) show the IR spectral amplitude. The red solid lines are the input field, the black dash lines are retrieved
from the PROBP method and the blue dash-dot lines are retrieved from the FROG-CRAB method.

fields are used. Moreover, PROBP can retrieve the streaking
IR or mid-IR field, including broadband laser pulses. In
the meanwhile, this method can be applied to the typical
experimental conditions that are identical to those used in the
streaking measurements for narrow-band attosecond pulses
where the FROG-CRAB method was used for phase retrieval.
For such attosecond pulses the two methods agree reasonably
well but PROBP in general is more accurate. Note that
FROG-CRAB (and VTGPA) retrieve the XUV and IR fields
from the time domain directly, while in PROBP we exploit
the fact that the spectral amplitude of the XUV is readily

obtained from XUV photoionization measurements. In view of
the insufficient accuracy of the FROG-CRAB retrieval method
in general, the precision of the retrieved parameters should
always be taken with caution.
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