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Abstract7

A suite of idealized models is used to evaluate and compare several previously proposed scalings for the8

eddy transport coefficient in downgradient mesoscale eddy closures. Of special interest in this comparison9

is a scaling introduced as part of the eddy parameterization framework of Marshall et al. (2012), which is10

derived using the inherent geometry of the Eliassen–Palm eddy flux tensor. The primary advantage of using11

this coefficient in a downgradient closure is that all dimensional terms are explicitly specified and the only12

uncertainty is a nondimensional parameter, α, which is bounded by one in magnitude.13

In each model a set of passive tracers is initialized, whose flux statistics are used to invert for the eddy-14

induced tracer transport. Unlike previous work, where this technique has been employed to diagnose the15

tensor coefficient of a linear flux-gradient relationship, the idealization of these models allows the lateral16

eddy transport to be described by a scalar coefficient. The skill of the extant scalings is then measured by17

comparing their predicted values against the coefficients diagnosed using this method. The Marshall et al.18

(2012) scaling is shown to scale most closely with the diagnosed coefficients across all simulations. It is19

shown that the skill of this scaling is due to its functional dependence on the total eddy energy, and that20

this scaling provides an excellent match to the diagnosed fluxes even in the limit of constant α. Possible21

extensions to this work, including how to incorporate the resultant transport coefficient into the Gent and22

McWilliams parameterization, are discussed.23

Keywords: quasigeostrophic; residual mean; eddy; parameterization; Gent and McWilliams; diffusivity24

1. Introduction25

The development of ocean eddy parameterizations continues to be an area of vigorous research. The26

ubiquity of geostrophic ocean eddies, and the central role they play in shaping the mean circulation, strat-27

ification, and transport of tracers of the ocean (e.g. Danabasoglu et al., 1994; Henning and Vallis, 2004;28

Marshall and Speer, 2012; Lauderdale et al., 2013), implies that the skill of eddy parameterizations can have29

a significant effect on the accuracy of future climate predictions. Furthermore, it is likely that parameteriza-30

tions will be necessary even for the largest-scale ocean eddies well into the foreseeable future. To resolve31

the geostrophic eddy field and accurately represent the complex interactions between these eddies and the32
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large-scale circulation requires model grid spacings at least an order of magnitude finer than the dominant33

energy-containing scales. Even in the mid-latitudes, where the dominant eddy scale is approximately 10034

km (Stammer, 1997; Chelton et al., 1998), for a model to be considered “mesoscale eddy-resolving” requires35

a grid spacing of less than 10 km (Hecht and Smith, 2008; Hallberg, 2013), beyond the capability of current36

climate-scale ocean models.37

A longstanding approach to the eddy parameterization problem is to consider the resolved flow as an38

averaged or filtered representation of the true flow field. For a Cartesian-coordinate model, after applying39

the standard Reynolds averaging axioms to the primitive equations the resulting equation set contains an eddy40

flux divergence in each of the constituent equations, each of which must be parameterized. It has heretofore41

been common to develop parameterizations for each eddy flux individually, rather than developing a single,42

unified parameterization for the full set of eddy fluxes. The downside of this approach is that a model may43

feature several potentially inconsistent eddy parameterizations, where answers to practical questions such as44

how these parameterizations interact are often unknown.45

Because of these difficulties, it is advantageous to try to reduce the number of required parameterizations46

by grouping the eddy forcing into as few equations as possible. The residual-mean formalism (e.g. Andrews47

and McIntyre, 1976; Andrews, 1983; de Szoeke and Bennett, 1993; McDougall and McIntosh, 2001; Young,48

2012; Maddison and Marshall, 2013) is one means by which this can be achieved through careful averaging49

and the appropriate definition of a residual circulation. In addition to their mathematical elegance, the50

residual-mean equations have shown promise as a platform for ocean model development in scenarios where51

knowledge of the Eulerian velocity is not necessary (e.g. Wardle and Marshall, 2000; Ferreira and Marshall,52

2006; Zhao and Vallis, 2008).53

With regard to the eddy parameterization problem, it has been shown by Marshall et al. (2012) that the54

quasigeostrophic (QG) residual-mean formalism can be used to develop a framework for eddy parameteriza-55

tion which conserves momentum and satisfies important energy constraints. A subtle yet important feature56

of this framework is that the problem of understanding, quantifying, and parameterizing eddy-mean flow in-57

teraction can be effectively recast as a problem of understanding the underlying geometry of the eddy fluxes58

themselves. The Eliassen–Palm flux tensor (hereafter “EP tensor”), which is introduced in Section 2.1 and59

described in detail in Maddison and Marshall (2013), is a fundamental object describing this geometry, and60

among its noteworthy features is that it can be chosen such that the resultant eddy stresses are nonzero only61

in the horizontal momentum equations. From a practical point of view this offers significant advantages for62

the development of eddy parameterizations, allowing a modeler to avoid imposing separate (and possibly63

physically inconsistent) parameterizations in the momentum and buoyancy equations.64

As of the writing of this paper, no single eddy closure has been developed which skillfully parameter-65

izes each of the terms in the EP tensor in a unified and consistent manner. Many of the most common66

eddy parameterizations instead rely on the phenomenology of turbulence at a particular scale to parame-67

terize specific components of the tensor. For example, the popular Gent and McWilliams scheme (Gent68

and McWilliams, 1990; Gent et al., 1995, hereinafter GM) is a parameterization for the eddy tracer fluxes69

induced by mesoscale baroclinic turbulence, effectively closing only for the vertical fluxes appearing in the70

bottom row of the EP tensor and only in the limit of large-scale, along-isopycnal flow. The GM parame-71

terization holds particular appeal because it can both be thought of in residual-mean context as introducing72

an “eddy transport velocity” (offering potential advantages for the numerical implementation of the scheme,73

e.g. Griffies, 1998; Griffies et al., 1998), and also through its relationship to other downgradient diffusive clo-74

sures (e.g. Redi, 1982). The latter point has prompted ocean modelers to explore the relationship between the75

transport coefficients of the GM and Redi parameterizations (e.g. Dukowicz and Smith, 1997; Griffies, 1998;76

Abernathey et al., 2013; Bachman and Fox-Kemper, 2013), and to develop techniques to ensure that these77

parameterizations are scale-aware (e.g. Bachman et al., 2016; Pearson et al., 2016) and satisfy appropriate78
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boundary conditions (e.g. Aiki et al., 2004; Ferrari et al., 2008, 2010).79

It is now widely recognized that the GM and Redi transport coefficient must vary both spatially and80

temporally, though optimal choices for these coefficients remains an open question. Many proposed choices81

have appeared in the years since the GM and Redi parameterizations were initially developed (Redi, 1982;82

Gent and McWilliams, 1990; Gent et al., 1995) and concatenated (Griffies, 1998) for practical use. The83

values of the proposed coefficients have been informed by a variety of methods, including baroclinic in-84

stability theory (Visbeck et al., 1997; Killworth, 1997), adjoint modeling (Ferreira et al., 2005), energetic85

arguments (Cessi, 2008; Eden and Greatbatch, 2008; Marshall and Adcroft, 2010), parcel excursion theory86

(Fox-Kemper et al., 2008), and direct diagnosis (Bachman and Fox-Kemper, 2013). While each of these pro-87

posals has shown promise in replicating key eddy transport characteristics in specific model configurations,88

their skill at matching diagnosed buoyancy diffusivities has never been compared in a systematic way. In this89

paper such a systematic comparison will be performed using a suite of idealized models. As the GM param-90

eterization was designed to mimic the restratification and available potential energy extraction of mesoscale91

baroclinic instability, the basic test case for this comparison will be the spindown of a baroclinically unstable92

front (e.g. Bachman and Fox-Kemper, 2013).93

Included among the list of coefficients in this comparison is an expression for the GM transport coef-94

ficient that is inferred using the geometric framework of Marshall et al. (2012). It will be shown that this95

expression exhibits greater skill at matching the diagnosed buoyancy diffusivities at all times during the96

baroclinic spindown across the full range of model initial conditions. The goal of this paper will be to high-97

light the skill of this closure, and in doing so to demonstrate a practical use for the geometric framework and98

its nontraditional approach to the eddy parameterization problem. This is intended as a possible first step99

towards a more unified treatment of parameterizing subgridscale eddy fluxes, wherein all terms comprising100

the EP tensor would be represented in a physically consistent way that conserves energy and momentum.101

The outline of this paper is as follows. In Section 2.1 the geometric framework will be reviewed and102

it will be shown how this leads to a prescription for the GM transport coefficient. The basic theory of103

downgradient, mesoscale eddy closures is reviewed in Section 2.2, along with the extant scalings for the104

transport coefficient that are compared using the modeling suite. Section 3 discusses the numerical models105

used to test the skill of these scalings and presents the results from the comparison. A discussion of the106

implications of these results, along with concluding remarks, appears in Section 4.107

2. Background and theory108

2.1. Using the geometric framework to infer an eddy transport coefficient109

The “eddy” component of a flow variable is typically defined as the deviation away from some average,110

and additional advantages are gained when the averaging operation is defined so as to reduce the complexity111

of the resulting equations of motion. Of particular interest are averaging operations which permit the equa-112

tions of motion to be rewritten in residual-mean form (e.g. Andrews and McIntyre, 1976; Andrews, 1983; de113

Szoeke and Bennett, 1993; McDougall and McIntosh, 2001; Young, 2012; Maddison and Marshall, 2013).114

Residual-mean theory has previously been used in conjunction with the QG approximation to yield var-115

ious forms of an eddy flux tensor whose double divergence describes the time tendency (hereafter “eddy116

tendency”) of QG potential vorticity (e.g. Hoskins et al., 1983; Plumb, 1986; Cronin, 1996) due to turbu-117

lence. More recently, this approach has been extended to the hydrostatic Boussinesq primitive equations118

(Young, 2012; Maddison and Marshall, 2013), where the associated eddy flux tensor still provides informa-119

tion on the eddy tendency of (Ertel) potential vorticity, but appears in the momentum equations instead of the120

potential vorticity conservation equation. If it is assumed that the buoyancy increases strictly monotonically121

with height, the resulting equation set can be written in Cartesian coordinates as122
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D#û
Dt

+ f k̂ × û + ∇h p# = F − ∇3 · E, (1)

∂p#

∂z
= b#, (2)

∇3 · û = 0, (3)

D#b#

Dt
= B. (4)

The averaging operation used to derive (1) - (4) is an ensemble average in buoyancy coordinates (e.g.123

Andrews, 1983; de Szoeke and Bennett, 1993; McDougall and McIntosh, 2001; Young, 2012), defined such124

that the horizontal components of the Eulerian velocity, (u, v), are weighted by the isopycnal layer thickness125

σ,126

(û, v̂) = (σu, σv) /σ. (5)

Variables with a superscript # are defined in terms of the mean depth of an isopycnal surface, as in Young127

(2012, equations 59, 73, and 135). The resulting û =
(
û, v̂,w#

)
is known as the residual velocity; ∇h is128

the horizontal gradient operator, ∇3 is the three-dimensional divergence operator, D#/Dt = ∂/∂t + û · ∇3129

is the material derivative following the residual velocity, f is the Coriolis parameter, F represents external130

momentum forcing, and B represents external buoyancy forcing.131

Henceforth the quasi-geostrophic limit will be considered, the overbar will refer to an appropriate aver-132

age at fixed height, and primes will indicate deviations from this average.1 The buoyancy frequency will be133

denoted by134

N0(z) =
(
∂b̄/∂z

)1/2
. (6)

All eddy forcing is wrapped into the column-wise divergence of E, the 3 × 3 “Eliassen–Palm flux tensor”135

(hereinafter EP tensor, e.g. Maddison and Marshall, 2013), so named in order to highlight its relevance to136

the eddy transport of potential vorticity. At the QG level of approximation, because the eddy tendency of137

potential vorticity is given by the double divergence of E, one may freely add rotational terms (“gauges”)138

to either the rows or columns of E. Here the gauge is chosen so that the form of E to be considered in this139

paper is (Plumb, 1986)140

E =

−M + P N 0
N M + P 0
−S R 0

 , (7)

1For details of how this averaging is performed between density and Cartesian coordinates, the reader should refer to Young (2012).
Maddison and Marshall (2013) discuss the mathematical properties required of the averaging operator in order for the subsequent
results for hold, and derive a coordinate-invariant form of the residual-mean equations. It is shown in Appendix A how the GM
parameterization arises in the context of this averaging at both the unapproximated and quasigeostrophic levels.
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where141

M =
v′2 − u′2

2
(8a)

N = u′v′ (8b)

P =
b′2

2N2
0

(8c)

R =
f
N2

0

u′b′ (8d)

S =
f
N2

0

v′b′. (8e)

One benefit of writing the eddy stresses as part of a tensor is that it allows the underlying geometric142

nature of the eddy fluxes to be clarified. Marshall et al. (2012) used this geometry to develop relationships143

between the eddy flux amplitudes, orientations, and anisotropies that are not readily apparent through basic144

Reynolds averaging. A particularly useful result emerging from their geometric formalism is a bound on the145

magnitude of the elements of E,146

M2 + N2 + P2 +
N2

0

2 f 2

(
R2 + S 2

)
≤ 2E2, (9)

where the vertical components of E are weighted by the inverse square of the Prandtl ratio, f /N0. The147

key component of this bound is the eddy energy, E = K + P, which is the sum of the eddy kinetic energy148

K = 1
2 u′h · u

′
h, and QG-approximated eddy potential energy, P. The utility of (9) is that it allows one to149

express the inherent geometry of the EP tensor through its individual components. In terms of developing150

an eddy parameterization, this bound means that each component comprising E can be written as a function151

of the eddy energy (see Marshall et al., 2012, equation 16).152

Of special interest to the eddy parameterization problem are the lateral buoyancy fluxes R and S , which153

have historically been given a special role in mesoscale eddy closures owing in large part to the success of154

the GM parameterization. Marshall et al. (2012) showed that the geometric formalism can be used to derive155

a scalar eddy transport coefficient for a downgradient buoyancy closure of the form156

u′hb′ = −κG∇hb̄, (10)

which, using the energetic bound on the buoyancy flux magnitude, can be re-arranged to imply a value for157

the GM transport coefficient,158

κG = αE
N0∣∣∣∇hb̄

∣∣∣ . (11)

Here the subscript G will differentiate this scaling from others which will be introduced later on. In (11)159

the dimensionless parameter α, which measures the relative magnitudes of the eddy buoyancy fluxes to the160

eddy kinetic and potential energies (Marshall et al., 2012), is constrained in magnitude such that |α| ≤ 1. A161
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significant advantage of the closure (11) is that once the eddy energy and mean stratification are known, the162

only uncertain parameter is α, which is nondimensional. Furthermore, because the expression for κG follows163

directly from the EP tensor geometry, as long as α is bounded away from zero the scaling κG ∼ EN0/
∣∣∣∇hb̄

∣∣∣164

must hold.165

The presence of E in (11) suggests that larger, more energetic eddies are capable of more efficient mix-166

ing, consistent with extant theories (e.g. Prandtl, 1925; Green, 1970; Stone, 1972) and turbulence closures167

(e.g. Mellor and Yamada, 1982; Gaspar et al., 1990; Rodi, 1993; Cessi, 2008; Eden and Greatbatch, 2008;168

Marshall and Adcroft, 2010; Bachman and Fox-Kemper, 2013; Jansen et al., 2015) in which the transport169

coefficient depends on the eddy kinetic energy. Note, however, that E also includes a contribution from the170

eddy potential energy, P, which is not included in previous closures. The skill of the proposed scaling in171

(11) has heretofore been untested.172

2.2. Parameterization of eddy tracer fluxes173

The scaling (11) is a useful result because it specifies the physical dimensional parameters, such as the174

eddy energy and buoyancy frequencies, which govern the lateral buoyancy mixing rate. However, it has long175

been argued that eddy transport in the interior of the ocean is principally oriented along isopycnal surfaces,2176

so that a scalar flux-gradient relationship is insufficient to describe the motion in z-coordinate models so177

long as the neutral and z-surfaces do not coincide. Rather, the likely misalignment of these surfaces requires178

that the directional transport be described by a second-rank eddy transport tensor whose transformation179

properties follow the usual tensor calculus rules (e.g. Redi, 1982; Griffies, 2004; Aris, 2012). Here the basic180

underpinnings of downgradient eddy parameterizations are reviewed, and in particular it will be shown how181

in the large-scale, small isopycnal-slope limit the lateral fluxes associated with the eddy transport tensor can182

be approximated by a scalar transport coefficient, facilitating testing of closures like (11).183

A common approach in the development of eddy parameterizations is to assume a linear flux-gradient184

relationship (e.g. Taylor, 1921; Vallis, 2006) between the subgridscale eddy fluxes and the gradient of a185

resolved tracer, τ,186

u′τ′ = −K · ∇τ̄, (12)

where K is a 3×3 eddy transport tensor describing the net, directional rate by which eddies advect and diffuse187

the tracer. Inherent within the flux-gradient relationship is an assumption of locality, where the unresolved188

turbulence is able to mix fluid parcels of differing tracer concentration based on their close proximity to189

each other (hence the appearance of the gradient operator in (12)). As such, while this approach has been190

successful for parameterizating eddy buoyancy transport (e.g. Bachman and Fox-Kemper, 2013), it is unclear191

whether it is appropriate for parameterizing eddy momentum transport, where nonlocal pressure effects are192

also capable of redistributing momentum (e.g. Harcourt, 2015).193

Nonetheless, successful and popular parameterizations such as GM and Redi rely on the flux-gradient re-194

lationship to develop closures for the tracer budgets, leaving the unresolved momentum fluxes to be handled195

separately. These parameterizations are completed by specifying a turbulent, scalar transport coefficient,196

along with expressions for each of the nine elements of K to represent the anisotropy of the eddy transport.197

2Fox-Kemper et al. (2013) describe the transport as being along “minimal-disturbance” surfaces, which is a blanket term used
to describe a number of different thermodynamic variables whose perturbations are minimized by adiabatic motions (e.g. McDougall,
1987; Young, 2010; Nycander, 2011). The specific variable and terminology depends on the level of thermodynamic accuracy required;
in this paper we will use “isopycnal” surfaces due to the special role of b in residual-mean theory.
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For example, assuming an along-isopycnal flow in the QG limit of small isopycnal slopes, the GM and Redi198

parameterizations can be jointly expressed as199

KGM/Redi =


κR 0 (κR − κGM) S x

0 κR (κR − κGM) S y

(κR + κGM) S x (κR + κGM) S y κR

(
S 2

x + S 2
y

)
 , (13)

where κR is the Redi diffusivity, κGM is the GM transport coefficient, and
(
S x, S y

)
= −∇hb̄/N2

0 are the200

isopycnal slopes (Griffies, 1998). A significant amount of research has gone into studying the structure of201

this tensor (Plumb, 1979; Plumb and Mahlman, 1987; Redi, 1982; Middleton and Loder, 1989; Gent and202

McWilliams, 1990; Gent et al., 1995; Dukowicz and Smith, 1997; Griffies, 1998), the distinction between203

the eddy stirring and mixing it induces (Müller and Garrett, 2002; Bachman et al., 2015), and generalizations204

into horizontally anisotropic eddy transport (Smith and Gent, 2004).205

In writing (13), the assumption of layer-wise flow places strong constraints on the structure of the eddy206

transport tensor, in effect specifying the anisotropy between the horizontal and vertical directions and absolv-207

ing the modeler from having to specify KGM/Redi element by element. Though a method exists for diagnosing208

the full tensor (e.g. Bachman and Fox-Kemper, 2013; Bachman et al., 2015), the additional degrees of free-209

dom in a 3 × 3 tensor make diagnosis of the associated transport coefficients significantly more complicated210

than if a scalar flux-gradient relationship like (10) were used instead. Inspection of (13) reveals that in the211

small-slope limit the diagnosis problem becomes significantly easier if it is assumed that the GM transport212

coefficient and Redi diffusivity are equal, so that213

κR = κGM . (14)

In this case all off-diagonal terms of the horizontal fluxes become zero, so that the horizontal buoyancy flux214

can be well-approximated by215

u′hτ′ = −κGM∇hτ̄. (15)

It has been shown previously that (14) is unlikely to hold except in special circumstances. For example,216

Smith and Marshall (2009) showed that (14) is only possible assuming that β = ∂ f /∂y is negligible, and217

Dukowicz and Smith (1997) used stochastic turbulence theory to show that (14) holds only if κR and κGM218

are isotropic and constant along isopycnal surfaces. This necessarily cannot be true everywhere in order219

to satisfy zero-flux boundary conditions at the ocean surface and bottom, which has given rise to various220

methods of tapering the GM/Redi transport to zero near the ocean boundaries (e.g. Griffies, 2004; Ferrari221

et al., 2008, 2010). However, it is important to note that the results of Dukowicz and Smith (1997) only222

require the coefficients to be isotropic and constant in the two-dimensional, along-isopycnal plane. In the223

QG limit where the isopycnal slopes are nearly flat, this implies that κR ≈ κGM along horizontal planes,224

permitting the diffusivities to vary in the vertical and satisfy the appropriate boundary conditions while still225

remaining equal at all vertical levels.226

It is possible to design a basic model configuration to replicate the circumstances in which (14) is ex-227

pected to hold. Indeed, Bachman and Fox-Kemper (2013) performed a suite of simulations using a zonally228

reentrant channel on the f -plane with basic stratification similar to that of the Eady (1949) model, and found229

that κR ≈ κGM at all vertical levels, so that the lateral eddy transport can be approximately determined by a230

scalar transport coefficient as in (10). Their idealized model configuration thus provides an excellent means231

of testing various scalings for the GM coefficient which have appeared in previous literature.232
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2.3. Extant expressions for the GM transport coefficient233

Various expressions have been proposed for the value of the GM coefficient (e.g. Visbeck et al., 1997;234

Bryan et al., 1999; Ferreira et al., 2005; Eden and Greatbatch, 2008; Marshall et al., 2012; Abernathey et al.,235

2013; Bachman and Fox-Kemper, 2013), along with methods to taper it near the vertical boundaries (e.g.236

McIntosh and McDougall, 1996; Treguier et al., 1997; McDougall and McIntosh, 2001; Ferrari et al., 2008,237

2010). While sensitivity to changing the GM transport coefficient has been demonstrated in global-scale238

GCMs (e.g. Danabasoglu and Marshall, 2007; Eden et al., 2009; Farneti and Gent, 2011), the relative skill239

of these proposed coefficients has not been compared directly using idealized, eddy-resolving models. In240

this paper we perform such a comparison by mimicking the approach of Bachman and Fox-Kemper (2013),241

which is to create a suite of idealized hydrostatic Eady-like channel models in which the eddy fluxes can be242

explicitly diagnosed. The advantage of using this “eddy parameterization challenge suite” is that it allows243

the modeler to vary the basic model configuration in a systematic way to determine whether the proposed244

scalings for κGM are accurate across a wide range of parameter space.245

In this testing suite, a flux-gradient relation of the form (15) is inverted for an ensemble of tracers to246

obtain a best estimate for the GM transport coefficient. This estimate is compared against the above scalings,247

which are calculated directly using model diagnostics of E, K, N2
0 , and so on. The accuracy of the scalings248

is compared at regular intervals in time during the frontal spindown and across a range of stratification249

parameters.250

In particular, we are interested in testing the accuracy of the coefficient obtained using the geometric251

framework,252

κG = αE
N0∣∣∣∇hb̄

∣∣∣ , (16)

against four others. These are:253

i) The transport coefficient introduced in Visbeck et al. (1997),254

κv = αvL2σ, (17)

where αv is a nondimensional tuning parameter, L is an eddy length scale, and σ = f Ri−1/2 is the Eady255

growth rate written as a function of the balanced Richardson number Ri = N2
0 f 2/

∣∣∣∇hb̄
∣∣∣2. Visbeck et al.256

(1997) suggested to set L = max (∆, LD, LZ), where ∆ is the horizontal grid spacing of the model, LD =257

N0H/| f | is the external Rossby radius (e.g. Stone, 1972) based on the total ocean depth H, and LZ is the258

width of the “baroclinic zone” (e.g. Green, 1970), defined as the region where the local Eady growth rate259

exceeds 10% of the maximum growth rate of the field.260

Because the initial stratification of the models described in Section 3 is spatially constant, the width of261

the baroclinic zone by the above definition would be the entire simulation domain, making it an unsuitable262

choice for L. In each model the grid spacing is set as ∆x = LD, yielding an eddy length scale L = N0H/ f .263

The tuning parameter is set to the value originally proposed by Visbeck et al. (1997), αv = 0.015. Note also264

that κv is very similar to the “simplified closure” suggested by Eden and Greatbatch (2008), who instead265

chose L as the minimum of the Rossby radius and the Rhines scale; for the f -plane simulations conducted266

here, they are equivalent aside from the value of the tuning parameter.267
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ii) A transport coefficient developed using parcel excursion theory and derived from the work of Fox-Kemper268

et al. (2008),269

κF = 0.06
N2

0 H2

f
. (18)

A critical assumption used in deriving this coefficient is that the eddy velocity scales with the thermal wind270

shear, resulting in a final scaling for κF that is independent of the eddy energies. Note that, although the271

Fox-Kemper et al. (2008) eddy parameterization itself was constructed to mimic restratification by mixed272

layer baroclinic eddies, no part of its derivation is specific to mixed layer dynamics. Therefore, the inferred273

value of κF is suitable to be tested against the other coefficients presented here.274

iii) The closure suggested by Eden and Greatbatch (2008),275

κE = K1/2L, (19)

where the mixing length L is chosen as the minimum of the Rossby radius and the Rhines scale. In devel-276

oping this closure, Eden and Greatbatch (2008) suggested an additional prognostic equation to solve for K,277

where the result would then be fed into the calculation of κE . Though no such prognostic equation exists for278

the models in Section 3, a major advantage of the eddy challenge suite is that K can be diagnosed directly.279

iv) A “best-fit” transport coefficient diagnosed by Bachman and Fox-Kemper (2013),280

κB = 0.32 Ri−0.31N
2
0 H∣∣∣∇hb̄

∣∣∣ K1/2. (20)

The dependence of κB on the eddy kinetic energy was theorized using Lagrangian parcel displacements281

(e.g. Taylor, 1921; Plumb, 1979; Plumb and Mahlman, 1987), and the nondimensional coefficients were282

diagnosed using nearly identical models as those described in Section 3.283

3. Diagnosis in the Eady model284

3.1. Model setup285

A series of simulations have been conducted using the MIT General Circulation Model (Marshall et al.,286

1997) to diagnose eddy flux statistics to use in comparing the scalings for κGM listed previously. Each287

simulation features a zonally elongated, flat-bottom channel with (x, y, z) = (600, 100, 50) gridpoints, which288

is periodic in the zonal direction and bounded meridionally by vertical walls. The simulations are set up with289

no external forcing and an initial stratification matching the Eady (1949) problem, with spatially uniform290

vertical and lateral density gradients. These models use a linear equation of state, where the density is291

only a function of potential temperature. The initial stratification parameters, M2 = ∂b̄/∂y and N2
0 , are292

varied around a set of values informed by the simulations of Jones et al. (2015) using the Southern Ocean293

State Estimate (Mazloff et al., 2010), and are set as M2 =
{
5 × 10−10, 10−9, 2 × 10−9, 4 × 10−9

}
s−2 and294

N2
0 =

{
1 × 10−5, 2 × 10−5, 4 × 10−5, 8 × 10−5

}
s−2. This amounts to sixteen simulations in total, with each295
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differing according to the initial stratification parameters used. The horizontal grid resolution is set equal to296

the internal deformation radius for the initial state of that simulation, ∆x =
N0H
| f | , and the vertical resolution297

is set at 80 m, for a total depth of H = 4000 m. The simulations are conducted on an f -plane with f =298

−1.25 × 10−4 s−1. In all, these dimensional parameters and the zonal channel configuration represent an299

idealized Southern Ocean, which is intended as a lead-in to future work. Each simulation uses modified300

Leith viscosity (Fox-Kemper and Menemenlis, 2008) with nondimensional scaling factor Λ = 1.301

The zonal channel models and averaging used in these simulations are similar to those used in Bachman302

and Fox-Kemper (2013), except that in these simulations the horizontal density gradient is initially uniform303

everywhere rather than being concentrated at an isolated front. The technique used to diagnose the eddy304

transport coefficient is an adapted version of the multiple-tracers inversion method used in that work.305

Here an ensemble of twenty passive tracers is initialized in each model, where the initial profile of each306

tracer varies sinusoidally throughout the domain. This initial configuration is sufficient to keep the tracer307

gradients from becoming aligned through the duration of each simulation, which would cause the tracer308

inversion method to fail. The initial tracer profiles are set according to the convention in Bachman et al.309

(2015, equation 32). Each tracer is assumed to satisfy its own tensor flux-gradient relation of the form (12);310

assuming that the properties of the eddy transport tensor K are a function of the turbulence itself and not the311

tracer, one may then write the ensemble of flux-gradient relations in matrix form,312

u′iτ
′
π = −Ki j∇ jτ̄π, (21)

where i and j are row and column indices and π is the tracer index. For a 3× 3 transport tensor the diagnosis313

of K is underdetermined and will not yield a unique solution if the number of tracers π < 3. Choosing π = 3314

tracers makes it possible to perform a regular matrix inversion on ∇ jτ̄π to solve for K, but the solution is not315

guaranteed to be accurate because there can be a large amount of variability in the tracer fluxes and gradients316

along the length of the channel which is masked by the averaging operation. Therefore, it is appropriate317

to initialize π > 3 tracers and pseudoinvert (e.g. Eldén, 1982) the tracer gradient matrix, in which case the318

obtained solution for K becomes the best fit to the eddy statistics in the least-squares sense. In essence, one319

combines a large number of eddy realizations (i.e. a long channel) with a large number of tracers to create a320

very large statistical ensemble with which to estimate the diffusivities. Using this technique, Bachman and321

Fox-Kemper (2013) found less than 7% error between buoyancy fluxes diagnosed from the model and the322

“reconstructed” buoyancy fluxes,323

u′b′rec = −K · ∇b̄. (22)

As in Bachman and Fox-Kemper (2013), the averaging operation is a zonal average along the length of324

the channel; because of this averaging, all zonal gradients of averaged quantities become zero. Furthermore,325

the QG approximation of small isopycnal slopes predicts that the off-diagonal terms of the now-2×2 transport326

tensor are negligibly small. In all, this leaves a much simplified ensemble flux-gradient relation,327

v′τ′π = −κ
∂τ̄π
∂y

, (23)

which can now be inverted for a scalar κ. The zonally-averaged tracer fluxes and tracer gradients each form328

a vector at every point on the yz-plane, and κ is determined by taking the dot product of the eddy flux vector329

with the pseudoinverted tracer gradient vector. The overall value of κ for that time is taken as the domain330

average of these solutions. A schematic of the model setup and inversion procedure is shown in Figure 1.331
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Figure 1: Schematic of Eady model configuration and diagnostic procedure. The shear and stratification at time t = 0 are constant,
and the initial tracer profiles vary sinusoidally in y and z as in Bachman and Fox-Kemper (2013). At later times after the front goes
baroclinically unstable, the tracer concentrations are zonally averaged, their meridional gradients and eddy fluxes are calculated, and a
solution for κ is obtained by pseudoinverting (23) at each point on the yz-plane. The overall value for κ at each output interval is taken
as the domain average of these solutions. In the inset panels the tracer gradients and fluxes may vary beyond the given color scale, but
the color limits are chosen to be suitable for all tracers shown. In the buoyancy plots the aspect ratio of the domain has been stretch to
illustrate both the along-channel and vertical aspects of the turbulence; the actual density surfaces in the simulations are nearly flat.
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Time-averaged output from each simulation is written out once every ten days of model time. The332

velocity fields are zonally averaged to diagnose the eddy kinetic energy, K, every one hundred days of333

model time, and the simulations are stopped approximately one thousand days after the domain-averaged K334

appears to have reached its peak.335

3.2. Comparison of transport coefficients336

Figure 2 shows the diagnosed κ obtained by pseudoinverting (23) plotted against the five scalings listed337

in Section 2.2. Each point on the plot represents the domain-averaged value of κ (both the pseudoinverted338

solution and scalings) at each output time for all sixteen simulations. Here we have restricted the axes339

to show only values of κ > 10 and values diagnosed before the saturation time (here defined to be when E340

reaches 25% of its maximum value). The former restriction avoids meaningless noise in the diagnosis during341

the early spinup phase, when the covariance between the tracer and buoyancy fluxes needed for the tracer342

inversion method to work have not yet been established (some artifacts from the spinup appear as outliers343

in panels (a), (c), and (d)). The latter restriction avoids interactions with the lateral boundaries, which also344

disrupt the covariance between the fluxes and lead to inaccuracy in the diffusivity diagnoses. Because the345

numerical models simulate eddy spinup from an initially laminar flow, the diffusivity grows over time as346

the eddies become nonlinear, and can range over multiple orders of magnitude during the same simulation347

(Figure 3). Because the simulations progress through different turbulence regimes (linear growth, nonlinear348

spinup, and saturation), it is especially challenging for a scaling to demonstrate skill at all times.349

For the Marshall et al. (2012) form of the transport coefficient diagnosed here, a constant value of α = 0.2350

is used, a choice which is discussed in Section 3.3. This scaling is shown in panel (a), and demonstrates351

excellent skill at matching the diagnosed diffusivity at all pre-saturation times. The other panels in Figure 2352

compare the other scalings listed in Section 2.1. The other two scalings which use at least part of the eddy353

energy (Bachman and Fox-Kemper (2013) and Eden and Greatbatch (2008), which are shown in panels (d)354

and (e) and are dependent only on K) are skillful in the large-diffusivity regime during nonlinear spinup, but355

less so at earlier times. The Visbeck et al. (1997) and Fox-Kemper et al. (2008) scalings, which are shown356

in panels (c) and (f) and do not depend on any type of eddy energy, fail to demonstrate skill at any time and357

do not trend with the diagnosed diffusivity at all.358

3.3. Dependence of κG on eddy energy and α359

These comparisons indicate that the eddy energy is a fundamental parameter in determining the skill of360

the eddy closure, but thus far it is not clear to what degree this skill is dependent on the type of eddy energy.361

This is a key difference between the Marshall et al. (2012) scaling and the Bachman and Fox-Kemper (2013)362

and Eden and Greatbatch (2008) scalings, where the former relies on the total eddy energy and the latter two363

on the eddy kinetic energy. Figure 4 shows the time evolution of E and the ratio K/P for all simulations.364

Like the diffusivity shown in Figure 3, E grows in time until the eddy energy reaches saturation. This is365

consistent with (11), where if the change in α and the stratification parameters over time is relatively small,366

then E must generally trend with time in the same way as κ. Panel (b) of this figure shows that K/P tends367

to be less than one after the linear growth phase of the simulations, and in some cases reaches as low as368

0.1. Upon saturation this ratio tends to be about 0.8 across all simulations. These results suggest that P369

contributes non-negligibly to the total eddy energy.370

To investigate whether the greater skill of the Marshall et al. (2012) scaling is due to the inclusion of P371

or due to the functional form of the parameterization itself, each of these parameterizations is plotted against372

the diagnosed diffusivity, but with a different type of eddy energy substituted in place of the original. That373

is, we plot374
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Figure 2: Scatter plots of domain-averaged scalings at each output interval, plotted for all sixteen simulations. The diffusivity diagnosed
by the pseudoinversion is plotted along the x-axis, and the scalings are plotted along the y-axis in each panel. Shown here are the
scalings from (a) Marshall et al. (2012) with α = 0.2, (b) Visbeck et al. (1997), (c) Bachman and Fox-Kemper (2013), (d) Eden
and Greatbatch (2008), and (e) Fox-Kemper et al. (2008). The diagonal, dashed black line represents perfect agreement between the
diagnosed diffusivity and the scaling.
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κG = αχ
N0∣∣∣∇hb̄

∣∣∣ κE = χ1/2L κB = 0.32 Ri−0.31N
2
0 H∣∣∣∇hb̄

∣∣∣χ1/2, (24)

for each of χ = {E,K, P}. Figure 5 shows that switching between the different eddy energies results in no375

significant change in how the parameterizations vary with the diagnosed diffusivities. This implies that the376

main reason for the skill of the Marshall et al. (2012) parameterization is due to its functional form, which377

is constrained by the geometric formalism in Section 2.1.378

The principal advantage of pursuing a parameterization using the geometric formalism in Section 2.1 is379

that all dimensional terms in the expression for κG are explicitly specified, and the only remaining unknown380

is the nondimensional coefficient α. While the bound |α| ≤ 1 provides a useful constraint on the magnitude,381

no parameterization currently exists to capture how α varies with time and the properties of the mean flow,382

and a skillful closure should attempt to replicate this sensitivity as best as possible.383

A major challenge in parameterizing α is that it is not clear in which “state” (growing, decaying, in384

force-dissipative equilibrium, etc.) subgridscale eddies should be considered in GCMs. Previous studies385

have shown that emergent scaling laws may differ for the same basic model configuration depending on386

whether the eddy statistics are gathered during nonlinear spinup (e.g. Bachman and Fox-Kemper, 2013),387

after saturation (e.g. Fox-Kemper et al., 2008), or in statistical equilibrium (e.g. Lee et al., 1997; Eden,388

2010, 2011; Bachman and Taylor, 2016). Figure 6 shows α diagnosed directly from the simulations, which389

varies significantly in time both before and after eddy energy saturation. In these simulations the range of390

α tends to consistently be between 0 and 0.8, peaking just before saturation. If α is chosen to be constant391

14



102 103

10-8

10-6

10-4

10-2

100

102 103
10-2

10-1

100

101

102

Days


a) b)
E

� m
2

s�
2
�

K
/P

N0
2 =1×10−5  s−2

N0
2 = 2×10−5  s−2

N0
2 = 4×10−5  s−2

N0
2 = 8×10−5  s−2

Figure 4: (a) Domain-averaged eddy energy, E, plotted as a function of time for all simulations. The trend mirrors that of the diagnosed
diffusivity, growing in time until it reaches saturation (black dots). (b) Ratio of K and P. Because this ratio tends to be less than one,
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for a parameterization, three obvious choices emerge: (i) the peak value of 0.8, (ii) the value at saturation392

of 0.7, or (iii) a long-term, equilibrated value of 0.2. Based on Figure 6, option (i) represents a transient393

state that occurs only for a brief time window, and it is not clear whether there is a physical basis for why394

α ≈ 0.7 at saturation in all simulations in option (ii). Therefore, we provisionally recommend the value of395

α = 0.2 in option (iii), which is consistent with the magnitude of related geometric parameters diagnosed396

in the simulations of Marshall et al. (2012). The result of using this choice for α is shown in Figure 2 to be397

skillful even in the pre-saturation phase.398

The idealized, unforced simulations described in this paper are meant to provide a simple test bed with399

which to evaluate eddy parameterizations. While these simulations are useful for investigating how the400

magnitude of eddy transport depends on dimensional parameters such as the eddy energy and buoyancy401

gradients, it is not clear whether diagnosed values of unknown parameters such as α are meaningful in the402

context of climate models. It is possible that the equilibrated value of α depends on other factors (such as403

external forcing, boundary dissipation, bathymetry, etc.) which vary in space and time. A comprehensive404

study of how to parameterize α is beyond the scope of this paper.405

4. Conclusions406

In this paper a suite of idealized numerical simulations has been used to compare the skill of several407

previous proposals for the eddy transport coefficient for the Gent and McWilliams (1990) parameterization.408

The skill of each proposal was measured by comparing its predicted coefficient against a transport coefficient409

diagnosed through a multiple-tracers inversion method (e.g. Bachman and Fox-Kemper, 2013; Bachman410

et al., 2015) at each model output time. Each simulation in the suite used a unique initial value for the lateral411

and vertical buoyancy gradient, with the initial flow configuration set to mimic that of the Eady (1949)412

problem. Sixteen simulations were carried out in total.413
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Among the scalings shown in this comparison, we have highlighted the scaling of Marshall et al. (2012)414

due to its high skill at predicting the eddy transport coefficient across all model output times and simulations415

in the suite. This scaling arises through an eddy parameterization framework inspired by residual-mean416

theory, wherein all of the subgridscale eddy forces are isolated to the horizontal momentum equations. One417

of the key advantages that arise through this framework is the emergence of a bound on the norm of the418

Eliassen–Palm tensor, E, which constrains the magnitude of each tensor element. When this concept is419

applied as part of downgradient diffusive closure, the form of the resultant transport coefficient, κG, is also420

constrained, and the magnitude of the associated parameter α is bounded such that |α| ≤ 1.421

The dependence of κG on the eddy energy is similar to that of previous closures (e.g. Eden and Great-422

batch, 2008; Bachman and Fox-Kemper, 2013), though both the type of eddy energy (total for the Marshall423

et al. (2012) closure, and kinetic for the others), its exponent, and the other parameters multiplying the eddy424

energy differ. To investigate the importance of the energy type in these closures, each parameterization was425

evaluated using all three types of eddy energy (total, kinetic, and potential). The skill of these closures at426

matching the diagnosed transport coefficients showed little sensitivity to the energy type. Because one of427

the primary challenges in using these parameterizations is determining the eddy energies, this may have428

strong implications on the optimal way to implement these parameterizations in a GCM. For example, in429

QG flows the relative magnitudes of the eddy kinetic and potential energies can be expressed in terms of the430

nondimensional Burger number, Bu = N0H/ f L, as431

K = Bu2P. (25)

For models whose subgridscale dynamics are QG so that Bu = O(1), K and P are of the same order, so that432
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if one assumes that their relationship stays relatively fixed as other flow parameters change (e.g. rotation,433

shear, stratification, etc.), it may be justified to forego two separate energy equations in favor of only one.434

Furthermore, because prognostic equations for the eddy energies are uncommon in GCMs, this implies that it435

may be justifiable to calculate whichever type of energy is easiest and simply use that in the parameterization.436

It is cautioned, however, that the lack of sensitivity to swapping energy types may be due in part to437

the simplicity of the models used here. It is possible that more complex domain geometries, boundary438

conditions, or heterogeneous flows, may change the relationship between K and P, in which case it is439

unclear if ignoring or switching one of these energy types risks losing accuracy. Exploration of these details440

is beyond the scope of this paper.441

The primary difficulty of using κG in a downgradient eddy closure is the presence of the total eddy442

energy, E, which requires either its own parameterization or prognostic equation. Eden and Greatbatch443

(2008) overcame a similar challenge with their eddy closure by presenting a prognostic equation for K. As a444

first step toward incorporating the Marshall et al. (2012) scaling into the GM parameterization, a prognostic445

equation for E is introduced in the recent work of Mak et al. (2016), so that the completed closure consists446

of the equation for E and GM parameterization using κG, requiring only specification of constant values for447

both α and the linear eddy energy dissipation rate.448

Further work is needed to determine appropriate dissipation operators to use in prognosing the eddy449

energy, and in particular to develop a skillful parameterization for α. In these simulations it was clear that α450

varies significantly in time, though the Marshall et al. (2012) scaling demonstrated skill even using a constant451

value for α. There also appeared to be a tendency for α to asymptote to a near-constant value of 0.2 after the452

eddy energy saturates, though this may be an artifact of the specific flow geometry considered here. Further453

investigation is needed using more complex flow scenarios before a more sophisticated parameterization for454

α can be proposed.455
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Appendix A. Gent and McWilliams in the QG approximation636

The diagnostics discussed in this article are performed via zonal averaging at constant height, and in par-637

ticular the GM coefficient is derived via an eddy buoyancy flux defined in terms of averages and perturbations638

at constant height. However the GM scheme is more precisely a closure for the difference between the ve-639

locity averaged at constant height, and the velocity thickness-weighted averaged at constant buoyancy (see640

in particular McDougall and McIntosh, 2001, section 10.a.). Here the differences between constant height641

and constant buoyancy averaging are outlined, and the eddy transport velocity in the QG limit, derived in642

Treguier et al. (1997), is discussed.643

Consider the buoyancy equation in the form644

∂b
∂t

+ ∇3 · (ub) = 0 (A.1)

where the velocity u is assumed non-divergent. Introduce an average at constant height operator (. . .)
z

with645

associated eddy operator (. . .)′z. The constant height averaged buoyancy equation is then646

∂b
z

∂t
+ ∇3 ·

(
uz b

z)
= −∇3 ·

(
u′zb′z

z)
. (A.2)
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where uz is non-divergent.647

Now introduce an average at constant buoyancy operator (. . .)|b# . This operator is described in Mc-648

Dougall and McIntosh (2001), where it is defined in terms of the density. A thickness-weighted average of649

a scalar field φ is defined (e.g. Andrews, 1983; Young, 2012)650

φ̂ = φ

(
∂b
∂z

)−1
∣∣∣∣∣∣∣
b#

∂b#

∂z
(A.3)

where b# = b|b# is the buoyancy averaged at constant buoyancy (and is the quantity b# in Young, 2012). The651

thickness-weighted averaged buoyancy equation is then (McDougall and McIntosh, 2001, equation (26))652

∂b#

∂t
+ ∇3 ·

(
û b#

)
= 0, (A.4)

where û = (0, v̂, ω) and where ω is defined so that û is non-divergent. The eddy transport velocity is defined653

(McDougall and McIntosh, 2001)654

u∗ = û − uz. (A.5)

Subtracting equation (A.2) from equation (A.4) leads to655

∇3 ·
(
u′zb′z

z)
= ∇3 ·

(
u∗ b#

)
+ ∂tb∗ + ∇3 ·

(
uz b∗

)
, (A.6)

where656

b∗ = b# − b
z
. (A.7)

The GM parameterization defines the eddy induced advection u∗ of thickness-weight averaged tracers657

(McDougall and McIntosh, 2001). Up to differences arising from a non-linear equation of state, this yields a658

closure for the first right-hand-side term in equation (A.6). This differs from the eddy buoyancy flux diver-659

gence defined via constant height averaging by terms involving the difference between the mean buoyancies,660

b∗.661

Under quasigeostrophic scaling, assuming that relevant eddy and mean quantities are of the same order662

in Rossby number, to leading order in Rossby number equation (A.6) leads to an ageostrophic transport663

velocity as per Treguier et al. (1997), with664

∇h ·
(
u′zg b′z

z)
= w∗agN

2
0 , (A.8)

where ug is the geostrophic velocity and N2
0 = db0/dz ≈ ∂b

z
/∂z. This is the definition applied in the665

derivation of the residual-mean QG equations (see e.g. the appendix of Marshall et al., 2012).666
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