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The present thesis aims to increase our understanding of the causes of separatism. The
inspiration for this topic comes from the fact that separatist conflicts can become extremely
destructive, and thus a better understanding of why they emerge may help us prevent much
human suffering by pointing to ways in which separatism can be avoided.

More specifically, the thesis aims to explain the link between separatism and regional
development disparities. The argument presented is that inter-regional economic conflicts
(such as about inter-regional fiscal redistribution) easily emerge between regions at different
levels of development, and that under certain conditions, particularly prolonged recessions and
austerity, such conflicts can become an important driver of separatist aspirations. This can
happen in both poorer and richer regions. The thesis further argues that this entire process can
only be fully understood if we analyse society through a class prism.

Given that regional development disparities often lie at the root of inter-regional economic
conflicts, one of the ways of avoiding such conflicts — and thus also separatism — would be to
equalize regional development levels. In order to do so, however, we first need to understand
why regional disparities emerge and persist. Focusing on capitalist countries, the thesis argues
that the disparities emerge as a natural consequence of the operation of oligopolistic markets,
which are the dominant market form in capitalism. Regional development policies are explored
at length, and it is argued that they are generally insufficient to overcome the tendency of
markets to produce regional disparities.

All the topics in the thesis are explored at the general level and for a larger number of
countries, but the main in-depth case study is of regional disparities in the United Kingdom
and how they relate to Scottish separatism.
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1. Introduction

The main aim of the present thesis is to better understand why separatism emerges, in the
hope that such an understanding can lead to actions that can preempt state dissolution. The
reason for my interest in this topic is that 1 was born in a country that dissolved, Yugoslavia,
and grew up in one of its successor states, Serbia. | have to an extent witnessed the devastation
that state dissolution can bring. Around 140,000 people died in the Yugoslav wars (including
the NATO bombing of Serbia), probably many more got injured, and some 4,000,000 got
displaced at some point. As for the purely economic destruction, estimates vary, but they go to
hundreds of billions of dollars. Even when state dissolution is not violent, it can still bring
about all kinds of difficult institutional and economic readjustments in the affected countries,
as has happened, for example, in parts of the former Soviet Union. Indeed, it seems that
relatively easy secessions, such as when Norway separated from Sweden or Belgium from the
Netherlands, are the exception, not the norm.

When we think of separatist conflicts, the typical explanations of their causes that come to
mind are nationalism, religion, ethnicity or language. Political conflicts are also a common
explanation. However, the focus of this thesis is different — it asks whether economic conflicts
can be a major underlying factor for the desire of some regions to separate from their countries.
It argues that that indeed can be, and often is, the case — inter-regional or center-region
economic conflicts, rooted in regional development disparities, do regularly emerge and can
become the basis for separatist aspirations. The most typical example of such conflicts is inter-
regional fiscal redistribution between richer and poorer regions, but many other types of
conflicts have emerged, such as around the regional impact of price controls, monetary policies,
tariffs, and so on.

The thesis further asks under what conditions such conflicts become particularly sharpened,
focusing on the role of recessions and austerity. It adopts a political economy framework for
this analysis, that is, it studies the power and interests of different groups, in an attempt to
determine what makes them support or oppose separatism.

However, the thesis goes further than this. If the mentioned conflicts are based on regional
development disparities, then the fundamental way to solve this problem would be to equalize
regional development levels. As long as regional disparities exist, conflicts based on them will
potentially emerge. Thus, while one part of the thesis deals with separatism, the other part deals

with the causes of regional development disparities, as well as with regional development



policies. It attempts to answer where regional disparities come from, and how likely it is that
attempts to reduce them will be successful. Here, the focus is on the interrelations between
oligopolistic market structures and regional development, an approach that has been severely
neglected for decades.

In the remainder of the introduction (chapter 1), | present a brief overview of the remaining
chapter structure and the contents of each chapter. While the line of thought that inspired the
thesis was as described above — starting from separatism and moving onto regional disparities
— for the thesis structure, it made more sense to start with regional disparities, because without
understanding them it would not be possible to understand a number of arguments about
separatism. Thus, the thesis starts by explaining what economic development is and discusses
development policies and then moves onto adapting this analysis to regional development. This
is then linked up to the emergence of inter-regional or center-region economic conflicts, and a
deeper analysis of separatist aspirations. Finally, the entire analysis is applied to the case of
regional development in the United Kingdom and the Scottish separatist movement. This case
study was chosen not only because it is a current and live topic, but also because it allows for
a straightforward testing of the developed framework, seeing as how the position of Scotland
within the UK does not involve any repression, linguistic differences, or other such factors that
are usually associated with separatism.

Chapter 2 is a background chapter, that aims to establish three points. First, by relying on
traditional development economics, it argues that economic development is centered around
the structural transformation of the economy, that is, around establishing at least a few
economic sectors which can have high productivity growth, high economies of scale, and
numerous linkages to other sectors. Second, by drawing on authors such as Edith Penrose, John
Kenneth Galbraith, and Joseph Schumpeter, the chapter argues that the process of economic
development is inextricably tied to the emergence of big firms and oligopolistic market
structures. Third, the chapter shows that a consequence of the preceding two points for less
developed economies is that they face extremely difficult challenges if they want to become
developed. Namely, in order to become developed, they have to move into advanced sectors of
the economy, but in doing so, they inevitably have to compete against already established
oligopolistic firms, who are in a far stronger competitive position. This explains why successful
late developers have had to use highly interventionist policies, in order to help their domestic
firms for significant periods of time, until they could compete on an even footing against

established market players.



Being a background chapter, there is little new research in it, although | have tried providing
recent empirical data for the presented arguments, relying, for example, on OECD publications
about productivity, or on various data sources for R&D investment. Still, in a way, the novelty
of the chapter is in bringing back certain perspectives into the debates about development. First,
the importance of structural transformation has to a large extent been neglected (Chang, 2010).
Second, arguments about the link between economic development and big firms have not just
been largely forgotten, but numerous currently widespread arguments run directly counter to
them, such as that small and medium enterprises (SMEs) are the key to economic development.
The chapter shows why such arguments do not square with reality. Furthermore, without
establishing the link between development and big firms, it is not possible to understand why
regional development disparities emerge, which is the topic of the next chapter.

Chapter 3 adapts the analysis from the preceding chapter to the study of regional
development and underdevelopment. It draws on authors such as Myrdal (1964) and Hirschman
(1970), who offered a macro-level analysis of regional development. They argued that trade,
investment, and labor flows between richer and poorer regions on balance favor the richer
regions. However, they did not link their arguments explicitly to market structure. Perroux
(1971) and, in significantly more depth, Holland (1976a, 1979) did exactly that, but their
arguments have mostly been forgotten — Perroux’s have been severed from his insights about
the importance of oligopolies, while Holland has simply and almost completely disappeared
from debates about regional development. The chapter draws on all four of the mentioned
authors to make the argument that regional development disparities primarily emerge as the
consequence of how big firms make decisions about where to locate what investment, as well
as from their power to outcompete new market entrants (potentially from the poorer regions).
Those regions that contain market-leading firms, or at least their high value-added activities,
are more developed, while those regions that do not have such firms, or that house their lower
value-added activities, are less developed. In order to develop, poorer regions would either
have to attract high value-added investment or develop their own powerful firms, but both
options are very difficult to achieve. Regional trade, capital, and labor flows are mostly a
consequence of this situation.

The chapter does not present novel arguments per se, but linking regional development to
market structure and the power of big firms has not been done since Perroux and Holland
published their analyses several decades ago. Most of the chapter is devoted to analyzing these

arguments in more detail, and showing in what ways they are still relevant today.



In addition, the chapter also looks at whether some regions are more suitable to being
developed than others (for example, due to having abundant natural resources), arguing that
evidence seems to show that that is generally not the case. Furthermore, it offers a short critical
overview of location theory, regional science, new economic geography, and Marxian
geography, focusing mainly on their methodology, and why they do not offer the same
explanatory power as the authors | have relied on.

Chapter 4 focuses on regional development policies and builds on the insights from the
previous chapters. Regional policies have followed the same trend as other economic policies
in the post-WWII period, starting with a generally highly interventionist phase and then
becoming more liberal from the 1980s onwards. The “old paradigm” regional policies generally
comprised of building infrastructure in poorer regions and giving various incentives for
investment there, aimed at attracting big firms to choose to locate their activities there.
However, more interventionist policies, such as location controls on where firms could invest,
or mandatory investment agreements between big firms and the government, were also used.
The “new paradigm” regional policies still provide for infrastructure investment, but the firm-
level focus has shifted towards support for local SMEs, skills, training, and other forms of
“soft” capital.

The chapter analyses the two periods separately, both from the perspective of whether the
policies took or take into account the power of big firms. While this has been done before by
Holland for “old paradigm” regional policies, to my knowledge, a similar analysis of “new
paradigm” regional policies has not been undertaken, which is one of the two main
contributions of this chapter. The basic argument is that both old, and much more so the new
regional policies, did not, and do not, take into account the power of big firms sufficiently or
at all, particularly their power to outcompete or take over new market entrants from poorer
regions. They also do not recognize fully that the gains from investing in poorer countries often
tend to be much larger than any incentives to invest in poor regions of rich countries.

The other main contribution of the chapter is a short case study of the economic
development of Nevada. Nevada was picked because it is the only region (states within the US
are effectively regions within a larger country) that, to my knowledge, used to be
underdeveloped, but has managed to develop based on an indigenous, new sector — gambling
— and not due to the location decisions of market-leading firms happening to coincide with
Nevada’s economic interests. It, therefore, seemed worth exploring in some more depth what
Nevada did, and whether we can draw any lessons from its experience. As it turns out, what

seems to have been different is that Nevada was extremely lucky, in that it effectively had
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internal trade protection that allowed its gambling industry to develop without hindrance. This
protection was the fact that gambling was illegal everywhere else in the US at the time. The
chapter tries drawing some lessons from this for other poorer regions.

Chapter 5 moves the thesis into the study of separatism. As mentioned, the basic argument
is that regional development disparities create inter-regional or center-region economic
conflicts and that these can sometimes become particularly sharpened and fuel separatist
aspirations in both richer and poorer regions. Some more systematic work has been done on
this topic, notably by Bookman (1993), but the chapter takes the analysis further.

First, it critically assesses some of Bookman’s arguments about the characteristics of
typical separatist regions. It also mentions a number of potential conflicts that Bookman did
not cover and offers a somewhat different categorization of these conflicts than Bookman did.
Second, it explores under what circumstances inter-regional or center-region economic
conflicts tend to escalate and become a major driving forces behind separatism, focusing
specifically on the role of prolonged recessions and austerity and on how they corrode
institutions set up to manage inter-regional or center-region economic conflicts. Third, the
chapter analyses the class basis of support for separatism. Since it is individuals, acting either
as individuals or as members of groups, that enter conflicts, understanding separatism is
actually not possible without understanding the class structure of society. In particular, the role
of recessions and austerity in fueling separatism cannot be understood without reference to the
different impacts that they have on different classes. Finally, the chapter also critically analyses
some of the typical economic expectations and claims by separatist movements, focusing on
separatism in poorer regions. Specifically, it shows that, even if many such movements have
economic grievances, their hopes that their economic situation will improve once they separate
tend to be overoptimistic, because they seem to largely be unaware that the fundamental thing
that is keeping poorer regions poor is the unintended consequences of the power of big firms,
something that will not disappear merely because a region might become an independent
country. This chapter represents a significant contribution to the literature, in that all of these
topics have barely been explored thus far.

Chapters 6 and 7 apply the framework developed in the preceding chapters, linking regional
development to separatism, to the case of regional development in the United Kingdom and
the separatist movement in Scotland. This case study was picked primarily because it is one of
the relatively few cases where the economic bases of separatism stand out very clearly, and

where they are not interlinked with any sort of repression, historical grievances, ethnic
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conflicts, and other causes more usually associated with separatism. This has made the analysis
much easier and allows for a clearer testing of the presented arguments.

Chapter 6 examines regional development in the UK. It looks at the historical roots of the
country’s regional disparities, and at the various regional development policies that have been
employed by UK governments in the post-WW]1 period to try to equalize regional development
levels in the UK. A more detailed exploration is undertaken of “new paradigm” regional
policies, relying, among other things, on a number ONS regional data sources, as well as on
the Business Population Estimates dataset from the Department of Business, Energy and
Industrial Strategy. The latter dataset, in particular, is used in a novel way. Most studies tend
to use it to see to what extent SME support policies (including regional ones) have been
successful. While | have used it for that purpose, in addition, | have used it to estimate the
regional importance of big businesses (relying on their share in regional output and
employment) and compare that with regional prosperity, arguing that, contrary to conventional
wisdom, data seems to show that those regions that rely more on big businesses than on SMEs
are significantly more prosperous. This, together with other parts of the chapter, supports the
argument that the key to understanding regional disparities and the success — or otherwise — of
regional policies still lies with understanding oligopolistic markets. In addition, the chapter
also looks more closely at cluster policies, at the recent suggestions to set up regional banks,
and at EU regional policies (and EU constraints on regional policies and state aid) in the UK.
All these have not been analyzed thus far from the perspective of the dominant position of big
firms in modern capitalism, so this chapter contributes to current debates on regional
development policies in that respect.

Finally, chapter 7 analyzes the recent Scottish separatist movement, culminating in the
Scottish independence referendum in 2014. | argue that economic conflicts with Westminster
have played the decisive role in the rise of support for Scottish secession and that they are
fundamentally related to Scotland’s relative underdevelopment compared to the richest parts
of the UK, as well as on resistance to austerity measures pursued by UK governments. This has
been widely recognized in the current debates, but the chapter goes further than this in two
respects. First, it argues that class is an unavoidable factor in understanding how relative
Scottish underdevelopment and the impacts of austerity have fueled the separatist drive. It is
revealed that, even though the separatist movement is lead by middle-class people, support for
secession comes mainly from the lower classes and the petty bourgeoisie, while most of the
middle classes and capitalist elites are firmly opposed to it. Second, it shows that most

commentators, be they for or against Scottish independence, showed almost no understanding
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that the fundamental reason behind Scottish underdevelopment is the operation of oligopolistic
markets. The development policy suggestions for an independent Scotland reflected this lack

of understanding.
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2. Big firms, oligopolistic markets and economic development

The present chapter is built on the understanding that there is a stark discrepancy between
modern capitalist reality and how this reality is ordinarily imagined. On the one hand, markets
are dominated by a few big firms with very significant market shares — in many sectors the top
few firms account for a quarter or more of total employment and turnover! — and extensive
power to determine prices, influence customer preferences, influence legislation, etc. On the
other hand, capitalism is imagined by many economists and policy-makers as an economic
system based on small firms, engaged in price competition, and with no market power. The
fact that such a discrepancy can even exist is baffling, given that the reality is otherwise widely
recognized, for example in legislation,? language® or even popular culture.*

These two visions inform very different understandings of how firms and markets relate to
economic development. The imagined version of capitalism sees development as stemming
from market efficiency produced by price competition between small firms. For that reason,
when economists and policy-makers do recognize the actual reality of capitalist markets, the
reaction is normally to say that markets should be changed to be more like the imagined version
of capitalism, as it is thought that this would be more efficient. In reality, however,
development is highly dependent on non-price competition between big firms, and the type of
competition from the imagined version of capitalism would even be harmful. These topics are
explored in sections 2.2, 2.3 and 2.4, on small firms and perfectly competitive markets, big

firms and oligopolistic markets, and the relation of the latter to economic development. The

! For the US, the US Census Bureau’s Concentration Ratios: Business & Industry dataset provides useful
information. For the EU countries, look at Eurostat’s Structural Business Statistics dataset. They all show
phenomenal concentration of production and employment in a few firms out of hunderds of thousands.

(2007), for EU countries at Eurostat (2017), and the data in chapter 6 in this thesis for the UK.

2 For example, laws governing mergers & acquisitions, competition law, and numerous others, would hardly be
seen as necessary, if all they were being applied to were small firms.

3 For example, “Coca-Cola” is supposed to be the second most recognized word in the world, after the word “OK”
(Pendergrast, 2013:8). It does not matter how reliable this claim is. The mere fact that it seems completely
plausible is telling enough. It is quite probable that the global brands of international corporations are among the
most recognized words and images in the world, together with the symbols and the names of the founders of the
world’s major religions.

4 For example, the trope of the giant evil corporation has become a staple in many parts of popular culture across

the world. If giant corporations were not actually omnipresent, it could hardly have arisen.
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implications of the two visions of capitalism for development policy are explored in section
2.5. And, prior to all this, section 2.1 sets out the definition of development adopted in this
dissertation. Given how fluid the term has become,® it is important to have a clear idea of what
IS meant by it.

2.1 Productivity increases, economic sectors, and development

| define development as the simultaneous attainment of high material living standards (both
personal and collective consumption of goods and services) and increases in available free
time. Fundamentally, this is enabled by productivity increases,® because they are the only way
to provide a large number of goods and services to a population. But, they are equally important
for a number of other reasons.’

Productivity increases are the basis for simultaneously increasing production in several
economic sectors. As productivity in one sector increases, instead of increasing production, the
same production as before can be kept, but with fewer inputs. These can then be employed in
other sectors in order to increase their production. If these other sectors are new, then we have
economic diversification, which is itself important for a number of reasons. A diversity of
goods and services are obviously necessary for consumption, but also for investment, as
numerous economic sectors are interdependent and cannot exist without each other.
Technological progress depends in part on synergies and spill-overs between different sectors,
which can obviously only happen if an economy is diversified. Diversification also provides
employment for those who lose jobs due to productivity increases in some sectors, or simply
for an increasing population. Finally, a diversified economy is more resilient, as even if

something goes wrong in some sectors, there are others to rely on.

> See Chang (2010) for a comparison of the traditional meaning of this term, used in this thesis, and several more
modern ones.

& At this level of abstraction, it is sufficient to define productivity simply as some measure of output over some
measure of input.

" This following discussion is clearly based on capitalist economies, but with some modifications, it could be

made relevant for any other institutional setting as well.
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As an alternative to all of the above, we can take out productivity increases in the form of
more free time — instead of increasing production anywhere, we can work less and have the
same consumption as before.®

Productivity increases, being the basis of all of the above, are obviously important. But,
where do they come from? Essentially, they are the consequence of technological and
organizational improvements in production.® The key thing here is that different sectors of the
economy have very unequal potential for such improvements at any given time. This is why
development is sector-specific — it matters what is being produced in an economy. It is for
this reason that traditional development economists*! primarily focused on industrialization.
Namely, manufacturing had the greatest scope for productivity increases and the strongest
linkages to other sectors. Today, the existing evidence suggests that knowledge-intensive
services can be very propulsive t00.*2

It is also important to mention economies of scale. Improvements in technology and
organization require investment. As these investments represent fixed costs, producers who
have high fixed costs are forced to increase production volumes, so that they can realize
economies of scale and make their products affordable. As it happens, sectors that have the
highest scope for productivity increases are also generally the ones that require the highest
investment and therefore can have the highest economies of scale. This has obvious positive
effects on the wider society.

Productivity increases also usually entail improvements in the quality of existing products
or the development of new products. Again, the most innovative sectors tend to be the ones
with the highest economies of scale.

8 See the OECD Average annual hours actually worked per worker dataset. The average annual hours actually
worked per worker are significantly lower in the richer OECD countries than in the poorer ones. Of course,
productivity increases do not by themselves guarantee that there will be more free time — this is a matter of power
relations and the institutional setting of an economy — but they at least create the possibility for it.

% On the importance of technological development for economic development and growth, see Mowery and
Rosenberg (1991). See also Reinert (2008).

10 On this point, see Reinert (2007).

11 See Rosenstein-Rodan (1943), Prebisch (1950), Singer (1950), Lewis (1950, 1954, 2013), the collected texts of
Ragnar Nurkse in Kattel, Kregel and Reinert (2011), Scitovsky (1954), Rostow (1956), Hirschman (1970), Myrdal
(1964). For more modern authors, see Chang (2007, 2008), Reinert (2008), Amsden (1989).

12 See OECD (2016), particularly chapter 3. As the publication notes: “Over the past 15 years, labour productivity

growth was almost entirely driven by manufacturing and business sector services.” (OECD, 2016:62).

15



Finally, all these effects of productivity increases have feedback effects. Higher productivity
results in more production and lower costs through economies of scale, thus providing more
resources for further investment. Diversification also has beneficial effects on technological
improvements (leading to productivity increases) through spill-overs between sectors.

The conclusion of all the above is that economic development is fundamentally based on
technological and organizational improvements and is highly contingent on having at least a
number of advanced economic sectors, in which productivity increases, diversification, spill-
overs, employment and economies of scale interact and strengthen each other. Thus, if we wish

to have a developed economy;, it is essential to move into such sectors.

2.2 Standard theory of the firm and perfectly competitive markets

2.2.1 Standard theory of the firm

What I refer to as the “standard” theory of the firm is the set of explanations of how firms
function that people generally encounter first when they start studying economics. The theory
was first formulated in its modern form by Marshall (1997) and was later taken up (in much
more mathematical form) in all economics textbooks.™® While it is far from the only theory of
the firm that is taught in economics, it nevertheless exerts considerable influence over how
people who have learned it understand firms. It is also taken as the benchmark of how firms
should ideally function.

The standard theory assumes a firm that produces only one good, can sell as many goods as
it can produce, is a price-taker, and maximizes profits.}* The behavior of the firm is then
explained by looking at the relationship between fixed, variable and total costs of production,

the quantity produced, the price and profits.’®

13 See Samuelson and Mandel (2010), Mankiw (2004), Varian (2003).

14 Different authors sometimes list further assumptions, but the ones | listed are always present, and will suffice
for my argument.

15 What follows is not a precise interpretation of the mathematical model with which this theory is presented.
However, it is the way that the model is usually explained, and is thus what stays with people after they have

studied the theory.
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The firm, desiring higher profits, is increasing its production and is selling its products at a
fixed price. The crucial assumption is that of the U-shaped cost curve.*® Variable costs per unit
go up as production increases. Fixed costs per unit obviously drop, but since after a point, the
variable costs per unit start increasing faster than fixed costs per unit drop, total costs per unit
increase. The well-known consequence of these assumptions is that there is a limit to how big
a firm will grow, as measured by the quantity of goods that it produces — a profit-maximizing
price-taker firm will grow only until its total costs per unit become equal to the price.!’
Consequentially, bigger firms are deemed to be less efficient.®

The conclusion that there is a limit to how big a firm will grow, reached by the most usual
and widely taught theory of the firm, is rather peculiar given that in reality markets are
dominated by gigantic firms. Because it is the assumption of rising variable costs per unit that
lies at the core of this conclusion, the most pertinent question is why these costs would behave
in this way? Provided that the prices of inputs do not change, the only thing that could lead to
this is if more inputs were needed to produce product number 2 than product number 1. Why
would this be the case?

The most well-known explanation is managerial diseconomies of scale (sometimes also
called diminishing returns to management), namely, the assumption that the more the firm
grows, the more complicated it becomes to run it, leading to more mistakes, wasted inputs, etc.,
all of which contributes towards increasing costs.'® There are other suggestions as well (for
example, increased wear on machines as full capacity utilization is reached), but while they all
do seem plausible, the real question is, are they true? Even more, do variable costs per unit
increase at all in reality?

Evidence indicates that this is not the case. An early attempt to determine how variable costs
behave is Eiteman and Guthrie (1952). The authors sent out a questionnaire to 1000 US

manufacturing companies in 47 US states, all with between 500 and 5000 employees. The

16 For a history of the concept of the U-shaped cost curve, see Keppler and Lallement (2006).

7 These explanations pertain to firms that have fixed capital (“short-term™), but are normally followed up by a set
of explanations that argue that the situation is essentially the same even if firms can expand their capital (“long-
term”).

18 Exceptions to this, such as natural monopoly, are deemed interesting but not the norm.

19 This is the explanation given in any modern economics textbook. Interestingly, it is also the explanation used
by Coase (1937), in the transaction costs theory of the firm, to explain why the reduction of transaction costs will
not lead to the entire economy being concentrated within one firm. Namely, the costs of using management rise

as the size of the firm increases, until they are equal to the costs of using the market system.
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questionnaires contained 8 graphs. On each, the axes represented average costs and output (up
to maximum capacity utilization), and each graph had a different line to represent different cost
behaviors as output changed. The respondents were asked to pick the graph that best described
how variable costs in their firm change when output changes.?

Of the 366 firms that responded, 334 indicated that one curve applied to all their products,
while the remaining 32 respondents said that different curves applied to different products. The
first group accounts for more than 90% of all responses, so | will report those findings.?* Two
graphs were chosen by an overwhelming majority of respondents. 203 firms chose the graph
representing falling average costs, while another 113 firms chose the one that shows average
costs falling all the way near to full capacity, and then rising slightly only as full capacity
utilization is reached. Both these graphs do not conform to the assumption of rising average
costs.?? This is a very important finding, because it undermines the assumption of rising
average costs, and thus of this limiting factor to firm growth.

A much more recent and more encompassing research is Blinder (1998), who conducted
interviews with a sample of companies representative of the US private, for-profit, unregulated,
non-farm economy, which accounts for around 71% of US GDP. This was the part of the
economy where firms are not price-takers, but price-makers to varying extents. Blinder was
interested in how firms set their prices, in order to test various theories about price stickiness.
For one of those, though, he had to ask questions about the behavior of costs.

The interviewees were offered a choice of five graphs showing various behaviors of variable
costs, and asked how they would “characterize the behavior of your own variable costs of
producing additional units as production rises”? (Blinder, 1998:216) Only 11% chose rising
variable costs. Almost 50% chose constant variable costs, and the remaining 40% chose falling
variable costs. In the words of Blinder (1998:218): “The answers are fascinating, especially
when juxtaposed against the standard neoclassical assumption that [rising marginal costs are]

the rule.”

20 Ejteman and Guthrie explicitly asked the respondents to not do an accounting analysis before answering, as
they were interested in seeing what businessmen think, the idea being that, businessmen will act on what they
think is true, irrespective of whether it is or is not actually true. Nevertheless, it seems highly unlikely that the
people making decisions on the scale of production in big firms would have no actual knowledge of how their
costs behaved.

21 The conclusions from the other group are exactly the same.

22 Firms do not normally operate at completely full capacity, and if they consistently do, they would normally try

to expand, so the second graph actually shows falling average costs for most relevant situations.
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Thus, there seems to be very strong evidence against the assumption that variable costs per
unit increase as output increases. Quite the contrary, they even seem to be falling for a sizeable
proportion of firms. So, even if managerial diseconomies of scale or something else increases
variable costs per unit, these increases apparently must be at least offset by something else that
reduces costs. As we will see, management and other problems do indeed arise as firms grow,
but they are solvable, and thus do not hamper the growth of firms. For now, though, let us look
at how markets populated by small, price-taker, profit-maximizing firms are imagined to

function.

2.2.2 The theory of perfectly competitive markets

Much like the standard theory of the firm, the theory of perfectly competitive markets is
what people first encounter when they start studying how markets function. While many more
people are aware that its assumptions and explanations do not match reality, it is still used as a
sort of benchmark for comparing how other market types function (usually with the assumption
that they would function better if they were more like perfectly competitive markets), but, more
importantly, it is thought to point out supposedly essential mechanisms through which markets
function.

In its modern form, the theory was first formulated by Marshall (1997),2® with later authors
taking it up in standard economics textbooks, just with less nuance and qualifications, and more
mathematics. Marshall described two situations, one in which only the existing stock of goods
can be sold, and another in which price changes affect output. In both cases, he wanted to point
out price changes as the essential mechanisms through which markets adapt.

In the first case, price increases reduce the number of willing buyers, which pushes demand
down and makes some sellers unable to sell their products. Some of them, therefore, reduce
prices. This, however, threatens to attract away customers from other sellers, so they too are
forced to reduce prices. The general drop in prices makes more buyers willing to buy again.
However, while prices are still low, some sellers may prefer to hold out and wait for higher
prices. This means that some buyers may not be able to get the goods they want, so they offer

a higher price. However, this forces other buyers to do the same, pushing the price up again.

2 See specifically chapter 11 and 111 of book V. Much earlier, the theory was expressed in nuclear form at the
beginning of chapter X of Smith’s Wealth of Nations (Smith, 2008).
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More sellers will then sell. In this way, the price oscillates around an equilibrium level which
will allow the market to clear.

In cases when output is affected by prices, Marshall argued that, if the price of a good goes
up, it will be profitable for producers to employ more factors of production and produce more
goods, and the opposite will be the case if the price goes down, that is, fewer factors of
production will be employed and production will go down.

Marshall did not think his theory was a descriptively accurate representation of markets. It
relied on a number of assumptions, such as free competition, goods being of equal quality, or
sufficient knowledge about the prices that others are offering and accepting. But, Marshall
thought that, by introducing these assumptions, he was able to “neglect those features which
are special to particular parts of economic science”, so that he could devote “attention to those
broad relations which are common to nearly the whole of it.” (1997:157) In other words, he
thought that changes in relative prices were the essential mechanism through which markets
operated. They are the signals that tell actors how much and what to produce, sell and buy, as
well as which factors of production to employ and in what proportions. Normally, it is also
assumed that the more freely prices are formed, the more efficient will the price mechanism be
in telling actors what to do.?* However, even if there are price distortions, say, due to the
presence of powerful market actors, the price mechanism is merely assumed to produce less
efficient outcomes, but it is still considered to be the most important causal mechanism through
which markets operate.

But, is any of this true? Marshall only provided casual empirical evidence for his theories.
As we will see, a more thorough exploration of how markets function provides a very different
understanding. There is, however, a link between perfectly competitive markets and the
standard theory of the firm. Namely, only price-taker firms with rising variable costs per unit
need to decide on output levels based on the market price. Simultaneously, markets in which
prices are formed according to supply and demand are what ensures profit-maximizing (i.e.,
efficient) levels of production in such firms. So, in order to understand how markets actually

operate, we need to first get a more realistic understanding of how firms operate.

24 This is an unavoidable element of the theory, at least as it is usually presented today. Marshall was actually
more careful in expressing such claims, and was more interested in getting to an explanation of the price

mechanism, than for arguing for the efficiency of free markets.
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2.3 Big firms and oligopolistic markets

Contrary to theories that postulate that small firms are more efficient than big firms, there
is a long line of thought in economics, generally ignored by the mainstream, that sees big firms
(in absolute terms, and in relation to the total market) as the normal outcome of the operation
of markets. Marx (1990) was perhaps the earliest author who clearly saw the tendency towards
market concentration, and his insights were taken up by later Marxists (Lenin, 2010; Baran and
Sweezy, 1977; Foster, McChesney and Jonna, 2011). A number of non-Marxist authors also
saw big firms as the basic economic agent in capitalism (Schumpeter, 2008; Galbraith, 2007;
Sylos Labini, 1969). Some Post-Keynesians, like Eichner (2008), built their macroeconomic
analyses taking big firms, who behave very differently to small firms, as the main economic
agent. Finally, major texts in business studies (Berle and Means, 2000; Penrose, 2009; Chandler
1994; Nolan, Zhang and Liu, 2007a) are devoted to studying big firms and their effects on the
economy. We shall first look at why and how firms grow, and then explore how markets

dominated by big firms function.

2.3.1 The emergence of big firms

Penrose (2009)% has analyzed at length how and why big firms grow. The first question that
she asks is whether firms have a motivation to grow? For various reasons — loss of control, too
much work, being averse to risk, etc. — owners of small firms may not wish their firms to grow.
However, as long as some small firms wish to grow, we need to ask how they grow and if there
is a limit to how big they can become.

Penrose sees firms as a collection of resources, which she defines broadly to include both
material and immaterial things under a firm’s control (machinery, the skills and knowledge of
employees, patents, etc.). Not all resources are fully utilized at any time, and a firm with a
strong entrepreneurial drive will always try to find ways to use unused resources. However,
every change made in order to do so will create further unused resources. For example, wood
chippings in a furniture factory are a waste product, but an entrepreneur may “convert” them

into a resource if she starts selling them to a plywood factory. However, the earned cash

%5 Penrose based her analysis on industrial firms, but while many of the details of her arguments are applicable

only to them, the general thrust of her book is of much broader interest.
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becomes a new unused resource. The newly established contacts with the buying firm are also
a new resource that may be useful for future expansion. Effectively, every change and
expansion creates new possibilities, and if it creates problems, then solving these problems can
also end up yielding new opportunities, knowledge, capabilities, and resources. If at any point
the firm ends up in the unlikely situation with all resources being fully utilized, it can still make
a conscious effort to move out of it and expand further. In other words, as long as a firm wishes
to grow, it should be able to do so. Additionally, the bigger it grows, the more its drive to grow
becomes institutionalized in the firm’s organizational structures, and it becomes less a question
of individual desire.

Is there a limit to how big a firm can grow, though? Penrose explored several possible
limitations and concluded that none of them are hard limits.

Penrose argued extensively why managerial diseconomies of scale do not have to be a factor
limiting growth. Managerial problems do indeed arise as a firm grows, but it is possible to
solve them. This is done through various techniques for decentralizing management, and
through introducing new procedures and technology. This overcomes the limited capacities of

individuals to control what is going on in a firm. Penrose (2009:16) argues that:

The conclusion that the limited capacity of the individual will limit the size of firms has
not ... been supported by events ... The techniques for decentralizing administrative
organization have been developed to a fine point... With increasing Size both the
managerial function and the basic administrative structure have undergone fundamental
changes ... The differences in the administrative structure of the very small and the very
large firms are so great that in many ways it is hard to see that the two species are of the

same genus...

In a similar vein, Galbriath (2007) pointed out that it is simply not possible for individuals
to run modern production since its complexity far surpasses the knowledge that an individual
can have. Developing modern decentralized management techniques is thus not just a
possibility — without them, a modern economy could not even exist. Penrose argued that
management capacities only limit the maximum rate of growth, as it takes time to build them
up and adapt them. However, even this problem is mitigated through the possibility to expand
through mergers & acquisitions, in which case a firm is buying already existing management

structures.
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The second possible limitation is the demand for a firm’s products and the supply of its
factors of production. If these are limited, then a firm cannot grow. However, economies
generally grow all the time, but even if that is not the case, or if the specific market that an
individual firm is in is stagnant or declining, a firm can still grow at the expense of other firms,
or it can diversify into other markets.

Risk and uncertainty are the final possible limitation. Expansion itself involves risk and
uncertainty, and a larger firm with more operations will be facing more risks on more fronts.
However, as a firm grows, it also becomes more able to both reduce risks and uncertainty and
to deal better with the inevitable instances when things do go badly, as we will see in the next
section.

The conclusion of the above analysis is not that all firms will both want to grow and manage
to do so, but rather that some firms will. As long as that is the case, we will have an economy

with at least some large firms. We now move onto what effect that has on markets.

2.3.2 Competition and planning in modern capitalism

Since some firms will grow and others will not, when talking about competition, we need
to differentiate between how small firms compete against each other, how small and big firms
compete, and how big firms compete among themselves.

With regards to competition between small firms, Galbraith (2007:34, 58) notes that it
resembles price-based competition in perfectly competitive markets. In other cases, it may
resemble monopolistic competition as presented by Robinson (1969) and Chamberlin (1962).
The Austrians (see, for example, Hayek, 1945) focused on the role of entrepreneurship in
adapting to market signals. The reality depends on the specific market we are looking at, but
the essential characteristics are that there are few barriers to entry and exit, no firm has decisive
power in influencing prices or other relevant trading conditions, firms take consumer
preferences as given, and generally cannot influence the institutional framework. In such
conditions, the market is split among many roughly equal small firms.

Regarding competition between big and small firms, the question comes down to whether
size provides competitive advantages, which it indeed does. In markets for complex products
and services — the majority of markets in modern capitalism —small firms may simply be unable
to enter them at all, because of cost and other barriers to entry. In cases where small firms are

present in the market, they are simply not big enough to have the necessary resources to make
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the large investments, such as in R&D? or in commercializing their products,?’ that are needed
to effectively compete in them. Big firms have higher productivity, better technology, a finer
division of labor, larger economies of scale (and thus lower costs per unit), better brand
recognition, higher cash reserves, easier access to financial markets, and numerous other
competitive advantages. If it does look like a small firm may become a threat through future
growth, a big firm is normally able to either buy it or otherwise draw it under its influence, or
simply use its superior market position to outcompete it, for example through undercutting its
prices (which the big firm can do, because it has lower costs and a stronger financial position),
or even by engaging in illegal activities, such as forcing its own suppliers to not deal with the
firm in question or by using price dumping. Of course, we do know that even in advanced
sectors small firms can and so survive, but Penrose (2009) argued that they do so in
“interstices”. These can be markets which big firms have not yet come to dominate, niche
markets that are too small to be of interest to big firms, or it may simply be the case that big
firms are letting small firms survive for public relations reasons. However, we should not
mistake the existence of these interstices for a genuine competitive advantage of small firms —
in principle and in most cases, big firms could come to dominate these interstices as well, if
they so wished.

It is for these reasons that most markets are split among a few big firms, as it is only big
firms that can withstand the competition from other big firms. Even if a market starts with

many small firms, a few of those will grow faster than others and thus become more

% For example, the 2016 EU Industrial R&D Investment Scoreboard (European Commission Joint Research
Centre, 2017), apart from tracking the top 1,000 EU companies by R&D investment, also tracks the top 2,500
world companies by R&D investment. The total R&D investment of the 2500 in 2015/16 was almost €700 billion.
(This is over 50% of total world R&D investment, when compared to total world R&D investment according to
World Bank data). The companies it tracks in, say, the automobiles & parts industry invested a total of €107
billion. One company, Volkswagen, accounted for €13.5 billion, so, 12.5%. This is many times higher than the
total sales of many smaller automobile producers. Not incidentally, in 2015, Volkswagen accounted for almost
11% of total world motor vehicles production (OICA, 2017). Volkswagen is also the biggest investor in R&D
overall, at almost 2% of the total of these 2500 companies. Of the entire 2500 companies, the top 50 accounted
for 40% of all R&D investment. See also the various data on R&D done by US companies broken down by firm
size at National Science Foundation (2016), which shows a huge concentration of R&D in the top few firms by
size.

27 For example, Amison and Bailey (2014) note how local firms in automotive design in the West Midlands in the
UK do have enough state support for early stage R&D, but have significant problems in commercializing their
products.
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competitive, and it will not take long before the market becomes dominated by a few big firms,
that is until it becomes oligopolized. However, we should note that markets do not need to ever
have a phase dominated by small firms. It is quite possible that existing big firms are the ones
that move into, or create, a new market from the start. Actually, today this is the norm. As
pointed out by Chandler and Hikino (1999:33), it was mostly the dominant firms of the second
industrial revolution (say, in steel, machine tools, oil, automobiles, etc.) that ended up
dominating the third industrial revolution (petrochemicals, pharmaceuticals, electrical
appliances, etc.), with the very significant exception of software. This is because most new
technologies and products today are more complex than an individual or a small group can
create.

Competition between big firms is vastly different from the above descriptions of
competition between small firms, and between them and big firms. Growth comes from
investment, which creates illiquid material and immaterial assets, often highly specific to their
planned use. If whatever the plan for them was does not happen as intended, they cannot be
easily repurposed or sold, and the firm stands to make considerable losses. For that reason, the
overarching concern for big firms is risk reduction and ensuring stability.

Risk comes from various sources, but market changes, and particularly price changes, are
one of the foremost ones. Firms can invest in market research to be better able to plan and
reduce risk in that way. But, Galbraith (2007:24-41) explored how big firms, due to their size,
have numerous options for suppressing markets and replacing them with planning. They can
integrate vertically, thus completely replacing markets with internal planning. Alternatively,
their size as both buyers and suppliers makes them very important to other firms, so they can
use that to dictate prices and other conditions. They can also enter long-term contracts which
stabilizes market conditions.?® When it comes to ordinary consumers, a big firm can devote
substantial resources to advertising, making it likely that consumers will want to buy the
products that the firm wishes to sell.?° Finally, given that advanced sectors, often crucial to an
economy, are the ones that are most dominated by big firms, governments are often willing to
guarantee purchases and prices to big firms.

Big firms, though, face the biggest risks from other big firms. However, it is widely

understood that they avoid price competition (Galbraith, 2007, Schumpeter, 2008, Penrose,

28 Obviously, any firm can do that, but only big firms are ordinarily stable enough to be able to keep to the bargain.
29 According to the Forbes (2017b), companies with the most valuable brands in the world spend billions of dollars

on advertising. The top 10 companies by advertising spending spent almost $54 billion in 2016.
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2009, Cowling, 1983).%° If one firm reduced prices, due to its sheer size, this would be known
to those concerned, and the firm could make the needed adjustments to meet the increased
demand. Its competitors could reduce their own prices, but this would return everyone to where
they were relative to each other, just with lower revenues. If a price war ensued, everyone
involved would suffer losses. It is also possible that, due to other firms having long-term
contracts or strong brand loyalty, a price cut would not generate sufficient extra demand to
justify it, so it could happen that the firm doing the cuts merely ends up with lower revenues
and no particular competitive gains. For these reasons, big firms ensure they do not engage in
price competition, either through active collusion or simply by observing what everyone else
is doing and sticking to similar pricing.%

Instead, as explored extensively by Schumpeter (2008), Penrose (2009), Cowling (1983),
Cowling and Sugden (1987), and numerous others, oligopolistic markets are characterized by
non-price competition. This is based on developing new and improved products, new
technologies, entering new markets, cutting costs, improving branding, introducing new
management techniques, and a host of other actions — this type of competition, as Schumpeter
(2008:84-85) noted:

commands a decisive cost or quality advantage and which strikes not at the margins of
the profits and the outputs of the existing firms but at their foundations and their very
lives. This kind of competition is as much more effective than [price competition] as a
bombardment is in comparison with forcing a door, and so much more important that it
becomes a matter of comparative indifference whether competition in the ordinary sense
functions more or less properly; the powerful lever that in the long run expands output

and brings down prices is in any case made of other stuff.

Such competition normally entails further growth. Still, this competition is in a way
routinized — for example, big firms are not really taken by surprise when a competitor puts out
a new product —and in that sense, it does not pose the same type of unpredictable risk that price

changes would.

30 See particularly chapters 16 and 17 in Galbraith (2007) on the role of prices in modern capitalist markets.
31 Of course, if a big firm does actually manage to get a decisive cost advantage over its competitors, then it may
reduce prices, but in this case, if other firms follow suit, they will suffer losses.
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2.4 Big firms and development

As is evident, there are striking similarities between oligopolistic non-price competition and
economic development. Economic development is based on moving into advanced sectors of
the economy, where technological and organizational innovations lead to productivity
increases, economies of scale, diversification, increases in employment, and create the potential
for increased free time. These things are the effects of competition between big firms. In other
words, economic development is partially the effect of such competition.3?

Baumol (2004) explored another way in which big firms’ business behavior has beneficial
effects on development. He showed that big firms often treat technology just as another
resource, and are therefore willing to sell it or license if that fits into their plans. They also
often engage in joint research projects, patent swaps, and a host of other arrangements for
mutually beneficial technology sharing.®® In some cases, even distributing technology for free
may be a part of the core strategy of the firm — Google’s development of the Android operating
system under open license is probably the best-known example. The benefits for society of
faster technological spreading are clear.

There is another benefit that comes to society from oligopolistic markets. Namely, unlike in
competition between small firms, in which those who are not doing well generally disappear,
big firms that fail do not normally disappear completely. Instead, entire firms or at least some
of their parts are usually bought out by their competitors in order to acquire valuable assets.
Cowling (1983) and Cowling and Sugden (1987) have, for example, noted the massive extent
of mergers and acquisitions in modern capitalism, with Nolan, Zhang and Liu (2007b)
providing more recent evidence. This does not mean that no one suffers from a firm’s closure,
but it does often ensure that accumulated knowledge and capital do not disappear. Stability is
important to any economy, and big firms are themselves very stable, due to their ability and
need to plan, but by buying up failing competitors, they provide another source of stability (and
incidentally grow further in the process).

Of course, development does not come only from big firms. Infrastructure, education, or

healthcare are usually provided directly or indirectly by government. Much technology,

32 For a very thorough account of the key role that big firms have played in the development of a number of
today’s advanced capitalist countries, see the relevant chapters in Chandler, Amatori and Hikino (1999).
33 While this may not change the relative position of firms engaged in such arrangements, these firms will all

achieve an advantage compared to firms outside of such arrangements.
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particularly basic research, is developed in government and non-profit institutions and
universities. Also, it is possible for the government to operate a big firm which is not exposed
to oligopolistic competition, but is nevertheless highly innovative and run efficiently. We
should also not forget that the dominance of big firms has plenty of negative effects too, from
their undue political influence, to unproductive competition, to the fact that they rarely pay
much attention to how their business decisions affect anyone’s interests but their own, which,
due to their size, can have enormous impacts on society.3* Still, while we should be mindful of
these things, if we wish to understand development, we have to acknowledge the positive

effects as well.

2.5 Development policies

If development is tied to big firms, then those economies that have more market-leading big
firms should be more developed than those who have fewer or none. At the global level, that
is what we observe. Both the Fortune 500 (Fortune, 2017) and Forbes 2000 (Forbes, 2017a)
list of the largest companies in the world show that they are hugely concentrated in the world’s
rich countries.

However, this means that the entire above analysis has a flip-side. Namely, if an economy
wishes to become developed, it has to move into advanced sectors of the economy by building
up big firms in them. But, these sectors are already dominated by existing big firms. | already
argued that small firms are at a huge disadvantage compared to big firms, so starting small and
gradually building up a competitive position is not really an option. Besides, in many sectors
technologies that allow viable small-scale production simply do not exist anymore. Of course,
it is possible to gather enough resources to immediately set up big firms with advanced
technologies, but they will still be at a disadvantage against existing market leaders, because

there are numerous other sources of competitive advantage apart from pure size, such as proper

3 For a well known recent criticism of various negative effects of large corporations, see Klein (2005). On various
forms of unproductive competition, such as massive advertizing, preventive patenting, or keeping large excess
capacity, see Cowling (1983). Cowling (1983) also explores oligopolistic competition in detail, as well as the
power of management over workers, and concludes that markets dominated by large corporations will end up
stagnating, due to the potentially falling rates of profits and the falling shares of wages in income. See also
Cowling and Sugden (1987, particularly chapter 4) and Cowling (1994) for a criticism of the political power of

large corporations.
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management, branding, or established business connections. This puts less developed
economies that wish to develop in a very problematic position (Nolan, Zhang and Liu, 2007b).

It is here that our understanding of how firms and markets function becomes essential. If we
believe that small firms are more efficient than big firms, and that markets operate through the
price mechanism, and that the freer they are, the more efficient they are, then our suggestions
for proper development policies will revolve around setting up an economic system that
resembles these theories. We will also miss the fact that development is sector-specific. But, in
reality, development comes from big firms and oligopolistic non-price competition in advanced
sectors of the economy. Prices in such a system are not determined freely on the market as the
unintended consequence of the actions of many actors, but are set by price-maker firms, and
are generally not an important signaling mechanism. From this perspective, development
policies should help firms to achieve efficient scale of production, and to build up other
competitive advantages.

Both types of policies have been tried. We can generally call those policies based on the
idea that markets operate through the price mechanism, that firms are constrained in how big
they can grow, and that small firms are more efficient than big firms, as Washington Consensus
policies.®® They have been applied throughout the world, but for this thesis, their effects in
former communist countries are particularly interesting, given that many of these countries did
actually have numerous advanced economic sectors with big domestic firms.

A paradigmatic article discussing Washington Consensus policies in former communist
countries is Lipton et al., (1990). The authors espouse the erroneous belief that SMEs are the
main driver of growth in capitalism, claiming that SMEs are: “the kind of firm that plays such
a vital role in growth in the Western industrialized economies.” (Lipton et al., 1990:82). The
authors blame the situation in Eastern Europe on the fact that “the absence of markets and
meaningful relative prices in the economy means that it is difficult, if not impossible, to
distinguish between enterprises that should and should not survive.” (Lipton et al., 1990:85,
emphasis mine). In the same vein, they also contrast central planning and the market system in
the following way: “The organization of industry is designed to facilitate top-down planning,
rather than market competition, with a heavy orientation toward large firms integrated both

horizontally and vertically.” (Lipton et al., 1990:82, emphasis mine). The authors’ policy

3 This term was coined by Williamson (1990). The types of policies that have become associated with the term
are not completely those that he proposed. This is discussed in Williamson (2004). Nevertheless, | am using the

term the way it is usually used today.
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suggestions were deregulation, liberalization, free trade, and breaking up of state monopolies,
quite in line with trying to make the real world resemble more how they imagine capitalism to
function.

As should be clear, the authors’ description actually fits both advanced capitalist and former
centrally planned economies. The results of applying the policies they suggested were as should
have been expected. The communist countries had advanced economies, but not as advanced
as those in the West, and when they were exposed to competition from stronger foreign firms,
their own firms were generally outcompeted, with negative effects on their economies. They
never recovered from this shock, and have moved into less advanced sectors, or serve as
sources of cheap labor for Western companies.®® The same effects happened even when
middle-income capitalist countries, such as those in Latin America, prematurely engaged in
competition with far stronger competitors. Truly underdeveloped countries suffered even more
from the application of such policies.

Conversely, as shown by numerous authors,” those countries that directly helped their
domestic firms to develop, with the understanding that it would take a long time before they
became competitive against already established market leaders, fared much better. Chang
(2007) calls the policies used to support them activist ITT (industrial, trade and technology)
policies. They generally included:

a) protection of domestic markets in order to reserve them for domestic firms, so that they
could survive, and achieve minimum efficient scales of production and develop supplier
networks,

b) various forms of financial support for firms so that they could undertake the large
investments needed to enter markets for complex products and services,

c) help to achieve export competitiveness, such as through tariff rebates and export
subsidies, both because domestic markets were not large enough to achieve economies of scale
and because there was much need for foreign currency,

d) diverse technological policies, to help domestic firms import and adapt foreign

technology and/or develop their own,

% This has been discussed by Reinert and Kattel (2004), Rajic (2011). For a comparison with the different policies
pursued by China, see Nolan (1996).
37 See, in particular, Chang (2007, 2008), Johnson (1982), Amsden (1989), Reinert (2008).
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e) setting up various institutions to reduce risk and uncertainty, such as guaranteed purchases
by the state, credit guarantees, and the like,

f) numerous policies to control foreign investment so that foreign firms would create
backward and forward linkages in the domestic economy,

g) general macroeconomic policies that put high investment as the main goal, and

subordinated other goals, like inflation control, to it.

Werner (2003) has presented extensive evidence of another important policy, namely,
directed credit through new money creation supported by the central bank. He argues this was
a key ingredient in Japan’s development during the Second World War and after it. Leading
Japanese policy-makers, such as Osamu Shimomura, the author of Japan’s successful income-
doubling plan in the 1960s, “knew well that the credit control mechanism was the core of the
successful system of a mobilized economy and the key tool to create high noninflationary
growth.” (Werner, 2003:66).3®

Activist ITT policies have not always achieved their goals, but this was due to the political
economy of the countries that failed, not due to the policies themselves. As Evans (1995)
argued, what is needed for successful late development is a state that has built up the skills to
lead an industrial policy, but that is also autonomous enough from various interest groups so
that it can continue pursuing such policies, even when there are opposing forces. At any rate,
notwithstanding a few very specific cases, such as Hong Kong, only activist ITT policies have
managed to help late developers catch up to the leading countries. However, as we will see in
chapter 4, a number of these policies cannot be used for regional development purposes, as by
design they cannot be used within countries.

There are other development policies that only partially rest on the assumptions about firms
and markets that have been discussed thus far. For example, the World Bank’s influential
Doing Business reports* are based on the idea that markets should operate freely, but that there
are transaction costs that should be reduced. They argue for regulatory reform that makes it
easier for firms to enter and exit markets, for more transparency in corporate governance, for

setting up “one-stop shops” where firms can do all the administration they need in one place,

38 For an argument about the interplay between economic growth and the need to maintain price stability, see
Prebisch (1961). Also, note that centrally planned economies, with their monobanks, practically by definition used
this approach to monetary policy.

39 The latest one is World Bank (2017).

31



and various other policies. The reports do have an implicit neoliberal bias in some areas (for
example, less protection for workers is seen as being better for doing business), but, in many
others, they do point towards quite reasonable improvements. This sort of thinking seems to
have been influential in newer regional development policies, so it is worth noting that,
whatever the merits of such policies on their own terms, they do not address the underlying
causes of underdevelopment, namely, that poorer economies have fewer and weaker big firms
than more developed economies. Unless the regulatory framework is of a severely predatory
nature, a determined firm can find ways to deal with regulatory hurdles, but it is much harder
to deal with dominant market players.

Similar criticisms can be raised against micro-credit policies, as has been done by Chang
(2010). Essentially, while they may help some people secure a somewhat better existence, they
do absolutely nothing in terms of structurally transforming an economy and pushing it towards
developing big firms in advanced sectors.

Various policies to stimulate entrepreneurship are also usually pursued together with
reforms such as the ones suggested in the Doing Business reports or with micro-credits. This
may be helpful for individuals, but since most innovation today requires big investments, small-
scale entrepreneurship does not offer scope for structural transformation. The situation is
different if entrepreneurs are working within big firms, or if we are focusing on those sectors
where innovation can still be done by small teams, who can then integrate their firms into the
value chains of big firms, but neither of these is what policies to promote entrepreneurship

focus on.

*k*

The present chapter has argued that development depends on productivity increases and
their various positive effects, such as diversification or economies of scale. It was also argued
that development is sector-specific, that is, that at any point in time, only some sectors of the
economy have the potential for significant productivity increases and that if an economy is to
be developed, it has to have at least some such sectors.

In addition, development is inextricably tied to big firms and oligopolistic competition. It is
generally only big firms that have the capacity to make the significant investments in
technological and organizational upgrading that productivity increases are based on. They are
forced to make these investments due to competition from other big firms. On the other hand,

small firms have little chance to compete successfully against big firms, as they suffer
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numerous competitive disadvantages. This means that markets in advanced capitalist markets
are highly oligopolized, divided between a few giant market-leading firms.

The negative side of this for less developed economies is that, if they want to become
developed, they have to develop their own big firms in advanced sectors or attract high value-
added investment from existing market-leaders. Neither thing is easy to do because they are
facing competition from already highly developed economies. This explains why successful
late developers have had to use highly interventionist economic policies, in order to counter
the operation of markets, and give their own firms time to become internationally competitive.

This chapter is an essential background chapter for the rest of the thesis. It established what
it means to be economically developed, it tied this to market structure, and explored the hurdles
that less developed economies face in their development, and the appropriate development
policies that they have to pursue. The next chapter adapts this analysis to regional development
within countries, while chapter 4 adapts the analysis of development policies to the regional
context. As we will see, there are numerous parallels between country-level and region-level
analyses, and understanding regional development and underdevelopment cannot be

understood without the arguments presented in the current chapter.
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3. Regional development and oligopolies

The previous chapter established what development is, how it is related to big firms and
oligopolistic non-price competition, what problems this creates for underdeveloped economies,
what development policies have been used, and how successful they have been. This chapter
adapts that analysis to regional development within countries. Are the same mechanisms that
keep some countries underdeveloped also keeping regions within countries underdeveloped?
And what development policies can be used to foster the development of poorer regions?

The first step is to define a region. A functional economic definition of a region could be
that economic agents within it have stronger connections between each other than with agents
outside of the region, or that certain types of economic activities are predominant in the entire
region. The administrative definition is that a region is whatever is defined as such by a relevant
authority, for example, the central government. Administrative regions often, but not always,
have regional authorities, which can have widely varying levels of power. Obviously,
administrative and economic regions do not have to coincide. While for the purposes of this
thesis it would be preferable to use the functional economic definition, statistical data is
normally gathered according to boundaries of administrative regions, so this is the definition |
use throughout.

We can conceptualize regional economies as separate but interlinked, much like we do with
national economies. Those regions where the operations of oligopolistic firms, such as
production, administration or R&D, are located, are likely to be developed because the
beneficial effects of their presence (employment, technological advances, economic stability,
etc.) are located there. In contrast, those regions which have fewer big firms, or less competitive
big firms, are likely to be less developed. Alternatively, since big firms normally have
operations in numerous places, it may be the same firms that are present in both poorer and
richer regions, but the internal distribution of value added may be such that operations in poorer
regions receive less than operations in richer regions. Although a firm could, in principle,
choose to distribute its value-added in any way it wants between its operations, almost without
exception it is routinized production and simpler services that are low value-added activities,
while prototype and pilot production, headquarters functions, R&D, and other knowledge-
intensive services are high value-added.

Poorer regions find it difficult to develop because they would either have to attract big firms

to invest in higher value-added activities in their territories, or they would have to develop their
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own big firms. However, market-leading firms do not often choose to locate their more
advanced activities in poorer regions — if they did, they would not be underdeveloped — and, as
argued in the previous chapter, it is next to impossible for new firms to go up against established
market leaders. For these two reasons, poorer regions need to be supported through regional
redistribution and/or helped in their development through regional development policies.
Regional development policies are explored in the next chapter, while the rest of this chapter
examines more closely the economic mechanisms that keep some regions underdeveloped.
The rest of the chapter is structured as follows. Section 3.1 examines the mechanisms of
regional development and underdevelopment. Section 3.2 asks if some regions are simply
inherently more suitable for development than others. Section 3.3 looks at some theories of
regional development that, in my opinion, have not contributed too much to our understanding,

but are nevertheless prominent enough to have to be addressed, even if only briefly.

3.1. Mechanisms of regional development and underdevelopment

Substantial work has been done on how the situation described above — the power of market-
leading firms and where they choose to locate their higher and lower value-added activities —
plays out internationally. Notable examples looking at the macro-picture include Hymer (1975)
and Cowling and Sugden (1987). Hymer argued that a small number of corporations from
developed countries would come to dominate the world economy and that the international
division of production will reflect the internal division of labor within these firms — their higher
level activities will be located in the developed countries (specifically in a small number of
global cities), their mid-level activities will be spread across subordinate cities, while the lowest
level activities will be spread across the world. This development has indeed happened.
Cowling and Sugden (1987:90-91), on the other hand, focused on explaining the location
choices of market-leading firms from the perspective of the attempts of management to curb
the power of workers. Spreading production over a number of locations reduces the power of
workers in every individual location, as the firm can threaten to use production from a different
location if its demands, say for wage reductions, are not fulfilled. This creates low pay
economies, except where more complex activities are located, for which wage costs are not
necessarily the main consideration. Cowling and Sugden do note that this happens even when

the production is spread regionally within a country, but focus almost their entire analysis on
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the international spreading of production, because workers find it particularly difficult to
present a common front across borders.

However, this sort of analysis — tying the location of development to the intra-firm conflicts
between capital and labor, to internal location choices, and to the power of big firms — has been
adapted to intra-country regional development by only a few authors. Two authors stand out in
putting big firms and oligopolistic competition at the center of their analyses of regional
development: Francois Perroux (Perroux, 1971, 1988) and Stuart Holland (Holland, 1976a,
1979). Their analyses are based on exploring how oligopolistic competition plays out in space,
so they essentially see regional development and underdevelopment as side effects of big firms’
actions. Additionally, Myrdal (1964) and Hirschman (1970), while not exploring market
structures and firms in detail, nevertheless had a clear understanding that competition between
regions at different levels of development puts the less developed regions at a disadvantage,
much like competition between rich and poor countries puts the latter at a disadvantage. All
four authors also analyzed broader regional economic interactions, such as migration, trade and
capital flows. Together, they provide a thorough understanding regional development and
underdevelopment.

It should be noted here that Perroux’s and Holland’s insights about oligopolies have been
almost completely forgotten. Perroux is best known for his theory of growth poles, but, as we
will see below, he criticized the fact that too often people have talked about them while
completely neglecting the fact that they are inextricably tied to oligopolies. Similarly, on one
of the rare occasions that Holland is even mentioned, Gardiner et al. (2013:900-901) say that
his basic argument revolves around regional labor and capital flows and how they increase the
maximum potential growth in richer regions. This, however, was simply not Holland’s basic
argument. Factor flows between regions were for him first and foremost a consequence of how

oligopolistic competition plays out in space.

3.1.1 Growth poles

Perroux (1971) introduced the concept of the “growth pole”. This has mostly been
associated with geographical growth poles — regions or single cities in which economic activity
is concentrated and stimulates economic activity in other areas or in the cities’ hinterlands —
but Perroux actually starts with explaining the importance of structural transformation. He

notes that structural change consists of things such as the appearance and disappearance of
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industries, the varying rates of growth of different industries, the establishing of links between
industries, and the stimulating effect that some industry’s products have on inventions in other
industries (1971:278-279). However, some industries, which Perroux calls propellant, have a
greater ability to effect structural change than others. He recognizes that such industries are
“large modern industr[ies]” in which “the separation of the factors of production from each
other, the concentration of capital under one control, the technical separation of tasks and
mechanization” are more advanced than in other industries (1971:280s). He also notes that
competition in them is that of monopolies and oligopolies (1971:284), and remarks on how the
dominance of large firms over small firms, oligopolistic competition, and state policy, can
change the structure of markets (1971:286) and the entire economy.

Only after establishing this does Perroux add a spatial dimension to his analysis. A
geographically concentrated urban-industrial pole — an area containing propellant and
“impelled” industries — produces a number of effects. On the consumer side, it “produces
consumers with more varied and progressive consumption patterns than those of rural
agricultural environments” (1971:287). This consumer demand stimulates further industrial
improvements. Urban-industrial poles, however, do not only increase individual needs and
wants but also collective ones. Accommodation, transportation and various public services
become complex to satisfy, and finding ways to do so spurs further development of the
industrial pole. From the side of producers, an industrial pole concentrates and creates “various
types of producers, entrepreneurs, skilled workers and industrial labour [which] influence each
other, create their traditions, and eventually share common interests” (1971:287). What
Perroux is talking about is what we would today call agglomeration economies in the broadest
sense — positive effects for consumers and producers arising from their geographical
concentration. This idea is hardly new,* but Perroux was the first to connect it to oligopolies.

Urban-industrial poles affect their immediate surroundings, by stimulating food production
in the rural areas around them. They can also stimulate the emergence of other industrial poles.
For example, the concentration of steel production and associated activities stimulates the
establishment of industrial poles built around the extraction of coal and iron. Perroux concludes
that the actual geographical growth of markets “is quite the opposite of growth equally shared;
it operates through concentration of the means of production in points of growth from which

then radiate arrows of exchange.” (Perroux, 1971:287).

40 According to Reinert (2008), the recognition of such effects has existed for centuries, although economists tend

to associate the idea with Marshall.
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This provides an explanation of how development spreads geographically, but what about
underdevelopment? Perroux looks at the issue very briefly, and from only one angle. He says
that techniques of 