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Abstract: Failure carries undeniable stigma and is difficult to confront for individuals, teams, and organi-
zations. Disciplines such as commercial and military aviation, medicine, and business bhave long histories of
grappling with it, beginning with the recognition that failure is inevitable in every buman endeavor. Although
conservation may arguably be more complex, conservation professionals can draw on the research and ex-
perience of these other disciplines to institutionalize activities and attitudes that foster learning from failure,
whether they are minor setbacks or major disasters. Understanding the role of individual cognitive biases,
team psychological safety, and organizational willingness to support critical self-examination all contribute to
creating a cultural shift in conservation to one that is open to the learning opportunity that failure provides.
This new approach to managing failure is a necessary next step in the evolution of conservation effectiveness.
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Cisnes Negros, Cognicion, y el Poder de Aprender a partir del Fracaso

Resumen: El fracaso conlleva un estigma innegable y confrontarlo es dificil para los individuos, los equipos
y las organizaciones. Las disciplinas como la aviacion comercial y militar, la medicina y los negocios tienen
una larga bistoria de lidiar con el fracaso, comenzando con el reconocimiento de que el fracaso es inevitable
en cualquier emperio bumano. Aunque la conservacion discutiblemente pueda ser mds compleja, los pro-
Jfesionales de la conservacion pueden partir de la investigacion y la experiencia de estas otras disciplinas
para institucionalizar las actividades y actitudes que promueven el aprendizaje a partir del fracaso, ya sean
contratiempos menores o desastres mayores. El entendimiento del papel de los sesgos cognitivos individuales,
la seguridad psicologica en equipo, y la disposicion organizacional para apoyar la auto-examinacion critica
contribuyen a la creacion de un cambio cultural en la conservacion hasta llegar a una conservacion abierta
a las oportunidades de aprendizaje que proporciona el fracaso. Esta nueva estrategia para manejar el fracaso
es el siguiente paso necesario para la evolucion de la efectividad de la conservacion.

Palabras Clave: aprendizaje organizacional, equipos, manejo adaptativo, psicologia de la conservacion, seguri-
dad psicologica, sesgo cognitivo
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Introduction

Fallor ergo sum. 1 err, therefore I am. St. Augustine’s
simple words belie our actual relationship with acci-
dents, errors, mistakes, violations, and failures. Despite
the central role failure plays in every human endeavor,
the words we use to describe our deviation from an ideal
outcome carry emotional baggage and social stigma. We
instinctively understand that experiencing setbacks of-
fers powerful opportunities for learning and growth but
also internalize messages from an early age that failure is
something to be avoided, and therefore deny ourselves
the chance to learn from such failures. This challenge of
openness to the potential benefits of failure influences
us both individually and how we collectively as a disci-
pline view failure and success. If the goal of conservation
is to learn to be increasingly effective at saving nature
(Salafsky et al. 2002; Knight et al. 2006) and we accept
that learning from failure and success offer different but
equally valuable lessons (Hobbs 2009), then confronting
failure and understanding its importance in conservation
science and practice is critical and yet almost entirely
under recognized and undervalued. This essay aims to
challenge the current paradigm in conservation, expand
on previous calls for a fundamental change to existing
institutional frameworks (Allan & Curtis 2005), and pro-
pose a new approach to learning in conservation.

The complexity of conservation problems is surpass-
ing the capacity of our approaches and institutions to
solve them (Game et al. 2014). Paradoxically, conser-
vation has adopted a success mindset. Success stories
are more commonly reported than failures, yet evidence
suggests that failure is a more common outcome whether
openly discussed or not (Redford & Taber 2000; Webber
et al. 2007). We position outcomes along a success spec-
trum, where activities not achieving stated objectives can
be characterized as partial successes (e.g., Knight et al.
2008). We are highly reluctant to document and analyze
failures, an important step toward a culture that recog-
nizes failures as valuable learning opportunities (Redford
& Taber 2000; Zedler 2007; Hobbs 2009). We focus on
stories of hope and optimism to combat feelings of help-
lessness (Hobbs 2013; Ogden 2016) and to encourage
continued societal support for our work. We adopt this
success mindset at our peril, for it precludes the rigorous
study of failure and the paradoxical success such study
can bring.

The authors considered well-established disciplines
with institutionalized approaches to address failure in
complex systems and drew lessons from them to apply
to conservation. We identified pragmatic ways of defining
and conceptualizing failure; why failure offers a different
and potentially more valuable learning opportunity than
success; and a selection of cognitive biases that limit our
ability to confront failure. Finally, we introduce the con-
cept of psychological safety and describe its fundamen-
tal importance in creating a culture that can learn from
failure.

Definitions of Failure

Failure can be defined simply as not achieving a stated
objective or as a “deviation from expected and desired
results” (Cannon and Edmondson 2001). In this regard,
the term failure can be maddeningly imprecise and may
encompass multiple outcomes across various scales and
project phases muddied by different perspectives on
what comprises failure (Edmondson 2012). In conser-
vation defining failure is open to interpretation, can vary
throughout a project’s lifespan, and, as a label, can even
be challenged as potentially not useful (Lamoreux et al.
2014).

Disciplines that learn to manage failure effectively de-
termine what definitions best suit their organizational
goals. Professionals in business, commercial and mili-
tary aviation, and medicine have spent decades gathering
data to refine definitions and conceptualize processes for
managing and learning from failure, opting for utility
rather than prescription to guide their definitions. For
example, the business sector recognizes that fault and
failure can be conflated (e.g., a purported human er-
ror may result, in fact, from a system failure). There-
fore, conceptualizing failures across a spectrum from
those resulting from the potentially useful exploratory
testing of new approaches (i.e., praiseworthy) to those
caused by conscious deviance from acceptable practice
(i.e., blameworthy) provides organizations the ability to
better understand and manage deviations from desired
outcomes while maintaining high performance standards
(Edmondson 2011) (Fig. 1).

In systems incorporating complex technology, such
as commercial and military aviation, analysis of fail-
ure has evolved beyond reductionist binary definitions
and simple blame-assigning exercises (Dekker et al.
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DEVIANCE
An individual chooses to violate a prescribed
process or practice.

INATTENTION
| An individual inadvertently deviates from
specifications.

LACK OF ABILITY
An individual doesn’t have the skills, conditions,
or training to execute a job.

PROCESS INADEQUACY
A competent individual adheres to a prescribed
but faulty or incomplete process.

TASK CHALLENGE
An individual faces a task too difficult to be
executed reliably every time.

PROCESS COMPLEXITY
A process composed of many elements breaks
down when it encounters novel interactions.

UNCERTAINTY

A lack of clarity about future events causes
people to take seemingly reasonable actions
that produce undesired results.

HYPOTHESIS TESTING
An experiment conducted to prove that an idea
or a design will succeed fails.

EXPLORATORY TESTING

An experiment conducted to expand knowledge
and investigate a possibility leads to an
undesired result.
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Figure 1. A spectrum of reasons for failure that can
be applied to a nuanced exploration of a range of
causality to facilitate understanding the relationship
between failure and fault. Reprinted with permission
from “Strategies for Learning from Failure” by Amy C.
Edmondson. Harvard Business Review, April 2011.
Copyright 2011 Harvard Business Publishing, all
rights reserved.

2011). Aviation-safety investigators have operationalized
Reason’s (1990) “Swiss cheese” accident-causation model
(Fig. 2) in recognition that failure is inevitable in com-
plex systems (Helmreich & Merritt 2000; Hickey et al.
2015); failure rarely has a single cause (Reason 1995);
human error is implicated in the majority of accidents
involving technological systems (Duffey & Saull 2003);
and attributions of blame drive errors underground and
limit learning opportunities (Reason 2000). For example,
accepting that human error may compromise all systems,
commercial airline flight-crew training intentionally does
not set goals for zero errors, but rather zero accidents, an
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achievable goal through the active process of mitigating
human error when it occurs (United Airlines 2016) and
one that shifts blame away from individuals. The training
program teaches pilots specific, evidence-based actions
to both reduce the number of errors they commit and to
respond effectively when errors inevitably emerge. Errors
(as distinct from violations) are not deemed blamewor-
thy but rather a rich source of data to be mined for fur-
ther refining error-mitigation systems and the operational
models used to develop crew training.

In some cases, failure may be most effectively de-
fined as something one knows when one sees it, as, for
example, with a catastrophic plane crash or a species
going extinct. In other cases, conditional or multipart
definitions of failure most usefully ensure the effective
achievement of goals and learning. For example, mili-
tary aviation may use conditional definitions of failure
during warfare. The goal of complete destruction of an
enemy’s facility (defined as a target building being razed
to the ground by aerial attack) may not be defined as
a failure even if parts of the building are left standing.
Upon review, a pragmatic assessment may be made of
the outcome that combines evidence with expertise and
experience (P. Catalano, personal communication). If the
facility is deemed to no longer be functional, then the
initial definition of failure is reassessed. Such pragmatic
definitions result from acknowledging that failure is in-
evitable, the long-term outcome is ultimately of greatest
importance, and the likelihood that you have enough
data to make a 100% accurate assessment is inevitably
zero. This is essentially a course correction based on new
data, a critical step in learning from failure and ideally an
integral part of conservation project assessments during
all phases (Lamoreux et al. 2014).

Drawing on these ideas from other disciplines, a fun-
damental shift in the way failure is addressed in conserva-
tion is required, beginning with an acceptance of the in-
evitable nature of failure. This perspective is necessary to
reduce the stigma of failure and to allow effective preim-
plementation risk assessment (Lamoreux et al. 2014) and
postimplementation reflection and learning to occur, but
is typically absent in discussion of conservation projects
(Nie & Schultz 2012). This discomfort with failure is also
evidenced by a strong aversion to uncertainty (Williams
& Brown 2014) and the widespread tendency to re-
frame poor project outcomes in a more positive light
when reporting to funding bodies or other stakehold-
ers (if reported at all) (Allan & Curtis 2005; Webber
et al. 2007). Whereas the aviation community has highly
developed nonattribution reporting systems to publish
and disseminate error information to drive continuous im-
provement (FAA 2002; Provera et al. 2010), conservation
journals (with few exceptions [Hobbs 2009]) and other
conservation outlets such as websites and newsletters
remain reluctant to encourage the publication of failures
at any scale, even unintended results (Doak et al. 2008).



Catalano et al.

Hazards failures

Some holes due to latent
factors

Losses

The resulting silence amounts to tacit acceptance of a
hypocrisy that there are no failures in conservation and
eliminates one potential source of dynamic discussion
and community-wide learning. The lessons from avia-
tion indicate that far from demotivating professionals in
mission-driven disciplines, operating in a culture that val-
ues learning from failure acknowledges the futility of this
hypocrisy, reduces fear, and encourages transformative
improvements (Provera et al. 2010).

Failure in conservation initiatives can occur at many
points during a project. For example, teams may develop
a comprehensive project plan but fail to gain the buy-in of
key stakeholders, who subsequently refuse to cooperate.
Even executing all phases of a project successfully does
not guard against ultimate failure. A project to improve
fish migration through the installation of fish ladders, for
example, may be well planned, funded, and executed and
have solid stakeholder buy-in, but ultimately it will fail if
poor productivity in the ocean results in no migrating
fish.

Failure versus Success and Searching for Black
Swans

Our understanding of what constitutes failure is incom-
plete without a discussion of what it is not—specifically,
success. Success has value. In both the peer-reviewed
literature and popular media, success and how to mea-
sure and achieve it has been a major topic for many
decades (Bass 1952; Pickle & Friedlander 1967; Peters &
Waterman 1982). Success is a worthy goal for individu-
als and organizations; it provides motivation, increases
satisfaction, and delivers monetary rewards. In conserva-
tion success is a requirement for continued funding for
conservation projects and for continued public support,
but it is also personally motivating in a mission-driven
discipline.

Some holes due to active
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Figure 2. Reason’s (2000) Swiss cheese model of
buman error of accident causation in complex
systems, showing successive layers of defenses
(such as automatic shutdowns, personnel
training, and protocols) serving as barriers to
Jfailure, but with holes (active and latent errors,
violations, mistakes, or adverse system
conditions) that can line up under certain
circumstances (typically due to human fallibility)
allowing a failure to occur. Used with permission
from David Mack, CC BY-SA 3.0, available from
bttps.//commons.wikimedia.org/w/index.pbp?
curid=31679759.

Although the benefits of success are real, there are a
number of limitations inherent in relying on measures
of success to determine future courses of action (i.e.,
best practices); examining only successful outcomes to
glean lessons; and failing to recognize the value of study-
ing failure to gain a more profound understanding of
problems (Provera et al. 2010). At the most basic level,
organizations tend to over sample success and under
sample failure (March & Levinthal 1993), a recipe sci-
entists recognize as leading to biased interpretations of
outcomes. A reliance on the examination of successful
outcomes in the absence of a rigorous analysis of failures
can lead to inaccurate causal attributions, an underesti-
matijon of the role of luck, and faulty predictions of fu-
ture probabilities (Kahneman 2011). Ultimately, success
breeds complacency and overconfidence, reinforces the
status quo, generates a cultural milieu less tolerant of
experimentation and change, and increases risk aversion
(Sitkin 1992). Success suggests that corrective action is
unnecessary and reduces the motivation to search for al-
ternatives, a tendency compounded by the complacency-
fostering pressure arising from assigning blame to those
innovating but failing, rather than to those who fail to act
(Sitkin 1992).

A perspective that is open to failure can prime us
to stop and rethink our existing mental models (Biggs
et al. 2011), leading to the notion that the information
value of failure is higher than that provided by success.
Studying and replicating success simply reinforces what
is already known and discourages in-depth analysis (Gino
& Pisano 2011), as well as confounding causal analy-
sis. Philosopher and scientist Karl Popper’s (1959) black
swan thought experiment serves as a useful illustration
of the value of a failure to confirm a hypothesis: We
hypothesize, and so are attempting to falsify, the claim
that all swans are white. Searching for, and consistently
finding, white swans only demonstrates that we can con-
tinue to add to the existing body of evidence that white
swans exist but reveals nothing about whether or not
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all swans are white. Finding a black swan (the failure
of the hypothesis) contains much greater informational
value—we now know definitively that all swans are not
white. Negative results are valuable because they provide
information as to whether or not a hypothesis or theory is
valid. When searching for the most effective approach for
implementing conservation, it is essential that we seek
information about what did not work and why with a
vigor equal to that with which we catalog our successes.

When we implement a conservation activity, we are,
consciously or not, testing a theory (Lee 1993). In seek-
ing to understand outcomes that contradict conjectures,
we are learning from our mistakes. Failure of our inter-
ventions simply reveals that the problem to be solved is
difficult and requires more work—a “step forward that
takes us nearer to the truth” (Popper 1963). Because
failure is an exception that challenges our expectations,
it serves as a clear signal that deeper analysis is warranted
and can facilitate understanding of ambiguous outcomes
(Sitkin 1992). For example, where models drive much of
conservation decision making, unexpected or surprising
results or unanticipated outcomes of interventions offer
tremendous opportunities to learn (Anderson etal. 2017).
However, just as models of effective cockpit crew coordi-
nation evolve in response to errors and new information,
models in conservation must be subjected to revision
after thorough error and outcome analysis.

Understanding the unique power of failure in learning
how to execute conservation projects more effectively
is a prerequisite for driving a cultural transformation in
conservation. The experience of other disciplines sug-
gests that an alternative to the success mindset is a will-
ingness to locate errors of any scale at any level in an
organization. This is a large part of what makes creat-
ing a culture that can learn from failure challenging and
necessary in equal measure. However, before we can
do so effectively, there is one barrier between under-
standing what failure is and what we should do about it,
namely, us.

Deceived by Dissonance and Blinded by Bias

A failure transformation in conservation begins with an
individual’s willingness to learn from failure. Some of
the blame for resistance to this task can be placed on
universal susceptibility to one of the most important
constructs in social psychology: cognitive dissonance
(Festinger et al. 1956).

Dissonance refers to the discomfort people feel when
they attempt to simultaneously hold two conflicting be-
liefs, opinions, attitudes, values, memories, or emotions.
Dissonance is a motivating state: our drive to reduce it
generates denial and selfjustification, two major barriers
to effectively discussing and learning from failure (Tavris
& Aronson 2007). For example, when discussing with
colleagues why a project failed, we find it uncomfort-
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able to be challenged because we do not like to think
of ourselves as deficient. Through this tendency toward
ego preservation at the expense of confronting difficult
truths, the ability to effectively learn from failure can be
compromised.

Recognizing, defining, and classifying failure is also in-
extricably linked to, and often hampered by, cognitive
biases that affect the way we make decisions and analyze
outcomes. Biases are a predictable consequence of the
cognitive process of using heuristics, or shortcuts, in
decision making when time, information, or cognitive
processing ability are constrained (Kahneman 2011).

Since the concept of cognitive biases emerged in the
early 1970s to explain systematic deviations from the
normative responses predicted by rational choice theory
(Tversky & Kahneman 1974), the fields of aviation and
medicine have drawn on these ideas to confront the chal-
lenge of learning from failure (Elia et al. 2016). For exam-
ple, commercial airline flight crews are trained to identify
biases that potentially affect their ability to function as a
team, particularly under stress (United Airlines 2016).
These biases exist in every sphere of human interaction,
and although conservation has begun to investigate the
role of biases in decision making (Iftekhar & Pannell
2015), it has yet to apply these concepts to a full ex-
amination of how failure should be identified, analyzed,
and codified and how the resulting learning should be
disseminated. The list of cognitive biases and heuristics
affecting decision making, behavior, social interaction,
and memory is extensive and continually evolving in light
of new research. Several proposed classifications exist,
with the most helpful enhancing understanding of how
biases interact and affect the search for and processing
of information, topics of particular relevance during team
discussions of what went wrong (Fig. 3). Several are par-
ticularly salient for understanding our view of success and
failure, as well as our willingness and ability to effectively
learn from failure (Table 1).

Among the biases that affect our ability to construc-
tively engage with failure, the need to create a coherent
story (described by the narrative fallacy), coupled with
retrospective biases (such as the bindsight and outcome
biases), and the search for confirming evidence (cour-
tesy of the ubiquitous confirmation bias) combine to
promote the belief that good decisions invariably lead
to good outcomes. However, luck plays a large role in
outcomes, particularly in contexts of uncertainty, and
confounds attributions of causality (Kahneman 2011). All
these cognitive traps lead us to think we understand the
past better than we actually do and to therefore believe
our ability to predict future events is greater than it actu-
ally is. Absent awareness and active management of these
influences, any postmortem analysis will be insufficient
and opportunities to learn from failure will be minimal.

Just as airlines have updated their operational train-
ing models to incorporate these psychological factors,
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COGNITIVE BIAS CODEX

We store memories differently based

on how they were experienced

We reduce events and lists

What Should We
Remember?

ta their key elements

We discard specifics
to form generalities

We edit and reinforce
some memaries after the fact

We favor simple-looking options
and complete information over
complex, ambiguous options

To aveid mistakes,
we aim to preserve autonomy
and group status, and avoid

irreversible decisions

To get things done, we tend
to complete things we've
invested time & enargy in

To stay focused, we favor the
immediate, relatable thing
in front of us

Need To
Act Fast
To act, we must be confident we

can make an impact and feel what
we do is important

We project our current mindset and
assumptions onto the past and future

DESIGNHACKS.CO - CATEGORIZATION BY BUSTER BENSON - ALGORITHMIC DESIGN BY JOHN MANOOGIAN Iil (JM3) - DATA BY WIKIPEDIA

We notice things already primed in
memory or repeated often

Bizarre, funny, visually-striking, or
anthropomorphic things stick out more
than non-bizarre/unfunny things.

Too Much
Information

We natice when
something has changed

We are drawn to details
that confirm our own

existing beliefs

We notice flaws in others
more easily than than we
notice flaws in ourselves

We tend to find stories and
patterns even when looking
at sparse data

We fill in characteristics from
stareotypes, generalities,
and prior histories

We imagine things and people
we're familiar with or fond of
as better

We simplify probabilities and numbers
to make them easier to think about

We think we know what
other people are thinking

@ggative,. ®@ attribution - share-alike

Figure 3. An example of a classification scheme of cognitive biases that affect many aspects of buman thought
processes, from bow one approaches decision making to bow one evaluates outcomes. This graphical scheme links
biases with their underlying cognitive driver and enbances understanding of bow biases affect the search for and
processing of information and meaning. Graphic art design: Jobn Manoogian III (jm3). Organizational model
content: Buster Benson. Used with permission. Available from bittps.//betterbumans.coach.me/cognitive-bias-

cheat-sheet-55a472476b18.

conservation professionals could also benefit from ac-
knowledging the ubiquity of these cognitive pitfalls and
accounting for their effects (a topic the authors are cur-
rently exploring). Two opportunities to do this are ques-
tioning preconceptions about ecological systems so as to
be open to surprises and avoid confirmation bias in con-
structing models (Lindenmayer et al. 2010) and creating a
checklist for conservation-planning teams to examine the
role of these biases in project planning and execution.

Learning from Failure

Researchers who study organizational failure have iden-
tified a number of significant barriers to effective learn-
ing from failures. For example, although managers may
genuinely want to improve their organizations’ ability
to learn from failure, they typically believe that failure

is invariably bad and that learning from it is a simple
process consisting largely of reflecting on an error and
trying not to repeat it. Furthermore, even if all failures
are not the result of wrongdoing, most end with an al-
location of blame (Edmondson 2011). As a consequence
of these attitudes, any lessons that failure could provide
are squandered. Creating a fundamental change in the
way failure is managed requires a shift in organizational
culture and individual mindsets, coupled with the cre-
ation of systemic processes to detect and respond to
failure, such that we can undertake the interpersonal
work of confronting failure as well as the conceptual
work of figuring out what went wrong (Schulz 2010).

In conservation practice, managers can take on a lead-
ership role within teams to create a culture in which
individuals and groups can learn from failure. Critical
steps in this process include acknowledging that failure

Conservation Biology
Volume 32, No. 3, 2018


https://betterhumans.coach.me/cognitive-bias-cheat-sheet-55a472476b18
https://betterhumans.coach.me/cognitive-bias-cheat-sheet-55a472476b18

590

is inevitable in complex systems; identifying, discussing,
and analyzing failures to explore underlying causes; seek-
ing and accepting feedback; proactively and productively
managing conflict and disagreement; and widely dissem-
inating lessons learned (Barach & Small 2000; Helmreich
2000; Cannon & Edmondson 2001; Tucker & Edmondson
2001). These processes go beyond error identification to
determine underlying causes and challenge the policies,
norms, and objectives of an organization. Edmondson
(2012) calls this strategy creating a “learning approach
to failure.” When leaders adopt this orientation, team
members understand that dissent is not just tolerated but
seen as a necessary component of learning and recog-
nize the value in exploring different perspectives and
ideas. Conservation project team leaders can also use
exploratory responses to challenge existing assumptions,
embrace ambiguity, combat confirmation bias by proac-
tively gathering disconfirming information, and search
for opportunities to experiment (Edmondson 2012; Hirak
etal. 2012).

For their part, those who teach conservation can en-
sure their students understand the cognitive biases and
institutional dynamics that make it so difficult to learn
from failure. Case studies of mistakes made by senior
conservationists and personal reflection can be used to
prompt students’ understanding of the importance of
building on failure to improve practice.

The power of leaders in foundations and other funding
organizations in generating a wider cultural transforma-
tion cannot be overstated. Their first priority should be to
set a tone that accepts the inevitability of occasional fail-
ure and then ensure that grantees report on their failures
and how they learned from them. Providing support so
that groups of related grantees can meet to share failure
and learning is a powerful way to begin a culture change.
However, waiting for this transformation is not an excuse
for team leaders to avoid undertaking learning from fail-
ure behaviors. For example, a small U.S.-based regional
conservancy, despite facing a similar funding environ-
ment and sense of urgency as other conservation orga-
nizations, currently undertakes activities such as exper-
imenting and acknowledging the inevitability of failure,
surfacing errors in group discussions, seeking feedback
within and outside the organization, and reflecting on and
documenting outcomes (A.C., personal observation).

A learning approach to failure is especially critical
given not only the complex context of conservation but
also the types of teams in which conservation profes-
sionals often participate. We may find ourselves in inter-
disciplinary research teams, integrated conservation and
development teams, restoration-education project teams,
or even teams of instructors. Given these realities, it is
even more important for team leaders to set a tone that
failure is worthy of being examined, that team members
contributions are not just valued but desired, and that it is
safe to share difficult conversations. Individuals can em-
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brace the notion that there is value in discussing failure,
which begins with admitting when failure has happened
and resisting the temptation to generate excuses, blame
others, or recast it as a success. Instead of relying on a
“success mindset” to replicate past wins and avoid deep
examination of failures, we can adopt a “growth mindset”
(Dweck 20006) that views failure as learning opportuni-
ties. Once we can discuss failure openly, we create the
opportunity for others to offer solutions we could not
imagine alone (Tavris & Aronson 2007).

The Importance of Psychological Safety

If the willingness of individuals to discuss errors
and express ideas to generate solutions is critical to
learning from failure, psychological safety provides the
foundation for mobilizing these activities. Psychological
safety describes the degree to which people feel
comfortable taking interpersonal risks in a group setting
(Edmondson 1999). This group-level construct is foun-
dational to organizational change and is characterized
by an environment of trust and respect that enables
people working in groups to take perceived risks in
expressing personal opinions and alternative views. In a
psychologically safe workplace, people do not fear asking
for help, making mistakes, or being labeled as ignorant,
incompetent, negative, or disruptive for speaking up
(Edmondson 2012).

Psychological safety underpins the widely emulated
no-rank practice of military aviation debriefs, where pi-
lots are trained from their first postflight debrief to seek
and give direct, useful, fact-based feedback regardless of
rank, status, or €go, a process honed and institutionalized
from failure’s lessons written in blood (S. Kartvedt, per-
sonal communication; McGreevy & Otten 2007). Teams
in medicine and business are working to adopt similar
systems in recognition of psychological safety’s critical
role in learning from failure (Carmeli 2007; Hirak et al.
2012; Edmondson & Lei 2014). For example, to inves-
tigate traits of successful teams, Google analyzed more
than 250 attributes of over 180 teams; psychological
safety emerged as the only clear commonality and by
far the most important of the team dynamics identified
(Rozovsky 2015; Duhigg 2016). The two behaviors exhib-
ited by high-performing teams included “conversational
turn-taking” (providing every team member an opportu-
nity to speak up) and “social sensitivity” (i.e., empathy),
both of which are key functions of psychological safety
(Edmondson 1999; Woolley et al. 2010; Duhigg 2016).

Creating a safe space for team members to share ideas
and give constructively critical feedback is essential for
effectively collaborating, reducing the negative impacts
of organizational hierarchy, surfacing errors to those who
can enact change, and identifying novel opportunities for
improvement (Milliken et al. 2003).



591

ponunuo)

“J1 UT 1SOAUT PINOMA NOA JOYIYM IIPISUOD) "VONIE

JO 9sIN0D SIY1 SUISOOTD UT JUDWIAJOAUT [euosIdd ou

YA J93eUr MU € sk 102(oxd oy Sunenyeas SzensiA

"SIJOUI( PUE SISO 2ININJ JIDYI VO A[UO PISE] PIIEN[LAD
3¢ PINOYS UONDE JO $3SIN0D JUMUIIUOD IATIEUIN[E [[V

"PIIESHIW 9 UED SYSII 9SO} MOY PUE IIYIIYM JOPISUOD)

*2W02INO 2[qIssod 1SIOM ) UOISIAUD 0) AT} PUE JNID0

S oInyrey suosear AJnuapt 01 surdaq 109(oxd a3 21050q
9s10J9X9 YS1spury 2and2dsoid J0 warrowaid e 10npuo)

“WSIOND I ZI[BUONEY
01 AOU9pua] 94} 1SIS2I pUE SUTUIEI] JOJ UONEPUNOJ
o) St YOeqPI9J [NJSUTULIW IDLIQUIF JUIPIAD-J[OS

10U 2Je A9U) U2YM U2AD ‘saserq 01 Afiqndaosns 1dadoy

'sanIeal piea oidnnu ‘ore A1 pue

9q ued 2391 2ZIUF003Y “MIIA Jo jutod s, uosiad 190

oU) 995 01 1I0JJ0 dUMUIS € NN IS ST oym Ino 231y
01 Sundwone pue syuowdpn! deus Sunjew Is1SoF 01 A1,

's1s91)0dAY utewr SUTAOIdSIP UOTIEWIOJUT JOJ
AT9ATIO® DIEIS pUE ‘(Wed) JYIoue Aq pajerdudd Aiqissod)
SOATIBUIDNNE 7 ISEI] JE SE [[9M SE ‘UONEPUIWWOIIT
SNSUISUOD JO SISAYI0dAY Jo suod pue soxd jo uonesofdxa
INJ U0 IsTSUT "9213esIp oym 9[doad Jo syuowngre

oU) 03 UDISI] PUE (SIIEIOAPE S JIAIP) SONLID dILANND

‘2IN[IeJ PUE $$300NS JO
JUSWSSISSE IIBINDDE S1U2A2Id JJO 1N 3¢ pnoys 43y ey}
jurod oy 3sed onunuod 03 s3oafoxd Surrey Suimory Jutod
Sunaess 1sed € 01 PAIOYDUE SUO JOU ‘DOUIIIJII JO JWEIJ
JUSIIND € UO paseq suondo Jo uonen[ead sormbar premroy
U108 SUOISIDAP 19119¢ SUDJEW PUE SINEISIW WOIJ JUTUILY T

(peq 193¢ Aouow pood
SuIMOoIY) “9°'T) TONOE JO $ISIN0D dININJ SUIIIPISUOD
uoyMm Padnodal g J0UUEd JBY) PUL PIIINJUT

u29q ApeaIfe dAEY JeY) SISO UO SND0J 01 ADUIPUI],

(10T 'T& 19 UeWIUYEY 7661 AN ¥ UOSUOWIS {SGGT JIWNIY 3 SBY ‘66T ANSTOAL 3§ UBWUYEY)

‘onb snie1s oY) 90IOJUIDT 01 SPUII YOTYM ‘TOTIOLUT UELY)
UonNdE J0J 191821 1918213 $20u12dXD duo ‘Apuanbasuo)
"SOANEUIDNE 2J0[dXD 03 sanruniroddo ssT 9302191} pue

[eUOnIEI ST UBY) OSIDAE YSLI 2JOW 9 0) dUO Ped] Aew Seiq SIy [,

-aanyrey 109foxd J03 suoseas Surrofdxo
UayM 2WE[q JO 2IMIND € 9)JBIID UELD W) 01 102[qns
9Je SIOYIO JeY) INg SISEIQ 0] SUNTT ST J]ISOUO SUTAIIG

"ISTXO Op A91) 2IOUM SOTILIE[IWUIS

puy 03 Sulfre] WoJJ pue prfea se soAndadsiod Sunaygip

ea1dde 01 Surrey yroq WOy NS Wsuo3ejue

PpUE ‘SUIPULISIIPUNSIWU ‘UONEITUNWWOISIA “IUISSIP

Sumroa vosiad 2y Jo ssaupapurw-uado pue 2oudSI[IUT

o3 Inoqe suoruido 2ANESIU SWIO0Y dUO “WUIWIISeSIP
Aq paduo[reyd A[pa1dadxaun ST MIIA §,2U0 UIY A\

Aoe[IEy 1500 JUng

ySry st Ayurerzooun uaym Apremonred
‘(sureg uey 3981e] WOOJ $IsSO[ 91 sured Jurmbor

03 $9ss0] urproae 193a1d A18uons 03 ojdoad 103 AoUapua],

(6661 IILYL ‘6LOT ANSIFA]L® UBWIUYEY)
UOISIJAE SSOT

Jjosouo
1doox0 way) 03 102[qNS SI 9S[2 UOAIIAD e} SISEIq
JO 2JeME JWO0D( SEY SUO IDUO IAI[IJ 01 AOUIPUI,

(€00 Te 32 IBUIIYH Z00T ‘TE 32 UIUOI)
j0ds purq sergq

SUOIM JO ‘TEUOTIEIIT ‘O[(BUOSEIIUN
“uesoudr oq 1snw 4941 9213€ 10U Op SIAYIO JI puE

JUO [£9 Y3 ST MITAP[FOM UMO §,9UO0 JWNSSE 03 ADUIPUI],

(FTOT 'TE 12 ASEN ‘F00T 'T¢ 12 UIUOIJ 9661 PIEA\ ¥ SSOU ‘LLGT SSOY ‘6HGT IISIUYID

“10g30 sy

SOTWIA)S SUONEIDIAXD 03 ATEIIUOD IDUIPIA JO ddueyroduwr

o) SuNpaI J0 24919 0 [eSNaY "SIsaY10dAY Jo

somyrey 91} Sururuexo Aq punoj 9q Ued pue UONELWIOJUT
£30101pETIU0D FUNya9s Aq $3ss21301d dFpojmouyy

WSI[E2T DATEN

sor10a) Jo ‘suorurdo ‘suondadiad
Sunsixo suroddns jey) UONEWIONUT 01 IYFIDM dIOW
2418 pue 9191dI21UT ‘IO 39S A[9ATIII[IS 03 AOUIPUI,

(1107 ' 19 ULWOUYEY ‘8661 UOSINPIN ‘6L6T T 19 PIOT)

SBIq UOTIBWLIJUOD)

SZIVAIS JUIUDSVUDTY

aunpvf SurSvuvu uo pPvduy

dv.ag aaiuson

Catalano et al.

*2an11ej JO JUIWISeUBW AN A1) JOAJE ULd ey SIselq NS0 snoynbiqn ‘pardofas Jo sisaquis 1 Aqe],

Conservation Biology
Volume 32, No. 3, 2018



panuiuo)

Learning from Failure

'se1q JYSISPUTY 90NPII UED PUE PIIINID0 IAEY PINOD JNDD0
JOU PIP JBY] SOWOIINO MOY JO UOISSNOISIP IIdXD pue

TONDIJ2I $2FeIN0dud A321ems 211soddo-oyi-19pIsuod 2y,

"UONDE JO ISIN0D € U0 PAgioauod dnoid

o se passarddns uaaq aaey Aew Jey) sIqnop SUIZIunIga|
Aq seiq s1y) IsureSe 2suaJap awos apraoxd osfe

Aews 2an[rey 1Yl JOJ SUOSEIT SuneIdUa3 UdY) pue dInjrey

Ul SURNS2I UOISIOAP d) SUTUOISIAUD JO A391e11S 1YSISpuIy
-2A1109dsoxd 30 warrowaxd oy, “Suoim 9q Iy UOISIP
oy Aym Sunropisuod uo siseydwo Jenonyed qim

90¢[d $93E1 UOISIOIP I1) JO SU0D pue soId JO UOISSNISIP
[INJ © 1Y) 2Insuy “AJOANDIYJD SBIq SIYI IEINIU ULd

9DUIPIAD A30301pEnu0d J0 Sursoddo JapIsuod Jey) $a13a1eNs

“J[NEJ $,9S[0 dUOIWOS
sAemye jou st oanyrey ey) 3dodoy "ooed 1811y o3 Ul
wo) SuIZru30021 YIM SUISdq SONEISIW Jno Wotj SurtuIed|

‘suorurdo prrea Arenba 03 peay ued Jeyd

$90UDLIDdXD dAeY put 2213esip Aewr o[doad S[qeuoseds
e} 9ZIuS0091 PUE ‘SUIIOUOD IJTOA 03 JOUIDW WED] YOBd
28eIN0oUY "POOISIIPUN PUE PIEIY ] ULD JIOQUWIDW Wed)

goea 1ey) oS ssouuado pue 1SN JO JUIWUOIIATD UE JIISOJ

“Ayrqisuodsar feuosiod dzrwrurw 03 Spud) Jey) UoNNgLNE
[ESNED DATIDI[IS 03 SANYLIIUOD Os[e ] 's303f0xd drmng

ur s10110 dwes oY) Suneadas 01 sny) pue dIn[rey JOJ SISNEd
SUDOOIDA0 01 PEI] UL I] “sisA[eue Judadlsod uunp

3sed O3 JO JUDWSSISSE PIME[J B UT SINSII PUE I[EIAIUT

Se §$2001S JO 21nrey 01 Yaed 211 935 01 VO $ISNED SBIq ST,

*(UOTE [[E 31 MUY 2UO “I°T) UMOUY
QUWEDI( WOIINO Y] 2J0JI( SEM 11 UBL) UMOUY ST
2WO2INO 21 JAYE I[eIDIPAId DIOW ST JUIAD UE JE1]) JOIg

(Z10T SUOA 38 2S90Y ‘L00T 0Z23d 3 0223d ‘LLGT JJOUUDSI 3 DIAO[S SLGT JJOUUDSLD)

*$OW00INO 109(0Id JO UOISSNISIP ATIIILD

Suniqryur ‘saanyrey 303 AIIQISUOdSaI PIOAE INg $SI00NS JOJ
JIP2ID O)E1 01 SPUII JUO ‘SEI( SHY) JO DUINJUT 2] JOPU[)
'$2WODINO UT YN Jo 910 ) SurpIredaisip pue ‘suorurdo
s,2u0 170ddns 10U S20p 1EY) 20UIPIAD SUNO2(oT ‘WonENEAD
onp noyum suoruido SundIFuod SUIpIeSaIsip ‘pajueiiem
ST UBY] JIPIID 2J0W SULYE] U0 0] PE] ULD dDUIPHUOIIIAO

‘AYITeay SI 2DUIPIFUOD JO [2AI] UIELIID & Yoy

Serq 1ySIspury

AJUTEIIOD JAISSOOXD YIIM SUOISIOIP JIOY) MIIA O) PUE
‘SIOU10 UEBY) J9119( 9 01 SOA[ISWIN) JAIN2] ‘SINIIqE
PUE SIS UMO JIDY] 9JeWNSINA0 03 9[doad J0oy Aouspua],

(110Z Uewauyey ‘€661 SNOId ‘086T Te 19 1O {LL6T JOUYISL 9 UIISUNYIIT

Juawdpnl J0 SINI[IE UMO $,9U0 UT
JDUDPIJUODIIAO 0} PEI] OS[E UED SEIq SIY ], 'SOIUEUAP Wed)
109p¢ A[oANIESoU A[o1eWnn pue ‘A[IPEaJ 001 SIOYI0 dWe[q

“oanyrey 10§ AIqIsuodsor Auap 03 SUO Ped] Ued SeIq SIY,

‘uonedrunWwod uddo SA0IISIP PuE ISNISIW

$9sE210UT (AJu2dO Pareys 10U UdYM UIAD) STUIUODLIOYS
reuoszad s, uosiod Jojoue 01 anyrey SunNqLY
“JOIARY2q sIoquaw dnoid 19730 Jo uonelardioiur 109)e
A[9ATIESU SE [[9M SE ‘S2IN[TEJ PUE SINEISIW UL [0 UMO

$,9U0 21¥31soAUT A[INJ 03 AI[Iqe s,ou0 Jodwey Ued seiq SIy ],

OUIPHUOIIIA0O

sanmIqe [euosiad 01 $38$9001S §,9U0 pue
SI0JOEJ [EUIDIXD 0] SIIN[IEJ S,5U0 IINJLIIE 0] ADUIPUI],

(L10T JOIARL, 3 SH] ‘086 'Te 32 URIV (CLGT SSOY 39 JIIIHAD
se1q SUIAIIS-J[9S

[O1U0D
s uos1ad s1y) puodaq uaaq aaey Aew 1BY) SI0IOE]
[euonenyIs Ueyl J9Ies s§uruodoys [euosiad s uosiod
JSYIOUE UO SOWO0IINO peq swelq 03 Aysuodoxd soquosoq

(LT0Z JO1ARL, > 9YSL ‘ZT10T UVOSPUOWIPH LLGT SSOY ‘9LGT IINIAD
AV JoI1d uonngumie [ejudawepunyg

S1321p.41S JUdUDTVUD Y

aunpivf SurSvuvuw uo pPvduly

dvag aaudo)H

592

"panupuo)y I Aqul,

Conservation Biology
Volume 32, No. 3, 2018



593

Catalano et al.

‘douwviioduir avjndiawd Jo st (qafvs par3ojoqodsd Jo sjuauago 4oy) suivay urgm
ssouuado puv Isn.f 1L st 2a2120ds40d 4opisino up Sunlad ‘sney ouonyfur 41o4) 01 dunuLuL AJYSSIIU S U0 D] JUDIVNS OU S SSVIq JO d.4pmp Supaq 1snf 1noyfip Lioa sp Sursviqad

*aN[eA SEY UONEWIOJUL
POIeYSUN JEY) OJEME 2JE SIIUIDW Wed) uLmsud 4q
$9An0adsrod odnnuw Jo 11Jous(q 9Y1 95LIVAIT "SIOQUIDW
wed) [[e WOJJ SUONNIIU0d 38eIN0dUd 03 £19§es
1eo18o1oydAsd 23eAnND “ATIMI] ST UOHIEWIOFUT [RIONID
Sunjoopraao ey 1dodoe pue ‘vonerwy] [edrdojoydssd

[EWIoU € ST SSouJeMe papuno( eyl 9z1u3009y

‘31393 UED NOA JYIDYM PUE JUEM P[NOM

NOA UONEWIOJUT JBYM J[ISINOA SUDISE PUE 2IMINJ SY3 UT
jutod ® e UoIsap 2 Sunyew Suturdewt Aq 98pajmouy]
JO 2DUIPIAD UT sded JOJ YdIes A[DATIOY "SOANEUIdE PUE
uonendsul JO 92IN0S B SE 9AIIS PINOYS I ‘ISYIe] {[enuews

01-M01] & SE PIMIIA 3] JOU PINOYS $S2001S Jey) 1d200y

‘sisATeue Juaaaisod ur ydjoy

OS[E SI PIAJIYIE ST JWOIINO [BUY I 2I0JI( PUL dpel

oJe A9Y] SE SUOISIOIP JO SIUIWSSISSE SUIPIODNY "OPLW SEM
UOISIDIP YY) W Y 1B MIIA JO Jutod S JINeW-UOISIDIP

S} WOJJ UOISIOIP 1) IZATeUE 0] [NJasn 3q Ued 1]

‘uorssnosip dnoid

Jo yISuoms Jofew © SuneSou ‘UONEWLIOJUT [ENPIAIPUT UBY)
US1JO 2IOW UONBWIOJUT PATLYS SSNOSIP 01 s1dquidw dnoid
[ENPIAIPUT SISNED SEI] SIYL, "UONEINWI] [EUONEWIOJUT

SIY) AQ PAQLIDSWNIILD IIE SJUIAD 2IINJ JO sanIiqeqord
pue suonedrdwr oyl Yo ‘sny[, ‘puey je UONENIs

S1[) 01 JUBAD[DI JSOW ST YDIYM I} UBY) IIYIBT I[ISSIOOL
ATISED SI 23 UONBWIOJUT 0] SISATeUE SUNIWI UT J[NSII ULD

seIq SIy) ‘OwodIno 102foxd noqe suorssnosip dnoid Suung

“[ON] JO J[0I Y} ILWNSIIIPUN PUE IS JO I[OI
23 93e1983ex2 03 pue suondE drmny Jo5 suonduosaid se
SOWO0DINO [NJSSIOONS I3E] 0 I I ALW dUO 2I0JIIIY ],
21Ny o) 191paxd 01 Ynous [om ised oY) puLISIOPUN OM
SUTY) 03 sn pedf Jeyl Afesned noqe suondwnsse pameyy
Ul S)NS2I PUE SUONEZIEUONET D0y 1s0d 01 pea] ued SIy],
*SUD[OB] ST 2DUIPIAD JBYM IS JOUUED U0 ‘$9031d Surssiur
Aue ur S[[J PUE UONEWIOJUT J[(E[TEAE UO PISE] dANELIIEU

JUDIDYOD B DIEIID 0] SPUD) PUIW ULWNY DY) ISNEIIG

“A3renb UOISIOOP JO SSIIPILFIT ‘SOWOIINO PITIEL]

JI91JE PaI21[E AJ[EDIPET PUE dNSIWIssad 001 JO sOWO02IN0
[NJSSI0ONS SNOIMNIIOJ I2Je PIsIAdl Aerdoidde

10U JO dUSsTWNdo 001 9¢ UED UONIE JO SISINOD

SImny ‘A[prewun ‘dwWe[q Jo SUONNJLIIE 1091I00Ul 0 Ped]

ued s19130 03 sty Surd[ddy "SuoIsIap s.2u0 jo Aienb oy

JO $$9[pIe3aI ‘300d ST WOIINO I} JI [EINLID-J[IS A[IDA0
JO POOS ST AWOIINO Y3 JI SONIICE SUMEW-UOISIIAP §,9U0
Ul JUDPYJUODIIA0 W03 Aetll U0 ‘Jjasauo 01 pardde

J1 2anyrey jo Jeay 01 Suipea] ‘Aienb uorsap Jo ssa[pIedarx
pandde oq Aewr sOWO2INO Peq JOJ JUIWYSIUNJ "OPLW SEM
UOISIOOP ) W ) 1E J[qE[IEAL SEAM I} UONBWIOJUT
o) Aq pajueIIEM ST UBY) ATysIey 230w pagpnf oq ued

SIONEW UOISIOIP JEY] YONS ‘OWO0IINO0 9Y) JO UONEN[EAD )

A SUOISIOIP JO UONENEAD 93 9SNJUOD 0) SPUD) SBIq SIY],

UONEWIOJUT JUEAS[DI PUE ‘D[(ISSIIOE
A[ISED ‘TEDTILID JOO[IIA0 AJ[EONEWISAS 03 ADUIpU],

(€10T uId3mo 3 JueIn 1L007 ULwIdZE] ¥ y3nyn)
SSQUAIEME PapuUNnoOyg

SOAIISCO U0 JEYM UO AJ[ESned
Jo uroned e Sursodur £q 4103 Te2130] © 0JUT JOI230)
SIUDAD JO SILIDS PIIL[AIUN UE JUI[ 03 ADUIPUI) Y],

(1102 'T¢ 12 UewdUYEY (1107 UPWIUYEY ‘£00T JIIEL)
(LLVISAAL ST 23543 [[E ST 938 NOA JeyM JO AJE[[eJ JANBIIEN

SUOP 2ALY PINOYS JINEW UOISIOIP 93 Jeym sa3pn/

SBIQ 9WOJINO SEIIIYM ‘UMOUY JABY PNOYS JONeuw

UOISIOAP ) eyM sadpn/ serq 1y3ispury 2wodno

1eU]) 03 PIJ JeT) SUOISIAP Jo Aenb o1y Surssosse
Ul UONEWIOJUT dWODINO JYSIOMIIA0 01 ADUIPUI],

(ST0Z Te 32 UDI3JOT ‘8861 ASUSIOH 3 uoieq)
SBIq 2WOodINO

(S9132IDAIS JUdUASPUD Y

aunpvf SurSvuvut uo Pvduly

dvag aa11udo)

"panunuo) ‘[ Jqe,

Conservation Biology
Volume 32, No. 3, 2018



594

Conclusion

Success in achieving conservation goals paradoxically
requires a new approach to managing failure because
unanticipated failure is inevitable as we seek solutions to
challenging problems in a complex world. The difference
between success and failure can often be attributed to the
timely identification, analysis, and mitigation of errors
(Mittelstaedt 2005), which can be difficult to confront
in light of our cognitive biases, aversion to failure, and
our inability to perfectly predict the future. Creating and
implementing strategies to enable individuals, teams, and
our entire discipline to effectively manage failure is es-
sential. Just as aviation training and business and medical
schools have moved beyond simply examining techni-
cal causes of failure and are now teaching awareness of
cognitive biases and the psychology of decision making,
conservation professionals too can benefit immensely
from an awareness of these phenomena. Adopting a new
mindset (both individually and in teams) that is open to
learning from failure is possible, and the authors’ future
research will examine this failure-opportunity orientation
in conservation professionals. Ultimately, the lesson from
other disciplines is that until the benefit of embracing
learning from failure outweighs the costs, conservation
will continue to squander these learning opportunities
and remain less effective than it otherwise might be.
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