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Abstract. E-Health initiatives such as electronic clinicéis and epidemiological studies require accessitbusage of a range
of both clinical and other data sets. Such dataare typically only available over many hetercgmrs domains where a
plethora of often legacy based or in-house/bespblselutions exist. Considerable efforts and inwe=tts are being made
across the UK to upgrade the IT infrastructuresssthe National Health Service (NHS) such as titgoNal Program for IT in
the NHS (NPFIT) [1]. However, it is the case thatrently independent and largely non-interoperéiblsolutions exist across
hospitals, trusts, disease registries and GP peacti this includes security as well as more génerapute and data
infrastructures. Grid technology allows issuesisfribution and heterogeneity to be overcome, h@réve clinical trials
domain places special demands on security andadath hitherto the Grid community have not satigfaty addressed. These
challenges are often common across many studieiatedhence the development of a re-usable framnefor creation and
subsequent management of such infrastructuregligyhilesirable. In this paper we present the chg#e in developing such a
framework and outline initial scenarios and propety developed within the MRC funded Virtual Orgatiens for Trials and
Epidemiological Studies (VOTES) project [2].

1. Introduction

Clinical trials allow for the large-scale assessménthe moderate effects of treatment on various
diseases and conditions. Typically the various stagestridl involve identifying willing participants,
evaluating their eligibility for the study, obtaig their consent, beginning the course of treatmesht an
undertaking follow-up study both during and potdhtidong after the treatment has completed.
Statistical analysis of the impact of the trials, emgythe efficacy of the drugs being tested can ten
undertaken. The large-scale processes involved incétmisbe broadly broken down into three areas:
patient recruitment; data management, and study astngition and co-ordination.

Until recently it was the case that clinical trialdaepidemiological studies would be human
intensive and paper based. Examples include, the WleScotland Coronary Prevention Scheme
(WOSCOPS) study [3] conducted at the University tdsgow, where over 20,000 letters were sent
out to eventually recruit 6595 middle-aged men (4§e64) with a mean cholesterol of 7.0 +/-
0.6mmol. On a much larger scale the UK BioBank eff@rwill be sending many millions of letters to
potential trial participants in the hope of recngti500,000 members of the population between 40-69
years of age. Not only are these expensive soklititiey are also highly inefficient and human
intensive often with members of the population betmgtacted that do not meet the appropriate
constraints for the given trial, e.g. their cholesités too high or too low, or they are on othergiru
treatments etc. E-health initiatives are now movingards electronic based clinical trials which in
principle offer solutions to improve how trials are sgt and subsequently managed. However,
establishing an electronic trial is not without itsrowhallenges. Each individual trial will face the
same kinds of challenges for recruitment, data manage and study co-ordination, hence a
framework supporting a multitude of trials would beremely beneficial and is something currently
being explored within the MRC funded VOTES projiit

To establish an e-Infrastructure for clinical tsialequires addressing heterogeneity and
distribution of systems and data sets, and differencgerneral practices, e.g. how data is backed up
(or not) at given sites. One of the key challengesifan IT perspective is security. The “weakest link”
adage applies to security and a single site that dottake appropriate security considerations, iooth
terms of the technologies they have used, how thewsing them and their general practices, can in
principle jeopardise the security of all collaborgtisites [5]. The risk of data disclosure is an ever
present security risk that cannot be ignored. Ensuhiag Caldicott guardians and other independent
senior health professionals with strategic roles foe tmanagement of the data protection or
confidentiality associated with patient data sets iax@lved in the decisions that influence the
development of such infrastructures is crucial to rtheiccess; from their development, their
acceptance, and perhaps more importantly their ¢tisege.



It could be argued that the immediate hurdle in disteibg an electronic clinical trial is how
to recruit people. Key sources of data in Scotlametlide national census data sets such as the General
Register Office for Scotland [6] which includes infation such as the registration of births,
marriages, deaths as well as being the main sourcesolly fhistory records. The access to such
information whilst useful does not include direct tleaklated information which will likely impact
upon the suitability of patients to a trial. Primaigre and secondary health care data sets are other
immediate choices, however access to and usage ef dia¢s sets will likely require ethical approval.
Patients should have the opportunity to consentthi®t data can be accessed and used. However in
running a clinical trial, it is often the case thstistical information is enough. Thus rather than
disclosing information on specific patients, statidticdormation is sufficient. Even here however,
questions on ethics are raised. At the very leastodoand their patients need to be included in any
data access decisions.

Yet the establishment and running of electroninicdil trials is a compelling one with data
often being stored in some form of digital format,eilbacross a multitude of databases behind
firewalls. One of the key challenges is to allow se@geess to these data sets to the right people for
the right purpose. High levels of security should beiat the cost of usability. A good example of this
is the remote control car key - a far improved andentmmplex technologically, security solution, but
easier to access and use. Similarly, end users of &tnfctures should be largely unaware of the fine
grained security solutions that are restricting androtimg their access and usage of the facilities.
Usability of the infrastructures is of uppermost imtpace to their success and take-up [7].

In this paper we describe our attempts to establish sapport a Grid framework at the
National e-Science Centre (NeSC) in Glasgow as glthe initial phase of the VOTES project.
Through this framework we expect to support theciffit establishment and subsequent conduct of
clinical trials and studies. In the rest of this papemresent the technical and non-technical chafieng
facing the design and development of this framewoltncgawith an outline of the early proof of
concept prototypes currently supported. We also autlie future work of the project and challenges
still to be addressed to realise the vision of anfxdtructure for a range of clinical trials and stsdie

2. Existing Infrastructures and Data Sets across Scotland

The VOTES project [2] is a collaborative effort Wween e-Science, clinical and ethical research centre
across the UK including the universities of Oxfordaggow, Imperial, Nottingham and Leicester. The
primary focus of VOTES is to build an infrastructure sopport a multitude of clinical virtual
organisations. Virtual organisations (VOs) are a camiconcept in the Grid community and provide a
conceptual framework through which the rules assatiateh the participants, their roles and the
resources to be shared can be are agreed and suliegnfarced across the Grid. VOs in the clinical
trials domain are characterised by a much greatgnedeof emphasis on security, data access and data
ownership. We term these Clinical Virtual Organisaid@VOs) since they place requirements not
typical to other HPC-oriented VOs common to the wi@id community. Rather than developing
bespoke CVOs for each individual clinical trialisitour intention to develop a framework supporting a
multitude of CVOs. Each of these CVOs will be deriveshf the framework and adapted depending
on the needs of the trial or study being conducted.

Common phases of many clinical trials and epidemickdgtudies, and the primary focus for
core components that will exist in the VOTES Grahfiework are:

« Patient recruitment enabling semi-automated large-seataitment methods for investigators
conducting large-scale clinical studies in a varidtgettings;

« Data collection incorporating data entry includintermittent connectivity to other resources,
such as a trial-specific databases, code lists for adwersats and non-study drugs,
randomization programs and support for internatioaatia of case report forms;

e Study administration supporting the administratidrthe study, including logging details of
essential documents, enabling rapid dissemination of sta@bumentation and by co-
ordinating transport of study treatment and collectibstudy samples.

The first step in developing a Grid framework fomidal trials is to identify the potential sources of
data and services that allow access to such datae @iison with data providers, data owners and
existing services is essential. Within the Scottish eltrn&VOTES we are working closely with the



NHS in Scotland who have identified the followingta sets and software which provide initial
coverage of the sets of data needed for clinicdstaiad epidemiological studfes

e The General Practice Administration System for Seuwtl (GPASS) [8] is the core IT
application used by over 85% of clinicians and gdranactitioners involved in primary care
across Scotland;

e Scottish Morbidity Records (SMR) [9] includes recoréating to all patients discharged
from non-psychiatric and non-obstetric wards in Ssbtthospitals (including datasets on
death, cancer, hospital admissions, etc.)

e Scottish Care Information Store (SCI Store) [10] batch storage system which allows
hospitals to add a variety of information to be sdaacross the community, e.g. pathology,
radiology, biochemistry lab results are just somehefdata that are supported by SCI Store.
Regular updates to SCI Store are provided by themmneial supplier using a web services
interface. Currently there are 15 different SCIr&oacross Scotland (with 3 across the
Strathclyde region alone). Each of these SCI Stersions has their own data models (and
schemas) based upon the regional hospital systems thesupperting. The schemas and
software itself are still undergoing development.

* NHS data dictionary [11] - a one-stop shop for Hhealtd social care data definitions and
standards. It contains a summary of concepts for SM&es including online manuals for
the datasets; information on the clinical datasetssain healthcare and social care datasets
along with the data standards upon which they ased.

The Scottish component of the Grid framework undeeliment within VOTES is being targeted to
these resources. Components which allow secure anchletdtcess to GPASS for example will
provide a highly generic reusable solution applicablever 85% of all practices across Scotland.
Contemporaneously, solutions accessing NHS resourcassarbeing developed by the other partners.

3. DataFederation and Distributed Security Challenges

As CVOs necessarily span heterogeneous domains, aquisite to the construction of distributed
queries and aggregation or joining of data retuiegde development and use of a standard method of
classification or common vocabulary more generaliis includes the naming of the data sets
themselves, the people involved and their roles (pges) in the access to and usage of these data sets
amongst other things. Ideally these data and roleddlibeustandardised so that comparisons can be
drawn and queries joined together for example acrossge of clinical data sets.

There are numerous developments in standards foraberipgtion of data sets used in the
clinical trials domain. However, this can be an iwed process depending on standards groups
developing and acting on strategies put togethreutth major initiatives such as Health-Level 7 (HL7)
[12], SNOMED-CT [13] and OpenEHR [14]. There ar¢eafa wide range of legacy data sets and
naming conventions which impact upon standardisatioocgsses and their acceptance. The
International Statistical Classification of Diseasel &elated Health Problems version 10 (ICD-10)
[15] is used for the recording of diseases and healttied problems and is supported by the World
Health Organisation. In Scotland, ICD-10 is usedinithe NHS along with ICD-9 and Read codes in
the SMR data sets for example. ICD-10 was introduced®93, but the ICD classifications themselves
have evolved since the L ¢entury [16].

An explicit example of the problems facing large s¢aiernational) clinical trials is the term
“neoplasia” which means “new growth for benign/maliginmours” in Northern Europe but “cancer”
in Southern Europe. Hence, the type of treatmentiged depends heavily on the location of the
patient. Global Grid frameworks that incorporate appate meta-data identifying the different local
data classifications can provide capabilities to agkiseich discrepancies.

The standardisation process itself may influence hadile any given standard is adopted.
For example, standards developed to specific dezgdtinring the standardisation-making process, and
standards bodies producing regular updates with isokitreadily available for implementation are
more likely to gain acceptance. This is also the cagenthe Grid community. Linking standardised
data descriptions between domains so that entitiesedetibnships within one organisational hierarchy
can be mapped or understood within the contexnofteer domain is fundamental to the development
of the Grid applications proposed in VOTES. Once ds hbeen established how meaningful

! This does not imply that this data is readily &kle directly, but that these are the sourcesatd dnd software
which we should be eventually interfacing with.



comparisons can be made between the schemata ofrgjftlomains, this knowledge can be applied to
a generic clinical trial that could run queries asrdieterogeneous domains, bringing back generic
results, richer in scope and information than if singtal sites had been independently queried.

Information stored in clinical trials is by its naturBighly sensitive — drug treatments,
conditions and diseases that patients have must be kg strictest confidence and the exact details
should only be known about by a few privileged sale the trial. This is one of the most fundamental
challenges in this work — to realise the opportusitied benefits that can be brought to this field by
Grid technology but to also maintain the high segigtandards that must be strictly adhered to.

Within the Grid community VO security issues are galiygrouped into the categories of:

» Authentication -the discovery of a user’s identity. This is achieiredhost Grid applications
by the use of the well-established Public Key Infragtme (PKI) technology [17].

» Authorization— the discovery of that user’s privileges based oin ithentity. This is less well-
established in the Grid community. Various software tgmis are available for the
establishment of user privilege assertions — PERMIS (@Bich implements the Global Grid
Forum Authz API [19]), CAS [20], VOMS [21], AkenfR22] — with no single model having
been adopted over the others.

« Accounting— logging the activity of users so that they canhleéd accountable for their
actions within a system. This is also less well-establighitdmany implementations coming
from “home-grown” solutions within different project§hough important in an overall
security strategy, this area is usually addressed oecsotfd platform of authentication and
authorization has been established.

Authentication in the Grid is achieved using PK¢heology. This involves using a combination of
public certificates and public and private keys tdfyehat a user is who they say they are. This is a
well-established way of establishing user identity &eev it has limitations as a standalone security
solution in terms of general usability, security granity and overall scalability [23,24].

A more scalable, user-oriented solution which is\gexplored within the VOTES project is
the Internet2 Shibboleth technology [25]. Shibbol@tows the delegation of authentication to theloc
sites involved. Through agreed federations whererggaitributes for fine grained authorisation are
pre-agreed, the users are able to access and usderénd resources through local (home)
authentication [26,27]. Typically they will log with their own usernames/passwords at their home
institution and the security attributes (which mightlude their roles in particular clinical trials for
example) are then released and used by the targetosidetermine whether access to the resources
being requested should be granted. As well as supgod@amless single sign-on to Grid
infrastructures, this model moves the whole processeuttity establishment and authentication to the
home site. It also minimises the potential dangers of wsetsig down their PKI passwords and
transparently restricts what they are able to dolenremote Grid resources. In the clinical trial
domain, it is paramount that site autonomy is suppotfétie home site at which a user authenticates
themselves does not release all necessary attributesessl agthin the federation, then the user will
not be allowed access to and usage of the remote cesdiMe note that the Shibboleth model is
inherently more static than the true dynamic visibthe Grid where data and resources are found and
used “on-the-fly”. This static oriented model is catent with the clinical domain however where it is
highly unlikely that new people, new data sets or sewices are continually, dynamically added or
removed from the clinical environment.

The issue in Grid security that is much less well-distabd that authentication is that of
privilege management — what a user can actuallprie their identity has been verified. The main
issue is that of the heterogeneous nature of the dsnaaiross which the data is being federated.
Security policies will naturally differ between ldcsites, which leads to several challenges when
defining and implementing policies that take accairioth local and remote security concerns. These
include:

« Applying a generic policy that takes into accouheach local policy or linking local policies
together using a standard interface.

» Dynamically enforcing these policies so that, for exmnpestrictions applied by a site not
providing pertinent information for a particulareyy will not impact on the sites that are
involved.

» Building a trust chain that allows local sites toreunticate to the VO and therefore, by proxy,
be authenticated to limited resources at other sitd®ut compromising protected resources
at those other sites.

* Prevention of inference (statistical disclosure) theses when data is aggregated from
numerous sources.



e Maintaining data ownership and enforcing ownerstopcies regardless of where the data
might be moved to or stored or used.
In addition to authentication and authorizationptaer artefact of security that is essential in this
domain is that of “anonymisation”. This process involadlswing less-privileged users to gather
statistical data for the purposes of studies or trimalswithout revealing the associated identifyintpda
— this only being available to users with greaterilgges.

The NHS in Scotland currently achieves this by yoiing a uniqgue number associated with
all patients across Scotland: the Community Healthdr{@1l) number. Once an anonymised patient
has been matched for a clinical trial, this encryptaldie can in principle be sent to the Practitioners
Service groupHttp://www.psd.scot.nhs.uk6f the NHS who will as one of the many services they
provide, decrypt it and contact the patients diye@ssuming ethical permission has been granted for
so doing) to ask if they wish to join the clinidahl. Several challenges must be overcome to support
this including ensuring that only privileged users alde access and use data sets including this
encrypted CHI number. A further challenge is thar¢hare currently many independent solutions
across the NHS for how they manage their infrastresturhus for example, there is no standardised
way in which encryption is undertaken. Hence it fiem difficult or impossible to ask PSD to de-
anonymise an encrypted CHI number if it is generatedrbitrary NHS trusts. Pragmatic solutions
overcoming the nuances of NHS systems are thus necessary

Throughout the VOTES project, continuous ethical bagal overview of the solutions being
put forward and the data sets being accessed arg Ineide. This includes the perceived benefits of the
research for the public, and is undertaken by indéget ethical oversight committees. To support this,
superior security roles for oversight committee memdrich allow access to all data sets and reports
for given clinical trials will be made available.

4. Initial VOTES Scenarios, Architecture and I mplementation

In designing a reusable Grid framework for clinicéls immediate restrictions are imposed on the
possible architectural solutions. Thus it is unlikelyt tihiaect access to and usage of “live” NHS data
sets and resources will be achieved, wtdirect here implies that the Grid infrastructure can issue
queries to a remote NHS controlled resource containmgnonymised patient information, i.e. to a
resources behind the NHS firewall. Nevertheless, pbissible to design solutions capturing sufficient
information needed for a clinical trial without owgding existing security solutions or assuming
ethical permissions where none have been granted.bRossiutions being explored here include a
push model (where anonymised NHS data sets are egpdotthe academic Grid community (or to an
NHS server in a demilitarised zone of the NHS). Awotmodel is to allow the GPs and clinicians to
drive the recruitment process, provided they congluarthis is in the best interests of the patients.

The following scenario presents a representative seguehinteractions demonstrating how
primary care identification and recruitment of patgecan bethically achieved with patient and doctor
consent. The scenario in Figure 1 is based on disaissgiith Scottish clinicians, NHS IT personnel
and GPASS developers and is currently being prpeatyn VOTES.
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Figure 1: Example use of patient recruitment Gpgl&atio

0. A trials coordinator logs into a portal hostirgrieus CVOs associated with a variety of clinical
trials’. At this point, a personalised environment is estaitisbased upon the specific role (in this
case, that of the trials coordinator) in the CVO &mel location from where they are accessing the

2 0f course there are scenarios which predate tlés@g. how CVO is established in the first instaand the policies by which
the VO will be organised, managed, enforced.



portal. Thus they should only see the Grid servicesnaat to the appropriate trial applicable to them
and hence the data sets associated with those services.

1. The trial coordinator wishes to recruit patieotsa particular trial. These patient details arkyon
available in GPs local (and secure) databases —séatento this scenario dealing with access to and
usage of hospital databases are also possible. Emailseat to the GPs/hospitals with information
describing the particular trial to be conducted, geeeral criteria applicable to matching patients and
other information, e.g. financial information abgatrtaking in the trial. The email contains a liokat
Grid service (trial #1). The GPs themselves are destiito policies associated with the tentative set up
of a CVO for patient identification and recruitment

2. We assume that the GP is interested in enterimgtlg trial, i.e. they know that they have
matching patients and they follow the attached Ibdpending upon whether a PKI has been rolled out
to this GP and a suitable certificate (e.g. using X509 standard) is already in the browser or a
username and password combination is used instea@Rtsecurely accesses the Grid service. In this
scenario we assume trusted certificates are being used.

3. After extracting more information about the tfiedm the portal, the GP decides to download a
signed XML pro-forma pre-designed for this specifi@mlt This is amostly complete document
describing the main information relevant to thisltaa documented in the trial protocol, where the
empty fields need to be filled through a query ® &Ps database.

4. The signature of the signed pro-forma documeahésked to ensure its authenticity and that it
has not been corrupted. If these are both true, dtlserdent is used as the basis for an XML query
against the GP’s database (GPASS supports such afadederThis query might in turn result in
further information being extracted from other rases.

5. At this point, letters describing the trial to nfatg patients can be automatically produced.
These are used to obtain patient consent before cargifurther with the trial.

6. The matching patients may then consent to enténitogthe trial. Note that these letters of
consent may be sent directly to the trial coordingtstead of the GP as depicted here.

7. The forms are automatically completed based omeblts of the queries to the GP database,
digitally signed and returned to the Grid servicetfat particular trial (trial #1).

8. The returned signed XML document is authenticatedi checks on the sender (the GP) being
authorised to upload this document are made, e.gudhr checking that they were one of the GPs
contacted initially. The document is validated ts@re its correctness, e.g. by ensuring it satisfies the
associated schema and the relevant data fields areingkdly completed (and match the desired
constraints associated with participation in thd)tria this point, the responding GP is formally adde
to the CVO. Further follow up information may subsetlyebe sought, e.g. monitoring information
related to the matching patients.

9. The completed XML document and the associated-datadescribing the history of how this
information was established, by whom, when, for whitll etc are uploaded and securely added to
the CVO repository for this particular trial.

It is important to note in this scenario that patiemsent is given (step 6) before patient data
is returned to the clinical trials team. Another orant aspect here is that the GP can decide whethe
this might be in the patients’ interest. The pati@aly ultimately say no and hence is always involved
in the process. We note also that software soluticss exist for several parts of this scenario, e.g.
automatic production of letters inviting patients tonjthe trial. Similar scenarios covering user-
resource interactions are being developed and implemdevithin VOTES supporting secondary care
patient recruitment as well as for general data cidle@nd study management.

In this scenario we include a secure repository addessia the Open Grid Service
Architecture Data Access and Integration (OGSA-DAijldieware [28]. This repository forms part of
what we term the “Transfer Grid” as indicated in Feg@. The Transfer Grid infrastructure provides
the core of the Grid infrastructure that the wildenpin future CVOs, i.e. it is the platform, upon @i
the Grid solutions developed for security, data se@nd management, and data movement between
repositories hosted at the partner and collaboratistitutions can be supported. Since the Transfer
Grid exists in the academic domain and not behired NS firewall, a variety of solutions for
accessing and using the clinical trial data sets eaexiplored. The Grid applications pertinent to the
clinical trials domain are constructed over this lapeoviding the deliverable trial services. This
infrastructure will be expanded to include exteegr sites of two classes:

* Routine repositories such as those held by generakiqgeac hospitals, disease-specific
registries, device registries or the Office for Nagib8tatistics (ONS).

» Study repositories such as research systems developedpiarticular trial or observational
study.



These external peers will supply their own securitjcis, and may be intermittently connected to the
Transfer Grid. As such, interfacing with routine rejparies will be a highly involved and politically
sensitive process. This motivates the need for thialisblution to be scalable.
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Figure 2: CVO Framework, Transfer Grid and Key Sesrof Data

4.1 Current Software Architecture

The Grid framework is currently under production @dsing a variety of Grid middleware. The basic
architecture which supports federated queries in aarssrted but secure manner is depicted in Figure
3. This infrastructure corresponds to one node offth@sfer Grid outlined above and is hosted on a
trial test bed at the National e-Science CentreS@)eat the University of Glasgow.

Portal Grid Server Data Server

Globus
Container

OGSA-DAI
Service

Glasgow xford
SCI Store 1 Dnvmg
(SQL Server) DB
-
SClI Store 2 Consent DB N
(SQL Server) (Oracle 10g) Ej

RCB Test Trials DB
(SQL Server)

A

Figure 3: Software architecture schematic. The t@f box indicates how other institutions will bedsed to the current design
— the current implementation only incorporatestést databases running in Glasgow.

A GridSphere [29] portal front-end communicates ®labus Toolkit [30] (v4.0) grid service,
which in turn provides access to an OGSA-DAI [28fadservice. This runs queries from the “driving
database” using standard SOAP message-passing, bunaism iruns queries from the subsidiary
databases available from the pool for which it is eesfble, using direct JDBC connections.

The technology used in this implementation placesigtemphasis on the use of grid services
— essentially web services with the additional notibpermanent state. Within the Grid community
this paradigm has been largely seen as the mosttie# solution to implementing transient and
dynamic virtual organisations. An example of this is\Web Services Resource Framework (WS-RF)
[31] as implemented in version 4.0 of the Globus Kibolssues of access control are integrated within
this framework by means of a Security Assertion Markapduage (SAML), which allows a standard
exchange of security assertions and attributes. A pojaplementation of this standard has been the
OpenSAML project [32], which is now following thetdst release of SAML, v1.1, and is currently
developing an implementation of v2.0 [33].

The user accesses this infrastructure through a Gedspiortal at [2]. With the appropriate
privileges, users can currently bring back data froemdatabase back-ends implemented in multiple
test repositories of SCI Store and GPASS. Unprieitegsers can retrieve limited data-sets, with the
identifying patient data anonymised and other retris applied. Through the use of this application,
the end user is able to seamlessly access a set of resquedinent to clinical trials, in a dynamic,
secure and pervasive fashion. Depending on the ugeviteges, the results returned have varying
degrees of verbosity thereby allowing limited stat@tianalysis without compromising the privacy
restrictions necessarily applied in such sensitive data.



In the current version of the system to explore tlublem space and gain familiarity with the
clinical data sets used across Scotland, several “cajuegtes” representing valid clinical trial queries
can be run which seamlessly access and use distributkebbd test databases as depicted in Figure 4.
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Figure 4: Screen-shot of VOTES portal welcome st(éft) showing several “canned queries” with tiyge of result returned
based on whether the user is privileged or noh{yig

Users with insufficient privileges may still be ablertm queries but may not be able to see all
of the associated identifying data sets (see Figuri iS)important to note that all of this is complgtel
transparent to the end users of the system.
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DBID CHI Surname Forename ™€’ Gender DoB Postcode Consent HCP Name
XXHHHHK XO0000K X0 00X X00000X [F S Marshall, Dr D
IXKXXHXX HXXHXXK XXKKXKK DORXXKXX 300000 |F ég?gl;:‘géi)” (55C), Dr F. Ballantyne
XXXXHKX KXXKKXK XXKKXKX DOOOKKK X00000K|F ég?&:’:‘;? (55C), Dr F. Ballantyne
XXX KOO XOOK HOOOX 300000 F ég?g‘;}go'}f (55C), Dr F. Ballantyne
XXX HXXHXXK XXX DOOCXXK 300000 |M ég?:&?géf (RHC2), Dr.J.Anderson
000000 X300000K X000000K p000000C000000x | 2790702 (LHC1), Dr. A. Cooper

Eooe ® et

Figure 5: Results from an unprivileged user rugrarcanned query. ldentifying data is blanked dhitswstatistically relevant
data is available. Also the number of databasessaarhich the query has been run is reduced becélesek of privileges.

Another key aspect of this infrastructure is how patieonsent is handled. Currently the
system supports a variety of models which are allgveixploration of the potential solution space for
patient consent across Scotland. For example solutawes iheen prototyped which allow patients to
consent to their data being used for a specificadintrial, for a particular disease area or consent fo
their data being used generally. In addition, theéesysalso allows for patients to opt out, i.e. theitad
sets may not be used for any purposes. Numerous vasiatiotthis are also being explored, e.g. the
patients’ data may only be used provided they areacted in advance. To support this, a consent
database has been established and is used when jofrtimg federated queries is undertaken to decide
whether the data should be displayed, displayedrmriyanised, or not displayed at all.

The NeSC at Glasgow have extensive experiences amgerof fine grained authorisation
infrastructures across a range of application dom&#as3p]. Whilst we expect to move the existing
prototype to a more robust authorisation solutiomr, rpid prototyping purposes to explore the
problem space and get user feedback as early as possibléave developed an authorization
infrastructure based on an access matrix as shown umeH6g
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whereA is a combination function, 0, 1 are bit-wise privésgR;, hy are resources and, i$ a subject
Figure 6: Access Matrix Model
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The authorisation mechanism implements an access matti&l f8Y] that specifies bit-wise privileges
of users and their associations to data objects in YH@. ©ata objects are defined as fields, tables,
views, databases and sites, for the purposes of faieegt authorisation. The access matrix is designed
to enforce discretionary and role based access cqulicies and has been constructed to be scalable
for ease of growth parallel to the growth of theasfructure as a whole. Comparison of this approach
with other solutions such as Role Based Access Contuicad such as PERMIS will be undertaken,
where user views of data sets will be mapped to CVésrol

The federated data system [38] is currently composefbwof autonomous test sites, each
providing a clinical data source using either SQrv8r [39] or Oracle [40]. The data sources exposed
by these sites are configured as data resources on 8A-D@I data service. Each data resource is
seen as a node in the data federation. The OGSAdats service implements a head node model to
drive the data federation. The head node is seldzasdd on rules or request requirements and is
responsible for decomposing queries, distributingaudries and gathering and joining query results.

In the current implementation, data federation sécusi achieved at both local and remote
level. The local level security, managed by eachdist filters and validates requests based on local
policies at DBMS levels. The remote level security ¢hieved by the exchange of access tokens
between the designated Source of Authority (SOArath site. These access tokens are used to
establish remote database connections between theirsithe federation. In principle local sites
authorise their users based on delegated remote golidiés is along the lines of the CAS model [20].

5. Conclusions and Future work

The VOTES prototype software is very much a work ingpess. Yet the experiences in developing
this prototype are helping to gain a better undedstgnof the clinical domain problem space and
shaping the planned Grid framework. The vision @ral framework eventually supporting a myriad
of clinical trials and epidemiological studies is angelling one, but can only be achieved once
experiences have been gained in accessing and aisiinde variety of clinical data sets. In achieving
this, it is immediately apparent that there are a rernaf political and ethical issues that must be
addressed when dealing with data-sharing betweenidsraad these are inherently more difficult to
deal with than the technological challenges. Whiist NHS in Scotland and the UK more widely are
taking steps to standardise the data-sets that they thage are still far from being fully implemented
(and accepted) by clinical practitioners. For ins&g the unique index reference number the
Community Health Index (CHI) has only been implemdnéeross some regions of Scotland and
therefore leaves certain areas with incomplete eafss. Those records that do not have the CHI
number are referenced using a different Patienttifization (PID) number that will be idiosyncratic to
the region in question. There is also a need to lugld trust relationship with the end-user institogio
that we are working with to provide this clinicafrastructure. This necessarily takes time and will be
furthered by engaging in an exchange program waengoyees from NeSC work with and understand
the processes in the NHS IT departments and vice-versa.

The current Grid infrastructure described here hasvallil the investigation of automatically
implementing combinations of patient consent policideally such a consent register would be
maintained nationally, however this does not existoygtis planned with the electronic patient record
under discussions across the NHS in Scotland. Demdoasatf working solutions showing the trade-
offs in consent or assent with opt in versus opt outipitiies allows the policy makers to see first
hand what the impact of their ultimate decisions mighve. We believe that it is easier to convince
policy makers when they see actual working solutiatiser than theoretical discussions of what might
be achieved once the infrastructures are in place.



The applications in this project are being devetbywéh a view to being rolled out to the NHS
Scotland in the first instance, moving from test datdlive” data with fully audited and standards-
compliant security, upon establishment of reliabifityd production value. The eventual vision is that
this infrastructure will one day be available on labgl scale allowing health information to be
exchanged across heterogeneous domains in a searolesst, and secure manner. In this regard, we
are currently exploring international collaboratpessibilities with the caBIG project in the US [41]
and closer to home in genetics and healthcare psogecdss Scotland [42].
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