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Abstract

The UK Department of Trade and Industry (DTI) fudd8RIDGES project
(Biomedical Research Informatics Delivered by Githbled Services) has developed
a Grid infrastructure to support cardiovasculaeaesh. This includes the provision of
a compute Gricand a data Grid infrastructure with security at itatieln this paper
we focus on the BRIDGES data Grid. A primary ainttef BRIDGES data Grid is to
help control the complexity in access to and iraégn of a myriad of genomic data
sets through simple Grid based tools. We outlimséhtools, how they are delivered to
the end user scientists. We also describe how ttoede are to be extended in the
BBSRC funded Grid Enabled Microarray ExpressionfiRrdsearch (GEMEPS) to
support a richer vocabulary of search capabilitbesupport mining of microarray data
sets. As with BRIDGES, fine grain Grid security emgins GEMEPS.

Keywords: Grid, Security, microarray data;

1. Introduction

The completion of sequencing of human and several otheryatikagenomes as well as more than a
hundred microbial ones marks the beginning of the pestigic era, where emphasis has shifted from
searching for genes onto understanding of their funciibe. new discipline - functional genomics - was
born and its success has been grossly facilitated by develbpfmandern post-genomic technologies that
enabled comprehensive studies of MRNA, protein and metabolitplements of biological samples. Due
to the high-throughput fashion of these technologies, ifumat genomics has been generating large
amounts of data. To be able to sensibly analyse thesengditdesigned data standards are required.
Human Proteome Organisation’s (HUPO) Proteomics Stasdhmitiative (PSI) [1] has adopted the
PEDRO (Proteomics Experiment Data Repository) standartbf2proteomic data. Recently, the ArMet
(Architecture for Metabolomics) model was proposed for médatio data [3]. The most advanced work,
however, has been done by the microarray community thréwggtievelopment of the MIAME (Minimum
Information about a Microarray Experiment) standard fangcriptomic data [4]. These days leading
journals require microarray data associated with publicatiofe tMIAME compliant, and this standard
has been adopted by several public data repositories.

Data stored in these repositories can be easily searched usmgswarms belonging to carefully crafted
controlled vocabularies. However, none of the existingpsipries provides means for searching the
deposited data by the results of a particular microarray experiineother words, currently a researcher
cannot assess if a similar experiment has been undertakeausigyif other experiments have produced
similar results, or generally understand how their expetin@mpares to previously undertaken
experiments. More generally from a biological perspectivecam introduce the concept of a Simple
Functlonal geNomics eXperiment (SFINX) where SFINX repressen comparison of two biological
conditions represented by two groups of biologically remitatamples (healthy vs. diseased tissue, wild
type vs. mutant animals, drug-treated vs. control cells, &ach sample contains a population of elements
(e.g. mRNAs, proteins, metabolites). By identifying statally significant differences in the above
populations we want to learn about a biological process th#d esplain a difference between the two
conditions. Modern post-genomic technologies enable quarditateasurement of changes in populations
of elements. In case of gene expression arrays that measurengiéfe in the transcriptome content, the
elements are genes (or rather mRNAS). In the case of quastifatbteomics technologies such as



Differential Gel Electrophoresis [46] or Isotope CodediMy Tags [47] that measure differences in
proteome composition the elements are proteins. In the cgsamtitative metabolomic technologies such
as Fourier Transform lon Cyclotron Mass Spectrometry &} measure differences in metabolite
concentrations the elements are metabolites. As a resulSBINX, each particular element is given a
measure of its change and the complete list of these measurgtitzmna profile that fully characterises
the experiment. It is perfectly reasonable that after calculatiB§INX profile a researcher would like to
know if somebody somewhere performed another experimentiofilarsprofile. Such information could
lead to the assumption that at the first approximation ainfilological processes took place in both
experiments. This could potentially save time, efforts anduress in identifying such processes.
Unfortunately, at present there are no mechanisms for sucth seaitable in the public repositories of
functional genomics’ data.

In order to make such searches meaningful, several conditamesth be fulfilled. Firstly, the SFINX
profile has to be reliable; secondly it has to have a sstilpfprofiles corresponding to different level of
confidence; thirdly the library of profiles has to be camged using a standardised method; and lastly a
similarity measure between profiles has to be establishedSifli¢enry Wellcome Functional Genomics
Facility at the University of Glasgow (SHWFGF) have develbpenumber of new techniques to analyse
large genomic datasets such as microarray results. These teshriiguto combine statistical and
biological reasoning in an automated framework. They inclidek Products (RP) - a powerful test
statistics to detect differentially regulated genes in replicaxgedriments [49]jterative Group Analysis
(iGA) - an algorithm to compute physiological interpretasiaf experiments based on existing functional
annotations [50], an@raph based interative Group Analysis (GiGA) - a graph-based extension of iGA that
uses expression data to highlight relevant areas in anetegdnetwork” to facilitate data interpretation
and visualisation [51]. These methods have shown how i data sets, a novel, fully automated
pipeline for the analysis of Affymetrix GeneChip arrays bansupported. This schema has been running
successfully for several months in the SHWFGF. So far aisaff nearly 500 SFINXs that comprised
nearly 2000 chips has been performed.

To extend this approach to deal willstributed data sets requires several challenges to be overcome.
Firstly, data must be found and accessed — often requiriad)security issues to be dealt with. Secondly it
must be integrated with other data sets — where remote datarsetentinually evolving. Thirdly and
ideally it should be mined to bring more understandirdysupport richer mechanisms for comparison and
evaluation of biological experiments/results. The BRIDGE®jept [14] has developed a Grid
infrastructure that addresses the first two of these cosicdata access and integration. A follow on
BBSRC funded project Grid Enabled Microarray ExpressiafilerSearch (GEMEPS) [52] will enhance
this infrastructure to move towards data mining capadsliti

Grid technologies directly address many of the difficultiessent in large scale heterogeneous distributed
systems where collections of remote data and compute resowecest® seamlessly accessed and used.
One of the primary challenges that Grid technologies face isgmamthe access to and usage of a broad
array of remote, evolving and largely autonomous data sethdisense of being managed by separate
organisations). Whilst it is possible to have data cumatientres where for example microarray data are
stored and maintained centrally, e.g. such as the Medical Res€atsitil/Imperial College funded
Clinical Science Centre microarray data warehouse [5]; large cemtralentres are costly to set up and
subsequently manage and have a significant drawback, nareglyettuire that scientists are prepared to
hand over their data sets to a third party to manage anceehstiappropriate security mechanisms are in
place. Scientists are generally unwilling to make their micagadata sets (or research data sets more
generally) before their experiments are formally publishgdurnals / conferences [6]. As such, these data
curation repositories are always likely to be populated witlerodata sets, thus scientists wishing to
perform experiments are unable to determine whether recent expisrimase been performed already and
hence unable to perform any useful comparison until papess lbeen published. This can, depending
upon the journal, be especially time consuming.

A better model is to allow scientists to keep and maintaéir own local data sets, and allow them to
provide secure access to their data in a tightly controllethgett.g. to specific colleagues or centres
wishing to compare mutually beneficial experiments. To achigigeand bearing in mind the competitive



nature of research and costs incurred in running experimsetsirity of data is an important factor.
Individual sites will of course have their own procedwed policies for how they deal with data security,
however the Grid community has developed generic securitificad that can be applied to augment
existing security infrastructures. Through these additionathanisms local security policies can be
enforced restricting and controlling access to research datthaetsight otherwise not be available, i.e.
not yet published data. This is achievable through recedt<edurity standardisation activities [7], recent
technological developments [8,9,10,11,12,13] and direct expems of the National e-Science Centre
(NeSC) at the University of Glasgow in projects such asJt8C funded DyVOSE project [15], the MRC
funded VOTES project [16] and the CSO funded Genetics aadtirtare project [17].

2. BRIDGES Project Overview

Arguably the primary objective in applying Grid technologyté establish virtual organisations (VOSs).
VOs allow shared use of computational and data resourcesoligborating institutions/scientists.
Establishing a VO requires that efficient security access domeechanisms to the shared resources by
known individuals are in place. One example of a VO is the Wablcdrust funded (£4.34M)
Cardiovascular Functional Genomics (CFG) project [18] whoirarestigating possible genetic causes of
hypertension, one of the main causes of cardiovascular marfdiis consortium which involves five UK
sites and one Dutch site is pursuing a strategy combgtiudies on rodent models of disease (mouse and
rat) contemporaneously with studies of patients and popul&tA collections. The BRIDGES project
has been funded by the UK Department of Trade and Indasttgvelop a computational infrastructure to
support the needs of CFG.

Currently many of the activities that the CFG scientists uakletin performing their research are done in a
time consuming and largely non-automated manner. This ietyghrough “internet hopping” between
numerous life science data sources. For example, a scientigtromigh microarray experiment and identify

a gene (or more likely set of genes) being differentially @sged. This gene is then used as the basis for
guerying a remote data source (e.g. MGI in Jackson [B¥Prmation retrieved from this query might
include a link to another remote data source, e.g. on whoutdished a paper on this particular gene in
MedLine [30] or PubMed [31]. Information from these repm®es might include links to ensembl [32]
where further information on the gene, e.g. its startpasition in a given chromosome can be established.
Such sequences of navigations typify the research undertglemiebtists.

A key component of the BRIDGES architecture is the Data Higufe 1). This represents both a local

data repository, together with data made available via exterialtlgdl Grid accessible data sets. These
data sets exist in different heterogeneous, remote locatitimsliffering security requirements. Some data
resources are held publicly (e.g. genome databases such as EH@&ngsdne function databases such as
OMIM [35] and relevant publications databases such as MedB®l); whilst others are for usage only by

specific CFG project partners (e.g. quantitative trait loci (J)ddta sets [36]).
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Figure 1: Data Distribution and Security of CFG Partners



Currently the public data sets are accessible via two differemdkegfies: IBM's Information Integrator
(IBM-I1) — formerly known as DiscoveryLink [33], arttie Open Grid Service Architecture — Data Access
and Integration (OGSA-DAI) technology [34]. IBM-Il tecHogy has been developed to meet the
challenge of integrating and analyzing large quantities of divectentific data from a variety of life
sciences domains offering single-query access to existingadasbapplications and search engines. This
is achieved through wrappers which use the data source’s @mbrsrver mechanism to interact with the
sources in their native dialect. Through IBM-1l access to admaray of heterogeneous data sets can be
achieved, e.g. relational databases, XML databases, Excel smeiadslat files etc. In a similar vein, the
OGSA-DAI technology provides a generic data access and intagratechanism overcoming issues
related to the heterogeneity of technologies and data sets aswiedl remoteness of data sets themselves.
This technology is being continually refined and extendedbéo compliant with on-going Grid
standardisation efforts.

To support the life science community it is essential thaticgiions are developed that allow them
simplified access to life science data sets as well as to persoteis environments. The personalisation
might well include the data sources that are of most intevabe scientists and the information that they
are most interested in from those data sources.

The BRIDGES project has developed two client side tools whithas front ends to this data hub:
MagnaVista and GeneVista.

2.1 MagnaVista

The Java application MagnaVista provides a single, personalisaly in which a broad range of genomic
data sets can be simultaneously accessed and used based on quenyiggne names (or synonyms) —
which themselves may have originated from particular local aaicay experiments. This application
provides a completely configurable environment through witiehscientists can navigate to and access a
broad array of life science data sets of relevance to their reseBnehbasic user interface to MagnaVista
is depicted in Figure 2.
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Here the user can include the genes that they are most iateiregtentral pop up window). The lower left
corner of Figure 2 lists the remote data sources that are ate€SMMISS-PROT [37], MGI [29], Ensembl
[32] (rat, mouse, human DBs), RGD [38], OMIM [35]).é'bop up window to the right of Figure 2 shows
the data sets that are returned to the user upon subnoagsimnquery.

Thus rather than the user manually hopping to each of teesate resources, a single query is used to
deliver collections of data associated with the genes of intdrestupport the specific targeted data needs
of the scientists, the MagnaVista application can be persedalisvarious ways. It currently supports user
based selection of specific (remote) databases that should begated; user based selection of the
various data sets (fields) that should be returned frone thatabases; storage of specific genes of interest,
as well as personalisation of the look and feel of theiajan itself.

The actual MagnaVista application itself is delivered to tleesugsing Sun Web Start technology. Through
launch buttons on the portal web page, a single mouse cliclbbearsed to automatically deliver the

application and associated libraries, including the Web $tarironment if it is not already present.

However due to anomalies in Web Start with non-Interngildfer versions of browsers used by the
scientific community and issues of local firewalls blocking\Gtart traffic, it was decided that a simpler
version of this application was needed: GeneVista watupsd to address these issues.

2.2 GeneVista

GeneVista is a portlet based application. Portlets are Jmsdb/Neb components, managed by a portlet
container, that process requests and generate dynamic cdpoetsls use portlets as pluggable user
interface components that provide a presentation layer tomafmn systems. The next step, after servlets
in Web application programming, portlets enable modularused-centric Web applications.

In essence the functionality of GeneVista is very similaviemnaVista. However, it does not support the
richness of personalisation. We note that this was at theesegf the scientific end users. They simply
wanted to be able to select a collection of gene names and rettiavaikable information. Few of them
bothered with personalisation possibilities. The basic sesque” front end to GeneVista was designed
to reflect this. It is worth noting that the scientistsgominantly use Google for their biological searching.
Hence the look and feel of GeneVista has been designed to giveatih environment and front end that
they are comfortable with. GeneVista has however been a@esigm interrogate specific biological
databases as opposed to gathering general information awaitabks the internet as with Google.

The GeneVista portlet simply requires that the scientisttitipe gene names that they are interested in and
selects submit. Following this, HTML based data sets arenextuand presented within the browser
window as shown in Figure 3.
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Figure 3: GeneVista Basic Usage for Gene Query



2.3 Lessons Learned in Developing Functional Genomic Data Grids

In developing this infrastructure, numerous lessons weldping and maintaining data Grid infrastructures
for functional genomic data sets have been learnt. These inglodd¢eness and independence of the data
sets (including how they are independently managed); thee digiendencies that exist between these
remote data sets, as well as how technologies such as IBNhhatfon Integrator and OGSA-DAI address
these challenges.

2.3.1 Access to Remotely Managed Genomic Data

A major problem faced by both Information Integrator andSBEAI is the changes made to the schema
design associated with the remote data source. For BRIDGE8ydtrelational data sources which would
allow public programmatic access were Ensembl [32] (MySQL ; Rause and Human Genomes,
Homologs and Database Cross Referencing) and MGl [29] $8ybimainly Mouse publications and some
QTL data.) Flat files were downloaded for Rat Genome Databade(fR&8D), OMIM [35] (Online
Mendelian Inheritance in Man), Swissprot/Uniprot [37] (i sequences), HUGO [30] (Human Gene
Ontology) and GO [44] (Gene Ontology). The other siygically offer access to their data via front end
HTML based web pages for example running CGI script; @y thake their data in a flat file format on ftp
servers without providing associated schemas to help imgutis into a local database.

Obviously changes made to the schema of a third part dataleasengpletely outwith the control of Grid
infrtastructure developers. Ensembl change the name of thgirgane database every month! The schema
of the database has been drastically altered on at least 3 occhsiogsthe BRIDGES project. MGI have
had one major overhaul of all their table structure. In thesss aaseries to these remote data sources will
fail. This is especially costly when large federated queriesrade which ultimately fail when perhaps
only one or two columns of a particular sub-querypaoblematic, i.e. are based on an erroneous schema.

The case of flat files is slightly different. Since the flé& fias been downloaded onto the BRIDGES data
server and either wrapped or parsed into the databaseggjoerithis will survive but only until a newer
schema-altered file is incorporated.

It should be noted that Information Integrator insikegt the flat file being wrapped exists on a computer
with exactly the same user setup and privileges as the data issgifeiThis is unlikely to be the case with
regard to most curated life science data sets. It is also théhedgbe manual task of mapping flat file
columns to database wrappers must still be done in th¢ evemote changes.

The ability to create Materialized Query Tables (MQTs) inrmi@tion Integrator can insulate the queries
from these remote changes. An MQT is a local cache of a remotedtablew and can be set to refresh
after a specified time interval or not at all. Here we have a batacit of deciding how important it is to
have up to the minute data (refreshed frequently) or sligidgr data but impervious to schema changes.
The MQT can be optimized to try the remote connection firgd, if it is unavailable to resort to the local
cache but in the event that the remote connection is goodébgu#ry throws and exception because the
schema has changed, then the query will fail.

BRIDGES has come up with a partial solution to the obbf remote schema changes. An application
was developedBridges wget) which systematically checks for database connections anddbtimection

is made runs a sample query specifically naming columnsdsa select *) to test if the table schema has
changed. If all is well, remote flat files are checked for ffiation dates. If newer ones are found at the
remote site they will be downloaded, parsed (if necessang)either loaded into the database or the db
administrator notified that new files are available.

Hopefully this will go some way to help in keeping BRIDGES database up to date with current data.
We note however that the parsers developed are not semantitalligent so it would require updating
the code (Java) to meet with file format modifications



2.3.2 Data Independence Issues

One of the issues around creating a federated view of rerataeaurces is the fact that these data sources
are largely independent of each other. It is not alwayslgedsi find a column which will act as a foreign
key over which the joining of the two (or more) databasesocaar. When there is a candidate, often the
column name is not named descriptively so to give a cli@which database might be joined to.

Were all the databases developed by the same development teaxarfgole within a company intranet,
this possibility of creating large scale joins across seVvenalogenous databases would be much clearer.
As it is one bio database may have a row with a gene idertddlamn with another column holding an
accession ID for an entry for this gene in another databasieislway the join can be made. For example,
in the case of Ensembl a row containing a gene identifieatené Boolean column indicating whether a
reference exists in another database. For example, RGD_BO&tud indicate that a cross reference can
be made to the RGD database for this gene identifier. Wehaee to query the Ensembl RGD_XREF
table to obtain the unique ID for the entry in the RGD dedab The query to RGD may then contain
references to other databases and indeed back to Ensembhemhds up with a circular referencing
problem.

BRIDGES dealt with this problem by caching all the availalbligwe identifiers along with the database in
which it is found from all the remote data sources in a lotkrialized query table. When a match is
found, the associated data resource is queried and all resullteeceto the user. It is then up to the user to
decide which information to use.

In addition to the schema checking and file download progwaniBridges _wget), BRIDGES has
developed a knowledge base for problems and solutionsattempt at providing a project wide resource
to assist developers. It can easily be extended to incoepother projects and modules so that other
projects working with DB2 for example can share their fixabwaorkarounds.

2.3.3 Data Return Size Issues

In practice with Information Integrator queries are isduech the MagnaVista or GeneVista application to
stored procedures within DB2. Based on the parameters rdcdigeappropriate databases are queried.
Rather than create one large join across all the remote data sevthdseformation Integrator the stored
procedure makes individual queries to each database and réimesult sets into a temporary table. It is
this temporary table which is returned to the client.

With Information Integrator, selectively populating the pemary table allows us to make sure no
duplication of data is returned. To illustrate this prohlam Ensembl gene identifier may be associated
with several hundred publications in the MGI database kadaaparticular Swissprot accession ID and the
taxon element is required to be returned from Swissprat.takon table is three relations away from the
Accession table. There may be 5 taxons to be returned which theatisere is no possibility of running a
DISTINCT select statement. This would mean that all the patidin data would be returned along with
each taxon.

The fact that large publication data may well be involved énldle database query could easily exceed the
maximum tuple size returned from DB2. It is possiblentwease the tuple size by increasing the page size
for the database. This of course could work againsbpaédnce if the bulk of the queries issued would
return a small dataset and therefore there would be a radcyth the page size overhead.

Using OGSA-DAI to perform the same type of query asb®®n outlined above is more problematic. To
begin with there is no cache or local views available as withirtration Integrator through MQTs. Instead
there has to be a query made to each data resource to begim ovitleri to obtain all the unique identifiers.
Of course these could be stored in a local file or databaseihg d UNION of all identifiers on all
databases thus serving as an alternative to the MQT.

The mapping of remote data sources to the ‘Integrator’ mechasialways going to have to be done but
with OGSA-DAI it is more a manual task rather than the raated ‘Discover’ function in Information
Integrator.



There is a similarity in the way that the particular storedgutares were constructed within DB2 and the
integration procedure in OGSA-DAI in that the former usssporary tables to store the result sets from
each database and the latter requires the existence of a databasehidthitables or temporary tables can

be created to store each result set. It is from this newlytrcoted table that the client then obtains

required data.

It should be noted that if MySQL is to be used as themping’ database by OGSA-DAI, only newer

releases support temporary tables and those that do are seldmiive allowing more than a single

SELECT to be performed within a transaction on the tempdednte. If actual tables were to be created
there would have to be a convention in place regarding talphéng otherwise collisions would occur.

The fact that stored procedures can be written in DB2 mak&mjdler for the client as all the query
processing is done within the body of the procedure d&hletbased queries can also be implemented in
OGSA-DAI and the same results returned.

2.3.4 Issues in Creating Federated Views of Remote Data

When setting up a federated view in Information Integratwr first chooses a wrapper to use. Then one
defines a ‘Server’ which contains all the connection parametrst ‘Nicknames’ are created for the
server which are local DB2 tables mapped to their remote cpant®r To aid this process there is a
‘Discover’ function available when creating the NicknamesciWwhivhen implemented will connect to the
remote resource and display all the metadata available. One cashtize® which of these to use, rename
them and alter their schema for local use. Such advanced featirex awvailable with OGSA-DAI.

It should be noted that if one drops any componentiyesemponent that is dependent on it will be
dropped also. So for example, if a Server is dropped akrdimes will be dropped. If a Nickname is
dropped, all MQTs and Views based on that Nickname will laésdropped. Experience has shown that it
is worth saving the original scripts.

We note that there is an unresolved issue regarding MQIPrdammation Integrator. MQT’s created with
the same schema owner as the underlying tables from which théwiltr are not accessible to users who
do not have administrative privileges.

2.3.5 Enhancing the BRIDGES Data Grid Infrastructure

Whilst providing a simple mechanism through which a breagy of life science data sets can be
simultaneously accessed and returned to the end user stsietfite richness of the functionality in both
MagnaVista and GeneVista is somewhat restricted. Specifichflyqueries issued to the DB2 database
which are subsequently federated to the other databasesingtvesults that are then joined are quite
simple simplistic. They focus primarily on searching feng names or synonyms. This provides a basis for
application of Grid technologies for the CFG scientistg, dnes not provide them with the richness of
vocabulary that they ideally need. Namely, to answer questioh as Has this microarray experiment

been undertaken previously” or “how do my microarray results compare with general public knowledge
and/or with the not yet formally published data sets at collaborating site X".

To take these tools further, the GEMEPS project [52] ¢gaigtng upon access to and usage of microarray
datasets at Cornell University Computational Biology Serdn# [21], the Riken Institute Japan [22] and
the Sir Henry Wellcome Functional Genomics Facility. Alltieése sites have agreed to make available
their microarray data sets and provide support in delige&ind based security solutions. Thus rather than
simply searching for gene names, we would like to be abdedoch for sets of genes that are associated
with for example a particular microarray experiment. In additise would like to be able to extend this
search capability with expression values and variations mfessgion values. Thus we plan to be able to
issue queries of the forruho has run an experiment which generated results including geneX, geneY and
geneZ being expressed, or furtherwho has generated results of the form geneX with expression value 75,
geneY with expression value 66 and geneZ with expression value 23 (the numbers here are symbolic only
and standard deviations will be needed), or queries dbthewho has generated results with expression
values for geneX > geneY > geneZ. In the first two cases much richer query capabilities thaaugmgorted



right now with our federated repository are needed. In dlterl case, ordered sets of genes and their
expressions may well suffice (given the variations of ge@essions in microarray experiments, this is
likely to be a more realistic measure of the similarities peexnents). In this case, the query will be more
aligned with solutions based around the Basic Local Alignnssdrch Tool (BLAST), since we are
searching for patterns of genes ion microarray data warefous

In all of these cases, secure access to data sets at the reemi® séeded, since we want accedsvio
experimental data and not just historical microarray resultenGhe fact that this live research data is
costly to produce and potentially contains important scientfsults, a clear security policy is needed to
define what data can be accessed and by whom, and under whatstarmees. Thus if the results do lead
to new insights, then appropriate attributions willeef this. Similarly, the enforcement of this policy must
be clearly satisfied by IT staff of the data owning site agch by the remote scientists — site autonomy
and security more generally is of paramount importandeetsticcess of Grid computing.

3 Grid Based Security

With the open and collaborative nature of the Grid, ensuhiaglocal security constraints are met and not
weakened by Grid security solutions is paramount. Pudig Infrastructure (PKI) represents the most
common way in which security is addressed. Through RKikspossible to validate the identity of a given
user requesting access to a given resource. For example, wiitothes toolkit [28] solution, gatekeepers
are used to ensure that signed requests are valid,one.kinown collaborators. When this is so, i.e. the
Distinguished Name (DN) of the requestor is in a locstyred and managed gridmap file, then the user is
typically given access to the locally set up account as defintbe ffile.

There are several key limitations with this approach witlanego security however. Most importantly, the
level of granularity of security is limited. There is nemtion of what the user is allowed to do once they
have gained access to the resource. In principle we could lamychumber of arbitrary processes. In the
UK, this PKI works on the assumption that user certéisaare provided by an acknowledged certificate
authority (CA). To support this, a centrally managed CRuatherford Appleton Laboratories exists which
(necessarily!) has strict procedures for how certificates are abhclsers are expected to “prove” who
they are in order to get a certificate, e.g. through presethiigpassports to a trusted individual. This is a
human intensive activity and one which has scalability issunee Grids are rolled out to the wider
community such as industry and academia. Having usesonadly take care of their private keys is
another limitation of this approach.

In short, current experiences with PKIs as the mechanismnf&uring security on the Grid have not been
too successful [25,26]. Authorisation infrastructures,cilgllow expressing and enforcing what Grid users
are allowed to do on a given Grid end-system, offer extemohel finer grained security control when
accessing and using Grid resources. The X.509 standardamalarstised the certificates of a privilege
management infrastructure (PMI). One of the leading authonisetitastructures is from the Privilege and
Role Management Infrastructure Standards Validation (PERNIS)ect [8]. Through PERMIS, an
alternative and more scalable approach to centrally allocated Xuili@ key certificates can be achieved
through issuing locally allocated X.509 authorisation Bastribute certificates. These define the security
policies that will be enforced when remote Grid based reqassteceived.

The PERMIS software realises a Role Based Access Control (RB&f)risation infrastructure. It offers

a standards-based Java API that allows developers ofrcesgpateways to enquire if a particular access to
a resource should be allowed. The PERMIS RBAC system usds bdded policies defining rules,
specifying which access control decisions are to be made fon §i@eresources. These rules include
definitions of: subjects that can be assigned roles; SCBi(ce of Authority” i.e. local managers) trusted
to assign roles to subjects; roles and their hierarchicalaesdtips; what roles can be assigned to which
subjects by which SOAs; target resources, and the actionsahabe applied to them; which roles are
allowed to perform which actions on which targets, ancctmaitions under which access can be granted
to roles. This Java API has been used within the BRIDGEf®qi to define and subsequently enforce data
security.



A key aspect of data security within BRIDGES has been to magasy to use for the end users. The
requirements and responsibilities that are incurred in acguama maintaining a UK e-Science certificate
would have dissuaded many of the scientists from u#iegBRIDGES software. Hence the security
infrastructure deployed had to be robust yet simple & W identified that the security infrastructure
required to implement this should be separated into fanpooents:

e A portal that provides access from remote clients onto arsériies allows a flexible, pervasive
and highly available service to be presented to users acrossigdbtéarge distances and crossing
many domains of trust. This has been addressed usingesHgper-Text Transport Protocol
(https) to protect usernames and passwords during theerdnsfi the client machine to the
server, through encryption.

» An authentication facility which verifies that users areovthey say they are. This has been
addressed using standard username and password pairs comillingg standard authentication
mechanism provided by the portal software, IBM WebSpherseéure user database within
WebSphere stores user details.

* An authorization facility which determines what users canas@th on their identity. We note that
hard-coding of authorisation policies, rules and regulatisithin applications will not scale and
is inflexible. A better approach is to authorise rolesemd of individual users and have local
policies defined and securely stored accessible to numerougadippls which can then
automatically check whether a given user is authorised to inthekeervice in the manner they
are attempting. This is achieved through the use of PERB]ISPERMIS is a collection of
applications for the definition of and enforcement of sécyolicies. PERMIS integrates with
Security Assertion Markup Language - the language used tterimept the callout made by
Globus services when providing authorization.

* An additional infrastructure that provides user managemeditjragiand logging facilities. This is
achieved using a secure directory on the PERMIS authorizatioarsiat holds all attribute
certificates relating to users. Detailed logging of all useoastas also been implemented.

The overall security infrastructure is depicted in Figure 4.
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Figure 4: BRIDGES Security Infrastructure

With regard to data security, PERMIS policies have been dkfined implemented restricting access to
certain databases offered via the Data Hub to certain usersisTaihieved through extensions to the
GeneVista software to support queries of the PERMIS baséPLiblicies. These policies distinguish

CFG users from other users of the BRIDGES softwarecigally, the policies allow CFG scientists

access tall of the data sets that are accessible from the federated repo8itber non-CFG users are

allowed to create accounts on the portal, however they areeatitled access to the remote (federated)
data sets accessible via the portal. It is important to natethifs is all completely transparent to the end
users when using GeneVista. They issue queries and recailts véighout any knowledge that a security

policy has been enforced and that they are potentially onlypgeeisubset of the complete data sets
depending on their role.



We note here that due to limitations in the security standardsassociated implementations, the security
policies are fixed and at the database level and not databasetsdeteh For example, it has been
recognised that the Grid security models for fine graineaba@se access, e.g. to individual tables, rows or
columns contained within databases is not easily suppor@ddalable manner with the existing security
infrastructures and standards. This is primarily due ¢éoldlek of support for parameters in the current
Global Grid Forum Security Assertion Markup Language Adutit&rface [7]. Thus currently security can
only be made on a method name (or database stored proceduissulkatfixed SQL queries). A finer
grained model where authorisation is based on the methodarairessociated parameters (or S@lect
query with appropriate parameters/constraints say) is bomgethat would be needed across many
security-oriented projects. In a recent funded JISC proje¢tHEF Chadwick at the University of Kent
will be defining and implementing the enhanced Grid-aughtion infrastructure specification together
with the Globus developers. We expect to explore these extsnts Grid security infrastructures in the
course of the GEMEPS project and numerous other e-Healtedegirojects at NeSC Glasgow.

4. Conclusions and Future Work

One of the major challenges facing in-silico life science reke#cmanaging the data deluge.
Understanding biological processes necessitates access to arstanttieg of collections of potentially
distributed, separately owned and managed biological dataFselstated data models represent the most
realistic approach due to the expense of centrally based datéoorusat the general reluctance of
biologists to hand over their data to another party. isithat the CFG project are primarily interested in
functional genomic based data resources, e.g. in supporéirgritcroarray experiments, a bioinformatics
workbench that allows the scientists to take up/dovguleged gene names from microarray experiments
and garner further information are of special interest. We thett the data sets accessible via the Data Hub
are not a fixed set. Other resources can easily be added. Howmevef the challenges in this area is the
issue in gaining access to these remote resources. For examplef these resources provide the
necessary programmatic access needed, i.e. to query their datmbete. Instead, they often only offer
compressed files that can be downloaded or made available viaomékrid solutions such as CGI scripts.
As a result, the Data Hub includes a local warehouse for dadetl data sets. Currently federated access
to ensembl (rat, mouse, human) and MGI is supported, thiéhother data sets having to be locally
warehoused. This then requires that local (downloada@) skts are kept up to date with the remote data
sets. It is often non-trivial to establish a local repogithat uses theses data sets, even with the local
downloading of the data. Data providers often do notigeowchemas or data models for the data
themselves. Rather they simply provide large compressedlésxtifat can be ftp’ed. A significant amount
of effort is needed to understand how this data can be¢imjpua database.

It is clear that many of the issues faced by all technologiasdessing and using life science data sets are
impacted by standards and data models. Changing schemdigddive of this. We are currently finalising

a report on these issues funded by the MRC, BBSRC, N&EBC, DTI and Wellcome Trust [6] to be
released imminently which outlines the political, technical, esooosocial factors associated with data
sharing.

It is clear that the microarray data producing and consumingnomity urgently require technology that
will allow up to date microarray data information to be fouacdcessed and delivered in a secure, robust
framework. We note that technological frameworks that alloavycome the problems of dealing with a
multitude of remote data sets existing on numerous enemsgswith different local security infrastructures
is fundamental to much life science research. Grid based data andeisgegration technologies such as
OGSA-DAIT, [33] in conjunction with appropriate standaedion efforts such as MIAME [4], MAGE-ML
[39], MGED-OWG [40] for describing microarray experimeoffer a viable data sharing framework. We
believe the BRIDGES software provides a good basis upachvetilvanced data mining services dealing
with remote data sets can be achieved.

The queries that are supported currently within BRIDGESaarlg simplistic in nature — returning all (or a
subset) of the data sets associated with a nhamed geneghtih@uGEMEPS project we are now looking
towards more complex queries, e.g. lists of genes that beere expressed and their up/down expression
values as might arise in microarray experiments.
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