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ABSTRACT

ABSTRACT

Formation flying of multiple spacecraft collaborgt toward the same goal is fast
becoming a reality for space mission designerserOfihe missions require the spacecraft to
perform translational manoeuvres relative to eatleroto achieve some mission objective.
These manoeuvres need to be planned to ensurafdtg ef the spacecraft in the formation
and to optimise fuel management throughout the.flaeaddition to these requirements is it
desirable for this manoeuvre planning to occur menoously within the fleet to reduce
operations cost and provide greater planning fiéidor the mission. One such mission that
would benefit from this type of manoeuvre planniisgthe European Space Agency’s
DARWIN mission, designed to search for extra-sdtarth-like planets using separated
spacecraft interferometry.

This thesis presents a Manoeuvre Planning Ardiitedor the DARWIN mission. The
design of the Architecture involves identifying aconceptualising all factors affecting the
execution of formation flying manoeuvres at the /&anth libration point L2. A systematic
trade-off analysis of these factors is performed agsults in a modularised Manoeuvre
Planning Architecture for the optimisation of forioa flying reconfiguration manoeuvres.
The Architecture provides a means for DARWIN tocsuatmously plan manoeuvres during
the reconfiguration mode of the mission. The Armttiire consists of a Science Operations
Module, a Position Assignment Module, a Trajectbgsign Module and a Station-keeping
Module that represents a multiple multi-variabletimpsation approach to the formation
flying manoeuvre planning problem. The manoeuvres @anned to incorporate target
selection for maximum science returns, collisioroidance, thruster plume avoidance,
manoeuvre duration minimisation and manoeuvre foenagement (including fuel
consumption minimisation and formation fuel balagdi With many customisable variables
the Architecture can be tuned to give the bestoperdnce throughout the mission duration.
The implementation of the Architecture highlightee timportance of planning formation
flying reconfiguration manoeuvres. When comparethva benchmark manoeuvre planning
strategy the Architecture demonstrates a performancrease of 27% for manoeuvre
scheduling and fuel savings of 40% over a fiftgé&robservation tour.

The Architecture designed in this thesis conteluio the field of spacecraft formation
flying analysis on various levels. First, the mamge planning is designed at the mission
level with considerations for mission operationsl atation-keeping included in the design.
Secondly, the requirements analysis and implementadf Science Operation Module
represent a unique insight into the complexity bservation scheduling for exo-planet
analysis missions and presents a robust methaaufonomously optimising that scheduling.
Thirdly, in-depth analyses are performed on DARW&sed modifications of existing
manoeuvre optimisation strategies identifying trstnengths and weaknesses and ways to
improve them. Finally, though not implemented irs tthesis, the design of a Station-keeping
Module is provided to add station-keeping optimaatunctionality to the Architecture.






ACKNOWLEGEMENTS

ACKNOWLEGEMENTS

Much of the content of this research thesis wawdtl have been possible without the
support and assistance of a number of people.ifstl like to thank Jenny Roberts for the
initial spark of inspiration and hard work in seffiup the co-funding agreement that enabled
the research to be performed and to her husbaret Reberts for filling her shoes in her
absence. I'd also like to acknowledge Finn Ankerf@m the European Space Agency
(ESA) and Stephen Kemble from EADS Astrium who dlawe provided support throughout
and helped keep the direction of the research gtaad relevant. Malcolm Fridlund (ESA),
Anders Karlsson (ESA) and Glenn White (Open Uniwgrsare also thanked for their time
and feedback.

No research of this scale and over this lengthimé& would be possible without the
continued support from family and friends. I'd esipdly like to mention my long-suffering
wife, Rachel and wonderful children, Isaac and Avap have helped me maintain my drive
and motivation throughout the PhD process.

Vii



viii



ACRONYMS

ACRONYMS

The list below contains all the most commonly uaetbnyms throughout this thesis. Other,
less frequently used, acronyms can be found witlertext and are not on the list.

(B)PAM
(B)YSOM
(B)TDM
BCS
B-MPA
CCD
CR3BP
DOF

DSS
ER3BP
ESA
ESKM-MPA
FEEP

FOV

GA

GADS
GNC

GPS
IPAM-MPA
ISKM-MPA
ISOM-MPA
Lo

LEO

lINTTN
LQG

LOR
MID(M)
MPA
NASA

ODL

PS

RF

RT
SepM-MPA
Srp
SimM-MPA

(Benchmark) Position Assignment Module

(Benchmark) Science Operations Module

(Benchmark) Trajectory Design Module

Beam Combiner Spacecraft

Benchmark Manoeuvre Planning Architecture

Charge Coupled Device

Circular Restricted Three Body Problem

Degrees of Freedom

Distributed Spacecraft Systems

Elliptical Restricted Three Body Problem

European Space Agency

Embedded Station-keeping Module ManoeW®anning Architecture
Field Emission Electric Propulsion

Field of View

Genetic Algorithm (optimisation algorithm)

Genetic Algorithm and Direct Search (MATLABotbox)

Guidance, Navigation and Control

Global Positioning System

Integrated Position Assignment Module Manere Planning Algorithm
Integrated Station-keeping Module Manoeafanning Architecture
Integrated Science Operations Module Mamvoe Planning Architecture
2nd Lagrange point in any three-body system

Low Earth Orbit

Linear Three Telescope Nuller

Linear Quadratic Gaussian (control / contrgller

Linear Quadratic Regulator (control / controlle
Manoeuvre Information Dissemination (Module)

Manoeuvre Planning Architecture

National Aeronautics and Space Administration

Optical Delay Line

PatternSearch (optimisation algorithm)

Radio Frequency

Reference Trajectory

Separate Modular Manoeuvre Planning Aedtitre

Spacecraft with Formation Planning capability

Simplified Modular Manoeuvre Planning Artdtture
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Sp
SKM
Skp
STA
TPF
TPS
tnTTN
TS
WFC

Spacecraft with Individual Planning capability
Station-keeping Module

Spacecraft with No Planning capability
Science Task Assignment

Terrestrial Planet Finder

Target Point Strategy

Triangular Three Telescope Nuller

Telescope Spacecraft

Wide Field Camera
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NOMENCLATURE

NOMENCLATURE

Science Operations Module

Ttarget
Vij

Vi

Vi ,sort
V*

Ui

vk
W
a

B(t)

edge index numbe.... k}

task completion duration for tagkdays)
mean task duration of a tour (days)
set with infinite number of elements and ra@ge..?;} representing a number line

task prioritization flag{1... co}
index numbers for se{i...oo}

number of iterations of the science operatio@sping algorithm
number of edges iy

duration of the edges; (days)

tour duration (days)

manoeuver duration from tasko taskj (days)

set of nodesl(] N) representing all achievable tasks starting frpm
nodei LIN

set of nodes representing all science tasks

mean rate of extra observation time gained usiadS@M instead of the BP to plan
tours (hrs/day)

set of nodesl(] N) representing all tasks within field of view defthbyf;

number of edges in

number of ‘wait’ edges it

random number generated from a normal distriloutith zero mean and variakse
task/time ratio of the tour (tasks/day)

task/time ratio of a tour generated by the BenckrRéanner (tasks/day)
task/time ratio of a tour generated by the Scigdperations Module (tasks/day)
ecliptic longitude of star associated with nog@eqg)

set of star positions represented in ecliptic e

time of task completion for nodeg

set of edges in tour

user-defined minimum tour duration (days)

edge fromm; to n;

set of all edges from to all other nodes

set of edged);, sorted by increasing edge duratign |

set of edgesVi sort, arranged with prioritized edges at the beginning

set of all edges from; to all nodes irv;

edge representing th& alement of/*

set of edges connectimgto n; LJO,

angular rate of the field of view (deg/day)

ecliptic longitude of anti-sun vector at timédeq)
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NOMENCLATURE

standard deviation of the random number generator

Position Assignment Module

b

Fo
Fe
Fs

F

g

Isp

i

L, K

Hpan

baseline distance (m)

inertial reference frame

final formation reference frame

initial formation reference frame

unit vector of target star’s position i
acceleration due to gravity at sea-level = 9.80665
specific impulse (s)

spacecraft identifie={BCS,TS1,TS2,TS3}
orthonormal basis vectors for reference frames
cost of a PAM manoeuvre

mass of spacecraf(kg)

fuel consumed by spacecrafiuring manoeuvre
fuel mass of spacecraftkg)

fuel consumption rate of spacecriafkgs?)

number of spacecraft in the formation
translation vector ofg from Fg

initial position vector of spacecraftn Fo
final position vector of spacecrafin Fo
trajectory of spacecraift

acceleration vector of spacecrafin Fo (ms?)

until vector of starting star’s position ky

time within a manoeuvre (<t <t;

manoeuvre start time (s)

time for spacecraftto complete a trajectory based on a bang-bangttprofile (s)
manoeuvre end time / formation manoeuvre time (s)

manoeuvre duration of spacecrgft/ formation manoeuvre time (s)

thrust pulse width of spacecrafts)

unit force vector (N)

independent variable for the PAM optimisation roatiX={r , 61}
position of spacecraitalong trajectory at time

thrust saturation limit of spacecraftN)

spacecraft identifier indicating the spacecraftwtite longest manoeuvre time
a proportionality constant &'l g (sm D)

change in velocity capability of spacecriafins®)

relative angular position slot of TS1 around theBEF¢

angle betweefo andFg (rads)

angle betweef, andFs (rads)

fuel minimising / fuel balancing weight for the PAM

initial formation frame
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NOMENCLATURE

final formation frame

Trajectory Design Module

Fc
Ji
J
Je(i,)
NC(H))

MFpar,i
m Fper,i

™" (t)
ree(t)
Tpar,i
Tper,i

tper,i

ta)per,i

Y

a
e,

T,i

per,i

/'ITDM

spacecraft reference frame

fuel optimisation cost of the TDM manoeuvre

total cost of the TDM manoeuvre

collision cost for the TDM manoeuvre between speafécand spacecrajt

plume impingement cost for the TDM manoeuvre betwespacecrafti and
spacecraf
fuel consumed during the manoeuvre by the partdtekt profile (kg)

fuel consumed during the manoeuvre by the perpatatdithrust profile (kg)
parallel thrust plume cone direction vector forcgmaaftj in Fo at timet

perpendicular thrust plume cone direction vectorsfracecraff in Fq at timet

the thrust component parallel to the spacecrgtdtary for spacecraft(N)

the thrust component perpendicular to the spadecagéctory for spacecraift(N)
the execution time of the perpendicular thrust congmt for spacecrait(s)
pulse width of the perpendicular thrust componenspacecratfi (s)

independent variable for the TDM optimisation,
Y = {60 [Toers | topers tpersi} 117 {1 N}
thrust saturation limit in the direction perpendésuo the spacecraft trajectory (N)

per,i

angle from the reference axis to the perpendidhlaist component for spacecraft
(rads)
fuel minimising / fuel balancing weight for the TDM

Stationkeeping Module
Libration Point Definition

AX) A/l
A
D

D1

amplitudes of a trajectory about a collinear limatpoint (using the 1 order
solution to the equations of motion)
distance between the primaries in the CR3BP

distance from the barycentre to M1 in the CR3BP
distance from the barycentre to M2 in the CR3BP

the gravitational constant = 6.67300 x*1f° kg* s?

mass of the larger primary in the CR3BP

mass of the smaller primary in the CR3BP

mass of the spacecraft in the CR3BP

constant angular velocity betwel andM2 in the CR3BP

position vector of the spacecraft from the baryeeim the non-dynamic rotating
reference frame
position vector of the spacecraft from M1

position vector of the spacecraft from M2

position vector of the spacecraft relative to adilmn point in a rotating reference
frame linearised about the libration point

time (s)

components of the vect®

Xiii



NOMENCLATURE

X,Y,Z components of the vector

X six-dimensional state vector of the spacecrafth@non-linear CR3BP

1Y non-dimensionalised mass of M2 (i.e. ratio of M2dtal system mass)

W, in-plane frequency of a trajectory about a collmBlaration point (using the *1
order solution to the equations of motion)

w out-of-plane frequency of a trajectory about ainelr libration point (using the’'l

order solution to the equations of motion)

Reference Trajectory Generation
o, p,f trajectory segment start and end points

p* intermediate point in trajectory segment

to, t, & time at segment positions o, p and f respectively

U pseudo-potential within the CR3BP

u vector describing the position and segment durateyrections to make

oh vector describing required corrections to the tammnt positions and segment
durations

AV, velocity difference between points p and p* in tiegectory segment

P(t,t,) state transition matrix

Target Point Strategy
J cost of the station keeping manoeuvre
P1, P2 position deviations of the spacecraft from the nefee trajectory at, t;, andts

Ps3 respectively if the stationkeeping manoeuvre isaxatcuted
Q’ R)

R, S, 3x3 weighting matrices

ST, T

to execution time of the stationkeeping manoeuvre

t1, t, 3 future time along the reference trajectory

Vi, Vo, V3 velocity deviations of the spacecraft from the refiee trajectory at, to, andts
respectively if the stationkeeping manoeuvre isaxatcuted
AV size of the stationkeeping manoeuvre executég at
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INTRODUCTION

1. INTRODUCTION

This thesis reports three years of research watidk optimal manoeuvre planning for
separated spacecraft interferometry missions. mitiali remit for the research was to study
optimal path planning techniques and strategie$oionation flying manoeuvres atland in
particular develop an engineering software simulaosupport of the DARWIN mission
design. The aim of this thesis is to provide a itktareport on this research and detail the
requirements, development, implementation and awpthe software simulator. Within the
scope of this thesis a brief study of exo-planeidifig techniques and mathematical
optimisation techniques is also given. The researofect builds on Cranfield University’s
interests in the fields of formation flying missidasign and spacecraft dynamics and control
but refines the focus of this interest towardsahd the formation flying manoeuvre planning
environment.

The core of this research project is found in GéaEp6-0 which describe background,
requirements, design and analysis of the variowespaft formation flying manoeuvre
planning issues and the methods developed to iedlieim within the manoeuvre planning
environment. The preliminary chapters of this thegrovide important background
information to help assess the motivation, scokdnjectives for the research which will be
introduced in the following sub-sections of thisapter.

1.1Research Motivations

The motivations for this research project are fdnfrom the number of parallel interests
of the stakeholders. The stakeholders for thisarebe project are the author, Cranfield
University, the European Space Agency (ESA) and EA&trium. Although the research
remained wholly the responsibility of the authdre tinfluences of the other stakeholders
must be introduced to fully understand how the dlioe of the research progressed. This
sub-section details the motivations of the stakedrsl of the project and their interest in co-
funding the research.

1.1.1 Formation Flying Research at Cranfield University

The Space Research Centre at Cranfield Univergggrates a common theme of
Distributed Space Systems in its research inter@dtss theme encompasses spacecraft
design and miniaturisation, formation flying dynasiiand control, spacecraft autonomy,
space applications and spacecraft end-of-life teldges (Cranfield University Space
Research Centre website, 2009). Since 2000 the&eas been researching formation flying
dynamics and control initially through the MUSTANgBoject. The Multi-University Space
Technology Advanced Nano-satellite Group (MUSTAN®)llaboration between Cranfield
University, the University of Southampton and EADRStrium, designed a technology
demonstrator mission, MUSTANG-2, that involved atspacecraft formation with an aim
to demonstrate formation flying techniques and sgpgalify various experimental payloads
(Roberts, Bowling and Hobbs, 2002). Initial fornoatiflying dynamics modelling, at the
Space Research Centre, centred on the low Earith(bBO) MUSTANG-2 mission (lzzo,

1



INTRODUCTION

2002). Roberts and Roberts (2004) continued thesnéh creating high fidelity models for
relative motion and control algorithms to simul&emation flying in LEO. Roberts also
expanded the theme with the development of a velatiotion model for formation flying
around l; (Roberts, 2004) and an eventual publication dfesis ‘assessing the feasibility of
achieving high precision formation flying of a flex satellites in both the Low Earth Orbit
and Lagrange point (1) environments(Roberts, 2005). It is at this point the authomgd
the research group at the Space Research Cententimue the formation flying research
within the group.

1.1.2 PhD Co-funding Agreements

This research project was co-funded under ESAsvbikking and Partnership Initiative
(ESA News website, 2006) by ESA, EADS Astrium an@r@ield University. A common
programme of research was defined to examimgtirhal path planning techniques and
strategies for formation flying reconfiguration nwauvres in b’ (Cranfield University
Statement of Work, 2006). The research proposatrenl many aspects of the spacecraft
formation flying research field including investigey solutions to multi-manoeuvre and
formation reconfiguration problems, relative dynesninodels for spacecraft motion, optimal
guidance strategies for fuel balancing, discretd aantinuous actuation systems, fault
tolerant system design, sensor data fusion, GN@msy®rror propagation and frequency
domain limiting perturbations. In addition, the E®Amponent of the statement of work
required the development of a software simulatog, ®ptimal Path Planner for Formation
Flying (OPAFF), that aims at the development, synthesis and opgatifars of robust
guidance and control algorithms for performing opdl reconfiguration manoeuvres of
multi-spacecraft flying in formation such as DARWIMn additional requirement of this
simulator was its implementation within the MATLABsoftware environment (The
Mathworks, 2006). The statement of work was inftiednn guiding the author towards a
specific area of the spacecraft formation flyinge&rch field from the beginning. Through a
combination of the literature review, the authgr&rsonal interests and regular contact with
the co-funding stakeholders, the research projastdvolved from the initial statement of
work to what is presented in this thesis.

1.1.3 Author’s Personal Interest

The final stakeholder in the research projecthes author himself. Prior to joining the
research group at the Space Research Centre ther anew little about the field of
spacecraft formation flying and its complexitiehu$ part of the author's motivation for
taking part in this research project was to ledroud this field and investigate the spacecraft
formation flying manoeuvre planning obstacles and to overcome them. Another driver
concerns the research’s potential application ppsu of the DARWIN mission. The author
has a long-held interest in astronomy and in palgrcextra-solar planet hunting (Burgon,
1997).



INTRODUCTION

1.2 DARWIN

The motivations of the various stakeholders tordsearch project have been introduced
in the previous sub-section. Before the problematestent for the research project is
presented the baseline mission for the researctRWIN, must be briefly introduced. A
more in-depth account of the various mission cots;egmd of formation flying, can be found
in Chapters 2 and 0. This sub-section simply gaesimmary of the concepts required to
understand the problem.

DARWIN is a European Space Agency (ESA) missiosigieed for the search, detection
and characterisation of Earth-like planets aroutierostars. It uses the technique of nulling
interferometry to achieve this aim and requires tle® of multiple spacecraft. These
spacecraft must fly in tightly controlled format®mo achieve the resolutions required. For
each different star a different formation pattesnmaquired so the spacecraft must be able to
change their positions relative to each other.Haurhore, the spacecraft are to be placed at
the L, point of the Sun/Earth system is a dynamically unstable point in space, 150 K90
from the Earth where the centripetal and gravitetidorces of the system are in equilibrium.
For DARWIN to be successful requires the autonomemus timely generation of safe and
optimal spacecraft manoeuvres.

1.3 Problem Statement

In this sub-section the problem relating to forimratflying manoeuvre planning is
characterised so that a set of aims and objedirdbe research project can be defined.

1.3.1 Spacecraft Formation Flying Manoeuvres

One of the benefits of using multiple spacecrafpérform a mission is their ability to
change their positions relative to each other aswcé the way they operate as a unified
system. These relative translational manoeuvres posignificant risk to the safety of the
individual spacecraft and to the longevity of thession. The risks to the spacecraft include
collisions between spacecraft and thruster exhdarsiage from nearby spacecraft. The risks
to the mission longevity include the length of timetakes to perform manoeuvres, the
amount of fuel consumed during each manoeuvre hadlistribution of fuel amongst the
fleet. The first two mission risks are self-explamg. Manoeuvre duration, and the frequency
of manoeuvres, can directly affect the size ofgbience return for a mission when science
cannot be performed whilst the manoeuvres are gaiiace. Manoeuvre fuel consumption is
also an important factor since running out of fwell terminate the mission. Wasting
spacecraft fuel on unnecessary, or unnecessargg,lmanoeuvres may prematurely end the
mission. The final mission risk involves the distriion of the fuel amongst the formation
spacecraft. Though the spacecraft will work togethéhin the formation to achieve the
mission goals they manoeuvre independently fronm edlcer and are likely to use differing
amounts of fuel performing manoeuvres. Over time filrel imbalance between formation
members will increase and may lead to single/mleltgpacecraft fuel starvation whilst the
other spacecraft have plenty of fuel remaining.c8irthe formation relies on multiple
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spacecraft the loss of one or more may impair tinectionality of the formation or
prematurely end the mission. In order to mitigate risks posed by formation flying
manoeuvres it is essential that the manoeuvreglaneed and optimised to ensure the safety
and durability of the mission.

1.3.2 Formation Flying at Lagrange Points

Station-keeping is a common phenomenon for geostaty spacecraft that require
periodic east-west and north-south manoeuvres totama their position within their orbital
slots. LEO spacecraft require station-keeping man@s to counteract atmospheric drag and
other orbital perturbations. Station-keeping ioaksquired by any spacecraft attempting to
remain within the vicinity of a collinear Lagrangmint since the dynamic environment
around these points are unstable. These periodimewares ensure that the spacecraft can
track their planned trajectory through space andowa methods exist for planning and
optimising these types of manoeuvre. However, fdionaflying spacecraft at Lagrange
points faces additional problems.

In addition to the station-keeping manoeuvres #pacecraft must also perform
formation-keeping manoeuvres. Depending on theragpa distances of the spacecraft the
local dynamical environment at,Lmay cause the spacecraft relative positions té dri
significantly. If the mission requires the relatigesitions of the spacecraft to remain fixed
then formation-keeping manoeuvres by each spat¢eueafl to be performed to counteract
the drift. The imbalance of fuel consumption byivmdual spacecraft performing formation-
keeping manoeuvres compounds the problem of magdigenfuel distribution amongst fleet
members.

Current Lagrange point station-keeping planning aptimisation methods have been
designed for the single spacecraft environment.aFmrmation flying mission, the required
formation and formation-keeping manoeuvres willtpdy the spacecraft far more than the
natural dynamic environment. This means the spaftewill move through space along
trajectories not planned by the station-keepingmdss leading to the requirement for larger
station-keeping manoeuvres as the mission progrebserder to mitigate the risks posed by
the dynamic environment of,lit is essential that manoeuvres are planned atichispd to
ensure the spacecraft remain within the vicinityhef L, point.

1.3.3 Autonomy

For spacecraft the term autonomy describes itgyatm act independently from operator
control. This allows the flight operations phaseadpace mission to be much less costly and
more streamlined as less operations support ongtbend is required. One area where
autonomy has been used for a long time is withe Alttitude Determination and Control
System (ADCS) where closed-loop feedback is usedutonomously maintain a desired
spacecraft pointing direction with no input fromnhan operators on the ground. More
recently, autonomy is being employed within therapens sub-system with the autonomous
scheduling of payload and other sub-systems op@satd optimise mission operations.

For formation flying missions, autonomy is a reqdi element for the guidance,
navigation and control (GNC) sub-system (see ChdpteAnalogous to the ADCS, closed-
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loop feedback systems are required for the formatiomaintain desired relative positioning
with no human input from the ground. Autonomy cé&sode ascribed to the reconfiguration
manoeuvres and their planning and optimisation.thé formation can plan its own
manoeuvres and manoeuvre schedule then groundtiopsrare significantly simplified,
restricted communications windows can devote maredividth to the science data and the
complexities of one-way-light-time (OWLT) can bexgged.

On-board GNC autonomy for formation flying misssoils a much more complex area
than ADCS requiring inputs from multiple internaddaexternal sensors, inter-spacecraft and
(periodically) ground station communications linkend a dedicated planning and
optimisation platform. This requires computer reses that can tax even ground-based
computer systems. Any algorithms therefore thablenkevels of autonomy within the GNC
sub-system must be complex enough to be able wegsoall the available data whilst also
simple enough produce actionable manoeuvre commaiticie a short time frame.

1.4Research Aims and Objectives

The ultimate aim of this research project is

To design optimal manoeuvre planning algorithms tee with separated spacecraft
interferometry missions at,l(but specifically in support of the DARWIN mis$itm enable
the safe execution of formation flying reconfigioat manoeuvres. Planning these
manoeuvres should allow the maximum science retube realised for the mission through
a combination of schedule optimisation, manoeuviginosation and optimal fuel
management across all spacecraft in the formaftidre planning algorithms should also be
of sufficient simplicity to enable their inclusiaa part of an on-board autonomous guidance,
navigation and control sub-system.

Within this aim there are a number of objectivedext below:

* Investigate spacecraft formation flying manoeuvtanping and related spacecraft
formation flying fields including planning architeces, control co-ordination and
control strategies.

 Examine the dynamic environment for single and iplalt spacecraft within the
vicinity of L, in the Sun/Earth-Moon system.

» Assess the field of optimisation strategies antneges.

* Analyse how these investigations can be made aijéicfor separate spacecraft
formation flying manoeuvre planning with DARWIN #ee reference mission.

* Design a manoeuvre planning architecture for a &ion flying manoeuvre planning
algorithm that incorporates observation schedulifigel managed manoeuvre
planning and manoeuvre safety planning.

* Evaluate the algorithms using a number of DARWIR&Imanoeuvre examples and
comparison planning algorithms to assess the reopgnts, optimality and
expediency in relation to manoeuvre planning.
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» Develop the algorithms into a software simulat@t ttan be used as a mission design
tool for separated spacecraft interferometry at farmation flying manoeuvre
planning.

1.5Research Contributions

Spacecraft formation flying research has been aetive for over the past 10 years with
much effort directed towards the guidance, navigaéind control aspects of formation flying
missions. The research performed over the courswisfproject has provided a greater
insight into formation flying manoeuvre planningmaission level through the development
of a multi-objective optimal manoeuvre planninghatecture that encompasses many of the
single objective manoeuvre planning optimisatioobpgms tackled thus far in the literature.
In addition, this architecture includes a moduleofatimally plan observation schedules
(specifically for DARWIN) incorporating a complextsof temporal pointing and mission
constraints. Finally, the proposed inclusion of dtation-keeping within the manoeuvre
planning architecture adds the unique dynamic enumient of the Lagrange point to the
planning process and provides a platform to gasight into the affect of station-keeping
manoeuvres on future formation manoeuvres andwecsa.

1.6Thesis Overview

The content of this thesis is broadly separatéd ihree sections. In the first section,
covering Chapters 1-5, the background of the variaspects of this research project is
presented. Chapter 2 begins with a brief synogfsiseosearch for extra-solar planets, one of
the driving motivations for this project, beforevigig an in-depth look at the DARWIN
mission. Chapter 3 provides an overview of thedfief spacecraft formation flying first
through clarifications of the terms used in theerbture and then through a review of
formation flying missions and enabling conceptsafibr 4 includes a précis of mathematical
optimisation and the different types of optimisatistrategies and techniques employed
today. The first section of this thesis ends withafter 5 where the various concepts
introduced in the previous three chapters are dsaliand a selection is made regarding the
formation flying concepts and constraints that Wil implemented within the design of the
manoeuvre planning architecture.

The middle section of this thesis (Chapters 6-d€fails the design of a manoeuvre
planning architecture for the optimisation of fotma flying reconfiguration manoeuvres.
Chapter 6 re-iterates the formation flying manoeuptanning problem statement before
introducing a number trade-offs that can be implaee to simplify the problem. These
simplifications result in four separate ‘optimigati modules’ that are crafted into a
Manoeuvre Planning Architecture (MPA). ChaptersO7detail the development of each
MPA ‘module’ introduced in Chapter 6. Each of thekapters begins with a background and
literature review of the optimisation problem treeg designed to solve before providing full
developmental details, comparison and analysis artiscussion of the limitations and
improvements that could be made. The middle sedaifotine thesis ends with Chapter 11,
analysing the performance of the MPA ‘modules’ witthe chosen MPA.
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The final part of this research thesis, Chapter @@vides a summary of the main
research outcomes and conclusions are drawn. Chbpteoncludes with a discussion into
future work proposals to further this researchdfiahd enhance the manoeuvre planning
software.

1.7Publication History

Prior to publication of this thesis some of theearch documented has been published
and presented at conferences. Below is a listeddlpapers.

1.7.1 Journal Papers

1.7.2

Burgon, R., Roberts, P.C.E., Roberts, J.A. and fgee F. “Manoeuvre Planning
Optimisation for Spacecraft Formation Flying Miss6, Journal of the Astronautical
SciencesVol. 56, Issue 4, pp. 545-571, Oct-Dec 2009.

Burgon, R., Roberts, P.C.E., Roberts, J.A. and fgee F. “Science Operations
Planning Optimization for Spacecraft Formation AtyiManeuvres”Journal of
Spacecraft and Rocketgol. 46, No. 3, pp. 634-644, May-June 2009.

Conference Papers

Burgon, R., Roberts, P.C.E. and Ankersen, F. “Twag& Optimal Manoeuvre
Planning for Spacecraft Formation Flying MissionsThe 3rd International
Symposium on Formation Flying, Missions and Teadbgies Noordwijk, The
Netherlands, 23-25 April, 2008.

Burgon, R., Roberts, P.C.E. and Ankersen, F. “Ogltitiutonomous Manoeuvre
Planning for Spacecraft Formation Flying — Positigsignment”,Advances in the
Astronautical Science¥ol. 130, 2008, pp. 1015-1032.

Burgon, R., Roberts, J.A. and Roberts, P.C.E., if@gtPath Planning for Spacecraft
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Astronautical Science¥ol. 129, 2007, pp. 2685 — 2704.
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2. THE SEARCH FOR EXTRA-SOLAR PLANETS AND
THE DARWIN MISSION

One of the driving motivations for this researchject is its support of a mission that is
designed to advance the search for Earth-like edia planets. In this chapter a review of
the search for extra-solar planets is presentdddimg scientific motivation, techniques and
current and envisaged space missions. The DARWIBkion is also introduced in this
chapter and specific details relating to the foramaflying guidance, navigation and control
(GNC) are given.

2.1The Search for Extra-Solar Planets

For over 15 years ground-based and space-basexha@sical instruments have been
using the latest detector technology and astrontulgniques to discover planets around
other stars in our galaxy. These extra-solar pta(@texoplanets) have forced astrophysicists
to re-evaluate their theories of planetary formatnd given astrobiologists the hope that life
indicating molecules may be discoverable withinm@anetary atmospheres. This sub-section
will briefly introduce the ideas surrounding thegeh for exoplanets, provide a review of the
current techniques being employed in that searchimnoduce the current and future space
missions tasked with continuing this endeavour.

2.1.1 Why Search for Exo-planets?

It has long been believed that our Solar Systems med unique within the Universe but,
up until recently, the technology to prove this hmad been developed. Finding exoplanets
can provide astronomers with vital clues to underding the history and evolution of the
planets in our own solar system but more interghktiprovide clues and evidence of life
elsewhere in the Galaxy.

The nebular model of planetary formation (ZeiliideSmith, 1973) has been the accepted
planetary formation model for some time. This mosltes that the origins of the solar
system began in a giant molecular cloud. Due tsitiemariations within the cloud part of it
began collapsing under its own mass. This graenali collapse, coupled with the
conservation of angular momentum, resulted in dmétion of the Sun surrounded by a disk
of matter that eventually coalesced into the S8imtem. This model was developed entirely
on observations of our own planetary system. Wi discovery of over 300 exoplanets
within the last 15 years (Schneider, 2009), theuteebmodel is in need of revision since there
are a number of anomalous planets that the moaal dot predict. One of these anomalies is
the existence of ‘hot-Jupiters’, large gas giantsiting very close to the parent star. The
nebular model predicts that such large planets ataform so close to their parent stars
however there have been at least 50 planets fouthdmnaasses greater than 1 Jupiter mass
orbiting within 1 A.U. of the parent star. The coming search for exoplanets will provide
astrophysicists with many more planetary systemaxemine and advance their theories of
solar system formation and evolution.
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Another motive for the search for exo-planetstesdo extra-solar life detection. Life has
evolved on the Earth (and possibly elsewhere inSbk&r System) and so it would seem
probable that life would evolve elsewhere in theividrse as well. Astrobiologists have
coined the term ‘habitable zone’ to describe theaasround a star where water could be
present in its liquid form. The distance from tlagnt star of this habitable zone depends on
the size of the star as in Figure 2-1. The lifeedbdn process starts with the search for
terrestrial planets within the habitable zone of-8ke stars. These stars are limited to types
F, G, K and M with luminosity types IV and V (sublagts and main sequence stars
respectively). Any terrestrial planets detectedhimita habitable zone could have liquid water
on its surface or in the atmosphere and this cammdinakes the planet ideal for harbouring
life. Spectral analysis of a detected planet magakthe presence of bio-marker molecules
within the atmosphere. The existence of,Gat 7-§m), O; (at 9.um), CG (at 15um) and
H,0 (at >17um) (amongst others) serves as a compelling indidatahe existence of life on
the planet.

Habitable Zone *"
.

ST ) .
cofe G OGO o -
. s h

‘ [v Mars
Earth

o, tom

Mass of star relative to Sun
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. Radius of orbit relative to Earth's )
Figure 2-1 The stellar habitable zone for differsteflar masses. The blue area shows the
stellar habitable zone that moves further away feostar as the star’s mass increases. (DLR
website, 2009)

2.1.2 Main Exo-planet Detection Methods

The desire to search for extra-solar planets le@s laround since at least the days of
Isaac Newton. The technology to directly obsenas¢hplanets or observe their effects on
their parent stars has not been available untilyfaecently. Though only 15 years old the
search for extrasolar planets has revealed an abaadf data and confirmed the realisation
that these objects are very common indeed. Sortieesé methods are shown in Table 2-1.
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Table 2-1 Exoplanet detection methods and assdcsgi@ce missions

Name

Method Advantages Disadvantages Associatecegesions

Radial velocity

Astrometry

Transit

Microlensing

Direct Imaging

good at finding large planets
close to the star with edge onno inclination data GAIA (ESA GAIA website, 2009)
orbital plane

measuring Doppler shift of
star spectra

,good at finding large planets

precise measurement of star with face on orbital plane no inclination data GAIA (ESA GAIA website, 2009)

position in sky

estimates of the planet’s size HST (Charbonneau, et al., 2002)

and true mass, atmosphere . :
observed dimming of a star can be analysed during the planetary alignment with 2/'0(33;- (MOST Science website,

as a planet transits across théransit, planet’s infra-red observer’s line-of sight needs

A S CoRoT (CoRoT website, 2009)
star’s disk rad!atlon can be anqused to be perfect Kepler (Kepler website, 2000)
during planetary eclipse

GAIA (ESA GAIA website, 2009)

gravitational influence of a
:‘%rr(]etgégumr;ggs;?gnr?:gnlfles thegood at identifying small

background star, if the p:t?sr;'ﬁésn’ g? ?hzhol\;vntgteon the
lensing star has a planet therf . P

. e . sky, gives accurate mass
its gravitational influence can

required star alignment
cannot be repeated and can
only identify planets several
kilo-parsecs away

n/a

contribute to the lensing estimates
effect
HST (Smith, 2008)
direct imaging can see the planet extremely difficult with TPF_C (TPF-C website, 2009)
today’s technology TPF-I (TPF-I website, 2009)
DARWIN
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2.2The DARWIN Mission

DARWIN was ESA’s proposed infra-red space intenfeeter consisting of a number of
spacecraft required to fly in formation to achigkie desired resolution of the telescope. The
mission was initially a proposal for ESA’s Cosmisidn 2015-2025 but failed to be selected
for further review in October 2007 (ESA Cosmic disi Website, 2009). The mission
concept, however, remains important for ESA andlietiare continuing due to a likely
collaboration with NASA (Lawson, et al., 2007). dbghout its development the DARWIN
mission has evolved from its initial proposals @irnd, 1999) to an ESA mission assessment
study (Karlsson, et al., 2004). The most recemtiiens however have been in the form of
industrial mission assessment studies (Ruilierefghi and Krawczyk, 2007) and (Wallner,
2006). The most recent study at the commencemehisofesearch project was Karlsson, et
al. (2004) and it is this study that has been wsethe baseline DARWIN mission for this
research. The following sub-sections introduceDA&RWIN mission and highlight the areas
of the mission that affect the development of ttenaeuvre planning algorithms found later
in this thesis.

2.2.1 The Mission

The science objectives of the DARWIN mission ave-fold:

1. Search nearby stars for the existence of terrégtid@ets orbiting within the star’s
habitable zone.

2. Analyse the detected planet’s orbital, geophysacal atmospheric characteristics and
look for the existence of bio-marker molecules wittihe atmosphere.

One of the difficulties faced with trying to ditgc observe extra-solar planets is the
requirement to resolve the planet from the stare DRARWIN mission uses a technique
called nulling interferometry to effectively candbE stellar component of the radiation from
the star system. After nulling all that remainsthie signal are the emission and reflection
signatures of the planet. Interferometry involvembining the signal (from the same source)
from two (or more) spatially separated telescopée combined signals interfere with each
other to produce an interference pattern. Withingllinterferometry, by manipulating the
position of the telescopes in three-dimensionateptie interference pattern can be changed.
With the correct positioning of the telescopesititerference pattern can be manipulated so
that the stellar component of the signal is remowkdmore in-depth study of nulling
interferometry and formation flying can be foundRoberts (2005).

The necessary separation distance of the telesdopexo-planet interferometry is ~10-
100 m. Using a conventional monolithic spacec@afi¢hieve these separations with multiple
telescopes would be prohibitively costly and sotipld separate spacecraft are envisioned.
The use of separate spacecraft also increasesethkility of the interferometer. Since the
spacecraft can be manoeuvred anywhere, any interégry positioning requirements can be
satisfied. The science requirement to perform spscbpy in the infra-red assists in the
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performance required by the nulling interferomefigne brightness contrast between a star
and a planet is typically ~I0n the visible part of the spectrum. However, rfrd-red
frequencies this reduces to 21This means the size of the telescopes can bdesraalwell

as the required scale of the interferometer. Indichdetectors require cooling to 8 °K and so a
cryogenic cooling system is needed to achieve this.

Another aspect of the mission that assists thectlat cooling is the placement of the
spacecraft in trajectory about the libration point in the Sun/Earth-Moon system (seé-
section 10.1.1 for more information on librationirge). With its position 1.5 million km
away from the Earth along the Sun/Earth line, th@dint provides an ideal environment for
astronomy missions. The DARWIN pointing constrainggjuire the telescopes to always
point within £45° of the anti-Sun vector. At any eoime therefore, 15% of the sky is
available for observation, any one source stayliwihe field of view for ~91 consecutive
days once a year and throughout the entire year afliiHte sky is available for observation.
Compared to the Earth orbital environment the dynamnvironment for trajectories around
L, is relatively benign with very little manoeuvringquired to maintain attitude pointing for
very long periods of time. This will assist in mi@iming the telescope pointing to within the
required 24 milli-arcseconds. This benign dynammeimnment will also help the spacecraft
to maintain their relative positioning to withinettrequired 1 cm and 250 pthsluring
observations.

2.2.2 Science Observations for the DARWIN mission

The two main types of science observation requinedhe DARWIN mission are planet
detection and planet atmospheric spectroscopy. it in mind Karlsson, et al. (2004)
identified two formation configurations that wowddhieve this to the required resolution. For
the planetary detection observations the prefecoediguration is the linear three telescope
nuller (linTTN) as shown in Figure 2-2. In the iAW configuration the formation forms a
co-planar ‘T’ shape. The Telescope Spacecraft @®)separated from each other by the
desired baseline distance. This same baselinendesia used between the Beam Combiner
Spacecraft (BCS) and the central TS. The size efoidiseline depends on the target star’s
spectral type and its distance from the formatuaring the detection observation the entire
formation is required to rotate 180° within the nf@tion plane whilst maintaining the
accuracy of the baseline to within 1 cm and renmgirpointing at the target star within 24
milli-arcseconds. To achieve this requirement thenoeuvre is restricted to a maximum
rotation speed of 360° per day.

For the planet atmospheric spectroscopy obsenatibe formation forms a co-planar
‘Y’ shape dubbed the triangular three telescopéen@riTTN) as shown in Figure 2-3. The
BCS sits in the centre with the TSs separated tteBCS by the desired baseline distance.
The baseline depends on the target star’'s typedistsance from the formation and the
wavelength of the spectroscopy being performed. T&eéhave a 120° separation within the
formation plane in this example (and in this thediswever Karlsson, et al. (2004) note that
the TSs can be separated by any arbitrary angle.
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Figure 2-2 The linTTN configuration for DARWIN (Klason, et al., 2004)
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Figure 2-3 The triTTN configuration for DARWIN (Klason, et al., 2004)
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As well as formation configuration there are otparameters that differ between the
detection and spectroscopy observations. Thesedetaled in Table 2-2. The linTTN
configuration is preferred for planet detectionitasas higher signal modulation efficiency
across the entire habitable zone allowing unamhigystanet detection using a 180° rotation.
For planet detection to be confirmed, three sepadgtection observations must be
performed on the star. These observations mustferated by enough time for any potential
planet to appreciably move within its orbit. Thyganet detections at three spatially different
locations around the star provide confirmationhaf planet’s existence and gives insight into
its orbital characteristics. Each detection obs@warequires an integration time of 1-4 days
depending on the spectral type of the target stdrtlae distance to the target star.
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Table 2-2 Differences between science observaifmm3ARWIN

Science Phase Detection Spectroscopy
Objectives To detect exoplanets within  To analyse the 7-20 pm
the habitable zones of nearby spectral lines of the planet
stars atmosphere
Number of visits per star 3 1-6
Observation time per star ¥5-4 days up to ~91 days
Formation configuration Linear TTN Triangular TTN
On-observation manoeuvres 180° rotation None

For the spectroscopy observations the triTTN &fgrred as it provides better imaging
capabilities. Six separate spectroscopy obsenataye required corresponding to the six
spectrum bands to be analysed. Staring spectros@epgre the configuration remains
stationary within the formation plane) is planneditagives lower integration time than the
alternative rotating spectroscopy (where the foromatotates within the formation plane
during the observation). The integration times heoavare significantly greater than those for
the detection observations with certain star/spectipy combinations requiring integration
times longer than the star can remain within te&lfof view (FOV}. Further details on the
integration times for both detection and spectrpgabservations can be found in Table 7-2.

2.2.3 DARWIN Spacecraft

The version of the DARWIN mission introduced inrksaon, et al. (2004) requires the
use of four separate spacecraft. One spacecrdfieiBeam Combiner Spacecraft (BCS)
whilst the other three spacecraft are identicat3@pe Spacecraft (TS). Figure 2-4 shows a
diagram of the TS. The main physical charactessticthis spacecraft are the 3.15 m primary
mirror and the 0.6 m secondary mirror, a wide-fielinera for attitude determination, the
200 mm transmission optics assembly and the 10ameter sun shade. The TS operation is
simple. The signal from the target star systeno@u$sed by the primary/secondary mirror
assembly before being relayed to the send telesaogpdransmitted to the BCS. Part of this
signal is also used for the spacecraft attituderdghation system. The modelled mass for
the TS is ~900 kg. Figure 2-5 shows a diagram ®B8S. The main physical characteristics
of this spacecraft are the transmission opticsivedelescopes, the detector housing and the
10 m diameter sun shade. The BCS receives the stmeaignals from the TSs through the
receive telescopes. Within the detector housingfieal paths are controlled to within 1 nm
using optical delay lines. The individual beamatpass through an array of beam splitters,
achromatic phase shifters and modulators beforegbsambined within a number of single
mode waveguides and passed to the detectors aotlagpaphs. The mass modelled for the
BCS is ~1100 kg.

! Integration time is based on the desired sigmaldise ratio (SNR) for each spectral line beingested. To
accommodate the field of view duration restrictitie required SNR may need to be reduced for certain
star/spectral line combinations.

16



SPACECRAFT FORMATION FLYING

Secondary Mirror

Wide Field Camera Primary Mirror

Transmission Optics

Sun Shade
~ —send telescope

Figure 2-4 Schematic of the Telescope Spacecr&it (Rarlsson, et al., 2004)
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Figure 2-5 Schematic of the Beam Combiner Spade@afS) (Karlsson, et al., 2004)

For spacecraft formation flying the two most impot spacecraft sub-systems to
consider are the metrology and the control subesyst For the TS and the BCS the required
pointing accuracy is <24 milli-arcseconds. Thismnpioig accuracy is achieved using a variety
of techniques. For attitude determination the TPlegna wide field camera (WFC) that uses
part of the science signal to perform star trackifigis WFC will have an accuracy of 0.1
arcseconds. The BCS will carry a separate stakdraelescope capable of an accuracy of 1
arcsecond. In addition to these star trackers onmendtion will also employ laser attitude
metrology to accurately determine pointing of tH& With respect to the BCS (spacecraft co-
alignment). The BCS will use a laser to projectasd star in the optical path of the TSs
WFC. The WFC is capable of measuring this false staan accuracy of ~13 milli-
arcseconds. Finally, attitude determination dath also be available from the BCS fringe
sensor. This device is used to measure the relptimse of the three science beams but can
also measure the relative tilt of the beams witlpeet to an inertial reference. All spacecraft
will also use coarse sun sensors and gyros fotuddti determination during the non-
observation phases of the mission.
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The relative positions and velocities of the TSthwrespect to the BCS during
observations are required to be within 1 cm and @BG' respectively. The optical path
difference of the science beam needs to better Gham. Like with the pointing metrology
the positional metrology uses various different ods to achieve its aims. Coarse lateral
and longitudinal positioning is provided by an Rtem that operates similarly to GPS. This
coarse positioning will provide accurate positi@tedtmination to 0.2 cm and 0.05°. A coarse
lateral laser metrology system will complement RE system to provide an additional
accuracy of 1 mm. For the laser metrology the B@Bsa beam towards the TS which is
reflected within a corner cube on the TS back ®BRS. A CCD detector on the BCS then
measures the lateral drift of the reflected beametermine lateral displacement. The coarse
metrology is used during the non-observation phagethe mission when the positional
requirements of the spacecraft are less demanDimgng the observation phases lateral and
longitudinal position determination is provided &yfine laser metrology system. The fine
longitudinal metrology system is similar to the i=®a lateral system (i.e. is uses retro-
reflectors on the TS) and can provide a positiccuescy to within 32 um. The fine lateral
metrology system is slightly different. The BCS @mma beam towards the TS and the
intensity profile is detected by a CCD. Comparing intensity profile to a reference intensity
profile provides the information necessary to aehi@n accuracy of 32 um. The final
position metrology system is the BCS fringe sen$bis can measure the relative phase of
the science beams to sub-nm accuracy.

In order for the stringent pointing and positianirequirements to be met DARWIN
intends to employ advanced propulsion units. Coarggo-propulsion, used for formation
manoeuvres and station-keeping manoeuvres, wprtbeded by ion engines. These are able
to provide a thrust range of 1-25 mN with a regolutof 1 pN. These engines provide the
desired control for manoeuvres within the non-obeton stages of the mission. Fine micro-
propulsion is required for manoeuvres during theeolation stages of the mission in order
for the pointing and positional constraints to bamtained. This will be provided by FEEP
(Field Emission Electric Propulsion) thrusters watinominal range of 1-100 uN and a thrust
resolution of <0.01 uN. For the spacecraft to de &brotate and translate in any direction a
total of 32 micro-propulsion units are required (b8l and 16 uN units). In order to achieve
the nanometre precision required for the scien@mban optical delay line (ODL) is also
used.

2.2.4 Observations Operational Cycle

There are many stages of the DARWIN mission thdt nequire the spacecraft to
perform manoeuvres (i.e. orbit correction manoesnae-route to 4, station-keeping atJ.
formation reconfiguration manoeuvres and formakeeping manoeuvres). Figure 2-6
shows a schematic for the GNC modes for DARWIN.wes are interested in the nominal
operational modes of the mission we will only cartcate on the operational loop
encompassing the baseline control mode, fringeisitigun mode, normal observation mode
and reconfiguration mode. This loop describes thgeration cycle for performing
observations.
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Figure 2-6 GNC Modes for the DARWIN mission (Kadaset al. 2004)

Reconfiguration Mode - In this mode the spacegafform translational and attitude
manoeuvres to achieve the required formation cardigon (i.e. linNTTN or triTTN)
and pointing direction for the next observationinflng and positional accuracy in
this mode are relaxed so only the RF metrologyeaired and the manoeuvres are
performed using the milli-Newton thrusters.

Baseline Control Mode — In this mode the relatiwsippons of the spacecraft are
stabilised to achieve better than 1 cm positioruery. The RF and coarse lateral
laser metrology systems are used along with thehrtdsters at achieve the desired
baseline stability.

Fringe Acquisition Mode — In this mode the cenfraige of the interference pattern
is found using the optical delay line (ODL). Thd 2cm stroke of the ODL is used to
find the central fringe. The ODL is then moved b&ezkts centre position through pN
thruster actuation. This allows the central fringebe locked by the ODL when the
ODL is in its central position. This gives the ORI stroke capacity to maintain the
central fringe lock during the observation. Theeflaser metrology system is used in
this mode along with the uN thrusters.

Normal Observation Mode — In this mode the fornratis performing science
observations. The better than 5 nm optical patterdihce accuracy is maintained by
the ODL whilst the spacecraft relative positions eontrolled to better than 1cm. The
fine laser metrology system and the uN thrustezsuaed to ensure both position and
pointing accuracy. These metrology systems are aled during the required
formation manoeuvre for detection observationsortter to maintain fringe lock and
pointing accuracy during these manoeuvres theivelaelocities of the spacecraft are
constrained to a maximum of 3.7mfmsOnce the observation is complete the
reconfiguration mode is activated.
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2.3Chapter Summary

This chapter has provided a background to somthefmotivational aspects for this
research project: the search for extra-solar ptaaptl the DARWIN mission. The first part
of the chapter details the reasons why astronorseasch for exoplanets, the types of
methods used in the search, the information thatbesayielded from each method and the
space missions contributing to this branch of astnoy. Using a combination of detection
methods can reveal a number of planetary charattsriincluding orbital elements,
planetary mass and atmospheric composition. Theiregents for the detection of Earth-
like planets within a star’s habitable zone hawllto the development of space missions like
Kepler. For life detection studies however, dirgoaging of exoplanets is required and so
new and innovative techniques need to be employpedtHis to be realised. NASA's
Terrestrial Planet Finder and ESA’s DARWIN spacessiuns represent the scale of the
mission required to perform this type of astronomy.

The second part of this chapter introduced the AR mission, spacecraft, science
requirements and GNC requirements. This providesitkground to why formation flying
is required for this type of astronomy mission amdoduces the aspects of the mission and
GNC system that affect the design of the formaflging manoeuvre planning architecture
that is the topic of this research project.

The next chapter introduces the concept of spafteimrmation flying and defines the
term in relation to the GNC requirements. The chiapliso reviews spacecraft formation
flying applications and missions and the enablingoepts that make spacecraft formation
flying missions so unique.
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3. SPACECRAFT FORMATION FLYING

Distributed spacecraft systems (DSS) describausizeof multiple free-flying spacecraft
working together to perform a unified mission obipe The use of DSSs to realise mission
concepts is now very much a reality with exampietuding the Global Positioning System
(GPS), Iridium, Cluster and GRACE. These DSSs heeenabling technology for an ever
increasing array of spacecraft applications andradfnumber of significant advantages over
single spacecraft systems. The benefits of DSSssiwgle spacecraft include:

* mission enabler — some missions would be imposdibleealise with only one
spacecraft

* low cost - designing, building and launching muéipidentical spacecraft can be
more cost effective than one larger spacecraftiioeze the same mission goals

* high redundancy — failure of a single spacecratt IDSS may not be mission critical
and a replacement used in its place

» easy expandability — adding further spacecrafthi® formation at a later date to
enhance its capabilities

* high resolution — multiple spacecraft can form vésyge synthetic apertures for
higher resolution observations

* multiple observations — multiple spacecraft carmwiargets at more frequent intervals
and simultaneously from various angles

» reconfiguration — ability to reconfigure the fornoet to perform different
observations and/or be used in different missions

These benefits however are offset by an increasepierational complexity of the
mission. This may involve more complex guidancejigetion and control (GNC) systems,
more complex communications, an increased leveutbnomy, the hardware required to
realise these requirements and the increased eegemts of space debris mitigation. The
design of a DSS mission therefore can be a mucle mtensive endeavour than for a single
spacecraft mission.

This chapter aims to provide an overview of spefedormation flying. Spacecraft
formation flying will be defined to distinguish fitom other DSS missions and a review of
past, present and future missions and applicai®psesented. This is followed by a review
of the enabling technology required for spacedmafhation flying missions.

3.1 Distributed Spacecraft Systems Definitions for Famation Flying

Distributed spacecraft systems (DSS) utilise mldtispacecraft to realise a common
goal. There are, however, a number of differentsathpt the DSS can be operated and thus a
number of different definitions for spacecraft fatmon flying have arisen. This, with the
observed interchanging of terms like ‘constellatioformation’ and ‘cluster’, has made
defining spacecraft formation flying a confusingdeavour. In this thesis the types of DSS
are separated into two families; those that perfgpacecraft formation flying and those
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where the spacecraft fly in formation. The distioics of these two DSS families are very
different and help to focus the direction of thieegis. A chart showing these two DSS
families, their sub-sets and examples of missiamsbe found in Figure 3-1.

DISTRIBUTED
SPACE
SYSTEMS (DSS)

FORMATION

FLYING IN
FORMATION

FLYING
v v
CONSTELLATION CLUSTER
\
DISTRIBUTED TRAIN
CONSTELLATION CONSTELLATION
y y A Y
GPS, GLONASS, Morning Constellation, Cluster, EO-1, PRISMA,
Galileo, Iridium, A-Train, DMC, MMS, PROBA-3,
Globalstar RapidEye CrossScale TPF-I, Darwin

Figure 3-1 Distributed Spacecraft System (DSS) liasnand examples
3.1.1 Spacecraft Flying in Formation

The first type of DSS is where the spacecraftiflyformation. The formation can take
any size or shape as required by the mission hawtne formation itself is a result of
orbit/trajectory design rather than active formatie@eping control. The important aspect for
this type of DSS is that each individual spacecimftontrolled independently from the
ground. Therefore, although relative positioningspacecraft within the formation may be
key, that positioning is a result of individual @grbesign and station-keeping. As an analogy
consider the airspace around any modern airportrdft operating within this airspace are
separated by defined distances to ensure the saff¢itye aircraft in the air and their timely
access to the airport itself. Although each aitdnat its own pilots flying the plane they are
being controlled through air traffic controllers tre ground. Thus the pilots themselves are
not making any decisions regarding aircraft separatistances and relative positioning.

Within this first DSS family there are a number sifbsets that can describe the
configuration of the DSS. The first is the constiédin, where numerous spacecraft form a
‘fixed’ formation configuration to achieve the mi@s goals (i.e. although the spacecraft are
orbiting the Earth their relative temporal or sphtseparations remain fixed). The
constellation-type of DSS typically positions thmsecraft in two ways, either distributed or
as a ‘train’ constellation. A distributed constata typically involves many spacecraft
distributed over multiple orbital planes with mplé spacecraft per orbital plane separated
evenly in true anomaly to provide global coverageacservice. Examples of distributed
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constellation-type DSSs include Global NavigatiorateBite Systems (GNSS) like
NAVSTAR-GPS (GPS website, 2009), GLONASS (GLONASE&bsite, 2009) and Galileo
(Galileo website, 2009) and telecommunication systéke Iridium (Iridium website, 2009)
and Globalstar (Globalstar website, 2009). An eXang a distributed constellation-type
DSS is shown in Figure 3-2 - left.

Figure 3-2 Galileo (ESA/Galileo Constellatio ftle
and RapidEye (SSTL) — right

Train constellations typically involve much fewswacecraft operating (roughly) in one
orbital plane with a much smaller separation i tanomaly between the spacecraft to obtain
paired scene ground observations using multipléerdiht instruments. Examples of train
constellation-type DSSs include the Morning Conatiein (Colomb and Varotto, 2003),
certain spacecraft in the A-Train (Vane, 2008), Bhgaster Monitoring Constellation (DMC)
(da Silva Curiel, et al., 2005) and RapidEye (dédiBg, 2008). An example of a train
constellation-type DSS is shown in Figure 3-2 -htig

As well as constellation-type DSSs, this firstaypf DSS family (where the spacecraft
fly in formation) also contains the cluster-type 2SThe cluster-type of DSS typically
involves a small number of spacecraft placed onlairorbits and similar true anomalies so
that they can maintain a desired configurationestamn times within the orbit. For example,
ESAs Cluster mission (ESA Cluster website, 2008blwves four identical spacecraft flying
in formation to study the Earth’s magnetospheree $pacecraft are all placed in distinct
highly elliptical orbits designed so that a tetrdfa configuration is formed during the
apogee part of the orbit. During perigee, the gamfition is broken but naturally recombines
again towards apogee. The design of these orbidw/aathe tetrahedral configuration to be
formed for a significant period of each orbit. mdual ground-controlled manoeuvres are
performed to allow orbital changes that result ve tthange of the tetrahedron size as
required by the science objectives of the missiurch has been the success of the Cluster
mission that both NASA and ESA are preparing newsions to perform an even more in-
depth study of the magnetosphere, the Magnetosphkiitiscale (MMS) mission (Hughes,
2008) and Cross-Scale (ESA Cross-Scale website8) 2@8pectively. Another cluster-type
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DSS definition involves small number of spacecpddiced on similar orbits and similar true

anomalies so that their relative motion along thatdecomes the mission enabler. This is
used for paired scene ground observations as eshimnrthe TanDEM-X dual spacecraft SAR

interferometer (Zink, Krieger, Fiedler and Moreif07) and the Aqua spacecraft in the A-
Train (Kidder, Kankiewicz and Voder Haar, 2007)u§tker-type DSSs are also envisioned for
new systems architectures involving fractionatedcspraft (Brown and Eremenko, 2006)
where the individual spacecraft subsystems freénflg cluster providing the capability of a

single monolithic spacecraft.

3.1.2 Spacecraft Formation Flying

The second family of DSSs are those where spdtefoamation flying occurs.
Formation flying as defined by Scharf, Hadaegh Blwkn (2003) is “a set of more than one
spacecraft whosalynamic states are coupled through a common cont@el’. This
explanation is expanded to stipulate that

» formation flying requires at least one spacecraftrack a desired state relative to
another spacecraft in the formation
» the tracking control law must depend on the stateetracked spacecratft.

To continue the analogy introduced in sub-sectidni3 this type of DSS involves control
similar to that required by an air force displagrtelike the Red Arrows. The position of each
aircraft in a display formation is entirely govednby the pilot who is following a pre-
determined plan and a set of rules relative to lmroimember within the formation.
Responsibility for achieving and maintaining thereot formation safely is the solely the
pilot’s.

This type of control was used for the Earth Obagon-1 (EO-1) technology
demonstration mission in 2000 and is to be usechamy up-coming missions. In order to
facilitate spacecraft formation flying there arenamber of essential technologies required
that may not be found on single spacecraft missans DSSs where the spacecratft fly in
formation. These include metrology sensors so tphacecraft know where the other
spacecraft are in the fleet, inter-spacecraft comoation systems, precision thrusting
capability, on-board planning software, relativenttol laws and a high level of autonomy.
Other technologies the possibility of spacecrafirfation flying introduces include systems
level architectures for control, communications dath processing and autonomous complex
mission planning.

For the remainder of this chapter and this théises definition of formation flying
adopted is that defined by Scharf, Hadaegh anchRE@03)

3.2 Spacecraft Formation Flying Applications and Missbns

This section describes a number of spacecraftdbom flying missions that have flown,
are due to be flown or are in an advanced desigisetOnly missions that utilise formation
flying as defined by Scharf, Hadaegh and Ploen 32@0e introduced (i.e. autonomous
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relative control of fleet members) to help focus threction of the research being presented
in this thesis.

3.2.1 Technology Demonstration

Technology demonstration of formation flying cajiibs remains an important step in
realising potential of formation flying for futumaissions. Technology demonstration is also
important for future formation flying missions dsey will benefit from using formation
flying sensors, actuators and control architectuhed have been flight-tested in the real
space environment. Missions that have (or willdiegcted to this application are:

* Earth Observing-1 (EO-1) - first formation flyingemhonstration mission (Folta and
Hawkins, 2002)

* DART (Demonstration of Autonomous Rendezvous Tetduy) — failed spacecraft
rendezvous demonstration (NASA Report, 2006)

* PRISMA - under development to test (with a higheleaf autonomy) guidance,
navigation and control manoeuvring, evaluate a G&Sd navigation system,
evaluate a vision-based sensor (VBS) and demoestiatRF metrology package
(Persson, Jacobsson and Gill, 2005)

* PROBA-3 (Project for On-Board Autonomy — 3) — undkvelopment to test a
number of systems including GPS and RF-based velgibsition determination
systems, coarse and fine optical metrology systewasidate formation flying
manoeuvre algorithms and examine a range of foamafllying architectures and
scenarios (Borde, Teston, Santandrea and Boul&@f,), (ESA Proba-3 Website,
2008)

3.2.2 In-flight Rendezvous and Docking

Automated rendezvous and docking of two spacednadrbit was first achieved by
ESA’s Automated Transfer Vehicle (ATV) Jules Verfi=E5A ATV Information Kit, 2008)
when it docked with the International Space Stafl&%) in 2008. The ATV is an automated
resupply vessel for the ISS and when docked is @épable of raising the ISS’s orbit. The
ATV remained with the ISS for several months befamedocking and completing a
destructive re-entry in September 2008. The usaubdbnomous formation flying for ISS
cargo delivery missions greatly increases the aoyuand safety of resupply missions whilst
reducing ground support requirements and the cbstnailar (non-autonomous) missions.
ESA plans to build five more ATVs to service th&IB the coming years.

3.2.3 Earth Observation

The Earth Atmosphere Observatory formation (Metteal., 2004) is a NASA advanced
concept mission designed to view the Earth in coimus occultation from the Sun giving
unprecedented observational data of the Earth’sosghere over the 10-year mission
lifetime. To realise continuous occultation of then the formation needs to be placed at L
and remain within 200km of the Sun-Earth line. Asstis an advanced concept the
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hypothetical launch date is set at 2025-2030 tmwalifor the required technology
development to occur (JPL Case Studies website8)280d as of writing this thesis no
further information is available.

3.2.4 Astronomy

Astronomy is the scientific field most benefittifigpm the possibilities of spacecraft
formation flying with a large number of mission posals covering every aspect of the
discipline some of these include:

» XEUS (X-ray Evolving Universe Spectroscopy) - intvgate how supermassive black
holes form and their effect on galaxy creation (@taand Udrea, 2006)

* MAXIM (Micro-Arcsecond X-ray Imaging Mission) - tase x-ray interferometry to
image distant celestial objects like black holed gnasars

* NASA's Terrestrial Planet Finder Interferometer FFB - to perform infra-red
interferometry with goals of finding Earth-like plets around other stars,
characterising their atmospheres, studying gastgiand icy planets around other
stars, performing comparative planetology and mleva platform for general
astrophysics (Lawson, et al., 2007), (JPL TPF-I Biteb2008)

« DARWIN

3.3 Enabling Concepts for Spacecraft Formation Flying

Formation flying of a distributed spacecraft systas defined by Scharf, Hadaegh and
Ploen (2003) requires a number of complex conditithrat need to be met and involves the
necessary adoption of a number of new conceptsertithnot utilised by traditional
monolithic spacecraft. This sub-section introdu@snumber of these concepts, their
variations and their comparative advantages aratidantages.

3.3.1 Autonomous Manoeuvre Planning Organisations

Autonomy in relative position determination andhirol of at least one the spacecraft in a
formation is the corner-stone of the formationrityidefinition (Scharf, Hadaegh and Ploen,
2003). However, autonomy can be extended througtheumany systems that make up the
formation from individual spacecraft operations frmation manoeuvre planning and
mission planning. Campbell and Schetter (2002) i@s@ number of multiple agent-based
organisation types for spacecraft formations thedcdbe the different levels of autonomy
that can be used for the software architectureforraation flying mission. Figure 3-3 is an
adaptation of their work and describes four orgatioss depending on different levels of
spacecraft intelligence. Campbell and Schetter Z2@0mpare these four organisations with
four different mission scenarios for a formationeiht Earth-orbiting spacecraft acting as
sparse-aperture radar. The levels of spacecratftigénce are

* Syp — spacecraft has no planning capability
* Sp — spacecraft only has planning capability forlftse

26



SPACECRAFT FORMATION FLYING

* Srp— spacecraft can plan for all spacecraft withefthrmation

and the organisation descriptions with their meares given in Table 3-1.

G G
!
Sne| | Sne|  Sne| | Swe Sne| | Sne| | Swe
Traditional Top Down

G Srp
3 Srp ‘4’
[P Sep W G

¢ Srp

Sp| | Sp| | Sp

Srp

Centralised Decentralised
Figure 3-3 Formation organisation architecturesisthe ground station (G), spacecraft with

no planning capability (&), spacecraft with individual planning capabili§g) and
spacecraft with formation planning capabilitygSand their linksAdapted from Campbell
and Schetter (2002)

3.3.2 Control Co-ordination for Formation Flying

Formation flying control co-ordination approachésscribe the control relationships
between the different spacecraft in the formatiod the level of autonomy required in the
planning architecture. There are five main appreadb describing control co-ordination: the
absolute approach, the leader-follower approach, liehavioural approach, the virtual
structure approach and the virtual centre approakis. sub-section introduces these control
co-ordination approaches and discusses theirvelaterits and weaknesses.

In the absolute control co-ordination approachhesgmacecraft moves independently and
relative positions are not determined or controll®d the spacecraft. The formation is
maintained through the careful design of refereimagctories and the spacecraft perform
station-keeping manoeuvres to maintain positionis Tdpproach is used for those DSS
missions where spacecratft fly in formation and gesdnot constitute formation flying control
as per the definition in this thesis. Thereforefumther reference to this type of control co-
ordination approach is necessary.
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Table 3-1 List of autonomous manoeuvre planninguoigations with their advantages and
disadvantages (adapted from Campbell and Sch2@egp)

Organisation Description Advantages Disadvantages
Traditional entire manoeuvrdow spacecraft very  high  ground
planning for  each computational operations costs and a
spacecraft is performedrequirements, no inter-large downlink
on the ground spacecraft capability
communications  and
high reliability
Top Down $p plans for the entireless ground operationssignificant computation
formation support, downlink load on the & and a
requirements and arlarge crosslink
increased working capability
performance of the
formation
Centralised & acts as thepeak computationalaverage amount  of

formation planner andloads are decreasedprocessing increases,
co-ordinator of the ss low level for ground more complex software
individual plans operations support, lowand spacecraft and an
downlink requirementsincreased level of inter-
and an increasedspacecraft
working performance communications

Distributed $rS share high peak computationalaverage computational
bandwidth links with loads reduced, bestoads are greater
each other planningworking performance,complex software,
and co-ordinating thehigh reliability and low spacecraft and inter-
entire mission ground operations costsspacecraft
communications
capability

3.3.2.1 Leader-Follower Control Co-ordination Approach

The leader-follower control co-ordination approaishby the far the simplest and
subsequently the most popular to use as a baselw® designing manoeuvre planning
algorithms and control strategies. Within this ajgmh one of the spacecraft is designated the
leader whilst the others are designated follow&mne papers describe these as the chief and
deputy spacecraft or the target and chaser spdicéldna leader tracks a predefined trajectory
and performs station-keeping manoeuvres to mairnkasntrajectory over time. The follower
spacecraft tracks the position of the leader spafteand maintains a relative position. This
relative position can either be static (describanfprmation-keeping scenario) or dynamic
(describing a formation manoeuvring scenario). Wamg Hadaegh (1996) describe different
techniques for the leader-follower approach ingigdiearest-neighbour tracking, barycentric
tracking and leader tracking in a top-down tredestgrmation organisation.

The leader-follower strategy is a very simple oointco-ordination approach to
implement because it requires very little inforroatflow between the spacecraft. In addition,
formation translational manoeuvres can be execeiésdy by simply moving the leader and
dynamic disturbances experienced by the formatrencaptured by the leader and acted on
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by the followers with no requirement for an extérdiaturbance model. The leader-follower
co-ordination approach however has its limitatiohlse leader serves as a single point of
failure for the formation. With no explicit feedbdato the followers, tracking may be difficult
if the leader ‘suddenly’ executes a manoeuvre. IKiriae leader will always use less fuel
than the followers causing fuel imbalance amongstfieet (though this can be mitigated by
careful manoeuvre planning or periodic reassignnuwnthe leader position to another
spacecraft in the formation (Tillerson, Breger &wv, 2003)).

The leader-follower control co-ordination approasha very popular approach to use
when designing formation flying missions and analyscontrol strategies. Catlin and
McLaughlin (2007) use the leader-follower co-ordioa approach to analyse the relative
motion of spacecraft formations at the Earth-Mowangular libration points whilst control
of a spacecraft formation around the Sun-Eaghilration point using the leader-follower
co-ordination approach has also been examined (kamiFolta and Carpenter, 2002). A
study in using impulsive control for formation d@dtahment and reconfiguration for Earth-
orbiting formations adopts the leader-follower &gy (Vaddi, Alfriend, Vadali and
Sengupta, 2005) and Vignal and Pernicka (2006}heséeader-follower approach to develop
low thrust formation keeping controllers for Eaditbiting formations.

3.3.2.2 Behavioural Control Co-ordination Approach

Within the behavioural control co-ordination apgeh each spacecraft's control effort is
guided by its weighted desire to follow a modelkhaviour. Potential behaviours that can
be modelled include formation-keeping, spacecrafl-geeking, collision avoidance and
obstacle avoidance (Beard, Lawton and Hadaegh,)2@ie way to approach behavioural
control co-ordination is through the potential ftioc method (McQuade, Ward and
Mclnnes, 2003). In this method an analytical pagniunction describing the ‘potential
energy’ of the formation is constructed. Desirechaseours (collision avoidance, goal-
seeking etc...) are mathematically modelled usingctireent formation state and the desired
formation state so that the behaviour potentiagsal to zero when the current and desired
states are identical. The potential function isptythe sum of the behaviour potentials and
has a value of zero when the formation is in itsireel state. A control feedback law is
applied to each individual spacecraft in the foioratto ensure the rate of change of the
potential function remains negative, thus driving potential to zero and the formation to its
desired state. This method is shown by McQuade,dWsard Mcinnes (2003) to safely
reconfigure a DARWIN-like formation at,lfrom random initial positions and is also used by
Bennet and Mclnnes (2008) to study formation reigumétion using bifurcation theory.

Another behavioural approach, similar to the poétriunction method, is equilibrium
shaping (Pettazzi, 1zzo and Theil, 2006). In thigtmod the desired behaviours are
represented as velocity vectors. The desired ugldor any spacecraft is simply the
weighted sum of the individual behaviours and aei&y tracking feedback control law is
implemented to manoeuvre the spacecraft to tharet positions. Equilibrium shaping is
used by Pettazzi, I1zzo and Theil (2006) in themlgsis of formation flying reconfiguration
manoeuvres using a swarm of coulomb satellites gKiparker, Deshmukh and Chong,
2003). As well as being used to simulate transhalidormation reconfiguration manoeuvres
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the behavioural control co-ordination approach &las been used in the design of control
strategies to perform synchronised multiple spadeattitude manoeuvres using nearest-
neighbour tracking (Lawton and Beard, 2002).

One of the advantages of the behavioural apprmaits decentralised nature allowing it
to be more flexible, reliable and robust. The béhaal approach allows a simple control
strategy even with multiple competing objectivesl dhe explicit feedback provides fast
reaction of individual spacecraft to disturbances éhe manoeuvres of other spacecraft
within the formation. The behavioural approach doage its drawbacks however. It is very
difficult to analyse mathematically and so certémmmation characteristics like stability
cannot be guaranteed (Beard, Lawton and Hadae@l).2Also since the group behaviour is
an emergent property, this can lead individual speaft in the formation to periodically act
‘abnormally’ preventing any optimisation of manoees:

3.3.2.3 Virtual Structure Control Co-ordination Approach

The fourth formation flying control co-ordinati@pproach appearing in the literature is
called the virtual structure approach. In the \dttstructure approach the entire formation is
treated as a rigid-body with individual spaceciaftordinates fixed relative to a formation
frame. During manoeuvres the formation frame ti@esl and rotates in inertial space as if it
were a rigid structure thus the formation configrais maintained throughout. The virtual
structure approach is examined for simple formateorientation manoeuvres by Hammer,
Piper, Thorp and Watkins (2004) whilst it is alssed by Xin, Balakrishnan and Pernicka
(2005) in the development of a deep-space spatdorafation position and attitude control
strategy. Beard, McLain and Hadaegh (2000) useataaVistructure-like within an optimal
manoeuvre planning strategy that aims to genematepaimal control law for constrained
formation reorientation manoeuvres in free spaceuth optimising the position of the
formation frame.

The virtual structure control co-ordination approdas its advantages in that it is easy to
describe a coordinated behaviour for the formatod a tight formation can be maintain
during reconfiguration manoeuvres. However, thentesiance of this tight formation may be
detrimental to the fuel/time optimality of the m&owre for large reorientation manoeuvres
(Hammer, Piper, Throp and Watkins, 2004) and tbelity required by the virtual structure
limits the potential applications of any formatiadopting this approach.

3.3.2.4 Virtual Centre Control Co-ordination Approach

The virtual centre control co-ordination appro&hkimilar to the virtual structure control
co-ordination approach except the reference pdititeoformation frame is dynamic (relative
to the spacecraft in the formation) throughout ti@noeuvre. This idea was first used by
Beard, McLain and Hadaegh (1998) in developing piin@al manoeuvre planning strategy
for separated spacecraft interferometry missiohsu@h they do not use the term ‘virtual
centre’). The position of the virtual centre in tleemation represents the weighted average
motion of the formation and includes the averagstudbances on the formation. The
spacecraft relative states are used to determanstdite of the virtual centre (in position and
velocity) and that in turn is used to calculate desired relative states of the spacecraft. The
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virtual centre therefore moves in inertial spacarduthe reconfiguration manoeuvre as each
individual spacecraft’'s updated state influences \tintual centre’s state. Since the virtual
centre is a weighted average it can be used toueage fuel minimisation or fuel balancing

during the manoeuvre.

The virtual centre concept has its weaknesses\awe/hile Tillerson, Breger and How
(2003) find the virtual centre approach more fuficient for Earth-orbiting formation
reconfiguration manoeuvres than the leader-follosmroach, Beard, McLain and Hadaegh
(1998) find that, while more robust, the virtualntte concept increases overall fuel
consumption since additional thrust is requiredntove relative to a dynamic point than a
static point. Another drawback of the virtual centtoncept is its requirement for a
centralised computational architecture and theeefar greater need of inter-spacecraft
communication to collate and distribute the reqliimormation amongst the fleet. Further
issues arise due to the execution of error corrgctiontrol inputs. These are planned
assuming a fixed virtual centre but the positiontie¢ virtual centre will move as the
spacecraft move resulting in poorly planned mancesuvTillerson, Breger and How (2003)
suggest a method to solve this issue. In theirtimlleach spacecraft broadcasts its planned
control inputs to the other spacecraft. These phesthen used to calculate the expected
motion of the virtual centre in the near futureisTmethod however involves significantly
more inter-spacecraft communication and computatiefiort.

As well as the literature introduced above theuair centre concept is used to design
optimal reconfiguration manoeuvres for a Darwirelikiterferometry mission at;L(Penin,
Araujo and Avila, 2005). Campbell, Zanon and Kuikai2004) also use the virtual centre
control co-ordination approach for formation keepicontrol of a circular formation of
spacecraft tracking a Halo trajectory at L

3.3.3 Autonomous Control Strategies

Formation flying control allows spacecraft to ntain relative position and/or perform
translational manoeuvres relative to each othermBtion-keeping requires the spacecraft to
maintain a desired relative position with respecamother spacecraft in the formation in the
face of external disturbances. Formation manoegvsrwhen the spacecraft are required to
follow trajectories relative to one another. Thentcol strategies developed to tackle the
formation-keeping and formation manoeuvring aspeftdormation flying missions are
introduced in this sub-section:

* Proportional/Integral/Derivative (PID) — for forma-keeping within the leader-
follower control co-ordination approach (Agikmeseal., 2004)

* Proportional/Derivative (PD) - to demonstrate thetual structure control co-
ordination approach (Penin, Araujo and Avila, 2Q@®)ei and Beard, 2004)

* Linear Quadratic Regulator (LQR) - for formationefpéng within the leader follower
control co-ordination approach (Gurfil and Kasdf04), Smith and Hadaegh (2005),
Roberts (2005)

* Linear Quadratic Gaussian (LQG) — for formationirfty with a centralised planning
organisation (Lagadec, Lebas and Ankersen, 20D3&)idson, et al., 2006)
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* Adaptive neural control - for formation-keeping kit the leader-follower control co-
ordination approach (Gurfil, Idan and Kasdin, 2@@2 2003)

* Input Feedback Linearisation (IFL) - for formatikaeping within the leader-follower
control co-ordination approach (Folta et al., 200#owell and Marchand, 2003),
(Marchand and Howell, 2005)

» Differential corrections - for formation-keepingtiin the leader-follower control co-
ordination approach (Carlson, Pernicka and Balakags, 2004)

* O-D - for formation-keeping within the leader-follew control co-ordination
approach (Xin, Balakrishnan and Pernicka, 2004)fantbrmation manoeuvres using
the virtual structure control co-ordination apptodXin, Balakrishnan and Pernicka,
2005)

* H, — for formation-keeping using the leader-folloveantrol co-ordination approach
(Chabot and Udrea, 2006)

3.4Chapter Summary

This chapter introduced the concept of spacetwaftation flying and gave a definition
of that concept to avoid confusion with other dmsited spacecraft systems (DSS). For a
DSS to be formation flying two requirements neetiéamet: the spacecraft must track a state
relative to another spacecraft in the formation #medtracking control law must depend on
the state of the tracked spacecraft. This defimitielped to remove the ambiguity present in
the literature and press that use the term ‘formnatiying’ to describe many different types
of DSS mission.

Following the definition of the concept a review past, present and future spacecraft
formation flying missions were given. This reviewglilighted the fact that spacecraft
formation flying as a usable concept is still vemych in its infancy with the few missions
flown (and soon to be flown) performing formatidgifig between only two spacecraft in a
technology demonstrating capacity (with the exaaptof the ATV). This section also
showed how future missions, especially astrononsgsions, aim to use spacecraft formation
flying of more than two spacecraft. This allowsr@somers to simulate telescope apertures
much larger than would be available on a monolithpacecraft and perform complex
imaging, like interferometry, with widely separatietescopes.

The final section in this chapter introduced a bamof related spacecraft formation
flying concepts that are enabled by, and uniquéhis,technology for space missions. These
included the use of autonomous control architestiwe the potentially distributed planning
for formation flying manoeuvres, control co-ordioat for the formation GNC system and
the control strategies designed to execute the enames.

In the next chapter the concept of mathematicahogation is introduced and examples
given to demonstrate the different types of optatissy problem commonly found. The next
chapter also reviews a number of optimisation algiors that can be applied to find solutions
to different types of optimisation problem.
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4. OPTIMISATION

Optimisation is a field of research that spangscmany different industries and can be
applied in a large number of situations. Optim@matiechniques are used to design aircratft,
manage machine jobs in factories, schedule netaat& in IT systems and solve complex
problems in microeconomics. For space missionsetlaee a large number of factors that
undergo optimisation processes during design {eegtrajectory, power requirements, mass
requirements, fuel requirements, etc.) but theeeegually important optimisation processes
adopted during the missions (e.g. planning attitudanoeuvres, scheduling payload
operations, etc.). Operations for spacecraft folndtying missions are much more complex
due to multiple spacecraft and their requiremenbperate as one unit. These missions
require the use of additional optimisation for pleng manoeuvres. In this chapter the
concept of optimisation, in a mathematical sers@troduced, techniques are presented that
address the optimisation problem and referencesnade relating optimisation within the
Manoeuvre Planning Architecture (MPA).

4.1The Optimisation Problem

In mathematics the optimisation problem can tyljpicke described by the following
equation:

J,(X)
[3,(X)
argmin ~*} (4.1)
J.(X)
where
(300,03, ]= f(% % %)= (X 4.2)

Equation (4.1) describes an optimisation problenenetthe goal is to find a value f&rthat
minimises the objectivel, Equation(4.2). This is called the objective fumet X is an
independent variable witm terms. These termsq( x,, etc.) are called variabled.is the
global objective of the optimisation problem and haerms. These termgy( J,, etc.) are
called objectives. The generalised objective funmctiven in Equation (4.1) can easily be
adapted to encompass different or more complexi@mod) for example
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J
argma 2(_ ) (4.3)
» :

or

argminJ, ( X)
X

argmaxJ, ( X) (4.9)
X

argminJ, ( X)
X

Equation (4.3) describes the problem where theajlobjective is to maximise the values of
the individual objectives. For Equation (4.4) theb@l objective is to minimisd; and J;
whilst maximisingJ,. It should be noted that achieving optimisatiorthe global objective
does not necessarily mean that the individual oles will be optimised. The global
optimum may have to represent a trade-off betweerflicting objectives (e.g. fuel minimal
vs. time minimal manoeuvre). Objectives can, howelbe prioritised to ensure that more
important objectives are least affected by themisition goals of less important objectives.

In addition to managing the objectives, consteioan also be introduced into the
optimisation problem to limit the range of the etnts of the independent variable or enforce
other relationships within the cost function. Thesan take the form of equality and
inequality constraints, e.g.

X 20

vy (4.5)

The scope of the optimisation problem can be cams&d by bounding the number of
variables and objectives giving three optimisatiges in order of increasing complexity:

« whenm=1 andn=1 - this is single-variable optimisation
* whenm=1 andn>1 - this is multi-variable optimisation
« whenm>1 andn=1 - this is multi-objective optimisation

Each different type of optimisation can be solveduanber of ways however in general the
more complex types require more complex solutiothogs. Solution methods where the
optimisation problem can be described by a costtian are detailed in sub-section 4.4.
Multi-variable optimisation is used in Chapters 8 ®&to find solutions to some of the
formation flying manoeuvre planning problems intiodd in Chapter 1.
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Sometimes the optimisation problem is so compbex it cannot be defined within a cost
function. Without a cost function traditional optsation solution methods cannot be used.
Instead, bespoke algorithms must be created fospleeific type of problem to be solved.
This is encountered in Chapter 7 where the maneeseheduling problem is indefinable
within a cost function. Other optimisation problemsy be definable using a cost function
but analytical methods can be used to find thenmgdtsolution. This is the case in Chapter 10
where the station-keeping manoeuvres are optimised.

4.2The Solution Space

The solution space of amvariable optimisation problem is a+1 dimensional space
that contains all the possible solutions to theedidye function for all possible combinations
of the variables. When trying to optimise an objexfunction, numerical solvers calculate
solutions to the objective function, analyse théutsans found and then generate new
solutions based upon the analysis. In this waystiieers move through the solution space
until the desired solution has been found.

Figure 4-1 shows a graphical example ofrea? solution space generated using the
MATLAB ® function peaks(20) and illustrates some of the properties found @tuson
spaces. The main observation is the existence tipleumaxima and minima in the solution
space. The true maximum or minimum of any optinsaproblem is called the global
solution whilst the other observed maxima or miniara called local solutions. For the

solution space represented in Figure 4rfy maxJ = ( 25,38 andarg minJ =( 25,10.
XY XY

Figure 4-1 Solution space example witk2. This solution space demonstrates multiple local
maxima and minima and the global maximum and minmu

Solution spaces with many local solutions can Iicdlt to solve because some solvers get
‘trapped’ at these local solutions and are unabldirid the true global solution to the
problem. Another issue with trying to find the ghblsolution involves proving that the global
solution has indeed been found. Complex optimisgbimblems require the use of numerical
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solvers because analytical methods cannot be Usddese cases it is very difficult to prove
the global optimum of the solution space. Confidetitat the best solution has been found
can be built through repeated applications of theblem, through the use of multiple
different optimisation techniques and more detagedlysis of the solution space.

Another feature that some solvers find difficslithe discontinuities within the objective
function that some problems present. Those soltheat use the gradient of the objective
function to move through the solution space caropdrate effectively when faced with
discontinuities within the solution space. A firfahture of solution spaces that affect the
efficiency of optimisation solvers is the size bktspace. As well as being (potentially)
multi-dimensional the variables that make up thelmensions can have a range
-® < X < o . With such a vast solution space to navigate tjingtis important to constraint
the sizes of the dimensions (where appropriate).ekample, when optimising an angle the
dimension range should be at the mogt< x < .

The complexity of a solution space is a functiéth@ number of variables, that input
to the cost function. Many of the solution spacebpgms detailed above are experienced by
the solution space of the cost function define€hapter 9. This cost function aims to find
collision free and thruster plume free trajectofmsall the spacecraft in the formation whilst
managing fuel consumption and has 16 input vars&ablde resulting topography of the
solution space excludes the use of many of thelsmgptimisation algorithms and requires
the use of a much more complex solver that requijrester processing capacity. This
requirement for greater processing capacity hagdiéatpns on the algorithms suitability of
on-board operation.

4.30ptimisation Problem Examples

Single variable optimisation can be viewed simpytrying to find the minimum value
of a single variable equation

argminy (x) Whel‘ey(x) =xX-¥- X+ x1=0 (4.6)

For this type of problem the simple analytical t@gue of finding and evaluating the roots of
the derivative of the function shows the solutiorbe x = -0.64. The solution space of this
function can be found in Figure 4-2 (left).

In the multi-variable optimisation problem thesestill only one objective but more than
one variable that affects the value of the objectivnction. This can be seen with the
example in Figure 4-2 (right) of the problem

argmaxz( x,y) wherez(x, y) = wd ) 4.7

X,y

Figure 4-2 (right) shows that the answef(isy)=(0.5,0 but using analytical or graphical
methods to find the exact answer is difficult, espky when the number of variables is
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greater than two. An optimisation algorithm likeninun¢ from MATLAB’s Optimisation
Toolbox, however, is capable of finding a more aatmanswe(,x, y) =(0.71,0.0().

ds E] 05 0 05 1 15 & a
X Y %

Figure 4-2 Graphs representing the single vari@bf® and the multi-variable (right)
optimisation examples

Moving to the multi-objective example increaseg tbroblem complexity with the
addition of multiple variables and objectives. @fte multi-objective cases the objectives are
in conflict so that lowering the cost of one objeetraises the cost of another. Concise
graphical and analytical solutions to such problemres all but impossible. As an example,
consider the design of an aircraft wing. Simpleecbyes would be to maximise lift,
minimise drag and minimise weight, whilst the desigariables could be wing area,
thickness, flap position, dihedral angle and camsion material. Examining all the
perturbations for even this simplified problem webtdke a great deal of time due to the size
of the solution space. One method employed to swiuli-objective optimisation problems
is Pareto-optimisation (Liu, Yang and Whidborne020 For anym dimensional multi-
objective optimisation problem the Pareto-optin@lson is defined as a solution where the
cost of one objective cannot be reduced withoutemsing the cost of at least one other
objective. This can be explained further by refegrio Figure 4-3. Here the optimisation
problem is to find the maximum of two objectivel, and J,. Any solution within the
attainable set, e.g. point A, is sub-optimal sitiee cost of both objectives can be increased.
Point B represents solutions outside the attainsgiehat cannot be achieved. The boundary
between the attainable and unattainable sets isdctlie Pareto-optimal set. The Pareto-
optimal set is a set of attainable solutions wlileeecost of one objective cannot be increased
without reducing the cost of another (e.g. the dostl, for solutions C and D cannot be
increased without reducing the costJgf. Cleary for Pareto-optimisation there is no globa
optimum and the required solution must be seledtedh the Pareto-optimal set that
represents the best trade-off between the compehjsgtives.

Other methods employed to solve multi-objectivdirojgation problems include the
weighed sum method, the goal attainment methodntathod of inequalities and multi-
objective genetic algorithms (GAs) to name butwa feiu, Yang and Whidbourne, 2003).
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A Unattainable Set

B

J2 °

Pareto-optimal Set

~

A
L

Attainable Set

>
J1
Figure 4-3 Attainable and Pareto-optimal sets iittiralojective optimisation problems. Point
A represents a sub-optimal solution, point B repnés an unattainable solution and point C
and D represent Pareto-optimal solutions (whereedsing one cost increases the other).

4.40ptimisation Algorithms

The complexity of multi-variable and multi-objeati optimisation problems has required
researchers to employ more complex and innovatashniques to solve them. These
optimisation algorithms fall, roughly, into four tegories; gradient methods, direct search
methods, stochastic methods and evolutionary methacdthis section these four types will
be introduced and examples given of the innovatptEmisation algorithms that are used to
solve optimisation problems today.

4.4.1 Gradient Methods

Gradient methods are the simplest and most comymoséd types of optimisation
algorithms and in general work by requiring the wethe derivative of the objective
function. The simplest of these is the Gradientd@as algorithm. Put simply, the algorithm
iterates towards the local minimum of the soluspace by taking steps towards that solution
in proportion to the size of the gradient of thgeahbve function. Given an initial guess, X
the iteration

X = %~ VIF(X), n>0 (4.8)

should converge at the local minimum of the funchgx). The value,y is a step size that
can be changed during iteration. Due to its sintylibe gradient descent method can be very
time consuming for complex objective functionsislalso very sensitive to initial conditions
and cannot find the global minimum of a functiorthumany local minima unless the initial
guess is close to the global solution.
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The gradient descent method is the basis for abeunof more complex gradient
optimisation techniques including Newton’'s Methd@rgss et al. Section 9.4, 1992), the
Conjugate Gradient Method (Press et al. Sectio®,11092), the Gauss-Newton Method
(Wikipedia, 2009a), the Levenberg-Marquardt aldomt (Wikipedia, 2009b) and the
Broyden-Fletcher-Goldfarb-Shanno (BFGS) method 4¥ret al. Section 10.7, 1992). To
avoid falling into local minima, gradient methodsncbe adapted to allow the algorithm to
jump out of the local minimum and continue searghihe solution space for the global
solution. Additionally, gradient methods can be bamed with non-gradient methods, e.g.
simulated annealing (Press et al. Section 10.92)190 overcome the local minima problem
(Bailey, McLain and Beard, 2001).

Gradient methods also lend themselves to be edsilyed for specific purposes. Singh
and Hadaegh (2001) use cost function gradientaltulate energy minimum reconfiguration
manoeuvres for formation flying incorporating ceitin avoidance whilst Sultan, Seereeram
and Mehra (2004a, 2004c) derive a sequential gnath@sed algorithm to provide fuel
optimised reconfiguration manoeuvres for formatftying incorporating fuel equalisation
and collision avoidance.

Gradient methods are very useful as secondarynggatiion tools that use the solution of
a more complex optimisation algorithm as their iahitinput. This suits the types of
optimisation algorithm that, due to stochastic psses, are unable to directly find the
minimum and can only find solutions within the wiity of the minimum. This technique is
employed for the optimisation problem tackled ira@ter 9.

4.4.2 Direct Search Methods

Direct Search methods are a type of optimisatian tioes not require knowledge of the
derivative of the objective function to find soluts. These methods therefore lend
themselves better to problems where the objectirection cannot be differentiated, is
discontinuous or involves stochastic processeedDiBearch methods are small population-
based calculating a small number of simultaneoligisas to the objective function during
iteration. This allows them to search quickly trghwa solution space for the optimal result.

4.4.2.1 Nelder-Mead (Simplex) Method

The Nelder-Mead (Simplex) algorithm is a direcarséd optimisation method capable of
finding the global minimum of an objective functiohn-variables. First conceived in 1965
(Nelder and Mead, 1965) it falls under the clasarmlunconstrained non-linear optimisation
algorithm.

A simplex is a geometrical construct in multi-dimsenal space. For example a 2-
simplex is a triangle; a 3-simplex is a tetrahedronthe Nelder-Mead (NM) algorithm a
simplex is formed witm+1 vertices for an objective function afvariables. The algorithm
performs the following operations:

* The solutions of each of the simplex’s verticescaleulated.
* These solutions are sorted into ascending order.
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* The position and solution of the centroid of the@ex is calculated from the vertex
solutions.

» If the centroid solution falls within the algoritfénstopping conditions then the point
is accepted and the algorithm terminates.

» If the centroid solution is outside the algorithratepping conditions it is compared to
the n+1 vertex solutions. From this comparison a set désuare followed that
ultimately constructs a new simplex. The processejgeated until the algorithm
terminates with a solution.

The comparison rules cause the simplex to undengangber of transformations which can
include reflection, expansion and contraction. Afteese transformations a new simplex is
formed and the algorithm iterates. Over successerations the simplex moves around the
solution space and eventually shrinks around amum solution.

The NM algorithm is an extremely popular and dffecoptimisation algorithm and can
be found in the MATLAE Optimisation Toolbox (Coleman and Zang, 2005) etdee into
the fminsearch ‘linprog’ and ‘quadprog functions. However the solution the algorithm
converges to cannot be guaranteed to be globhkasitial simplex is governed by the initial
conditions input to the algorithm. Therefore incdusion space with many local minima, the
proximity of the initial simplex to one of thesemma will likely prevent the algorithm from
converging to other minima (one of which may bedlabal solution).

The NM algorithm, within the context of an embedddATLAB® function, is used by
Beard, McLain and Hadaegh (1998), Beard and Had#&§89) and Beard and McLain
(2000) to find the minimum for a cost function thaeve fuel optimisation for unconstrained
and constrained retargeting manoeuvres of spatefoahations in free-space. Bailey,
McLain and Beard (2001) also use the NM algorithitiniv an algorithm for calculating fuel
optimisation via an optimal tour of retargeting améging of multiple stellar sources.

4.4.2.2 PatternSearch

The PatternSearch (PS) algorithm is a direct Beanethod implemented in the
MATLAB ® Genetic Algorithm and Direct Search (GADS) toolb@bramson, 2006). The
algorithm is capable of finding the minimum of unetrained non-linear multi-variable
objective functions and operates in a similar fasto the Nelder-Mead algorithm.

To iterate, the PS algorithm forms a mesh abautthrent solution in the solution space.
The mesh is constructed by adding to the currdntisn a number of fixed vectors (forming
a pattern about the current solution). The solgtioheach point in the mesh are calculated
and the best solution is used to form the nexaiien. If the best mesh solution improves
upon the current solution then a new mesh of irg@asize is constructed around the best
mesh solution for the next iteration of the aldumit If the current solution remains the better
option a new, smaller, mesh is constructed arobacctirrent solution for the next iteration.
The size changes in the mesh help the algorithrestape local minima since the mesh
increases in size with successful searches. Asalifparithm progresses the mesh moves
through the solution space, increasing and decrgasi size until it shrinks around the
function minimum.
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The PS algorithm is the chosen optimisation atgorito solve the optimisation problem
posed in Chapter 8. The cost function input hasements and the algorithm consistently
performs well with the resulting solution spaceeTimitations of the algorithm however are
highlighted in Chapter 9 where the 16-dimensionalution space of the optimisation
problem posed is too complex for the PS algorithmpdrform consistently well in.

4.4.3 Stochastic Methods

Stochastic methods are governed by their reliaomea probability function that
determines how the algorithm proceeds at each 3ieg.stochastic nature of the method
helps the algorithm to avoid getting trapped atalominima within the solution space.
However, due to this stochastic nature, it is wellikhat the algorithm will follow the same
route twice thus making comparative analysis ofits@hs more complex.

4.4.3.1 Simulated Annealing

Simulated Annealing (SA) is a probability-basedtimd for finding the minimum of a
multi-variable function (Press et al. Section 1 992). The method draws its inspiration
from the process of annealing in thermodynamics.

In the SA algorithm, the value of the current est&& compared to the value of a
neighbouring state. The algorithm then decides dretio move to the neighbouring state or
to remain at the current state until the next ttera This decision is based on the Boltzmann
probability distribution function which gives thegbability of a transition as a function of
the value of the current state, the value of thghtmuring state and a time varying global
parameterT. The function is designed so that it favours “dbwiih moves (i.e. to a better
state) over “uphill” moves, but that “uphill” movese not ruled out. This helps to prevent the
algorithm from remaining at a local minimum (thee#zing’ problem). An annealing
schedule defines the paramef&rwhich decreases to zero over the allotted tiramé for
the algorithm. The probability function is designsal that at the start of the algorithm the
probability, P, is 0.5 (i.e. equal probability of “uphill” or “denhill” move), increasing to
P =1 by the end of the allotted calculating time foe fianction (i.e. only “downhill” moves
allowed).

As with all optimisation methods SA is not withatg drawbacks. If the SA algorithm
finds a minimum early in the time frame the aldamtcould escape from that minimum and
never find it again (since the likelihood of an hilf move is greater at the beginning). To
combat this, a ‘best solution so far’ variable danincluded so that the algorithm can be
restarted at that best solution should the ing@ution prove sub-optimal. Another problem
is coined the ‘freezing problem’. Any local miniman trap the algorithm especially towards
the end of the time frame (when the likelihood nf‘aphill” move is less). However, if the
algorithm is started again from that local solutitire chance of it escaping and converging at
the global minimum increases. Therefore, for thea®forithm to operate robustly it needs to
be implemented a number of times.

Simulated annealing is used by Bailey, McLain 8edrd (2001) as part of an algorithm
to find an optimal tour (incorporating retargetiagd imaging manoeuvres) between multiple
stellar sources for a formation flying mission.
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4.4.3.2 Other Stochastic Methods

Due to the success of simulated annealing otleehastic methods have been developed
to improve on the technique. Simulated Quantum Afng (Stella, Santoro and Tosatti,
2005) is similar to simulated annealing except gh&bability distribution function is based
on quantum tunnelling instead of thermodynamic iogplStochastic Tunnelling (Wenzel and
Hamacher, 1999) is a more robust version of SA &htercumvent the ‘freezing’ problem by
allowing tunnelling to a different part of the stun space. The Cross-Entropy Method (de
Boer, et al., 2005) uses the Kullback—Leibler digrce of two probability distributions to
find the optimal solution within the solution space

4.4.4 Evolutionary Methods

Evolutionary methods are inspired by the probatidinature of evolutionary biology
which, over hundreds of generations, improves lgickl life. Evolutionary methods are
large population-based initially using a large nemiof simultaneous solutions to the
objective function. This means that the methodsvarg good at finding the best solutions of
complex optimisation problems that contain manyalaninima. They do however require
considerable computational resources to operate dunl to their stochastic nature, make
comparative analysis of solutions more complex.

4.4.4.1 Genetic Algorithms

Genetic Algorithms (GAs) are an increasingly pepuiethod of global optimisation
(Coello Coello, Van Veldhuizen and Lamont, 2002)eTGA begins by randomly populating
the solution space of an objective function withumber of agents. Each agent is made up of
the n variables that make up the objective function.eAth time-step the solution for each
agent is calculated and a stochastic selectionegeochooses a proportion of the population.
This process is designed so that agents with bstietions will be selected (but there is a
chance that agents with worst solutions will alecsklected). The next generation of agents
is formed by transforming the selected agents uflireggenetic operators, crossover and
mutation. In crossover new agents are formed byping the individual variables from two
of the selected agents. In mutation, one or moreabi@s from an agent may randomly
change value. Crossover and mutation over the whopilation creates a new population
with an average better solution than the old pdamrawhilst maintaining enough diversity
within the population to avoid local minima. Ované the population evolves towards an
agent whose solution represents the global mininmutine solution space.

The accuracy of the optimal agent depends oniitne allocated for the GA to run. To
minimise this time, the GA can be stopped earlhwitpopulation of agents whose solutions
surround the global minimum. One of these agemntstican be used as the initial condition
for a faster local optimisation routine that cardfthe exact solution.

A genetic algorithm can be found in the MATLARBGenetic Algorithm and Direct
Search toolbox (Abramson, 2006). Yang et al. (2002 a genetic algorithm within an
optimization process to find fuel optimal reconfigion manoeuvres for multiple spacecraft
formation flying. Seereeram et al. (2000) uses @ege algorithm to optimise a multiple
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spacecraft trajectory planner to include fuel misetion and equalisation, collision
avoidance, distance minimisation and time mininnisat

The GA is part of a two stage optimisation procassd to solve the optimisation
problem posed in Chapter 9. The 16-dimensionaltismlispace of the cost function proves
too complex for direct search methods but the GAsiently performs well in finding good
solutions.

4.4.4.2 Differential Evolution

Another evolution-based optimisation method isfé@#ntial Evolution (DE) (Stron and
Price, 1997). The DE algorithm begins by randondynerating a population of agents over
the solution space of an objective function. Likethe GA, each agent is made up of the
variables that make up the objective function. Attetime-step the solutions of each agent
are calculated. For every agent, two other agemtsandomly selected and their difference
taken. This difference is weighted and added thira randomly chosen agent. This is the
‘mutation’ part of the algorithm. Crossover is memed on the mutated agent and the
initially selected agent to form a mutated/cross@gent whose solution is calculated. This is
compared to the solution for the initially selectagknt and the agent with the better solution
survives to the next generation. Over time the padmn evolves towards an agent whose
solution represents the global minimum in the sotuspace. Similar to the GA’s optimal
agent accuracy, the DE algorithm’s accuracy is{il@pendant. So a faster local optimisation
routine can be used to achieve a global resultimnmum time.

Differential Evolution is used by Pettazzi, 1zzodaTheil (2006) to find energy optimal
solutions to formation-keeping and reconfiguratiaonanoeuvres for a swarm of
electrostatically propelled satellites.

4.45 Swarm Methods

Swarm optimisation methods are also inspired kyreabut this time by the observed
movement of swarms, (e.g. birds flocking, fish sihmy, etc.). These methods are large
population-based and have very similar optimisapooperties to the evolutionary methods
introduced above.

4.4.5.1 Particle Swarm Optimisation

Devised by Kennedy and Eberhart (1995), Particdar8 Optimisation (PSO) is a
population-based optimisation technique inspired diyserved bird-flocking and fish-
schooling mechanisms.

In the PSO algorithm the solution space of an aibje function is populated with a
number of agents whose parts are made up af thegiables of the objective function. Each
agent is also imparted with a random velocity ve¢twough the solution space and two
weighted ‘desire’ attributes. These attributestheedesire to continue travelling through the
solution space (individuality) and the influenceatiher agents (sociality). At each time step
each agent's solution is calculated and comparedth® solutions of a number of
neighbouring agents. These neighbours remain tine sagardless of the distance in solution
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space separating the agents. Depending on the'sigehition, the neighbour’s solutions and
the agent’s individuality/sociality weights the weity vector may be changed for the next
time step. For example a social agent will be eitéch to a neighbour with a slightly better
solution. However an individual agent will not bé#racted to a neighbour unless the
neighbouring solution is vastly better than its owhis influence of neighbouring agents and
‘desire’ attributes help to avoid convergence toalominima. Over time the agents will all
converge to the one agent that sits near the djobptimal solution. Like in GAs and DE,
the accuracy of the solution is time-dependanttocs@void long convergence times, the
algorithm can be stopped early and a local optiimsaoutine run to find the exact solution.

4.4.5.2 Ant Colony Optimisation

Ant Colony Optimisation (ACO) is a method devidgsdDorigo and Di Caro (1999) and
was inspired by the ability of ant colonies to afwdind the shortest route between the nest
and their food source.

For the ACO algorithm the solution space is pofadavith a number of agents made up
of then variables of the objective function and the solutfor each agent is calculated. At
each time-step the agent probabilistically movesarother solution by discretely changing
one of then variables. Every time a move is made a marketg@a pheromone) is deposited
at the old solution so that another agent arriehthat solution will know where the previous
agent went. The pheromone is a function of theethbffice between the values of the old
solution and the new one. For example, if the agemtes to a worse solution the pheromone
deposited would repulse other agents from that. (g if a better solution was found the
pheromone would attract other agents to that patiien an agent arrives at a solution, its
next move is probabilistically influenced by the nmher (strength) and type
(attractive/repulsive) of pheromones at the solutithe agent is more likely to follow a path
to a better solution when many other agents hallewied that path before. This is called
autocatalysis. Of course due to the stochasticr@aifithe decision where to move there is
always the chance the agent will select a pathithatnot been visited or a path marked with
a repulsive pheromone. This keeps the agents friamdly following each other to local
minima. At each time-step the ‘best solution fosodar’ for each agent is broadcast and the
algorithm terminates when a certain proportionhef agents broadcast the same solution.

ACO is a complex and potentially CPU-intensiveimpgation method which can be
improved upon by adding extra abilities to the agdike look ahead, backtracking and local
optimisation (Dorigo, Di Caro and Gambardella, 1999

ACO is the inspiration of the bespoke optimisatadgorithm designed in Chapter 7 to
optimise the manoeuvre scheduling problem. Whiist aptimisation problem prevents the
use of multiple agents simultaneously, the stodhamstture of the path decision process is
emulated so that the choice of path is governea toyneable probabilistic procedure.

4.5Chapter Summary

In this chapter the mathematical concept of oation was introduced and different
types of optimisation problems defined. These mold are characterised by the number of
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objectives and variables present in a ‘cost fumctibat describes how the objectives change
with respect to the variables. Single variable,tirudriable and multi-objective optimisation
problems can be constructed to describe a largédaunf real, and imaginary, systems that
can be optimised to exploit the capabilities of sfggtem. The concept of the cost-space was
also introduced and common features such as maxnnana and local and global solutions
discussed. Both these concepts were forward-refeceto chapters in the thesis where
optimisation is found. A number of examples of opsation problems were given and it was
shown how analytical and graphical methods can rople&yed for 1-dimensional and 2-
dimensional problems.

For more complex optimisation problems, using muatiable or multi-objective cost
functions, numerical methods must be used to fodt®ns within these systems. A large
number of algorithms have been developed to coph thiese more complex problems
ranging from the gradient methods, which use thavakve of the cost function, to
stochastic, evolutionary and swarm methods, thatl@e processes found in nature. As with
all numerical methods their accuracy is limitedtlvy amount of time devoted to computing a
solution and the computing resources availabldattime. A list of common optimisation
algorithms was provided with descriptions and faxveeferencing indicated which
optimisation algorithms were used in the researofept.
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5. FORMATION FLYING CONCEPTS ANALYSIS AND
SELECTION

The previous three chapters have introduced a laogeber of concepts that must be
discussed before further definition of the manoeuyvanning architecture can be realised.
This chapter introduces these concepts with reberém manoeuvre planning for spacecraft
formation flying missions and various decisions arade regarding their use within the
manoeuvre planning architecture envisaged.

5.1DARWIN Guidance, Navigation and Control Mode Analyss

The selection of DARWIN as the reference missionthis research project was made
during the initial proposals for the research. DARM&ncompasses all the motivations of the
stakeholders for this research project since itesgnts a mission devoted to finding and
characterising extra-solar planets, it involves tipld spacecraft flying in formation
performing separated spacecraft interferometry ibus phases of the mission require
formation flying manoeuvre planning and executidhere are many guidance, navigation
and control (GNC) modes that require translatidioamation flying manoeuvres so it is
necessary to select one mode to study regardinghii®euvre planning. The GNC modes
for DARWIN are shown in Figure 5-1. As mentioned smb-section 2.2.4 only the
operational loop consisting of the baseline contnolde, fringe acquisition mode, normal
observations mode and reconfiguration mode aretefest since this project is concentrating
on the normal mission operations (i.e. no Launctd Barly Operations (LEOP) or safe
mode).

Launcher separation

| Separation mode
N s

T i

N I

i N 1 d
{ Parking HEO ) / " model | -
‘\ S :‘ S [ T
St A
/ O:L 1t \ ; R _(_7_,_
\Ccsnectlou mucte/]/ \ z // \ -
= 5 L \ mese mode / \i
. T L = i
Gi;ﬁiii:ﬁ:; PIAANE o)
i orrection mode
_ } \ //
Sife \ / Coarse \\
". mode2 | \,_Formation /
x . e N
St /,-"_7 T
( "\\ m Baseline \\
——— Control 1110{19/‘*--.\
‘/Reroufi gurat Lﬁ(\J — r \
mode ———
\'\\_,___,‘ - 7F111 oe \
= -\c uisition mod
AN e AT
— /I\:annal \ /

\\C\bsen'mon m}le\_ -

Figure 5-1 GNC Modes for the DARWIN mission (Kadaeset al., 2004) reproduced from
Figure 2-6
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For each GNC mode of the operational loop theethfiit types of potential translational
manoeuvre to be performed by each spacecraft andotination as a whole needs to be
defined. These manoeuvres are (with respect tDARWIN mission):

» Station-keeping — a 3 translational degrees ofdfvee (DOF) manoeuvre designed to
maintain spacecraft position relative to a refeegpaint external to the formation

* Formation-keeping — a 3 translational DOF manoewgsigned to maintain the
spacecraft position relative to a reference poithiw the formation

* Resize — a 1 translational DOF manoeuvre withinférenation plane designed to
increase or decrease the spacecraft’s distancedn@ierence point

* Rotate — a 2 translational DOF manoeuvre within ftivenation plane designed to
change the position of the spacecraft relativééoréference point whilst maintaining
a constant distance from that point

 Retarget — a 6 DOF (in translation and attitudehoeaivre designed to change the
pointing direction of the individual spacecraft amlde formation plane. Each
individual spacecraft’s position relative to thderence point before and after the
manoeuvre remains the same

* Reconfigure — a 3 translational DOF manoeuvre desigo change the position of
the spacecratft relative to the reference pointstiiaintaining spacecraft pointing

* Slew — a 6 DOF manoeuvre designed to maintain iddal spacecraft and formation
plane pointing in the Lreference frame

These seven manoeuvre types can be used in editle @&@NC modes of the DARWIN
operational loop as in Table 5-1.

Table 5-1 Manoeuvres for the GNC Modes of DARWIN atanning requirements

GNC Mode
Reconfiguration Baseline Control Fringe AcquisitiorNormal Observation
Station-keeping  Station-keeping Station-keeping Station-keeping

Retarget Formation-keeping Formation-keeping Formation-keeping
Reconfigure Resize Rotate
Slew

Planning Required?
Yes No Possibly Yes

In the reconfiguration mode the formation pattand pointing direction is changed so
that a new star can be analysed. This requiresndioation of both reconfigure manoeuvres,
to change the formation patterns, and retarget manes, to change the pointing direction of
the spacecraft and formation. The relative posstiohthe spacecraft in the formation do not
need to remain fixed during this reconfigurationn@@uvre. Manoeuvre planning is required
for this mode since all the spacecraft may be reduito perform large translational
manoeuvres that will require safe trajectories taat be optimised for fuel management and
manoeuvre duration.
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In the baseline control mode the relative positmonstraints of the formation are
tightened so that the relative position of the speaft can be brought to within 1cm. The
type of manoeuvre required to perform this is sirthe formation-keeping manoeuvre. The
formation-keeping manoeuvre cannot be plannedwarack since its requirements depend on
the real-time perturbation environment. The formatkeeping manoeuvre can be optimised
however through the use of an optimal control law.

The fringe acquisition mode involves two steps.the first step formation-keeping
manoeuvres are used to hold the formation steadlgtvthe optical delay line (ODL) on the
Beam Combiner Spacecraft (BCS) uses its full stimkacquire the interferometry fringe.
Only formation-keeping is required for this pardaso manoeuvre planning is not required.
In the second step resize manoeuvres are perfohydtie Telescope Spacecraft (TS) in
order to move the ODL back to the centre of itelstr These resize manoeuvres could utilise
manoeuvre planning to aid fuel management howeawnee she entire manoeuvre is likely to
involve a translation of less than 1 cm is seentkely than any real fuel management gain
could be achieved with respect to the complexitytlud optimisation process. For the
purposes of this research therefore the fringe iaitiun mode is considered to require no
manoeuvre planning

The final GNC mode from the operational loop is ttormal observation mode. This is
the mode in which the scientific observations araden and a number of translational
manoeuvres are required. Firstly, formation-keepimanoeuvres are required to ensure the
ODL does not have to compensate for more than Icraelative spacecraft drift during the
observation. Again no manoeuvre planning can beliagppo the formation-keeping
manoeuvres. For planet detection observations thieeeformation is required to rotate
within the formation plane 180° (see sub-sectioh.Z). Rotate manoeuvres are used to
achieve this. These manoeuvres can be planneduérnianagement since, although the
relative positions of the spacecraft remain fixeithwespect to each other (i.e. no risk of
collisions), the reference point for the rotationed not have to be fixed. This type of
manoeuvre planning can be found in Beard, McLauh ldadaegh (2000). Finally within the
normal observation mode is the requirement for skl@anoeuvres. For long duration
spectroscopy observations the formation planekislylito require slewing to maintain its
required perpendicularity to the target’s positiattor. This slew manoeuvre requires both
translational and attitude manoeuvres by the iddi& spacecraft and is similar to the
retarget manoeuvre (except the slew rate will gaicantly slower than the retarget rate).
Again, these manoeuvres can be planned for fuelagement in a similar way to that
presented by Beard, McLain and Hadaegh (2000).

For all the GNC modes presented in Table 5-1 &ls® possible to perform station-
keeping manoeuvres. The station-keeping manoesvaesigned to ensure the spacecraft
remain close to a pre-determined trajectory thaguess the formation stays within the
vicinity of the L, point. The station-keeping manoeuvre involvesdfiective simultaneous
translation of the entire formation. The timing thle station-keeping manoeuvre can be
planned to minimise the frequency and associatetdosts. However, due to the stringent
position accuracy required for three of the GNC ewobaseline control, fringe acquisition
and normal observation mode) it is sensible to gary unnecessary stress on the control
system. One way to assist this is to prevent th@osikeeping manoeuvres from being
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executed in any GNC mode other than the reconfiguranode. Although this may limit the
optimality of station-keeping manoeuvres (due te #ddition of a temporal constraint),
planning can be performed to mitigate this.

Based on the GNC modes analysis in the previotegpagphs the author decided to focus
the research on manoeuvre planning for the recordtgppn mode for DARWIN. This mode
allows the greatest flexibility in spacecraft mowsrhduring the manoeuvre and so presents a
greater challenge to optimise for fuel managemeult manoeuvre duration. Although the
normal observation mode does involve manoeuvret d¢bald be optimised the author
believes that the method presented in Beard, Mchaith Hadaegh (2000) is sufficient to
perform this task and little improvement could bad®. In selecting the reconfiguration
mode for this research the focus can be drawnatenohg for manoeuvres that do not require
the maintenance of fixed relative positions betwienspacecraft. This condition allows the
research to be generalised to include other tydedomnation flying mission where
unconstrained reconfiguration of the formationeguired.

5.2Formation Flying Concepts Analysis

Chapter 3 introduced a number of concepts thateaabled with formation flying
missions and not present in single-spacecraft onissiBefore the manoeuvre planning
architecture can be defined it is necessary toyaaaand select which variations of these
concepts to pursue.

5.2.1 Autonomous Manoeuvre Planning Organisation

In sub-section 3.3.1 the concept of autonomousoeane planning organisation was
introduced. Examples defined included traditionap-down, centralised and de-centralised
organisations. Each of these organisations deskabeautonomous manoeuvre planning can
be organised amongst formation members with variewels of planning capabilities
defined, i.e. no planning (9), individual planning (%) and full planning (&). The trade-off
in selecting a manoeuvre planning organisationtesldo ground operations cost and
complexity, ground communications bandwidth requeeeats, on-board software complexity,
on-board hardware capability and inter-spacecraftraunication bandwidth capability and
requirements.

For the purposes of this research project theoauths chosen to adopt the top-down
autonomous manoeuvre planning organisation as showkigure 5-2. The top-down
organisation involves the ground station maintagnanlow bandwidth link to a spacecraft
capable of formation planning 3. The $p maintains full knowledge of the other spacecraft
in the fleet and can plan for the entire formati@mce the plan is complete the-$®ross-
links the required elements of the plan to eacthefSss who execute it accordingly. This
organisation was chosen because:

» it provides the required level of autonomous marmceplanning as laid down in the
research project’s problem statement and aims witheing too complex
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» the brief communication sub-system description arléson, et al. (2004) indicates
only the BCS will communicate with the ground siatwhilst the TSs use the RF
metrology signal for inter-spacecraft communicagiotherefore discounting the de-
centralised approach

* the author wanted to concentrate on the structdréehe manoeuvre planning
algorithms themselves not how the computationaweses would be managed

* simulating the centralised or de-centralised omgmions would involve computing
resources/expertise unavailable to the author

G

Skp

g

Snp Snp Snp

Figure 5-2 Top-down autonomous manoeuvre planniggrosation. G represents the ground
station, $pis a spacecraft with formation planning capabgihd Sp is a spacecraft with no
planning capability.

For DARWIN it is natural to assume thepSpacecraft will be the BCS since it maintains
constant RF links with the TS spacecraft and isothig spacecraft with a ground station link.
As long as the inter-spacecraft and ground stalilke remain available however it is

feasible to use one of the TSs as a backupsBould the BCS lose its ability to plan

manoeuvres (but remain fully functional in everlataspect).

5.2.2 Control Co-ordination

The concept of control co-ordination for spacecfafmation flying was introduced in
sub-section 3.3.2 describing the absolute methealldr-follower, behavioural approach,
virtual structure and virtual centre. The tradeinfgelecting the type of control co-ordination
required includes complexity of the approach, thditg to optimise manoeuvres, inter-
spacecraft communication capability and requiresyemd the size of the manoeuvre error
margins.

For the purposes of this research the author doosdopt the leader-follower control co-
ordination approach. Within this approach one & Hpacecraft is designated the leader
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whilst the others are designated followers. Thaldedaracks a predefined trajectory and
performs station-keeping manoeuvres to maintaia ttajectory over time. The follower

spacecraft tracks the position of the leader spafteand maintains a relative position. This
control co-ordination approach was chosen because

» its simplicity for use within the reconfiguratiorN& mode

» the behavioural approach is difficult to optimiseamoeuvres and it requires de-
centralised organisation

* the virtual structure is too restricted and moriesuto the normal observation GNC
mode

* in the virtual centre it is harder to optimise mamares and it requires significant
inter-spacecraft communication and centralisedrosgdion

The greatest issue with the leader-follower cdrtoeordination approach is its reliance
on the leader and the single-point-of-failure cheastic that this implies. For DARWIN
however, the BCS already represents a single-pdifaure for the formation as it is the
only spacecraft in the formation that can combime $cience beams and disseminate the
resulting images to the ground station. PlacingBlk as the leader of the formation for
GNC purposes therefore is immaterial since the lalsshe BCS of any reason would
constitute the loss of the mission.

5.2.3 Control Strategy

Sub-section 3.3.3 details a number of autonomownsra strategies that appear in the
literature designed to execute the manoeuvres biripm a planning algorithm. While this
research project will not implement a formationirfty control strategy to simulate the
planned manoeuvres it is important for the defamtof the manoeuvre planning architecture
to have a control strategy in mind. This reseaotu$es on the GNC reconfiguration mode
for DARWIN. This involves unconstrained translatbmanoeuvres between the spacecraft
using the coarse metrology and thruster configomatiintroduced in sub-section 2.2.3. The
specifications of the proposed RF metrology and tlmmusters to be deployed during the
reconfiguration mode should be able to maintaingbsitional and velocity errors to 1 cm
and 250 pm$ respectively. In reality however these are tighinatraints for the
reconfiguration mode.

Based on the proposed manoeuvre planning aralmieedhe proposed formation flying
control co-ordination method and a control strasditerature review the author decided to
adopt a dual control strategy approach to the prabln this approach the BCS will perform
its manoeuvres through an open-loop thruster tindsoghmand structure with no explicit
feedback from the other spacecraft in the formation nominal manoeuvres. The TS
spacecraft will perform their manoeuvres througkl@sed-loop command structure with
relative position and velocity feedback from the®for nominal manoeuvres.

The choice for the BCS control strategy to be dpep stems from the lack of a
reference point to base the BCS manoeuvre on. @CGlosp manoeuvres require some
reference to provide feedback. In deep-space,ahdre will be no external references to
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measure the BCSs position except for the otheregpatft in the formation. These spacecraft
can only provide information relative to the format not to inertial space. To be able to
perform BCS manoeuvres relative to inertial spaguires ranging data from the ground
station on Earth. As this will not always be avaliégaduring a manoeuvre a combination of
previous ranging data and dead-reckoning must bd f@ the spacecraft to autonomously
calculate its position relative to inertial spaddie BCS control strategy uses open-loop
thruster timing schedules to ensure the spacetoifiws the trajectory planned by the
manoeuvre planner. This is the same for both stétéeping and formation reconfiguration
manoeuvres. Using this simple method for the BC®awavres reduces the risk of errors
which is important since the BCS acts as a leanltrd other spacecraft in the formation.

With the BCS forming the inertial reference foretifiormation the TSs can adopt
autonomous closed-loop control strategies to perftireir manoeuvres. For reconfiguration
manoeuvres the output from the manoeuvre planriecovitain a desired trajectory to follow
relative to the BCS. The combined translation @ BCS and TS will create a trajectory for
the TS in inertial space that will be safe and foehnaged. For station-keeping (i.e.
controlling the position of the formation relatite a reference trajectory aroung) the TSs
simply have to formation-keep with the BCS (thatl\actually be performing the planned
station-keeping manoeuvre). This control strateagyttie TSs can be simply designed, tuned
and implemented. The major flaw with this approaciwvever is its reliance on the BCS.
Should the BCS manoeuvre not follow the plannedstier schedule (for any reason) then the
relative trajectories of the TSs may not lead te sand fuel managed trajectories in inertial
space. Mitigation for this will be covered in thexih sub-section. As detailed in sub-section
3.3.3 there are a whole host of closed-loop cordti@tegies that could be adopted for this
problem. The LQG controller introduced by Lagadeepas and Ankersen (2003) and
Davidson, et al. (2006) is designed specificallytfee DARWIN mission and performs to the
requirements of the reconfiguration mode.

5.2.4 Manoeuvre Error Mitigation

Manoeuvre planning for spacecraft formation flyimgnsures that reconfiguration
manoeuvres can be performed safely and be optiniisedel management. These nominal
manoeuvres satisfy the requirements for the regardtion manoeuvres but depend heavily
on the flawless operation of every spacecraft enftimation and a perturbation environment
similar to that employed by the planner. Should @pacecraft malfunction during the
execution of a manoeuvre it may pose a collisisk ar it may move on to an unrecoverable
trajectory. In addition, with the trajectories phexal to a certain level of accuracy to gain fuel
optimisation any deviation from that trajectory qaose a serious risk to the other spacecratft.
Though manoeuvre error mitigation cannot be plarfoedt the manoeuvre planning stage it
is important to have an understanding of the typeroor mitigation system that can be
adopted. This sub-section introduces such a syatehtompletes this discussion of the GNC
for the reconfiguration mode for DARWIN.

There are two scenarios that can be envisionedyadHunction of the BCS and a
malfunction in one or more of the TSs. If a problehould arise with the BCS and its ability
to execute the planned manoeuvre then no collisgk is imposed. Each TS follows a

53



FORMATION FLYING CONCEPTS ANALYSIS AND SELECTION

trajectory relative to the BCS. There is no riskcoflision because any error in the BCSs
inertial space manoeuvre will be echoed in thetimespace manoeuvres of the TSs. An error
in the BCS manoeuvre will, in effect, force the T8&s perform formation-keeping
manoeuvres in addition to the reconfiguration mawmoe Whilst this does not aid the fuel
management of the manoeuvre at least the formatiorains safe. It does however require
that the TSs are able to remain tracking the erB@%. The second scenario involves the
malfunction of one or more of the TSs. Should tlappen then the situation is much more
serious as the collision risk is much higher.

There are two required elements for a manoeuwia emitigation system. The first is
spacecraft tracking whilst the second is mitigatewtions. During the execution of the
manoeuvre the TSs can be easily tracked by the 0% the RF metrology system (since
the laser metrology will not be usable due to theallgnment of the spacecraft). The BCS is
therefore able to compare the planned TS traje@gganst the actual TS trajectory. Should
the two trajectories diverge by a significant antotiren an anomaly on the TS can be
assumed. This anomaly can either be due to a nadillumof the TS or the TSs inability to
track the BCS due to a malfunction by the BCS. &®CS malfunction then the course of
action is simply to stop the manoeuvre on all {pececraft and allow the formation to enter a
safe mode where the TSs formation-keep with the BC&Spre-defined ‘safe’ configuration
(like the triTTN). This ensures that the formatawoes not drift too far apart to reinitialise the
mission should the BCS anomaly be fixed. For a umalfion on one of the TSs the situation
is more complex. The same safe mode process asbafald be used but since the TS is
likely to be unable to formation-keep due to whatecaused the manoeuvre error the
collision risk remains and if the spacecraft drdtgay from the formation it may not be able
to return once the anomaly has been fixed. Ingitigtion the solution is for the formation to
enter a different safe mode where the formatiorpkee is switched relative to the
anomalous TS. This ensures the collision risk isgatied since the BCS and remaining TS
will maintain a fixed relative position with respgeim the anomalous TS and ensures the
formation does not drift apart. Whilst both thesgigation actions will result in poor fuel
management the risk of losing the entire missianugh more pertinent.

5.30ptimisation Techniques Analysis

The final aspect to explore before defining thenbkuvre Planning Architecture (MPA)
is the use of optimisation and the types of alpong to be employed. Chapter 4 introduced
the concept of optimisation and listed a numbeusgful optimisation techniques that are
employed to solve modern optimisation problems. [g¢l@ptimisation is an important aspect
of this research project, and the author foundphis of the review particularly interesting, it
was noted that the research project was not abewtlaping optimisation routines for
spacecraft formation flying manoeuvre planning ligtveloping a manoeuvre planning
architecture that optimised formation flying mane®s. There are two aspects of the
optimisation for this research project that needoéoexamined; the type of optimisation
attempted and the optimisation techniques used. Jub-section discusses these aspects.

Chapter 4 introduced three optimisation typesedéiitiated by the number of objectives
and the number of variables that affect those dbgs. The problem identified for this
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research project is clearly multi-objective withnmerous, often conflicting, objectives to
optimise. These include manoeuvre schedule optimrsatime minimal reconfiguration
manoeuvres, fuel minimal reconfiguration manoeuvrigel balancing reconfiguration
manoeuvres and optimal station-keeping manoeuVitesugh this is identified as a multi-
objective problem the additional desire to solves tbn-board a computer-limited single
spacecraft restricts the computational complexitsit tcan be deployed. Complex multi-
objective problems typically require large compiatadl resources over a long period of time
to get satisfactory results. This approach howévempractical for an optimal manoeuvre
planner that is required to find good solutionsaal-time.

For this research project the author decided torge the manoeuvre planning problem
as a series of individual single-objective (but truhriable) problems that are incorporated
within a Manoeuvre Planning Architecture (MPA). géhihis approach is unlikely to be able
to find the global optimum for the manoeuvre plawgniproblem a combination of the
individual solutions should lead to a good solutiaithin the computation complexity
constraints. Another advantage of this approacthés ability to analyse each individual
component of the optimisation problem easily arahidy problems and limitations quickly.

With the optimisation types detailed the secongbeet to investigate is which
optimisation technique to employ. This was maintiveh by the stakeholder requirement
that the coding be done within the MATLABsoftware environment (The Mathworks Inc.,
2006). In this software environment there are a lmemof built-in optimisation routines
within the Optimisation Toolbox (Coleman and ZaB605) and the Genetic Algorithm and
Direct Search (GADS) Toolbox (Abramson, 2006).

Table 5-2 Optimisation routines used in this rese@roject

MPA Optimisation Module Optimisation Method Techumgg N{ﬁ;bﬁf
SOM (Chapter 7) bespoke (ACO inspired) guasi-swarm n/a
PAM (Chapter 8) PatternSearch (PS) direct search ADS
TDM (Chapter 9) PatternSearch (PS)  direct search GADS
Genetic Algorithm (GA)  evolutionary GADS
‘fmincori? gradient based  optimisation
SKM (Chapter 10) bespoke (literature) bespoke n/a

Whilst designing the MPA the author was confromtgth three different optimisation
forms. In the first form the author was able toali® the optimisation problem as a
mathematical cost function, as detailed in subisectl. For this form of optimisation
problem it was possible to use the embedded MATEABtimisation routines from the
Optimisation and GADS toolboxes. The optimisationtmes used and where in the MPA
are shown in Table 5-2. The second form of optitrosgporoblem encountered was where the
author was unable to describe the optimisationlprotas a mathematical cost function. As
the MATLAB optimisation routines cannot be implertesh without this format the author
was compelled to write a bespoke algorithm to stheeoptimisation problem. This was used

2 “fmincon is a non-linear constrained gradient-based ostiion technique found in MATLAB'’s Optimisation
toolbox
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to solve one optimisation problem within the MPAdawas inspired by the Ant Colony
Optimisation method detailed in sub-section 4.4.9Re final optimisation problem form
encountered was when the problem and a bespoké&osolmethod were found in the
literature. No design therefore was required of aéhor. The use of all the optimisation
routines is detailed further in Chapters 7-10.

5.4Chapter Summary

Using the background information provided in Cleapt2-4 analysis has been performed
on the mission aspects that affect the design ofamoeuvre planning architecture and
decisions made. The work in this research projastlteen restricted to the reconfiguration
mode of the envisaged DARWIN GNC system since fersf the greatest potential for
manoeuvre optimisation and spacecraft proximitylations. The other modes within the
operation GNC are much more restrictive in terms splcecraft flexibility during
manoeuvres and the author believes that existingnohg methods are suitable for these
modes. For the GNC analysis it was also deciderkstrict the timing of station-keeping
manoeuvres so that they only occur during the regaration mode. Whilst this may make
the manoeuvres sub-optimal is it essential to redoad of the spacecraft control systems
during the delicate observation phases.

The top-down autonomous manoeuvre planning orghois was chosen as it
represented the simplest structure whilst providimg autonomy required in the problem
statement. In addition the top-down organisatidtedi best with the envisaged DARWIN
communications sub-system from Karlsson, et al0042. For control co-ordination the
chosen method was the leader-follower approachid@implicity in comparison to the other
methods introduced. Though this approach suffem fa single-point-of-failure limitation,
the Beam Combiner Spacecraft (BCS) already reptestrs limitation for the entire
mission. Using the BCS as the leader for the mamesuemoves this issue from the control
co-ordination trade-off.

The envisaged control strategy differs betweenB8& and Telescope Spacecraft (TS).
With no external position reference the BCS usesndpop thruster timing schedules to
execute the planned reconfiguration and statiopikgemanoeuvres. Inertial navigation for
the BCS is provided by previous ranging data arntdremmously calculated dead-reckoning.
With the BCS as the leader of the formation, thes T8n use it as a reference for their
manoeuvres. The TSs adopt a closed-loop LQG céatral track and follow the movement
of the BCS. During station-keeping manoeuvres tlss Tormation-keep with the BCS.
During reconfiguration manoeuvres the TSs folloplaned trajectory relative to the BCS.
This chapter also introduced a manoeuvre errorgatibn strategy to address the problem
spacecraft malfunction during a manoeuvre. Whitgtpart of manoeuvre planning, the error
mitigation strategy allows the Manoeuvre Planningchitecture (MPA) to ignore such
concerns and plan manoeuvres as optimally as pessib

The final section of this chapter dealt with tBeue of optimisation within the MPA. A
combination of stakeholder requirements and proldetement assessment lead the author
to adopt an optimisation approach that views theAMiPseries of single objective multi-
variable problems. This approach improves transpgréor analysis purposes and reduces

56



FORMATION FLYING CONCEPTS ANALYSIS AND SELECTION

the computational burden of the MPA. The MATLABoftware environment and the
associated Optimisation and Genetic Algorithm amed Search (GADS) toolboxes were
chosen as the platform to implement and analys&a.

This chapter concludes the first section of tleisearch thesis. In Chapters 6-0 the MPA

is developed and each of the associated ‘optinoisatiodules’ are introduced, designed and
analysed.
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6. MANOEUVRE PLANNING ARCHITECTURE
DESIGN

As identified in the problem statement (sub-secfi®) there are a number of manoeuvre
planning issues that can be applied to the maneeplanning problem presented by a
mission like DARWIN. These planning constraints chée be addressed within a Manoeuvre
Planning Architecture (MPA) that can not only plaanoeuvres to effectively include these
constraints but also plan manoeuvres efficientlyerms of the planning time required. This
chapter introduces a number of optimisation modiilasdeal with the above constraints and
presents various MPAs in which these modules canabd.

6.1 Manoeuvre Planning Optimisations and Constraints

The manoeuvre planning optimisations that candadised by an effective manoeuvre
planning strategy are as follows:

* Maximising mission science returns — essentiabfoastronomy observation mission
such as DARWIN to justify the cost of developinglaperating the system.

* Manoeuvre duration minimisation - the time takenpyform manoeuvres detracts
from the available time for useful science obseovet which, in a time limited
mission, can reduce the possible scientific returns

* Formation fuel consumption minimisation - the amooinpropellant used during the
mission is an important factor affecting the coxd enass budget

* Formation fuel balancing - although the spacecnafirk together within the
formation, during a formation reconfiguration manee they act independently to
each other. Therefore each spacecraft may useatiffamounts of fuel to achieve the
required formation configuration. Over time, itgessible for some spacecraft in the
formation to experience fuel-starvation whilst athenay have plenty of fuel. This
would reduce the effectiveness of the formation imability to achieve the science
goals and possibly end the mission prematurely. Mhaoeuvres must therefore be
planned to prevent single-spacecraft fuel starma@md promote fuel-balancing
throughout the formation.

» Libration-point station-keeping — the mission regaithe formation to remain within
the vicinity of L. This cannot be achieved without active correcthanoeuvres that
influence the time, fuel and fuel balancing optiatisns described previously. The
requirement for station-keeping therefore must beluded in any manoeuvre
planning strategy.
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The manoeuvre planning constraints that need toaddresses by any manoeuvre
planning strategy are as follows:

» Collision avoidance - spacecraft manoeuvring irselproximity to each other pose a
collision risk. Manoeuvre planning must thereforsswe the calculated trajectories
do not violate collision avoidance criteria.

» Thruster plume avoidance - thruster exhaust plune&s manoeuvring spacecraft can
pose a risk to spacecraft surfaces. Manoeuvre plgrmust therefore incorporate a
thruster plume avoidance strategy.

6.2Manoeuvre Planning Systems Model

The design of the Manoeuvre Planning Architec{iMi®A) requires a detailed analysis
of the manoeuvre planning system and a trade-@ifyais of the various solutions presented.
Figure 6-1 illustrates a systems overview of theoeaivre planning problem. At the time of
manoeuvre planning the formation is in normal opens mode and has a fixed pointing
direction and configuration. Through a combinataiiranging and dead-reckoning through
the gravitational model the absolute spacecrafitipas can be estimated at the time the next
reconfiguration manoeuvre is to commence. At tluspthe reconfiguration manoeuvre is
executed to achieve the planned final absolute esgpaft positions (that satisfy the
optimisation goals). The final absolute spacequaftitions must also satisfy the observation
requirements (i.e. that the final relative spadégasitions position the spacecraft correctly
for the formation plane to point at the chosendagiar and the formation configuration be
correct for the chosen observation on that stahjis Tmodel indicates two distinct (but
interlinked) decision processes that must be faddwo successfully plan an optimised
manoeuvre; the selection of the target star/observaombination and the selection of the
individual spacecraft manoeuvres.

6.2.1 Target Star/Observation Selection Model

The first decision process involves the selectibthe target star/observation. Figure 6-2
illustrates the systems model for the target db@govation selection process. The model
shows the available input information, calculatiateta flow and constraints. The target
star/observation selection addresses the plannoad @ maximise the mission science
returns. This can be achieved by maximising the bmmof individual observations
performed by the formation during the lifetime bétmission and by extension, minimising
the total time required to perform each observatidhis total time is the sum of the
reconfiguration manoeuvre duration, the formatioalibcation time and the actual
observation duration. The reconfiguration manoewdugation in-turn depends partly upon
the selection of the target star and the targeerwhsion to be performed on that star (i.e.
detection or spectroscopy). The latter also deteemthe observation duration.
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Ranging

Dead reckoning

Gravitational modeD

Gnitial absolute spacecraft positions)1

| SELECT INDIVIDUAL SPACECRAFT MANOEUVRES

(Final relative spacecraft positionsHFinal absolute spacecraft positions)J

(Target stan) CI' arget observatiorD

| SELECT TARGET STAR/OBSERVATION }-

Figure 6-1 Manoeuvre planning systems overview

In addition there are a number of constraints tbanbtribute to make the target
star/observation selection a complex problem. Tlesers are as follows:

» Calibration time — After the manoeuvre is completieere will be a calibration time
associated with star acquisition and stabilising fibrmation. This time will depend
on the type of star being acquired and the formatanfiguration being adopted.

* Formation pointing constraints - The formation mieshain within £45° of the anti-
Sun vector at all times. As the formation will raman the vicinity of the kL point in
the Sun/Earth-Moon system and thegdoint orbits the Sun with the same period as
the Earth this implies that the field of view (FO¥y the mission rotates about the
Sun at a rate of 0.986 °/day. Stars move in andbtite FOV over the course of the
mission and remain within the FOV for approximat€y days per year. This
complicates the choice of science task as a tasiotde selected if the star moves
out of the FOV before the observation can be cotegleThis is particularly pertinent
to some of the spectroscopy tasks that may take 8p days to complete.

» Detection task scheduling — For a planet to be doand its orbital characteristics
calculated three detection observations are redjuvebe performed on each star.
These three observations need to be separatedenst that any potential planet can
be observed at different points around its orbite Tduration of this separation
depends on the spectral type of the parent stasamdll vary from star to star.

* Planet detection analysis time — Once the threectleh observations have been
performed there will be a period of time requiredconfirm planet detection and
calculate the orbital parameters. No further obesgous can be scheduled on the
parent star until this has been completed.

» Planet orbital characteristics — should a confirmkhetary orbit involve occultation
of and by the parent star it becomes desirable cluedile the spectroscopy
observations to avoid these occultation periodsr e longer spectroscopy
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observations and certain star/planet/orbit configans this may be impossible so the
observation may need to be stopped whilst the tatooh is occurring. During this
time it may be possible to re-task the formationatmther star and return to the
original star to complete the long duration spesttopy at a later date.

It is unclear from the literature whether planetedéon is more important than planet
spectroscopy in terms of science task selectionelewduring the course of the
mission it is reasonable to assume that missicenssts will want to influence the
task schedule to ensure certain observations gepleted. This can be achieved by
adding a weight to the desired observation to alloevSOM to optimally ensure the
task is included in the schedule.

INPUTS
Initial star position
(RA, Dec) Initial observation
i Formation
Formation plane | :
ointing direction Configuration
P (inTTN, triTTN)

‘ Initial relative spacecraft positions ‘

{

Initial absolute spacecraft positions ‘

T

Dead reckoning

CONSTRAINTS

/%
CGravitationaI mode%angin@ jommmmemmeemnes -

¢+ Formation plane
Target star posmon Target observation
(RA, Dec) (1 of 7 potential choices)

Yeaae’

/' Detection observation ‘:
scheduling K

‘ pointing dlrectlon
; . ‘ Observation duraton N | >~ = = =, eeececccccccccccca-
Final relative
spacecraft positions

[ Formation calibration | | | ~. =, esesccccccc-- .
l time 1 Planet detection
\ analysis time
Formation reconfiguration , Total time to Seseceecceaa- .
Manoeuvre duration R B I
manoeuvre complete observation ! Planet orbltal
. charactenstlcs '

‘— ..........

Goal: Select :) to minimise : within constraints { -:::}

Figure 6-2 Target star/observation selection model

As can be seen from Figure 6-2 the selection eftéinget star/observation is a complex
problem made even more so by the complexity ofitltvidual spacecraft manoeuvres
selection.
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6.2.2 Individual Spacecraft Manoeuvres Selection Model

The second decision process involves the selectibrthe individual spacecraft
manoeuvres. Figure 6-3 shows the selection modeh®individual spacecraft manoeuvres.
The model shows the available input information¢wations data flow and constraints. The
individual spacecraft manoeuvres selection addsesise planning goals to optimise the
formation manoeuvre duration, manoeuvre fuel comion and formation fuel balancing
whilst ensuring spacecraft collisions and thruptame impingements are avoided. This can
be achieved through the selection of the final klteospacecraft positions and the thrust
duration, timings and magnitudes required attaitimage positions.

The relative positions the spacecraft are requiedake in order to perform an
observation depend on the target star/observatiesen. First, the spacecraft must form a
formation plane that is perpendicular to the digetivector of the star. Within that plane the
spacecraft must be in the correct configuratiamT(TiN or triTTN, Figure 2-2 and Figure 2-3)
and at the correct relative distances from eacbrdthe formation baseline). The selection of
the absolute spacecraft positions must confornineéoréquirements of the relative positions.
In inertial space there are an infinite humber o$gible absolute spacecraft positions that
could satisfy these relative spacecraft positibmsaddition therefore the absolute positions
must be chosen to reflect the optimisation goalsghef manoeuvre and the manoeuvre
constraints.

The individual spacecraft thrust duration, magigt@and timing schedule determines the
fuel consumption for that manoeuvre and in turndberall fuel balancing for the formation.
These thrust parameters also determine the trayetiiat each spacecraft follows from the
initials to the selected final positions. The tcagey will also be affected by the gravitational
model used within the planning environment. Theggttories must in turn comply with the
manoeuvre avoidance constraints and the absofjéetory maintenance requirements.

As can be seen from Figure 6-3 the selection ofindevidual spacecraft manoeuvres is a
complex problem made even more so by the complexityhe target star/observation
selection.

6.3Manoeuvre Planning Systems Trades

The design of the manoeuvre planning architeategeires the system models given in
Figure 6-1, Figure 6-2 and Figure 6-3 to be anays®l trades made to maximise the system
efficiency. The systems trades begin by analydwegstlection of the target star/observation.

6.3.1 Target Star/Observation Selection Trades

For this selection the goal is to minimise thaltdime to complete the observation. This
time is the sum of the observation time, the foramatcalibration time and the formation
reconfiguration manoeuvre time. Table 6-1 showsattter of the time component affecting
the target star/observation selection process.oliservation time has the order of days as
introduced in Table 2-2. The formation calibrattime assumes a manoeuvre requiring the
full 1 cm stroke for fringe acquisition using 50 fiNust on a 1000 kg spacecraft and a bang-
bang thrust profile (see Equation (8.11) and iésivchtion in Chapter 8) and has the order of
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a few minutes. The manoeuvre time is likewise dated assuming a 100m manoeuvre using
6 mN thrust on a 1000kg spacecraft and bang-bangttiprofile. This manoeuvre has the
order of a few hours and represents the maximuratidtr manoeuvre any one spacecraft is
likely to make (since the maximum baseline for &mynation configuration is ~100 m). All
these values are taken from Karlsson, et al. (280d)are detailed further in Chapter 2.

SELECT INDIVIDUAL SPACECRAFT MANOEUVRES
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Figure 6-3 Individual spacecraft manoeuvres selaatiodel
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Table 6-1 The order of the time components influggthe target star/observation selection
Order Example

observation times range from

Observation time days 8 hours to ~91 days
Formation calibration time mins ~15 mins fo.r.l. cm fringe
acquisition
. max manoeuvre time
Manoeuvre time hrs
~2Y4 hrs

Table 6-1 shows that the order of the observdiime far out-weighs the order of the
other two components affecting the total time taptete the observation. Thus any efforts
to minimise the total time to complete the obseomtmust clearly be focussed on
minimising the observation duration which is a fume of the target star/observation only.
As the selection of the individual manoeuvres addsextra layer of complexity to the
selection of the target star/observation the foragdection can be de-coupled from the latter
by assuming a reconfiguration manoeuvre duratiahdbes not depend upon the selection of
the individual spacecraft manoeuvres. This is showFigure 6-4.

The simplified target star/observation selectiondsi in Figure 6-4 shows how the
manoeuvre duration can be calculated solely asetiin of the target star selection. This
selection model assumes that the duration of anfggoation manoeuvre depends on the
scale of the formation manoeuvre required to rotlaéeformation plane towards the target
star. Since no formation plane rotation will be ageg than 90° (due to formation pointing
constraints) this is a reasonable assumption toeneakn if the relative spacecraft positions
during the manoeuvre are flexible.

The simplified model in Figure 6-4 also omits tfegmation calibration time as an
influencing factor on the total time to complete thbservation. Calculation of the calibration
time depends upon the errors in the final relagpasitions of the spacecraft and, as
demonstrated in Table 6-1, only affects the ordenhe total time to complete the observation
by a few minutes. It is reasonable to assume tmagsion of this contribution will have little
effect on the results of the selection but a gre@iesitive) effect on the time required to
achieve that solution.

6.3.2 Individual Spacecraft Manoeuvres Selection Trades

As seen in the previous sub-section, de-couplmges of the selection processes can
decrease the complexity of other selection prosesstout a significant loss of accuracy.
This type of de-coupling can also be employed & gblection of the individual spacecraft
manoeuvres.

The trajectories that the spacecraft follow depapan the selection of the final absolute
positions, the thrusters parameters used and tat dgpavitational model. For DARWIN the
formation will be subject to the gravitational emriment about thelpoint in the Sun/Earth
system. Consider the n-body problem defined in Eqng5.1), m, m,..., m describe the

masses of point masses with position vectarsr; ,... r

n-
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Figure 6-4 Simplified target star/observation sttgrmodel

mr—sz i=1,....n (6.1)

i#] ‘I’ —I“

In the three-body system of the Sun, Earth andtespaft the force exerted on the
spacecraft by the Sun and the Earth can be cadclilbising the values found in this force is
found to be ~6N (putting the spacecraft 30,000 kbove’ L, in the Z-direction). Using the
same 100m reconfiguration manoeuvre calculateduinsgction 6.3.1, this acceleration
equates to a perturbed distance of ~196 km. Trassignificant perturbation that accentuates
the importance of the gravitational model. Howewemrssence, it indicates how far the local
gravitational environment affects the entire forimat not the relative distances between the
spacecraft in the formation. Placing a second spaftel00 m from the first in the positive
Z-direction gives a distance perturbation of onOy2~-mm difference to the first spacecraft's
perturbation. Thus, over a 100 m manoeuvre, agfaspacecraft separated by 100 m only
drifts apart by ~0.2 mm. This illustrates how, osbaprt timescales of a few hours, the local
gravitational environment has very little affect e relative distances of the spacecraft in
the DARWIN formation.
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Table 6-2 Values used to calculate perturbing &agbn on a spacecraft aroungih the
Sun/Earth system

Property Value
Mass of the Sumg 1.9891x16" kg
Mass of the Eartime 5.9736x16" kg
Mass of the spacecraft; 1000 kg
Position of the Suns (0, 0, 0) km
Position of the Earthg (1.496x160", 0, 0) m
Position of the spacecraf, (1.511x16" 0, 3.0x168) km
Gravitational constant G 6.67428%10n’kg's?

The analysis above has shown how important the [gravitational environment oflis
when trying to select the absolute final spacegra$itions, but how little affect it has on the
relative positions of the spacecraft within thenfation. Therefore we can ignore the local
gravitation environment for manoeuvre planning lestw the initial and final relative
positions. The spacecraft trajectories thereforeolme a function of the natural trajectory
through the local gravitational environment and tleentrolled trajectory of the
reconfiguration manoeuvre to change the relativatipming of the spacecraft. As they are
independent of each other they can be de-coupleshdmoeuvre planning purposes. This de-
coupling creates two separate selection procestatvéd from the individual spacecraft
manoeuvre selection process, Figure 6-3) givenidgpyr€é 6-5 and Figure 6-6.
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Figure 6-5 Select stationkeeping manoeuvres model

67



MANOEUVRE PLANNING ARCHITECTURE DESIGN

The stationkeeping manoeuvre selection model asvehin Figure 6-5. Stationkeeping
manoeuvres are performed by the formation (i.ecepraft relative positions are maintained
during the manoeuvre) with the goal to maintain fivenation on a trajectory that keeps it
within the vicinity of the L point. The selection of the final absolute spaatqoositions
addresses this goal. In addition the fuel consuwmptand manoeuvre duration should be
optimised by the selection of appropriate thrudteng parameters. With similar sized
spacecraft, there is no fuel balancing issue salcéhe spacecraft will consume the same
amount of fuel during the stationkeeping manoeuMaintenance of the spacecraft relative
position during the manoeuvre also negates the neecbllision avoidance and plume
impingement constraints.
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Figure 6-6 Selection individual spacecraft trajeet® model

The individual spacecraft trajectory selection elad show in Figure 6-6. Here the local
gravitational model has been completely de-coupled so a free-space gravitational model
is used in its place. Though the relative spacepiaitions to perform the observation would
be provided by the target star/observation selectibere is additional scope for relative
positioning and so it remains a selection paramé&tesition selection can be seen as a two
stage process. First the positions are selected ghtential trajectories are examined. This
position/trajectory process is then iterated umatiicombination is found that suits the
optimisation goals. The most optimal trajectorywssn any two points in free-space is a
straight line. Analysis in section 9.3.4.1 showattht least 56 % of all relative position
combinations for the DARWIN mission conform to theoidance criteria using straight-line
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trajectories. For these relative positions, mudbutation time would be wasted searching for
a more optimal trajectory using the optimisationdelodescribed above. There are ways
however that the position/trajectory optimisationgess can be enhanced.

There are many ways in which the position/trajacteelection could be performed.
Figure 6-7 shows three ways this could be achiemed details the computational costs
involved. A position calculation (i.e. calculatifigel cost, balancing and manoeuvre time for
a set of positions a straight-line trajectory geatest by a bang-bang thrust profile) is assumed
to take 1 computational unit (CU)A trajectory calculation (i.e. calculating fuebst,
balancing and manoeuvre duration for the same &gbositions using a non-straight
trajectory generated by two perpendicular bang-tiangst profiles) is assumed to take 2CU
and a trajectory check (i.e. assessing all trajesgdor collisions and plume impingement),
5CU. Finally is it assumed that a position optirti@a takes 10 position calculations and a
trajectory optimisation takes 10 trajectory caltiolas/checks. In Figure 6-7, Processl
describes the position/trajectory selection prockssribed above. For Process2, after every
position check, the straight-line trajectory is cked and if it passes the avoidance criteria
then the next position calculation is performedit flails the avoidance criteria a trajectory
optimisation is performed. For Process3 a comppetgtion optimisation is performed, the
straight-line trajectory checked and if it failethvoidance criteria a trajectory optimisation is
performed.

Process1 Process2 Process3

Compute
Position (1CU)

c Compute
ompute Position (1CU)
Position (1CU) ouT

x 10

x 10

| Check Check
Compute Trajectory (56CU)
Trajectory (2CU)

x 10

Compute
Trajectory (2CU)

Compute
Trajectory (2CU)
Check
Trajectory (5CU)

Figure 6-7 Example position/trajectory optimisatpmocesses

Check
Trajectory (5CU)

Check
Trajectory (56CU)

Table 6-3 shows the computational load exampleghithree processes given in Figure
6-7. Loads are calculated for one position optitiesaand for 100 position optimisations.
The pass rate for straight-line trajectories camiag to the avoidance criteria is 60%.
Processl is the most computationally intensive Iymaso because it doesn’t perform a

3 An arbitrary unit of CPU time used to compare tieéathe relative performance of differing algorita
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trajectory check on the straight-line trajectorgnfr the position calculation. When this is
done, as in Process2, the computational load dwgd® % of Processl. Process3 performs
the best because no trajectory checking is perfdmwithin the compute position loop. For a
1 position optimisation the computational load drdp 2% if the straight-line trajectory
passes and 12% if it fails. Over a 100 positionnoisition the computation load is just 6% of
the Processl and 13% of the Process2 computatioads. In terms of the computational
load, Process3 is clearly the better option.

Table 6-3 Computational load examples for diffeq@ogition/trajectory optimisation
processes
Computation load for 1 Computation load for 100

Process  ,osition optimisation (CU) position optimisations (CU)
1 710 71000
2 320 32000
Pass Fai
3 i ac 4300

The analysis of the select individual spacecrafettories model shows that optimisation
Process3 is the most efficient. This allows forcdepling between the relative position
selection and the thruster firing parameter sadactlements in this model. The position
selection model is shown in Figure 6-8. Here otilg telection of the relative spacecraft
positions important and no constraints are addéd. Manoeuvres are governed by straight-
line trajectories with fixed thrusters firing pararars, thus the optimisation goals depend
wholly on the selection of the relative spacegpafitions. The avoidance trajectory selection
model is given in Figure 6-9. This selection isyorgquired if the straight-line trajectories
form the position selection model fail the avoidamwciteria. Here the final relative spacecraft
positions are fixed, however fuel optimisation ctifi be achieved through selection of the
thrusters firing parameters. These also ensurerdBalting trajectory conforms to the
avoidance criteria.

SELECT INDIVIDUAL SPACECRAFT POSITIONS

Initial relative spacecraft positions ¥ Individual spacecraft manoeuvres
J
v
Spacecraft thruster Straight-line trajectories
firing [
Manoeuvre fuel . Formation manoeuvre Final relative
. Fuel balancing . i
consumption duration spacecraft positions

Goal: Select C) to optimise :l

Figure 6-8 Individual spacecraft positions selattioodel
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SELECT INDIVIDUAL SPACECRAFT AVOIDANCE TRAJECTORIES

Initial relative spacecraft positions Individual spacecraft manoeuvres 4—\
—
- —
Spacecraft thruster 6)acecraft thruste)

firin timings
Goal: Select () > >
to optimise

] — ~

within constraints S (Thrustduration) (Thrust magnitude)

Manoeuvre fuel
consumption

4 Spacecraft collisions }
'____::_'_'_'_'::::::_'_'_':_’stl Individual spacecraft trajectories

Fuel balancing

» Thruster plume |mp|ngement '

------------------------

Final relative
spacecraft positions

Figure 6-9 Individual spacecraft avoidance trajgetoselection model

The manoeuvre planning systems trades have helpdiece a very complex planning
problem defined by Figure 6-1, Figure 6-2 and Feg6f3 into a significantly less complex
form (Figure 6-4, Figure 6-5, Figure 6-8 and Fig@w®) without any apparent loss of
flexibility, functionality, efficiency and optimaly. It must be remembered however that these
simplifications may produce unforeseen problems smdny further analysis must take into
consideration the system trades made.

6.4 Manoeuvre Planning Architecture

The core of this research project is the desiga dflanoeuvre Planning Architecture
(MPA) for the optimisation of spacecraft formatifiying reconfiguration manoeuvres. The
envisaged design, the Separate Modular ManoeuamnPlg Architecture (SepM-MPA), is
introduced in the next sub-section and is heawuiffuenced by the trade-off processes
described in Chapter 5 and sub-section 6.3.

6.4.1 Optimisation Modules

The system trades performed have naturally lec tmodularised approach for the
Manoeuvre Planning Architecture. Each of the indeleat selection process models can be
characterised by a distinct task, optimisation gjoabnstraints and input/output values. These
tasks are defined as follows and optimisation m@duimmaries are given in Table 6-4.
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Table 6-4 Optimisation module summaries

Module Optimisation Constraints Inputs Outputs
Goals
formation
pointing,
N detection task | initial formation , .
. Minimise total . - final pointing
Science : scheduling, pointing L .
. time to ! o direction, final
Operations planet detection direction, ;
complete L S formation
Module : analysis time, direction of . .
observation . . configuration
planet orbital | anti-sun vector
characteristics,
task weighting
Minimise fuel maintain thrust direction,
Stationkeeping ) formation within | initial absolute duration and
consumption L g
Module limits of spacecraft timing for
and manoeuvre " . .
: reference positions stationkeeping
duration .
trajectory manoeuvre
N initial absolute
Minimise fuel . :
: spacecraft final relative
. consumption - .
Position positions, final spacecraft
: and manoeuvre - n
Assignment . none pointing positions,
duration and L .
Module direction, final manoeuvre
control fuel ! i
: formation duration
balancing : .
configuration
Minimise fuel initial and final o
) . thrust direction,
. consumption spacecratft relative .
Trajectory - duration and
) and manoeuvre collisions, spacecraft L
Design . " timings for the
duration and | thruster plume positions, ; .
Module o reconfiguration
control fuel impingement manoeuvre
: . manoeuvre
balancing duration

» Science Operations Module (SOM) [Figure 6-4] — thisdule decides what the next
science task (i.e. target star/observation) wilafier the current science task has been
completed

» Station-Keeping Module (SKM) [Figure 6-5] — this dude controls the planning of
the station-keeping manoeuvre to ensure the foomagmains within the vicinity of
its reference trajectory

* Position Assignment Module (PAM) [Figure 6-8] —glmodule optimises the relative
final spacecraft positions that, at the end of ienoeuvre, satisfy the science task
formation configuration requirements

» Trajectory Design Module (TDM) [Figure 6-9] — tmsodule optimises the spacecraft
trajectories and ensures there are no collisiortsroister plume impingement issues
during the manoeuvre

These four modules are described in greater depithapters 7, 8, 9 and 10.
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6.4.2 Manoeuvre Planning Architecture Design

Within the SepM-MPA each of the optimisation magulact as individual entities
providing only feed-forward information to the neaxbdule. A flow diagram of the SepM-
MPA can be found in Figure 6-10 and is highly lineanature. The architecture uses an on-
board mission catalogue that contains details @fcthrordinates of all the target stars for the
mission and baselines and observation durationstioh@very science task for each star. The
catalogue, coupled with the current formation ogunfation state, forms the inputs to the
SepM-MPA.

On-board mission (1) Science Operations Current
catalogue | Module formation
configuration
Ground station v .
ranging <Reqwred formatlon>
configuration
v
(3) Position
Assignment Module
3 v
(2) Station-keeping Required positions and
Module manoeuvre time
v
(4) Trajectory Design
Module
v

Manoeuvre Information
Dissemination

N A —

Beam Combiner Telescope Telescope Telescope
Spacecraft Spacecraft 1| |Spacecraft 2| | Spacecraft 3

Figure 6-10 Separate modular manoeuvre planningtacture (SepM-MPA)

The Science Operations Module (SOM) decides whatnext science task should be
based on the availability of science tasks oncectineent task has completed. The SOM uses
an optimisation algorithm to select the task misisi the total time to complete the
observation. A more in-depth description of the S@ndl an analysis of its operation can be
found in Chapter 7. The task configuration detdds the selected task (e.g. pointing
direction, baseline and formation configuratioipng with the current configuration details,
are passed to the Position Assignment Module (PAM).

The PAM uses the current and desired formatiorfigoration information to find the
post-manoeuvre spacecraft positions that satisfystience requirements whilst optimising
the manoeuvre duration, fuel consumption and tled thalancing across the fleet. As these
three optimisation goals are generally mutuallyhesize a decision algorithm is employed to
select the levels to which these goals are to beeaed. This decision is based on the current
fuel levels for the formation and prior analysis ledw the PAM optimisation operates.
Further information relating to the PAM, its opépat and its performance analysis can be
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found in Chapter 8. The current positions of thacggraft relative to the formation centre
and the optimised relative positions, along with thanoeuvre duration, are passed to the
Trajectory Design Module (TDM).

Using the output from the PAM, the TDM first checko see whether any of the
spacecraft proximity or thruster plume proximitynstraints have been violated in the PAM
optimised manoeuvre. If there are no proximity &imns then no trajectory modification is
required and so the manoeuvre thruster firing patara are passed for manoeuvre
information dissemination. If a proximity violatidhas occurred however, the TDM modifies
the spacecraft trajectories to ensure the proxigotystraints are adhered to and the resulting
modified trajectory is optimised for manoeuvre diom, fuel consumption and fuel balancing
across the fleet. As for the PAM, a decision altponi is required to select appropriate levels
to which these optimisation goals are achieveds Tacision is based on the current fuel
levels for the formation and prior analysis of httve TDM optimisation operates. Further
information relating to the TDM, its operation aisl performance analysis can be found in
Chapter 9. For the modified trajectories the TDMsq®s the revised manoeuvre thruster
firing parameters for manoeuvre information dissetion.

The manoeuvre planning performed by the PAM aediiDM does not take into account
the dynamics of spacecraft motion aroundL the necessity to remain in the vicinity of the
reference trajectory. The SKM uses ground stateorging data and trajectory propagation
calculations to estimate the position of the BA&tnee to the reference trajectory. The SKM
then calculates the size and duration of the stkeeping manoeuvre required to return the
formation to the reference trajectory over a préagel time period. If the upcoming
manoeuvre phase is identified as an optimal timpeidorm a station-keeping manoeuvre
then the station-keeping manoeuvre thruster fifpr@gameters are passed for manoeuvre
information dissemination. If no station-keeping noauvre is required then there is no
output from the SKM. A more detailed introductianthe SKM can be found in Chapter 9.

The manoeuvre is executed during the manoeuveoeniation dissemination stage. The
manoeuvre information is passed in two stagest Hies station-keeping manoeuvre data is
sent to all the spacecraft in the formation. Fer BCS the data used is open-loop as there is
no feedback available. For the TSs, the data cauoskd in the estimation section of the
controllers. For the station-keeping manoeuvresTiige will simply formation-keep with the
BCS, however the SK manoeuvre data (i.e. data stgpwihen the BCS will perform
manoeuvres and how large they will be) can aidliBelosed-loop controllers to avoid over-
compensation when the BCS thruster firings occtiterAhe station-keeping manoeuvre has
been completed the reconfiguration manoeuvre dgtassed to each spacecraft. For the BCS
this is simply open-loop thruster switch times. B TSs the optimised trajectory computed
by the algorithm is passed as a trajectory relatvine BCS. The TS closed-loop controllers
therefore formation-keep with the BCS and changegjacecraft's relative position to the
BCS following the optimised trajectory data. Thesults in a formation reconfiguration
manoeuvre that is safe and optimal in inertial spac
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6.4.3 Manoeuvre Planning Architecture Limitations

The SepM-MPA describes the fastest method for emginting a complete manoeuvre
planning strategy that encompasses everything freaence task assignment to
reconfiguration manoeuvre optimisation and stakeaping manoeuvre optimisation. The
relative simplicity of the SepM-MPA to reduce conggwonal complexity however does
come at the price of reduced accuracy in the calicuis due to a number of assumptions and
omissions made during the manoeuvre planning systaes process:

* Manoeuvre duration in the SOM is a function of #mgular separation of the initial
and target star vectors. This will not be the sasiéhe manoeuvre duration calculated
by the PAM.

* The optimal position found by the PAM may becomb-eptimal if TDM trajectory
modification is required.

* Planning of manoeuvres in free-space will produckffarent outcome to executing
those manoeuvres in the dynamic environment.

» Separate stationkeeping and reconfiguration mamesuwill take longer to execute
than combining them.

* Reconfiguration manoeuvres may have an effect ensthe and timing of future
stationkeeping manoeuvres.

Addressing these accuracy issues within the SegMMill invariably require the use
of more computing power but also a change in theamavre planning architecture.

6.5Manoeuvre Planning Architecture Execution Options

There are two approaches that can be employedeaougng the Manoeuvre Planning
Architecture; a global approach and a local apgro&or the local approach the planning is
performed exclusively to optimise the upcoming neange and no fore-thought is given to
the optimisation of future manoeuvres. In the gl@pproach the planning is performed over
a mission sub-set (either a set duration or a wetber of manoeuvres) and each individual
manoeuvre within the sub-set is planned to achoptenisation over the entire mission sub-
set. A comparison of these two approaches follows:

* manoeuvre planning architecture complexity — thecal approach to manoeuvre
planning is relatively simple compared to the glahi#h-set since the latter involves
the planning of multiple manoeuvres whilst the fermplans only one

* manoeuvre planning speed — the local approachplaii much quicker that the global
sub-set for the same reasons as above howevertlavenission sub-set the global
approach may be quicker than the sum of the indalidbcal manoeuvre plans over
the same sub-set

» changing mission environment — over a mission ®ilife local approach can adapt
to changes within the mission environment on a reame-by-manoeuvre basis
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whilst the global sub-set approach needs to ingatpaa fixed mission environment
over the same planning sub-set

* planning optimality — over a mission sub-set a cmoation of manoeuvres planned
using the local approach is unlikely to be moreamat than the combination planned
using the global sub-set approach

The modular nature of the SepM-MPA allows for thése execution approaches to be
analysed in two separate domains: over the entlP& Mnd over the individual optimisation
modules.

6.5.1 Executing the Manoeuvre Planning Architecture

The greatest thing to affect the accuracy andnugliiy of a manoeuvre plan is the
difference between the planning environment usecha&e the plan and the actual mission
environment during the execution of the plan. FOkRWIN there are many potential
differences including:

» changing availability of observation tasks: the DAR science schedule will be
very dynamic due to a number of factor that cameoplanned for e.g.
0 detecting a planet allows 6 more observationst¢hatbe scheduled — though
they cannot be scheduled before the planet hasdeteated
0 special tasking directed by the science team
» changes in spacecraft fuel amounts and balanciagalu
o formation-keeping manoeuvres
0 attitude manoeuvres
o calibration manoeuvres
» changes in the entire mission environment due fe-s@de operations or other
malfunction

Using a global execution approach to optimise b-st of manoeuvres allow the
changes between the planned and the actual migsigmonment to increase over the
timescale of the plan. Reducing the size of the-smibwill reduce these differences but
selection an appropriate sub-set size that balaopgmisation gains against environment
accuracy is not possible to achieve until an aechitre that optimises locally has been
developed. Therefore the SepM-MPA will be executedally, on a manoeuvre-by-
manoeuvre basis.

6.5.2 Executing the Individual Optimisation Modules

Though the architecture is to be executed loaallya manoeuvre-by-manoeuvre basis the
individual optimisation modules within the archiiee can be executed globally. This
potentially offers the gains achievable with globptimisation without the losses of using a
static planning environment over an extended nissih-set. This is because the global plan
for each individual model is revised on a manoeipyrénanoeuvre basis and thus the most
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up-to-date planning environment is always employdtke cost for adopting this execution
method is an increase in the planning time requamed so some optimisation modules may
not benefit from this type of execution approach.

For the SOM the differences between potentiablttine to complete the observation’
could be in the order of days to tens of days m worst case scenario (see Table 6-1).
Selection of which observation task to perform dbese far-reaching effects on the
availability of tasks due to the constraints listedub-section 6.2.1. The loss of tens of days
of potential observation time due to a poor sebectof locally optimal tasks is clearly
unacceptable and so the SOM would definitely beriefim taking a global approach to its
execution. This can be implemented by having th&1Si@d an optimal tour of observations
that maximise the mission science returns overssion sub-set. The first observation within
that tour then becomes the selection observatiothéd manoeuvre phase.

For stationkeeping at,Lprevious missions toi;L(Farquhar et al, 1980) and analysis of
missions to kL (Dunham and Roberts, 2001; Rohrbaugh and Scliii2 2and Williams et al,
2000) show that the required frequency of statiepkey manoeuvre to maintain loose
trajectories around collinear libration points iseomanoeuvre every 3-6 months. The
frequency is far smaller than the reconfiguratioanoeuvre frequency for the DARWIN
mission (on average one every few days — see Tadde Although the execution of
stationkeeping manoeuvres will be in the order oé @very few months it will still be
necessary to monitor the formation’s position atbupin order to optimise the timings and
fuel consumption of those manoeuvres. It is prudieetefore for the stationkeeping module
to plan a manoeuvre for every reconfiguration pHaseonly execute the manoeuvre if it
falls within clearly defined execution parameters.

For the manoeuvre planning execution the PAM dred TDM need to be considered
together. If planned locally then they will operttie same as Processl defined in sub-section
6.3.2 and Figure 6.7. For global planning, the olagéon tour calculated by the SOM would
be used to generate a tour of manoeuvres. Thiswould then be optimised by modifying
each individual manoeuvre within the tour untillabgl solution is found. These are several
problems with this approach. First, it could be yweomputationally intensive. A ten
manoeuvre tour would take 430 CU so optimising thlees the same amount of CU for
every tour calculated (which could be tens to hadd). Secondly, the tour does not take into
account the fuel differences caused by formaticepkey or attitude manoeuvres or potential
stationkeeping manoeuvres (since the SKM is dejedufrom the PAM/TDM), thus the
longer the tour the larger the error that will hduced in the optimisation. For these reason a
local implementation of the PAM/TDM will be perfoed for the SepM-MPA.

6.6 Hardware Requirements

For the SepM-MPA to operate autonomously on-boae of the DARWIN spacecratft it
needs to be capable of performing within the liroftshe processing power available. Figure
6-11 illustrates how the speed of spacecraft CPassiincreased over the last two decades.
With an estimated launch date for DARWIN circa 2030 will likely have on-board a
processor from the early 2020s.
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Figure 6-11 MHz increase of popular spacecraft Csise the 1990s — GVSC1750,
RAD6000 and RAD750 (BAE Systems, 2002), LEON1 (&&j2000), LEON3 (Aeroflex
Gaisler, 2008), LEON4 (Aeroflex Gaisler, 2010)

The analysis of the SepM-MPA was performed withine tMATLAB 2006a software
environment running in Windows XP Professional d@ GHz Intel Pentium 4 PC with 1
GB of RAM. Extrapolating the data from Figure 6-itlis reasonable to assume that
DARWIN will have at least this processing capabibly launch.

6.7Chapter Summary

The planning of safe and optimised formation ftyneconfiguration manoeuvres requires
a software architecture that balances an accuegtesentation of the problem to be solved
with the computation requirements to achieve algigtan. In this chapter, the manoeuvre
planning systems model for DARWIN is presented artdade-off analysis is performed to
reduce its complexity without the loss of functibtya This trade-off resulted in the
definition of four independent optimisation moduldst aim to address the manoeuvre
planning issues of target selection, fuel consuomptind manoeuvre duration optimisation,
fuel balancing, collision and thruster plume avaickaand optimal station-keeping around L
These modules were then implemented within the i@&palodular Manoeuvre Planning
Architecture (SepM-MPA) providing a fast method fegalising a complete manoeuvre
planning strategy that satisfies the issues predemtown in the problem statement.
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7. SCIENCE OPERATIONS MODULE

From the Separate Modular Manoeuvre Planning Aechire (SepM-MPA) the goal of
the Science Operations Module (SOM) is to find ptineal science operations schedule that
maximises the mission science returns in the sdbddime. For this design this translates to
maximising the number of completed observationshiwithe scheduled time. There are
almost 450 stars in the DARWIN star catalogue legdio over 4000 potential science
observation tasks ranging in duration fréfnday to ~85 days (Karlsson, et al., 2004). The
DARWIN mission is only being planned for 5 yeatdslimperative that the available time is
not wasted by unnecessary and lengthy manoeuvragefuC planning of the science
operations schedule can help to ensure thipriori mission planning however cannot be
performed as there are no indications as to whiats $1ave planets. The science operations
planning must therefore be performed in real-timgarallel with the mission. This allows
for the planned schedule to be adapted when updatedmation is available (i.e. the
existence of a planet has been confirmed) and ¢eptiee to special tasking by the science
team (i.e. the science team may want to imageteapkar planetary system).

In deciding the choice of the next observatiorpésform the most logical choice is to
choose the observation that takes the least timmnaplete (if the optimisation goal is to
maximise the number of observations completedec@iely the shortest task from a selection
of all available tasks is the locally optimal sadat However, as discussed in sub-section
6.5.2, a global solution is much more desirableagloieve this global optimisation it may be
more efficient to choose stars further away (in udaig separation) but with shorter
observation durations than those closest but vatigeér observation durations. This also
implies it may be better to remain at the currdat and perform a different (but longer)
observation than to move to a different star bufqoe a shorter observation. This is called
the Science Task Assignment (STA) problem for theation of this chapter. Solving the
STA problem is the goal of the SOM as the solutidihprovide the next manoeuvre goal for
the PAM and an optimal schedule for analysis bySK&/.

7.1 Previous Contributions

Planning and scheduling for autonomous spaceisatrelatively new concept that has
been put into practice in various forms on a nundfespace missions. These include Cassini
(Muscettola et al., 1995), Rosetta (Ferri and Ss#an1998) and Deep Space One (Smith,
Rajan and Muscettola, 1997) to name but a few. iCheti al. (1998) provides a useful
introduction to the planning systems used at NA8A specifically for Deep Space One and
Earth Orbiter One from the New Millennium Prograbhey describe the benefits of ground-
based and on-board operations planners as “redgosts, increased responsiveness,
increased interactivity, increased productivity anmplified self-monitoring”. The planners
use “symbolic Al” routines to review any given plaientify the flaws and iteratively
remove the flaws to create a flawless plan. Themgers however describe operations
planners that take into account all of the subsystand payloads on a spacecraft and find a
schedule that allows the most efficient use of speaft resources.
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More recently an autonomous mission planning systeas introduced by Rui, et al.
(2003) and Rui, Ping-yuan and Xiao-fei (2005) ahltbe Multi-Agent Planning System
(MAPS). It is designed for a fully autonomous degace mission and combines the results
from a number of planning agents (representingspfacecraft subsystems) with a planning
manager agent to create mission operations sclefimiehe complete spacecraft. This is
implemented in C++ and Java respectively but titaaas only provide the architecture for
the model, not the details of how the planner digtuachieves its goals. The papers
mentioned above address the problem of automapiagesraft operations; however they do
not address optimisation within the planning enwinent. The tasks are scheduled within the
time and resource allocation constraints definednouattempt is made to improve a plan
once an achievable schedule has been found. Thigfeésent to the situation of the STA
problem. Since there will always be many more taskslable than can be completed in any
defined time period the SOM must optimise the saledo increase the number of
observations completed.

Bailey, McLain and Beard (2001) have addresseichdas mission planning problem to
that posed by the SOM. The authors use NASA'’s igtdridual-spacecraft interferometry
mission (Blackwood et al, 2003) as a baseline feang@ning interferometry mission
schedules that reduce fuel expenditure and enceutsl balancing between the spacecraft.
Fuel consumption dynamics for each manoeuvre asedb@n a scheme by Beard and
Hadaegh (1999) and manoeuvres are separated inde tiypes: retarget, resize and
reorientation. Each star, separated by retargetoemaes, is imaged using a number of
resize and reorientation manoeuvres. The optinsisadf the manoeuvre schedule is likened
to a travelling salesman problem (TSP). A “Chaihedal Optimisation (CLO)” algorithm,
combining simulated annealing and local searchnupétion techniques, is developed to
solve the TSP. The authors use a benchmark toarcasnparison that involves completing
all the resize and reorientation manoeuvres foh etiar before retargeting to the next star.
The results show that, for a number of differergnsaios, the optimized tour is capable of
reducing the fuel consumption of the spacecraftopering all manoeuvres by a significant
amount compared to the benchmark tour. This iseaeli by combining resize, reorientation
and retarget manoeuvres instead of performindnaltésize and reorientation manoeuvres on
one target before moving to the next. These resuksnoteworthy in understanding the
necessity for the SOM as an analogy can be madielipaper, each star has a number of
resize and reorientation manoeuvres each with #ssiociated fuel costs. Likewise, the stars
in the DARWIN catalogue each have a number of oladiem tasks with their associated
time costs. By extension it may be inferred tlahbining the science tasks for DARWIN in
an appropriate schedule is more time optimal thanfopming the observations in a
systematic fashion. There are a number of factovgeler that Bailey, McLain and Beard
(2001) do not address. The whole problem is timenant and there are no pointing
constraints. This means that a star’s availabiity observation is not included and the
duration of each manoeuvre is omitted (since fueisamption is the only factor being
investigated). Furthermore, a fixed number of manoces are investigated and each solution
finds a tour that encompasses them all. As prelyaliscussed, the SOM will have to find a
tour with temporal constraints from a large numdiiepossible tasks that will not all be able
to be completed within the given time. Therefolthaugh Bailey, McLain and Beard (2001)
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reveal some interesting trends with respect tafetemetry mission scheduling, the relative
simplicity of their method prevents its use to eatelthe SOM.

7.2 Science Task Assignment Analogies in Graph Theory

Graph theory is the mathematical study of grapheg. graphs in this theory are made up
of a number of ‘nodes’ and each pair of nodes endhaph are connected by ‘edges’. The
STA problem can be described as a graph wherectbece tasks are the nodes and the time
to complete to task (from any starting task) defitiee weight of the edge connecting the two
tasks. This is illustrated in Figure 7-1 where ttiecles represent nodes and the lines
represent the edges. For the STA problem not @alhtides are connected to each other due to
the various constraints found within the problenmdihg a path through the graph from one
node to another whilst minimising the sum of thdaghts of the edges is called a shortest
path problem and there are many analogies to ti#et&at can be found in these problems.

Figure 7-1 An example graph where the nodes aresepted by circles and the edges
connecting them by lines.

The STA problem can be likened to a travellingesalan problem (TSP). In the basic
TSP the salesman has to visit a number of citidstlaa tour is optimal if the shortest route is
chosen. The TSP and a variant, the Vehicle RouBngblem (VRP), are cornerstone
challenges within the field of Operations Reseafimilar problems can also be found in
computer network routing literature. There are mdiffigrent kinds of constraint that can be
added to the TSP including time windows (visitingg@nt within a specified time period)
(Bansal et al, 2004), path constraints (minimising number of times a separate point is
crossed, e.g. a river) (Press et al. Section 1I®92) or sequential constraints (visiting a
point before another) (Hernadvolgyi, 2003). Thesestraints can all be made applicable to
the STA problem. There are also a vast numberftdrdnt methods that can be employed to
solve these problems. Exact algorithms, like braanod bound, cutting plane and linear
programming are good for finding solutions withedatively small number of points to visit.
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For larger problems, heuristics have been develdpatdquickly find good solutions (>97%
optimal). These include nearest neighbour (Hurkeand Woeginger, 2004), simulated
annealing (Press et al. Section 10.9, 1992), gea@orithms (Merz and Freisleben, 1997)
and ant algorithms (Dorigo, Di Caro and Gambardd!@99). The problem with the TSP in
relation to the STA problem is that the TSP aim8rd a path connecting a fixed number of
cities but for the STA the number of total taskslymamic and will decrease throughout the
mission as planets are not found around targed.star

Another close analogy to the STA problem is thegle machine scheduling problem
(SMSP) found in manufacturing. In this problem they a list ofn jobs (science tasks). Each
job has a release time (the time the task enter&@V), a duration (the observation time of
the task), a deadline (the time the star leavesFb¥) and a weight (the importance of
completing the task). The goal of any algorithnsadve this problem is to minimise the total
number of late jobs (i.e. those completed afterirtltkeadline). Again a number of
conventional and innovative methods have been gragldo solve this problem including
branch and bound (Brucker, Hilbig and Hurink, 1998¢al search (Crauwels, Potts and Van
Wassenhove, 1998) and memetic algorithms (Francdikks and Moscato, 2001). This
analogy however still fails to emulate the STA peob as it assumes a fixed number of tasks
and no task can be selected if it over-runs itslliiea (i.e. the star leaving the FOV).

There are graph theory analogies similar to thA Sioblem that deal with the situation
where the graph changes after each step has bedm Mlae Canadian Traveller Problem
(Papadimitriou and Yannakakis, 1989) describesatlygaph where at the beginning of the
path the entire graph and edge costs are knowthedadn step some of the edges fail and
cannot be used. In this problem a ‘policy’ is definthat can be used to determine edge
selection at each node. The optimal ‘policy’ isitlealculated using dynamic programming.
The Canadian Traveller Problem (CTP) (and its vésjahowever only deal with paths
between known nodes. For the STA problem, the goabt to reach a chosen node in the
minimal time but to maximise the number of nodesroa given time, thus the end node
could be any node that is available in the FO\hatadhosen time.

None of the shortest paths graph theory problemestigated appear to be exact
analogies to the STA problem. They all assume getarode (or visiting a fixed number of
nodes) instead of finding an open-ended path tletimmses the number of node visits in a
given time. This means that conventional combinat@ptimisation methods employed for
solving the TSP, VRP, SMSP and CTP cannot be usesbiving the STA problem. Even if
the optimisation occurs over a fixed number of $agkther than over time), the pool of tasks
that can be selected is far larger than the siziefset to be optimised. This also renders
conventional combinatorial optimisation techniquesompatible with the STA problem.

7.3 Science Operations Module

Due to the apparent incompatibilities of standawchbinatorial optimisation algorithms
with the STA problem the Science Operations Mod&8I®M) is designed using variants of
these popular algorithms. There are two versionthisf planning algorithm; one optimised
version (the SOM) and one benchmark version (th©Mpto act as a comparison tool.
These two versions select the tour members follgwlifferent selection procedures however

82



SCIENCE OPERATIONS MODULE

they share the same core algorithm. The constramitsduced earlier in the chapter are
implemented within the planning algorithms as per
Table 7-1.

There are three factors that have been omittedlyndue to lack of data and three factors
only partially implemented. The partial implememdatof the manoeuvre time is a result of
the trade-off in designing the SepM-MPA. The angukte that governs the formation’s
manoeuvre duration is based on data from the Bosissignment Module (PAM) where a
retarget manoeuvre of 90° typically takes 4500scdmplete. Only this fixed formation
angular rate (0.02 %3 is used to calculate the manoeuvre duration. piaening algorithms
do not take into consideration reconfiguration esize manoeuvre influences on the
manoeuvre duration. The other partially implemerigadors add complexity to the problem
but are not fully representative of a DARWIN-likeission. The only factor fully
implemented is the 0.986 °/day angular rotatiothefFOV.

Table 7-1 Science Operations Module constraintsraptementation

Constraint Inclusion Implementation
Manoeuvre time Partially Fixed at 0.02'°s
Calibration time No N/A
Observation Time Yes As per Table 7-2
Formation pointin .
. P g Yes FOV moves at a fixed rate of 0.986 °/day

constraints
Detection task Partiall At least one other task must be scheduled
scheduling y before a detection task can be repehted
Planet detection No Spectroscopy can be scheduled immediately
analysis time after third detection task
Planet orbital

anet orbita No N/A
characteristics
Science task

L Partiall Tasks are given equal weightin
weighting y g a ghting

7.3.1 Problem Definition

Consider a seN of nodes, representing science tasks, and & sdtstar positions,
representing the ecliptic longitude of each stahacatalogue. Each pair of nodes]N and
nON, is connected by a edge;0Vi, where the seV; represents all possible edges
connectingn; to all other nodes. Relative weighting of the reoaeéth respect to the other

nodes is given by the flag f 00:{1,...,»} ). If the node contains a flag (i.g.) then the
node (task) can gain priority scheduling witkiLfthe highest priority,42 the next highest

and so on. If the node does not contain a flagrfj)eéhen there is no weighting for that task.
Flags and their priorities can be added to any tlaskughout the mission by the science team

4 With this definition the time between repeatededgon tasks will up to ~2.5 days (Table 7-2) hoerein
reality the required separation time is likely te Ionuch larger (>90 days) depending on the orbital
characteristics of the planet
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to prioritize tasks within the scheduld; is a set of nodes{ N) representing all achievable
tasks from nod@e; connected by edges in the Egt(O Vi). A diagram of the nodes and sets
defined thus far is given in Figure 7-2 and thestarction ofM; is detailed in the next
section.

Vi={Vi2 ... Vq,0} M; = {n4, ns, ne} U1 = {v1,4, V1,5, V1,6}
Figure 7-2 Diagram of the node and edge sets ustietiScience Operations Module

Letl;; be the length (in days) of the edgg1V; connectingy to n,0M;,
li,j =m; +Cj (7.1)

where m; is the manoeuvre duration ang the task completion time. For this
implementationm;; is calculated from the angular separation of tigai star,s(n)0S, and
the target stas(n)CSand the fixed formation angular rate=0.02 °g!

m, = d|s(ni)— s(njl (7.2)

if {n)=4dn,)thenm, =0.
The tour is a sek, of p edgesy, ; OT, of durationL where

L=S" I¥ (7.3)

k=11,]

and
L > Tiarget (7.4)

with Tiarger @S a user defined minimum tour duration. The gbahe SOM is to find a tour
that maximizes the number of edges within the mimmtour duration &rge: TtargetCanN have
a range from 0.116 days (the shortest task dunatmthe entire mission lifetime of 5 years
however the size ofdgetWill directly affect the length of time it takes talculate a tour and
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the relative performance of the tour. For examalepmbination of five qget= 4 days tours
will be quicker to calculate than onede:= 20 days tour but the latter will likely be a raor
optimal tour than the former.iafgetis @ minimum tour duration (as opposed to a marimu
tour duration) so that the tours generated haveration of at least diget If Tiarget Was a
maximum tour duration the user would have lessrobover the length of the tour desired.

7.3.2 Core Algorithm

At each noden;, the set of nodel; is generated from which the set of edgksan be
calculated. This allows for the scheduling constsaidetailed in sub-sectioirror!
Reference source not foundto be applied t&;. M; is found as follows:

1. Generate seD; 0 N, representing all possible nodes with star passtg(n)OS such
that:

Alt) - =s(n)<A(t)+ (7.5)

where (ti) is the ecliptic longitude of the anti-sun vectodd is the time when

the node (task)n, completes.O; contains all the tasks for stars within the FOV
bounded by +45° from the anti-sun vector.

2. Calculate seW, representing all the edges connectingp n;00..

3. To obtain the set of edgék (and hencé/l;) remove from the set of edgasi, all the
edges where:

n=n (7.6)
and
S(ﬂ)sﬂ(‘i)‘g (7.7
where
B(t,)=8(t)+),a (7.8)

s(n) is the star position for nods, g (tj ) is the ecliptic longitude of the anti-sun

vector and; is the time when theode (task)y completes. The first condition, shown
in Equation (7.6), ensures that the task the faonas originally assigned tay, is
not included in the sa¥l;, thus preventing task duplication. The second itimmg
shown in Equation (7.7), eliminates any tasks tfzatnot be scheduled as their star
would leave the field of view before the task cobk&lcompleted. After applying the
constraintsJ; contains all the achievable edges froinThe set of nodebl; can be
obtained by examining; and extracting all the nodes
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4. If during 3. U, =0 then no suitable edges exist and a wait edge lof @dration is
imposed on the tour to allow (ti) to move across the sky. The 24 hr wait duration

is chosen as it provides a ~72 % chance that astewwill enter the field of view
during the wait. If no new star enters the fieldvedw during the wait period then
another wait period is imposed on the tour. If twaits’ are required then the chance
that a new star will enter the field of view duritiyis second wait period rises to
~92%. The 24 hr wait, therefore, provides a baldreteveen a long enough duration
to increase the chance that a new star will ehtefield of view but not too long as to
waste timé.

A diagram showing the set definitions fisf, and U; is given in Figure 7-3. In this
example the seN ={n...ng} is reduced to the s@, ={n,, n,, n, n} through application of
the field of view defined by B(t,) in Equation (7.5). FromO; the set
W, ={v112,v1‘4,v sV 1,;‘ of edges is calculated. Applying the condition&quations (7.6) and

(7.7) for noden, the edgev;,is removed because is outside thef (tz)field of view.

Assuming no violations of Equations (7.5) and (4@6gur for nodesy, ns andng the final
edge set isy, ={v v.4, and henceM, ={n,, n;, n} is obtainedM; contains all the

1,47 Vl,5’

nodes (i.e. science tasks) that can be completed fioden;.

(1)) -7 B (t.)+
. : i
| |

E _ : m
E(tl) Z B(t1) ﬁ(tl)-'-z
Wi ={V12 V14, V1,5 Vi6} O1={nz, n4, ns, ne}
Us={Vi4, V15 Vie} My ={n4, ns, ne} N

Figure 7-3 Set definitions for generatikfyandV; in the Science Operations Module

After U; is calculated a decision process (described irialh@ving sub-sections) selects
v;jUU;, and the edge is added to the tour. A file reecmydhe completion status of each task

® The preceding percentages are obtained by calwyléte differences in ecliptic longitude of adjatstars in
the catalogue as a function df to find the field of view slew times between adjaicgtars.
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(the taskflag file) is then updated, thus ensuengip-to-date reference for the next iteration
of the decision process. This process is repeateq] étc. untilL > Tiarges at which point the
tour is terminated. A flow diagram showing this e@gorithm can be found in Figure 7-4.
Edge selection is the process that differs betwtaenSOM and BSOM approaches to the
STA problem.

The goal of the SOM is to maximize the number dfes (and hence the number of
completed tasks) in the touF, Since there is no fixed tour time{{e: Only represents a
minimum tour time) the metric chosen to rate théqeenance of a tour is the task/time ratio,
R

R:(p_fwaits) (7.9)

wherepwaits represents the total number of wait edges imposédtie tour (see preceding step
4). In the tour performance calculatipiaits iS removed from the total number of edges,
since the wait edges account for scheduled timeahotated to science observations. The
time signature of the wait edges (24 hrs per waitains in the total tour timé, because
wait edges negatively affect the performance oftthe. In evaluating the performance of a
tour a higher task/time ratio indicates a better afstime within the tour.

INITIAL
CONDITIONS

CALCULATE RESET
Ui j—i
v 4
! SELECT v;; MO‘;E TO
7l
CALCULATE:
R v IS
UPDATE
ADD Vi to Tl | | |1 A SKFLAG
[ A

Figure 7-4 Flow diagram of the shell science openatplanning algorithm
7.3.3 Benchmark Edge Selection Process

The benchmark edge selection algorithm implememéde BSOM uses the principle of
nearest neighbour selection (Hurkens and Woegiri2@d4). The nearest neighbour here
refers to nearest neighbourinigsks (as a function of time) as opposed to nearest
neighbouringstars(as a function of angular separation). The neareigthbouring task is the
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one that takes the shortest time to complete. &th @de one edge needs to be selected from
a group of all available edge for that node (ke $etU;). For the benchmark, the selected
edge is simply the one with the smallest completiime associated with it:

v, =min U (7.10)

The BSOM is ‘greedy’ in nature in that it alwaydests the shortest edge regardless of how
it affects the tour later on. The edge selectiotocally optimal over one node but a tour
constructed using the benchmark is unlikely to mba@ly optimal over Lyget because the
algorithm only examines a small section of the clatep solution space. This method,
however, is useful as a benchmark as it is intejteasy to implement and provides solutions
quickly.

7.3.4 Optimised Edge Selection Process

The stochastic version of the edge selection dlgorimplemented as the SOM is a
simplified version of the basic ant colony optintisa meta-heuristic (Dorigo, 1999). As
before, at each node one edge needs to be sefemted group of all available edges for that
node ;). This edge is chosen using a weighted stochpsticesslU; is sorted in ascending
order ofl;j such that:

\Y

i,sort

D{min,w Uiy, max U”'j} (7.11)

Some of the nodes that the edgesVig point to may have prioritisation flags (i.€.).

These edges are moved to the beginning gf: in order of prioritisation to create the $&t
ThereforeV' is the setU; sorted into ascending order of edges length aadaeged to
ensure prioritised edges are at the beginnwig. is the a" element ofV" which has k

elements (i.eaD{l, 2.. k} ). If the first element iV’ represents a prioritised edge then the

SOM selection is simply this element:

v, =V if 20 in n (7.12)

] J

If there are no prioritised edges then a separtisibn process is implemented.
The sete represents a number line that linearly map¢ to

E_-V (7.13)
such that

E, - V& (7.14)
and

E, - VK (7.15)
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A random numberry, is generated from a normal distribution with aameof zero and a
variable standard deviation)( Wheno=1, there is a 99.7% chance thtwill lie between 0
and 3. The edge is chosen such that:

Er L Ve = Vi (716)
with

a=| 1 (7.17)
3 .
%

(i.e.,ais rounded up to the nearest integer).
For example, supposé contains 20 edges (i.& = 20) if |r|=05, then a=4. The

selected edge is therefore tHeetige inV':

S V2 =y (7.18)

lo- 4 'l

The complete selection process can be visualiseé oiearly in Figure 7-5. Equation (7.16)
and Equation (7.17) are invalid for cases wheete- 3 thus a final constraint needs to be

introduced,
v, =max U =V} |r|> 3 (7.19)

Becausdr| is weighted towards zero, the selectionsgfis weighted towards thosg[]

V' with shorter task completion timég. The strength of this weighting can be modified by
alteringo. As 0—0, the probability ofr| being a small number increases thus the likelihood
of selecting shorter edges increases. Eventualyetier,s will be so small that only one
choice of edge becomes available and the algorithinemulate the benchmarlk: is a
tuneable parameter within this algorithm.

This stochastic approach to edge selection idawatly optimal but seeks to find better
tours than the benchmark as it has the chanceamier a larger area of the solution-space.
It is unlikely however that a better solution wile found on the first attempt and so this
approach is enhanced by multiple iterations withd¢hosen tour being the best performing of
the family of tours generated. The number of itere, N, is another tuneable parameter for
this algorithm and greatly affects its performanod efficiency.
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Figure 7-5 Example edge selection for the Scienper&ions Module. With 20 edges sorted
into order of ascending duration a random numbér®imeans the™4edge is chosen.

The use of stochastic methods in a planning dlyorto be employed in an autonomous
spacecraft environment is a potentially risky decisThe stochastic nature of the algorithm
means that there is always the possibility thattiplel ‘bad’ decisions can results in very
poor performance of the algorithm. However, cheaksl balances can be added to the
algorithm to ensure that a poor result is not acgeon. For example, the BSOM tour could
always be made available, so if the SOM fails talfa better tour in the time given, the
BSOM tour (that is the sum of locally optimal seieas) would be considered the optimal
tour.

7.4Analysis Initial Set-up

In order to analyze the performance of the BSOM 8®M planning algorithms it is
necessary to define some initial conditions thicaftthe calculations.

7.4.1 Star Catalogue and Observation Tasks

The star catalogue used for the algorithm conteomsdinate data for the stars and task
duration data for the observations to be perforimedhose stars. The catalogue of stars for
the DARWIN mission was provided by den Hartog (20081e catalogue contains 447 stars
and the star distribution can be found in Figui@ The star distribution is fairly even in both
ecliptic longitude and latitude which will assidgiet SOM in avoiding large and time-
consuming retarget manoeuvres. Task durationalaceincluded in the catalogue for every
star and every task using tables from Karlssoa).§2004). Durations for every task are set
depending on the spectral class of the star asleT7-2. The task times for the F, G and K
stars are taken direct from (Karlsson, et al., 2084d the task times for the M stars are
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interpolated (since Karlsson, et al., (2004) oniils stars from their analysis). This
interpolation is based on the observation thahasstar’s spectral class changes from F to K
the task observation duration decreases. Sinceaks $vllow K stars in the spectral type
sequence the task time for M stars is assumedHassthat for K stars. This interpolation is
very rough and in no way indicates the actual olzemal task durations required for M
stars. The task times do however give a reasonablieation of typical task durations for
initial analysis purposes. As there are 7 taskeémh of the 447 stars the star catalogue holds
3129 task duration values. However, since eaclctietetask is required to be repeated three
times the total number of potential tasks for thesion is 4023.

Table 7-2 Task times for stars of different spddes (Karlsson, et al., 2004)

Task Time (days)
Spectral Spectroscopy
Type | Detection <7.2um | 8-9.2um 9.2-10 10-13.2 | 13.2-17.2| >17.2
um um um um
F 2.410 1676 | 9.450 34.60 1.900 3.410| 62.500
G 0.533 85.80 1.560 6.620 0.386 1.040 34.900
K 0.339 38.30 0.987 3.950 0.228 0.6138 26.100
M 0.300 10.89 0.460 1.965 0.116 0.376 20.466

7.4.2 Simulating Planet Detection

In order for the algorithm to allow the schedulwfgspectroscopy tasks some of the stars
in the catalogue must have planets. As the existehthese planets is not known it becomes
necessary to simulate this requirement. The simdlptobability of a star having a planet is
arbitrarily set to 10%. The distribution for tharst with planets can be seen in Figure 7-6 and
shows there are 47 stars with planets, distribfaily evenly in ecliptic longitude but biased
in negative ecliptic latitude. It is reasonableagsume that no one portion of the sky will
yield more planets than the next so this distridouttan be viewed as fairly typical of what
one might find in reality. The even distribution ecliptic longitude needs to be noted as it
will reduce the number of wait edges required dythre latter stages of the mission.

® The F-type star <7.2 um spectroscopy task duréid676 days as defined in Karlsson, et al. (2004)
However Karlsson, et al. (2004) notes that thiséslong and advises measures to decrease this time
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Figure 7-6 Distribution of catalogued stars (+) atats with planets (¢) for the Science
Operations Module analysis.
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Figure 7-7 Histogram showing distribution of taskstask duration and the cumulative
frequency.
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As previously calculated there are 4023 potertiaks for the mission. However this
number was calculated assuming a 100 % planeatgsbbability. Using the 10 % planet to
star probability shows that, for this analysis réhare 1623 tasks for the mission of summed
duration ~14.8 years. Figure 7-7 shows a histograthe task distribution by task duration
in days (on the primary y-axis) and the cumulafregiuency (on the secondary y-axis). The
histogram is dominated by < 1 day task duration8Z% of all tasks). Of these, the vast
majority are the detection tasks as can be seercrbys-referencing with Table 7-2.
Regardless of the data in the planet file the thslation histogram will always look similar
due to the detection tasks that will always nedoetperformed. The data also emphasises the
small number of F-type stars present in the Dawstalogue (~ 6.5% of the catalogue) and
the inclusion of only one F-type star with a simethplanet (~ 2 % of the chosen stars).
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7.4.3 Initialising Mission Stage Markers

The performance of both the planning algorithm# e affected by the time in the
mission the algorithms are run. At the beginninghaf mission, with no planets detected, the
majority of tasks scheduled will be the shorteredaon tasks. As the mission progresses, less
detection tasks will be available and the longecsscopy tasks will start to be scheduled
(since planets will have been found). By the endthwd 5 year mission duration only
spectroscopy tasks will be scheduled as all thectien tasks will have been performed.
Performance analysis of the planning algorithmditi¢rent stages of the mission is carried
out using taskflag files that record a snapshahefcurrent task distribution for every year of
the mission as in Table 7-3. Here ‘YearQ’ descrithess beginning of the mission; ‘Yearl’
describes the end of th& gear of the mission and so on. The data in Tai8evére obtained
using the BSOM with a target tour time of 365 dag®) days etc. Table 7-3 shows by the
beginning of the fourth year of the mission (‘Yé&ae&kflag file) all the detection tasks have
been completed and only spectroscopy tasks remain.

Table 7-3 Simulated task distribution for 5 missstages

Taskflag Detection Tasks Number of Planets Spectroscopy Task
Completed] Remaining| Found| NotFound Completed Remaining
YearO 0 1341 0 47 0 282
Yearl 1044 297 38 9 60 222
Year2 1313 28 47 0 160 122
Year3 1341 0 47 0 201 81
Year4 1341 0 47 0 222 60

7.4.4 Calculation Count

To aid understanding of the amount of processswukees required to run the SOM the
core algorithm and the two edge selection functibage been seeded with a calculations
counter. This counter is incremented at variougestdhroughout the SOM. The counter does
not record every calculation performed by the SQdVitais not present within embedded
routines (like sin, cos, etc) and embedded MATLABdtions so its actual value has no
meaning. However the calculations value for differ&OM iterations does provide a
comparison of processor resources used. Obviouslyding this counter does have a
detrimental effect on the performance of the atyamni but this performance reduction is the
same for each execution of the SOM so the comparsmains valid. A calculations counter
was used as the comparison metric instead of gugitim runtime as it allows analysis to be
performed that can be independent of the type otgssor used. Using the PC system
described above a rate of ~ 6.8%1€alculations per second were recorded. For an
autonomous SOM the tour must be generated befererttl of the current observation. The
shortest observation time is ~ 10000s (see Tal#pgiving a calculation limit of ~ 6.8x19
calculations to generate the tour for the PC systenanalysis was performed on.
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7.5 Science Operations Module — BSOM Tour Example

A sample BSOM tour is shown in Figure 7-8 genafaising the Year2 taskflag file,
Tiarget = 80 days and starting from star 200 in the cgtado The star index numbers from the
mission catalogue can be seen next to the stdifstieco-ordinates. The stars are joined by
a dotted line and arrows represent the directiotrafel. Multiple arrow-heads along one
direction represent the number of times the dioecis repeated. For clarity the tour data is
given in Table 7-4. The stars are represented &y itdex numbers in the mission catalogue.
Task ‘1’ represents a detection task and taskégresents the 9.2-10n spectroscopy task.
The time row represents the cumulative completionet of the task at each star
(incorporating the manoeuvre time to retarget todtar). The entire tour takes 81.73 days to
complete and with 28 tasks givies= 0.3436 tasks/day.
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Figure 7-8 Sample Benchmark Tour (YeaFdse: = 80 days, Startstar = 200). The numbers
represent the star index in the catalogue andrtbeva show the direction of the star tour.
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The tour is initially dominated by detection taske F-type stars and then the
spectroscopy tasks on K-type stars. The tour ig ggnamic with large retarget manoeuvres
implemented both in increasing and decreasing ecligngitude. This is because the field of
view (FOV) moves very slowly in relation to the dreency of the tasks scheduled and the
manoeuvre time is significantly less than the olestion time. There are a number of parts of
the tour that involve multiple retargets between stars (i.e. between stars 230 and 249 and
between stars 255 and 288). This is due to thetr@onisthat prevents detection tasks being
scheduled consecutively. This implementation ofdéiection task scheduling constraint (
Table 7-1) creates a scheduling situation thahlkely to be replicated on a real mission as
the detection task repetition rate would have téabdéower than that simulated here.
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Table 7-4 Sample Benchmark Tour (YeaFgsge: = 80 days, Startstar = 200)

Star 200 230 249 230 249 230 249 255 228

Task 1 1 1 1 1 1 1 1 1

Time (days)| 0 242 484 726 969 1211 1453 16.96 19.38
Star 212 228 255 228 255 298 297 298 270 298
Task 1 1 1 1 1 4 1 4 1 1
Time (days)| 21.80 24.22 26.64 29.07 31.49 33.93 37.89 40.31284446.71
Star 319 314 319 256 223 252 246 274 327 345
Task 1 1 4 4 4 4 4 4 4 4
Time (days)| 49.12 51.54 53.96 57.94 61.90 65.87 69.83 73.80777781.73

249 255
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Figure 7-9 Difference between the longitude ofah&-sun vectorf) and the ecliptic
longitude of the formation pointing direction askacompletion throughout the benchmark
sample tour. Negative differences indicate a pogtirection ahead ¢gf whilst positive
differences indicate a pointing direction behf#d

The dynamic nature of the tour as illustrated iguFe 7-8 is emphasised in Figure 7-9.
Here the difference between the ecliptic longitofi¢he anti-sun vector] and the ecliptic
longitude of the formation pointing direction atskacompletion is plotted against the
cumulative task completion time. Longitude valukxse to the leading edge of the FOV are
represented on the negative y-axis whilst thosgilodes close to the trailing edge of the
FOV are represented on the positive y-axis. The dditow that for this tour the full
longitudinal range of the FOV is used but nevemabhed (the spectroscopy task on star 223
ends at less than 2° from the trailing edge ofR6%/).
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7.6 BSOM Analysis

The BSOM proves to be extremely quick in findirusions even for large values of
Tiarget Table 7-3 shows the task distribution of the flaskfiles generated using the BSOM.
A 365 day tour typically takes less than 5 min émeyate on the hardware detailed in sub-
section 6.6. As expected the majority of the detediasks get completed within the first year
of the mission. This is partly because no spectqmgdasks can be scheduled until a planet
has been detected (after three detection taskhe@msadme star) and because the detection
tasks typically have a shorter duration than thecgpscopy tasks. The detection tasks are
fully complete by the end of year 3. The Year2 tiagkis of note because although all the
planets have been found there are still 28 detectasks remaining to be scheduled.
Obviously in a real mission environment the usdl mot know if all the planets have been
detected and so all the detection tasks must beleted regardless. By the end of year 4 ~
96% of all the tasks have been completed with d@0yspectroscopy tasks remaining.
However these last 4% of tasks have very long esien times associated with them and it
would be impossible to complete all the remainigks by the end of year 5.

Table 7-5 Performance data for the BSOM

Taskflag Target tour time Task/time ratio Mean task duration
(days) (tasks/days) (days)
YearO 5 3.2977 0.3032
Yearl 40 1.5533 2.3858
Year2 80 0.1997 5.3014
Year3 160 0.0510 10.3836
Yeard 320 0.0389 25.3966

Running the SOM for dget= 365days for comparison purposes with the data in Table
7-3 is impractical in terms of calculation time aodifferent data set is required for the
comparison. This is shown in Table 7-5 with theadfom the BSOM. The difference in
Trarget fOr the different taskflag files is partly to aNldong enough tours to be generated and
partly to ease the computation burden on the SO&/ YiearO T.get= 5 days rather than 20
days) since the sama,de: Values are used in the SOM analysis, see SectibnTihe data
show an apparent performance decrease as the m@sigresses. This is to be expected as
the availability of shorter tasks decreases oveetiThis results in an increase in the mean
task duration for the generated tours as showneTd@bb. Comparison of the Year2
performance in Figure 7-9 and that of the sampiebmark tour shows that the sample tour
has a performance increase of over 60%. This idaltiee differing starting positions for the
tour (the sample tour starts at star 200 whilsTable 7-5 the tour starts at star 1). This
emphasises the importance of fixing the tour stgrtposition when comparing tour
performance.

A comparison of processor resources requireddoh ¢askflag can be seen in Table 7-6.
The data show that the computational burden oBtB®M decreases throughout the lifetime
of the mission even thoughaketincreases. The YearO result is ‘low’ due to itgqd: value.
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Increasing the YearOJqe: to 20 days yields a calculation count of ~ 18.8xand a tour
length of 68 tasks. The decrease of calculatiosgmied is expected since with a reduction in
the number of possible tasks later on in the misthere are fewer edges to calculate at each
node. There is an anomaly in the calculations fiatthe Year4 taskflag since the calculation
count is larger than Year3. This is due to the ¥e¢aur having more tasks scheduled than the
Year3 tour. Four of those extra tasks are wait edgth durations of 24hrs. This a relatively
short period for a typical Year4 task and essdgtiaiposes an extra calculation burden on
the algorithm that would otherwise not be presérnheére were more tasks available for
scheduling. The task availability from the end e&y4 however is sparse (see Table 7-3) and
so the inclusion of wait edges is much more likafythis stage of the mission. Finally the
calculations data show that for all the taskfldgsfithe calculations required to generate the
benchmark tours are well below the limit of ~ 6.8¥1calculations imposed by the
autonomy requiremerits

Table 7-6 Calculations count comparison for the BS&hd task data

Target Tour ) . No. of No. of wait
Taskflag Timge (days) Calculations’ count taske edges
YearO 5 (20) 4,828,631 (18.8X)0 17 (68) 0 (0)
Yearl 40 6,822,655 63 0
Year2 80 1,192,842 18 0
Year3 160 261,573 9 0
Yeard 320 524,314 17 4

7.7Science Operations Module Analysis

The stochastic version of the planning algorithes two variable parameters that require
analysis: the number of iterations required to poada high performing tour and the standard
deviation ¢) for the random number generator. These are imatetl separately in the
following sub-sections.

7.7.1 Number of Iterations

For this analysis the samexde: for each taskflag file is used as in the BSOM gsial
and o =1. A typical data set can be found in Figure 7-18e Tour generated is gadet= 80
days tour using the Year2 taskflag file. Theaxis (displayed on a logarithmic scale)
represents the number of iterations with the itenatount doubling (i.e. 20, 40, 80, etc.). The
y-axis represents the tour performanRepf the highest performing tour found in the famil
generated. The data points (X) represent genetated and there are 20 for each iteration
count. The data point®) represent the mean performance for each iteratomt and the
line represents a logarithmic fit of the mean data.

" Except the 20 days YearO tour.
8 Including wait edges
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Figure 7-10 Tour performance vs. no. of iteratiforsYear2 taskflagTiarget = 80 days.
Individual data points are represented by a (xamuata points by a (¢) and the solid line is
a logarithmic best fit for the mean data. The cBhdws that for tours calculated in Year2 of

the mission the tour performance increases logargally with increasing iterations.

The data show that the SOM can produce very éiffehighest performing tours when
identical initial conditions are used (indicatedthg spread of data points for each iteration
count). A general trend formed, however, is that performance increases with increasing
iteration count. The logarithmic nature of thisntlentroduces a problem since increasing the
iteration count decreases the performance gaingalfle. This is expected because for
large enough numbers of iterations the algorithrh evientually find the true optimal tour
and a maximum tour performance. The number of titera required to achieve this,
however, is likely to exceed the time limitationgpiosed on the calculation.

Figure 7-11 shows the calculation count for insieg values of iteration count for the
same tours generated for Figure 7-10. Khand y-axes are linear. The data poinw) (
represent the mean calculation count from the 2@igged tours at each iteration count and
the line represents a linear best fit of the meata.dThe individual tour data (x) are not
shown as their spread is indiscernible from the sizthe data point markers)( The slope
of the best fit line is also included indicatingathon average ~ 131,145 calculations are
performed for every iteration. The data from Figiédrgél show that the relationship between
the number of iterations and the number of calaatperformed is clearly linear. So at high
values of iteration count whilst doubling the numbgéiterations doubles the computational
burden the resulting tour performance is only nrally increased. This is a clear example of
the law of diminishing returns and care must bemato select an iteration count value that
can find a good performing tour without using up taany processor resources. Comparing
the mean calculation per iteration with the benatknYaear2 calculation count shows that the
SOM calculation count is much lower (~11% of thedlenark). This is because for a large
number of the tours generated by the SOM fewerstask scheduled than for the tour
generated by the BSOM. Scheduling those fewer taskdts in fewer calculations.
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Figure 7-11 Calculations count vs. no. of iteradidéor Year2 taskflagTiarget = 80 days. Mean
data points (¢) and a linear best fit of the meatagboint (solid line) are shown. The chart
shows that the number of calculations executechduhe Year2 mission stage increases

linearly with the number of iterations.
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Figure 7-12 Mean tour performance vs. no. of iteret for all taskflag files. Mean data
points are represented by markers whilst the $iokd represent logarithmic best fits of the
mean data. The chart shows that for all missicmgest the maximum tour performance
logarithmically increase with increasing iterations

The trends present in Figure 7-10 and Figure &®lthe same for all the stages of the
mission. Figure 7-12 shows how the mean tour perdoice (from 20 generated tours) varies
with increasing iteration count for each taskflatp.f Both thex and y-axes are on a
logarithmic scale to aid visualisation of the dafthe lines represent the logarithmic best fit
for each mean data set. For each taskflag the npesftce shows a logarithmic increase with
increasing iteration count (this includes YearOugo it is barely discernible from Figure
7-12 due to the scale). The numbers next to ea2hQlerations data point show the mean
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performance ratio for each taskflag at 10240 itenst As for the BSOM, the performance of
the SOM appears to decrease with mission time hewydor reasons explained previously,
this is expected. Comparing the mean performantzewith the BSOM reveals that the SOM
at 10240 iterations cannot find better performiagrs than the BSOM for any taskflag for
the initial conditions provided. This can be putwiao two factors:

» There are not enough iterations of the algorithmdperformed
* The standard deviatiow € 1) is too large

7.7.2 Fine-Tuning the Number of Iterations

One way of achieving better performing tours udimg SOM is to increase the number
of iterations the algorithm performs. As seen prasly however this follows the law of
diminishing returns and could be limited by theca#dtions limit imposed on the simulation
defined earlier. Figure 7-13 shows how the meacutation count (from 20 generated tours)
varies with increasing iteration count for eaclktiag file. Both thex andy-axes are on a
logarithmic scale to aide visualisation of the dathe lines represent the linear best fit for
each mean data set. Though on a logarithmic staletaskflag lines all have the same
gradient, on a linear scale the gradients are réifite Also shown on Figure 7-13 is the
calculations limit defined earlier in the chapt&s. seen in the BSOM analysis the number of
calculations decreases as the mission progressestiu taskflag calculation count increases
linearly with an increasing number of iterationsorfi the data it is possible to calculate the
requirements for the SOM to find the benchmark tobilst maintaining the original initial
conditions.

The logarithmic best fit of the mean performanegador each taskflag can be used to
calculate the number of extra iterations that woldd required by the SOM to find the
benchmark tour (or a tour performing equally asl)w&his calculation assumes that at high
iteration counts the logarithmic fit of the datasi#ll applicable. The results can be seen in
Table 7-7. The best fit equations were calculateshgithe Microsoft Exceltrendline
function and havex representing the number of iterations andepresenting the tour
performance. For all taskflag cases the numbetes&tions required is significantly more
than the 10240 iterations used in the previousyaisal How these figures relate to the
calculation limit is shown in Table 7-8. The grade of the linear best fit lines for each
taskflag (from Figure 7-13) can be used to caleulabw many calculations would be
required to perform the necessary iterations td fire benchmark tour. With the calculation
limit set at ~ 6.8x1H the data show that only the Year3 and Year4 teordd find the
benchmark tour (or a similarly performing one).

100



SCIENCE OPERATIONS MODULE

\ e Year0

= Year1

A Year2 + Year3

o Year4 \

Limit

o
e

IS

L
P

\

=
s

s

No. of Calculations x108

0.01

0.001

-
e

100 1000
No. of Iterations

10000

100000

Figure 7-13 Mean calculation count vs. no. of itierzs for all taskflag files. Mean data
points are represented by markers whilst the $ioks represent linear best fit lines to the
mean data. The chart shows that none of the taskits reach the calculations limit within

10° iterations.

Table 7-7 SOM data extrapolation to equal BSOMgrentince

Taskflag | Logarithmic Fit Equation Ber;{caflirza(:zs'll'(zjggl)me Iterrea;fhnzéigﬁlr;ztilzo
Year0 y =0.0154n(x)+3.0853 3.2977 ~ 9.76x1D
Yearl y = 0034n(x) +0.085¢ 1.5533 ~ 5.55x 11
Year2 y =0.0076n(x) +0.0269 0.1997 ~ 7.49x1%
Year3 y =0.0018n(x) +0.027: 0.0510 ~ 5.84x10
Year4 y =0.0027n(x)+0.0078 0.0389 ~ 1.00x1D

Table 7-8 SOM data extrapolation to compare calmra count with calculations limit. The
data show that only at Year3 and Year4 missiorestagould the SOM be able to emulate the
BSOM tour performance

Taskflag Calculqtions/ Calculations required to reach Within limit?
[teration benchmark
YearO 4,000,000 3.90x10 x
Yearl 416,103 2.31x1 x
Year2 131,145 9.82x1H x
Year3 68,155 3.98x1H v
Year4 72,366 7.28x%0 v

Even though the data show that it is possibléHferbenchmark to be found by increasing
the number of iterations (assuming the best fitatiqus still hold) the method is not useful
for all taskflag cases and involves a heavy conmrtal burden. Analysis of the standard
deviation 6) will reveal whether the SOM can find better pemniing tours than the BSOM.
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To reduce the computational burden caused by ¢natibn count however, further analysis is
required.

For theo analysis it is desirable to set the number ofatiens to a fixed value that is
great enough to allow the SOM to find good perforgnitours but limited to avoid
computational burden. As introduced previously, taéculation time is to be limited to
~10000 seconds and this could be used as a linfaictgr in the iteration count. For Year3
and Year4 taskflags however, this time limit woudsult in a number of iterations much
greater than necessary to achieve good resultsadélitional limiting metric is therefore
introduced to expedite the analysis (by lowering the number of iterations)ilsthstill
maintaining the integrity of the results. A diffeg performance from the 10240 iteration
mean performance of 1 task/year (~0.0027 tasksidaf)osen as a tolerable loss to expedite
the analysis. The iteration count that allows tbss is found simply from:

(Ripo=0.0027=n{ In{ ¥+ €& (7.20)

where R, is the mean tour performance at 10240 iterationsaskflagtf :{O;L...,4} , XIS

the required number of iterations amfi andc” are taken from the equations in Table 7-7 for
each taskflag. The resulting iteration counts (dmchto the nearest 10 iterations) for each
taskflag are given in Table 7-9. Using these iterat counts for each taskflag significantly
reduces the calculation burden of the algorithmdoly a 1 task/year loss compared with
using 10240 iterations. The count for Yearl remdigh due to the size ofifger and the
number of available tasks in the taskflag. Thes&iion counts are used in #hanalysis that
follows.

Table 7-9 Calculated iteration count for each tagkfised in the analysis.

Taskflag | Calculated Number of Iterations
YearO 6,870
Yearl 10,030
Year2 5,880
Year3 1,540
Yeard 1,510

7.7.3 Standard Deviation ()

From the analysis of the number of iterations itlear that whea=1 the SOM is unable
to find tours performing better than the benchmamless a very large number of iterations
are used. This is because the sizesofletermines the size of the solution-space that
algorithm has to search though. If the solutionespa too large then the algorithm cannot
find the ‘good’ tours due to all the ‘bad’ onesafsresent. Reducing the sizecoflecreases
the size of the solution-space making it less yiKel ‘bad’ tours to be generated however
cannot be reduced indefinitely as there is a minintioundary-value that causes the SOM
to emulate the benchmark. This can be seen in &igut4. The chart shows mean tour
performance for varying for the Yearl taskflag witfiaget = 40 days.s is plotted on a
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logarithmic scale whilsR is plotted on a linear scale. The data points gre the mean
performance from twenty repetitions of the algorithThe individual repetition data is not
shown as the spread is indiscernible from the naeda point markerssj. Also shown is the
benchmark performance for Yearl at 1.5533 tasksfelaresented by a dashed line.
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Figure 7-14 Mean tour performance vs. standardadievi for Yearl taskflag. The mean data
points (¢) and benchmark tour performance (dasine) &re shown. The chart shows that the
SOM for the Yearl mission stage is able to perfbatter than the benchmark for some

values ofo.

The data show that the performance does incredtbe decreasings surpassing the
benchmark (betweern=0.1 and ¢=0.2). Decreasings past this point increases the
performance to a maximum<0.07) before it falls again to the benchmark valitgs shows
that (with careful setting oé) the SOM is able to find better performing tounsn the
BSOM. These results are seen for the other taskilleg) in Figure 7-15. The data here is
plotted on a log-log scale so that all the tasldlegn be represented and although some detalil
is lost due to the scale the same trends as inrd=igtl4 are apparent with a few minor
differences. The data points represent the medorpence from twenty repetitions of the
algorithm whilst the data points (*) represent timaximum mean performance for that
taskflag. Each taskflag benchmark is representesidgshed line.

As seen in Figure 7-14 the taskflag data for adlsion stages exhibits an increasing tour
performance with decreasing rising to a maximum and then falling to emulabeit
respective benchmark. The that gives the maximum observed mean tour perfocma
decreases as the mission progresses. This is dtaskoavailability at each stage of the
mission. Due to the number of available tasks eamlyn the mission, the long duration tasks
are very unlikely to be selected and so a relatilaaiges can be maintained. Later on in the
mission task availability is greatly reduced andts® likelihood of selecting a long duration
task is greatly increased. Reducttpwers the chance of a long duration task beirggeh.

If the samer is maintained throughout the mission then toufquerance will suffer in the
later stages. lfo is allowed to decrease however, maximum tour perdmce can be
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maintained. Another point to note is that the bematk SOM is emulated for values 0.004
for all mission stages.
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Figure 7-15 Mean tour performance vs. standardadievi for all taskflags. Mean data points
are represented by markers whilst the respectimetyeark performance is shown as a
dashed line. The chart shows that for all misstages there existsavalue where the SOM
can perform better then the BSOM given enoughtitara.

Table 7-10 Comparison data between the SOM and B&D

YearO | Yearl| Year?| Year3 Year4
Target tour time (days) 5 40 80 160 320
Chosen number of iterations 6,870 10,030 5,880 (01,54 1,510
Optimal standard deviatioa) 0.1 0.07 0.07 0.04 0.03
Mean SOM ratio (tasks/day) 3.6241 1.5996 0.2204 5%¥0 0.038905
BSOM ratio (tasks/day) 3.2976 1.5533 0.1972 0.0509.038904
Performance increase (%) of SOM 9.9 3.0 1118 94 003.
Ratio Difference (tasks/day) 0.3265 0.0463 0.02320048 1x10
Mean Task Duration (days) 0.3032 2.3868 5.3014 8.3 25.3966
Extra observation time (hr/day) ~2.4 ~2.7 ~3.0 ~12 -~0

A comparison of the data from the BSOM analysis e SOM analysis can be found in
Table 7-10. The table details thg.des iteration count and-value used to generate the data,
the performance ratios for the BP and SOM and #r@opmance increase observed using the
SOM. Also shown is the ratio difference, the measktduration for each taskflag (from
Table 7-5) and the calculated mean extra observétioe,O, when using the SOM:

0= 24x(§som - _RBSOM) D (7.21)
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where R, and R, are the maximum mean performance ratios for th#1%@d BSOM

respectively andD is the mean task duration (from the benchmark igéee tours, Table
7-5). The comparison shows that significant timegaan be obtained when using the SOM
algorithm (up to 3hrs/day for the Year2 taskflaff)e Year4 results however show very poor
performance gains compared to the other taskfltay da

As mentioned previously during the benchmark talysis the performance of a tour
can vary greatly depending on the initial startatgr of the tour. Using this observation, the
Year4 taskflag tour is repeated but with varyingrtetg stars. The results can be seen in
Figure 7-16. The chart shows the variation of tperformance with standard deviation for
the Year4 taskflag with four different starting rstaEach star is separated in ecliptic
longitude by ~90°. The performance scale is linehilst the standard deviation scale is
logarithmic. The data points represent one runtttjnoof the algorithm for each star with
Trarget = 360 days, 1510 iterations and¢0.03. The respective benchmark performance is
shown by a dashed line. The data show a variaidhe benchmark performance between
starting stars however there is only 5% differebewveen the highest and lowest performing
benchmarks. For all the starting stars maximumaperance is observed that betters the
respective benchmark. The data emphasises th&@h¢ is able to find better performing
tours than the BSOM but the starting star for therthas a great affect on the tour’s
performance. This is expected since the differdret@een the ecliptic co-ordinates of the
stars is not uniform (and even less so for thesstath planets). This result is important but
not problematic for the SOM as the mean data alwadisates that at the very least the SOM
is able to emulate (but more than likely perforrntdrethan) the BSOM.
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Figure 7-16 Year4-analysis for different starting stars. Mean daie{s are represented by
markers and the respective benchmark tour perfacenesngiven by a dashed line. The chart
shows that the SOMs ability to find better perfarghtours than the BSOM is patrtially
dependant of the starting star of the tour.

105



SCIENCE OPERATIONS MODULE

7.7.4 SOM Analysis Summary

The results from the analysis of the SOM indidhtd it is able to consistently better the
benchmark SOM provided that the correct tuning p@tars are used. The first parameter,
the number of iterations, needs to be large entoigiiow a large area of the solution space
to be searched whilst small enough to avoid exogedhne maximum amount of time
available for the calculation. In reality this wdyprobably be achieved by simply limiting
the available calculation time but for this anadyai further metric was used. The second
parameter, the standard deviation, needs to be Emgugh to allow a fair proportion of the
solution space to be searched but not too largerdal the selection of extremely long tasks.
Additionally, the data show that the optimal valdes these tuning parameters need to
change as the mission progresses.

7.8 Science Operations Module and Benchmark Planner Qaparison

-0.1 T T

404

0.2

-03F ¢

-04r-

-0.5-

Ecliptic Latitude (rads)

0.6

0.7+

_0_% | | | | | | | | |
0.6 -04 -0.2 0 0.2 04 06 08 1 1.2 14
Ecliptic Longitucle (rads)

Figure 7-17 Sample optimised tour (Yealaget = 80 days, Startstar = 1, 5880 iterations,
o = 0.07). The numbers represent the star index flentatalogue and the arrows represent
the direction of the star tour.

Using the observed optimal tuning data from thevipres analysis (Table 7-10) a tour can be
generated using the SOM for comparison purposes.sé@imple optimised tour is shown in
Figure 7-17 where the star index numbers are shiexhto each star. The stars are joined by
a dotted line that blends to a solid line whenrgggmanoeuvres are repeated. The tour data
can be seen in the left hand side of Table 7-1dr. iBtlex numbers are given along with the
tasks selected to be performed on the star. Tdslefitesents a detection task, task ‘2’ the
<7.2 um spectroscopy task, task ‘3’ the 8-9ud spectroscopy task, task ‘4’ the 9.2+
spectroscopy tasks and task ‘6’ the 13.2-2spectroscopy task. The optimised tour has
18 tasks completed in 81.68 days giving a perfocad® = 0.22 tasks/day. As in the
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previous benchmark tour example multiple retargahoeuvres between detection tasks is
observed (stars 56, 62 and 63).

Table 7-11 Comparison of tour data using ideniiméibl conditions

Stochastic SOM Tour Benchmark SOM Tour
Task Cumulative Task Cumulative
Star  Task Duration Duration Star Task Duration Duration
(days) (days) (days) (days)

1 1 0 0 1 1 0 0
404 6 3.42 3.42 40 1 2.43 2.43
400 4 3.95 7.38 56 1 2.42 4.85
404 3 9.45 16.83 404 6 3.45 8.30
40 1 2.44 19.28 56 1 2.45 10.75
63 1 2.41 21.70 62 1 2.42 13.17
62 1 2.41 24.11 63 1 2.41 15.58
56 1 2.42 26.53 62 1 2.41 18.00
62 1 2.42 28.95 63 1 2.41 20.41
56 1 2.42 31.37 56 1 2.42 22.83
63 1 2.42 33.80 63 1 2.42 25.26

1 4 3.97 37.78 67 4 3.95 29.21
63 1 2.43 40.22 1 4 3.98 33.19
56 1 2.42 42.64 52 4 6.64 39.84
67 4 3.97 46.61 74 4 6.63 46.48
52 4 6.62 53.24 82 2 10.89 57.37
37 2 10.90 64.14 37 2 10.90 68.28
82 2 10.90 75.05 117 2 10.92 79.20
74 4 6.62 81.67 106 2 10.91 90.12

Tour Tour
Performance  0.220376 tasks/day Performance  0.199727 tasks/day

The right hand side of Table 7-11 shows the comparbenchmark tour generated using
the same initial conditions. Comparing the SOM #re&BSOM tours shows that many of the
same tasks get performed in both tours but therardevhich they are performed and the
time where they are performed differs greatly. Bos example both algorithms generate
tours with 18 tasks however the SOM is able to deteghose tasks in ~82 days whereas the
BSOM requires ~90 days. This makes the SOM toueteebperforming tour by the chosen
comparison metridR and frees up an extra 8 days (~10% @fd) for additional tasking.

Figure 7-18 shows that the SOM tour is just asadyic as the benchmark tour when
utilising the full FOV. The chart shows how thefeience between the ecliptic longitude of
the anti-sun vector and the ecliptic longitudehs pointing direction of the formation at task
completion varies throughout the tour. The optimis®ir is represented by a solid line whilst
the benchmark comparison tour is represented [ashadl line. Star index numbers are given
at each task point. Longitude values close to ¢helihg edge of the FOV are represented on
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the negativey-axis whilst those longitudes close to the trailiadge of the FOV are
represented on the positiyeaxis. The chart shows both tours fully utilisirge tlongitudinal
range of the FOV without violating the FOV boundaonditions.
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Figure 7-18 Difference betwegrand the ecliptic longitude of the formation paiggi
direction at task completion throughout the optedigsolid line) and benchmark (dashed
line) comparison sample tours. Negative differemepsesent pointing directions aheadgsof
whilst positive differences represent pointing direns behings.

7.9 Further Work

The SOM introduced in this chapter has been dedigising a deterministic model of the
DARWIN mission and the implementation of the manaewlanning constraints. There are
a number of additional ways that the SOM and itsl@mentation could be improved upon.

7.9.1 DARWIN Mission Constraints

Obtaining tours that reflect the DARWIN mission mraaealistically can be achieved by
fully implementing all seven manoeuvre planning staaints introduced at the beginning of
this chapter since, for the SOM developed, only isrfelly implemented and three partially
implemented. How these constraints are implemeafiedts the nature of the tour generated
by the SOM.

Fully implementing these constraints would provédeuch more accurate tour reflective
of the DARWIN mission and could be achieved asioH:

» Detection task scheduling and the planetary orlsialracteristics could be modelled
by giving each of the tasks a time range in whinéytcan be executed. This range
would be calculated for each task to ensure theecborder of tasks performed (i.e.
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detection before spectroscopy), appropriate taglaragion (i.e. between detection
tasks) and correct planetary alignment (i.e. toicavarcultation or transits during
observations). The time range would be referenceihgl the core algorithm (Section
7.3.2, the reduction of; to U;) and only tasks whose time range inclutiegould be
selected forJ;. Should a time range pass and the task not coedplbéen the time
range would need to be updated for the next apteprange.

The calibration time constraint could be implemdnt®y adding this duration to
Equation (7.1).

Planet detection analysis time could be implementedtwo ways. In one
implementation spectroscopy tasks are simply uedalable (through the use of a
flag) until detection has been confirmed. Thisimme to implement but will give
less accurate schedules due to the unknown analysration. In another
implementation the time range concept introduceavalran be used with the time
range offset to account for a standard or expemt@tlysis time.

A more accurate manoeuvre time can be modelleddyding a manoeuvre planning
algorithm (such as the Position Assignment Mod@éapter 8) or the Trajectory
Design Module (Chapter 9)) but would require themobn of different manoeuvre
planning strategy to the one chosen.

Finally the science task weighting can be modelsdsuggested in the problem
formulation (though not implemented in the analysis

Comprehensive Data Analysis

The results obtained for SOM tours through thea&n of the mission stage markers
and the minimum tour duration, the tuning of themiber of iterations and the standard
deviation are specific to the problem. These selestare likely unrepresentative of the
optimal parameters to adopt throughout the mis@srhighlighted by the requirement for the
standard deviation to decrease as the mission ggsgs). The results do show however that
optimal values can be found for specific cases. Ucimmore comprehensive data analysis
study is required to refine the coarse data andliieee to see if further patterns emerge that
can be used. Some further questions to answerdachow does the value ofyfe: affect
tour performance and calculation performance thnougthe mission; how does the optimal
standard deviation change with the tour startiag; $tow does the algorithm perform when
presented with a higher (or lower) than 10% plgmebability?

7.9.3

Coding Optimisation

The performance of the SOM is affected to somesrektby the capabilities of the
computer system it is executed on. For autonom@esation on-board a spacecratft in the
year 2030 computing capabilities are unlikely togoeater than the desktop PC used in this
analysis (see section 6.6). Performance increasakl doe achieved by optimising the
calculation processes within the coding of the atlgm. One such method involves the use
of the memory resources.
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As the SOM is running each tour generated is dtarethe memory so that when the
highest task/time ratio is found, the tour corregping to that ratio can be retrieved and used.
As a tour is being generated no reference is maday of the previously generated tours and
so with thousands of tours being generated theadikelihood that tours may be duplicated.
This can be avoided by using ‘weighted edge memdmgagine a tour being generated using
the SOM. At noden;, there may be a completed to@, within the memory that has an
identical edge sequence up to nogerhe selection of the edge;, will be weighted by the

random numbelr|. However an additional weighting could be includigtcross-referencing

with thev;; found inC. The selection could be weighted against repedhiagsame selection
as found inC for noden;. As in simulated annealing (Chapter 4), at therbegg of the tour

the weighting would have to be slight to allow &rlarge a solution space as possible. But as
the tour progresses the weighting could slowlyrmeaased so that near the end of the tour
the algorithm is highly unlikely to select an edbat has been selected before in an identical
tour.

Using this method would virtually eliminate repietn of entire tours whilst allowing
similar tours to be generated. The number of unitpues would increase for the same
iteration count as would the number of good perfogrours. The only disadvantage to this
method is that continual cross-referencing to themary will increase the average time
required to generate a tour. Any performance adwps gained by not repeating tours maybe
lost by the performance loss though the use oftiad@l memory resources. This method is
one possible way of improving the performance & 8®0OM algorithm through coding
optimisation but there are undoubtedly many moag tte author is unaware of.

7.10Chapter Summary

This chapter dealt with the design and implementadf the Science Operation Module
(SOM), its output and its comparison with a benctkmaperations scheduler (BSOM). A
bespoke optimisation algorithm, based on ant coliptymisation, was designed to tackle the
STA problem. This algorithm, the SOM, was descrilbedetail in the text along with the
elements of the STA problem that were implemengedomparison algorithm, the BSOM,
based on nearest neighbour selection, was alspediefis an intuitive algorithm to compare
performance.

The performance comparison between the SOM amd BBOM underlines the
importance of the optimisation of science operatischeduling for the DARWIN mission as
up to 3hrs per day science observation time isegausing the SOM rather than the BSOM.
This performance however can only be obtained diratareful selection of the optimisation
parameters prior to starting the algorithm. Incregsthe number of iterations of the
algorithm logarithmically increases the performarafethe optimised tour but linearly
increases the time required to find a solution.rBasing the standard deviation increases the
performance of the optimised tour up to a maximwefote decreasing again to emulate the
BSOM tour’s performance. This is complicated furthth the affects of the optimisation
parameters depending on when in the 5-year mise®i$OM is being run. Fixing the value
of the number of iterations for each mission yei@tdgd optimal values for the standard
deviation that gave the highest performing tourBese fixed number of iterations were
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chosen firstly to limit the calculation time to $ethan 18 sec and secondly to reduce the
number of iterations such that a mean performameeredse of only 1 task/year was
observed. The data show a decrease in the valtieeobptimal standard deviation as the
mission progresses. This indicated that to findlést tours required the standard deviation
to decrease over the mission lifetime.

The limitations of the SOM were discussed in tmalfsection of this chapter. Fully
implementing all elements of the STA problem womnldke the SOM tour calculation more
accurate but could incur large penalties on calmriaime and thus affect the SOMs ability
to find good, optimised tours. Methods to incorperdhese additional elements were
presented and limitations in the analysis of th&/S&ere discussed with comprehensive data
analysis suggested to provide a greater insiglt ithe effects the variables have on the
performance of the algorithm. Finally, the limitats of the coding of the algorithm were
examined and a method presented which reduceshdree of tour repetition and therefore
would increase the number of unique tours founaghdugach calculation.

The SOM represents one way of providing solutitmghe science task assignment
(STA) problem within the calculation time restridtenvironment imposed on the simulation.
The SOM integrates well into the Separate Modulaanbeuvre Planning Architecture
(SepM-MPA) from sub-section 6.4. The following chapdescribes the next optimisation
module within the SepM-MPA data flow, the Positdssignment Module (PAM).
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8. POSITION ASSIGNMENT MODULE

Once the target of the next observation has béeasen by the Science Operations
Module (SOM) the next stage of the manoeuvre plamprocess is to plan the manoeuvre.
This is achieved though a two stage optimisatioocg@dure. In the first stage the post-
manoeuvre spacecraft positions are found. Thissgive position boundary conditions for the
manoeuvre. In the second stage the trajectoriesdcin spacecraft are found. The first stage
is performed by the Position Assignment Module (PAMNhilst the second is performed by
the Trajectory Design Module (TDM). Figure 8-1 slsotlie position of these modules within
the Separate Modular Manoeuvre Planning Architec{8epM-MPA). This chapter concerns
the PAM only.

On-board mission (1) Science Operations Current
catalogue 7 Module formation
configuration
Ground station — v .
ranging <Reqmre_d forrpatlon>
configuration
¥
(3) Position
Assignment Module
v
(2) Station-keeping Required positions and
Module manoeuvre time
v
(4) Trajectory Design
Module
v

Manoeuvre Information
Dissemination

A S—

Beam Combiner Telescope Telescope Telescope
Spacecraft Spacecraft 1| |Spacecraft 2| |Spacecraft 3
Figure 8-1 Separate Modular Manoeuvre Planning ikgcture (reproduced from Figure
6-10)

As introduced in section 6.4.1 the goal of thisdule is to find the relative final
spacecraft positions that, at the end of the mameetsatisfy the science task formation
configuration requirements whilst optimising forefuminimisation, manoeuvre duration
minimisation and fuel balancing.

8.1Previous Contributions

A free-space position optimisation scheme was Idpeel for separated spacecraft
interferometry manoeuvres in the 2-dimensional garase by Beard, McLain and Hadaegh
(1998). Here the formation is viewed as a rigidypadd the manoeuvre is a rotation about a
point in space. A third party optimisation algoniths used to find the position of this rotation
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point so that the final spacecraft fuel states eqealised with as little fuel expended as
possible. A bang-coast-bang acceleration profilesed to characterise the manoeuvre for
fuel calculation purposes. Two algorithms are cdersd, a closed-loop fixed rotation point
approach and an open-loop dynamic rotation poimraach. The results show that the
dynamic approach does not perform better thanikeel fapproach at fuel equalising due to
the amount of fuel expended by spacecraft chabieglynamic point of rotation.

This work is expanded to include 3-dimensional amstrained rotations (Beard and
Hadaegh, 1999) and 3-dimensional constrained oosi{{Beard and McLain, 2000). In Beard
and Hadaegh (1999) a fixed rotation point is userbtate a ‘rigid-body’ formation to point
at a new direction in space. For fuel calculationppses however the spacecraft perform the
manoeuvre unconstrained using straight-line trajeet with a bang-coast-bang thrust
profile. The position of the fixed rotation poistoptimised to consider fuel minimising / fuel
balancing goals. Fuel balancing is demonstratedguaimanoeuvre optimised by the given
algorithm. In addition, time minimising / fuel mmising goals can also be included at the
user’s discretion. In Beard and McLain (2000) tixaa@ same technique is demonstrated
however for fuel calculation purposes the formatisrconstrained during the manoeuvre.
This means the relative positions of the spacecnattin the formation remain fixed
throughout the manoeuvre and the spacecraft fadlovarcing trajectory in free space. Again
the position of the fixed rotation point is optimisand fuel balancing is demonstrated using
the technique.

All three of these papers by Beard et al. (199891and 2000) demonstrate very similar
and effective manoeuvre planning techniques fanédions in free space. However they are
constrained in a number of factors. In modelling tbrmation as a rigid body only retarget
and rotation manoeuvres can be considered. Ther® iscope for the inclusion of the
reconfiguration or resize manoeuvres that are é&sserior separated spacecraft
interferometry. In addition, no analysis appeartdwe been published regarding the affects
of varying the time/fuel minimising weighting factoor the fuel minimising/balancing
weighting factors. Neither is any data available tba performance of the algorithm on
sequences of manoeuvres.

More complex optimisation schemes need to be adopt cases where the solution
space is much greater than the 3-space of a notatgition vector. Maihle and Guzman
(2004) use genetic algorithms and primer vectoothen a two stage optimisation process to
minimise theAV for formation initialisation in an unperturbeddvbbody environment. With
each spacecraft using a two-burn Lambert trankieioptimisation goal is to find the initial
and final spacecraft positions and velocities thahimise the manoeuvrdV whilst
satisfying the mission constraints. This is achievy employing a genetic algorithm to
search a 6 variable solution-space for optimal taws. Primer vector theory is then
employed to find the optimal location and numbernmdnoeuvres required to reduce the
delta-V even further.

Position assignment is also considered using mixgdger linear programming
(Richards, et al., 2001 and Richards, et al., 2002)e the spacecraft are assumed identical
and the relative dynamics are governed by Hill'siampns. A discretised target formation
configuration is given and the optimisation routire required to find the spacecraft
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assignment within the configuration that minimiséise fuel consumption of the
reconfiguration manoeuvre. The problem and objestiare defined using a number of
logical equality and inequality constraints so ttiegt cost function can be defined as a linear
function. The optimisation is then performed udinigd-party software.

A similar assignment optimisation method emplogteger programming techniques
(Tillerson, Inalhan and How, 2002). Again, with dynics governed by Hill's equations, the
optimisation algorithm is required to find the fumbtimal spacecraft assignment within a
discretised formation configuration using identisglacecraft. The initial calculations are
performed in a distributed manner where every spattecalculates its ‘delta-V map’ of fuel
costs from its present position to each discretiaeget position. A ‘co-ordinator’ algorithm
using integer programming techniques then usesyedelta-V map to find a position
assignment for every spacecraft that globally misas fuel consumption. The authors also
describe a way to incorporate fuel balancing ihadlgorithm.

These latter papers; Maihle and Guzman (2004)haRits, et al. (2002) and Tillerson,
Inalhan and How (2002), all perform their optimisas based on a dynamic model
unsuitable for the Darwin mission, namely in Eaoftit and manoeuvres are calculated
towards known discretised positions. The dynamirenment at L2 allows for much less
restrictive position constraints for spacecraft peuvres and therefore requires an
optimisation technique that can handle such fléixybi

8.2 Position Assignment Module

The approach presented in this is inspired by ead Hadaegh (1999) but adapted to
include the complexities of the DARWIN mission cept Major differences of this
approach to that published by Beard and Hadaegb9jl&re highlighted at the end of this
section.

8.2.1 Model Definition
8.2.1.1 Spatial Geometry

Let Fo be a co-ordinate frame with orthonormal basisamscfi, jo, Ko}, Whereig lies in
the ecliptic plane and points towards the J200@r@al equinoxjo lies in the ecliptic plane
normal toig such thatj, =k ,xi ;and ko is normal to the ecliptic plane and in the same
direction as the angular momentum vector of thetabthe Earth around the SuRg is
designated the inertial reference frame. Egbe a co-ordinate frame with orthonormal basis
vectors {s, js, ks}, whereis points towards the star Bgis a quaternion rotation &% by an
angle& about an axigs where

- 2|
Singy = —-= (8.1)
> filliof
Zs = igXi, (8.2)
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Fs is designated the initial formation reference fearBoth Fp and Fs are centred on the
position of the BCS prior to the manoeuvre. Eetbe a co-ordinate frame with orthonormal
basis vectorsig, jr, Ke}, whereir points towards the star Fg is a quaternion rotation &%

by an angled- about an axigr (using Egns. (8.1) and (8.2)) and substitutingdilescriptS

for F) and a translation dfy by a vector. Fr is designated the final formation reference
frame. This can be seen more clearly in Figure BH2ally letrp; andr;; denote the initial
and final position vectors of spacecriaift Fo respectively, wheres{BCS,TS1,TS2,TS3}

Kkr

J2000.0 Vernal Equinox
Figure 8-2 Spatial geometry of the PAM model

TS1

TS2 TS1 TS3 TS2 j=0 TS3
Figure 8-3 Geometry for the linTTN (left) and trilNT(right) with baselind

8.2.1.2 Formation Geometry of the PAM Model

The formation planes are determined by the vedjgrks) and (r, kg) for the initial (7s)
and final (7)) formation planes respectively. The spacecrafitiopos within these planes are
shown in Figure 8-3 for the linTTN and triTTN. Thé&ane is defined by thie andj vectors
whilst thei vector points into the page completing the Caateset. For the linTTN the
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formation takes a ‘T’ shape with each arm separdtgdoaselineb. The centre of this
configuration is set along theaxis halfway between the BCS and TS1. The cerasebleen
defined this way maximise the efficiency of the g@amson benchmark algorithm that is used
to compare against the PAM (see subsection 8. 2H®.benchmark utilises a rotation about
the centre of the formation. If that centre wadgrasf as the initial position of the BCS then
the TS spacecraft would be required to perform Jarge manoeuvres whilst the BCS
remained stationary. This would increase the foelsamption and fuel differences between
the spacecraft unduly with respect to the optimiB&d/ method. With the centre displaced
halfway between the BCS and TS1 these increasemanienised allowing a less biased
comparison to be made. For the triTTN the formatiakes a ‘Y’ shape with each arm
separated by baselibeand each TS separated by a 120° angle. The aHritris formation is
the initial position of the BCS.

8.2.1.3 Model Assumptions

The following assumptions have been made to aidefsimplification:

* The formation is in free space.

» [Each spacecraft is modelled as a point mass

» Each spacecraft has mass that is time-invariant.

* The position of each spacecraft can be determined.

These assumptions provide a representation of &RRVIN spacecraft and mission and are
good generalisations that aid the simplificatiorthaf PAM algorithm.

Though the formation is to follow a trajectory kit the vicinity of the Sun-Earth,L
libration point the gravity gradient between theasgrraft (i.e. at 100 m separation) is
negligible (see section 6.3.2). Furthermore theméguration manoeuvre time (~6000 sec) is
much shorter than the destabilisation frequenciediboation point trajectories so the
spacecraft will not noticeably drift apart duringetmanoeuvre due to the varying gravity
gradient. Modelling the formation in a full gravigradient model within the SepM-MPA is
deemed unnecessary especially since thdradjectory station-keeping planning will be
performed by the Station-keeping Module (SKM).

Modelling the spacecraft as point masses remokiesréquirements for spacecraft
attitude manoeuvres to be considered for recordigur manoeuvre planning. This allows
the translational manoeuvre planning to be de-a@lplom the attitude manoeuvre planning
(which is spacecraft specific). It should be nothdt the PAM can still plan formation
retargeting manoeuvres (i.e. changes in the dedaf the formation plane) as they rely on
spacecraft translational manoeuvres, not attitudeaauvres.

The spacecraft masses are 900-1100 kg and usiBg Hiusters the total fuel amount is
likely to only be 5 kg for the whole mission (Kats, et al., 2004). Each manoeuvre will
only use a fraction of that fuel and so to mod@ #ipacecraft with time-varying mass is
deemed unnecessary.
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8.2.1.4 Translational and Fuel Dynamics

From the assumptions given in subsection 8.2thetranslational and fuel dynamics for
each spacecraft are given by:

. _[au; mi(t)>0
mr; = .

0; otherwise

(8.3)

i :{—yai; mf (t)>0,!ui|¢ 0
0; otherwise

wherem is the mass (in kg) of théh spacecrafti; is the acceleration vector Fy (ms?), o

is the thrust saturation limit (N)y is a unit force vector (N)nf is the fuel consumption rate
(kgsh), mf is the amount of fuel (kg) ands a proportionality constant

y=11,9 (8.4)

wherels, is the specific impulse of the thruster ant the acceleration due to gravity at sea
level.

8.2.2 Position Assignment Module Optimisation

The goal of the PAM is to find the post-manoeuspacecraft positions that satisfy the
interferometry requirements (formation pointingediion, configuration and baseline size)
whilst optimising for time, fuel usage and fuel &aing. In the model the time optimal
manoeuvre is a straight-line trajectory from idit@afinal positions using a bang-bang thrust
profile. Each spacecraft however will have a défdérdistance to travel and so will complete
their individual manoeuvres at different times. Timee it takes the formation to complete the
manoeuvre is constrained by the spacecraft thasstdhe longest to complete its individual
manoeuvre. Fuel savings can be achieved for ther gitacecraft by adopting a bang-coast-
bang thrust profile so that all spacecraft in tlwenmfation complete their individual
manoeuvres at the same time. This is the concepitad for the PAM.

By adopting a bang-coast-bang thrust profile timaimisation of the formation
manoeuvre is achieved for any combination of ihiaad final spacecraft positions. In
addition, fuel savings are also accomplished. Askirg the fuel balancing goal can be found
by optimising the final spacecraft positions. Teesm be achieved through the minimisation of
a cost function

J =rr;in{i(mt(t>)- (1)) + o 2

i [ENE:]

mil &)~ mf( ft)\} (8.5)

where i,j={BCS,TS1,TS2,TS3}j are the spacecraft identifiermf(ty) is the initial fuel
amount of spacecraft mi(t;) is the final fuel amount and is an independent vector. The
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first part of the objective function represents tb&al amount of fuel used by the formation
during the manoeuvre. The second part is the sutheofpost-manoeuvre fuel differences
across the fleet. The weighting of the second termgoverned by the paramet@sau. As
upam —0 the objective function minimises to generate d fuéimising manoeuvre. As
Uoam — o fuel balancing is achieved. It should be noted thatfuel balancing part of the

cost function aims to reduce the sum of the fugdnces for the formation at the end of the
manoeuvre not encourage balanced fuel use amdmgspacecraft during the manoeuvre. To
find the costlof a manoeuvre it is necessary to fmé(t;) in terms of input paramett

Whereas in Beard and Hadaegh (1999) the independeable, X, was the position of a
rotation vector, this prohibits the optimisationmbre complex reconfiguration manoeuvres.
The geometric constraints of the linTTN and th& TN allow greater optimisation flexibility
by adding only one extra term Xo The four term& are defined as:

» 3 unconstrained position co-ordinates, representing the final position of the BCS in
the inertial reference frantg

* 1 unconstrained angle);, representing the relative angular position sIbtT&1
around the BCS if.

X is therefore defined as:
X :{rF,x'rF,y ’ F,z'gl} (86)

X can be seen more clearly in Figure 8-4. The vagtatlows the formation to be translated
anywhere in space from the initial formation pasiti The reference axis is an arbitrary
vector inFg and lies in the formation plangg. TS1 can be placed anywhere in the formation
plane using the angl® and the required baselitee TS2 and TS3 then link directly to the
required relative formation configuration geometrgm Figure 8-3. Since the telescope
spacecraft are identical, their positions withie formation plane are interchangeable. For
eachX there are six possible TS position combinations ¢ha be assessed. The combination
that returns the lowest cost in Equation (8.5) ssigned to thaX. This TS assignment
provides additional flexibility for the optimisaticalgorithm.
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Reference Axis

© TSIslr)t

O TS24 F

Fy Formation Plane

Figure 8-4 Geometry of the final spacecraft positalculation (triTTN shown). The
independent variablé, decides the position of the BCS througland the position slots of
the TSs through angig.

8.2.3 Position Assignment Module Algorithm

The optimisation procedure is summarised in thewflchart in Figure 8-5. The
optimisation routine starts with an initial estimdor the independent vectaX,. Using
Figure 8-3 and Figure 8-4 as a guide the final spadt positions are calculated. These
positions,r;, are input to the assignment routine. Within tegignment routine, each set of
TS combinations are tested and a cost calculateel.aEsignment routine returns the lowest
cost of the six possible TS iterations. This casid(related independent variabgis stored
in the optimisation algorithm’s database. If thepging conditions for the optimisation
algorithm have not been met then a néws generated and the process iterates. When the
stopping conditions are met the optimisation athoni terminates and outputs the varialde,
that minimises the cosfl, This X can then be used to calculate the final positiointhe
spacecraft that satisfy the observation requireshantl the optimisation goals.

8.2.4 Calculating the Cost

For any set of spacecraft positions the mininraletitrajectory is always implemented
through the bang-bang thrust profile. Then, fusirsgs are made by only implementing the
bang-bang thrust profile on the spacecraft withltdmgest trajectory, with bang-coast-bang
implemented on the other spacecraft. The cost inmcEquation (8.5), gives the cost of any
manoeuvre with respect to the initial and final Ifueasses of each spacecraft in the
formation. This sub-section describes how the ffoal massesmi(t), are calculated from
the initial {o,;) and final (;;) spacecraft positions. The calculation is a modtion of the
method in Beard and Hadaegh (1999).

The trajectory length for each spacecraft is sympl

Viaji =Tri o, (8.7)

traj,i
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OPTIMISATION
ROUTINE

INITIAL
VARIABLE
Xo

CALCULATE FINAL ASSIGN
SPACECRAFT UPDATED
POSITIONS —r; VARIABLE - X

v
FOR EACHTS
ASSIGNMENT i=j+1
COMBINATION —i:{1...6 .
INITIAL ti<o
SPACECRAFT > C/EL(S:SUTLAJTE
POSITIONS - ry; I
| itise
SELECT Assignment
LOWEST J; Routine

A4 Optimisation
OPTIMISATION conditions not met
ALGORITHM DATABASE

Optimisation
conditions met

OUTPUT
VARIABLE X THAT
MINIMISES COST J

Figure 8-5 Optimisation routine for the Positionsigmment Module

The maximum acceleration of each spacecraftaisn so a manoeuvre time using a
continuous thrust profile can be found by integratiwice along the direction of travel

.. a ,._a t2
r=—; r=—t; =aL (8.8)
m m m 2
with
f,=r, =0 (8.9)

wherer is the distance the spacecraft travels in timgquation (8.8) can be rearranged to
find the durationt, of any manoeuvre using a continuous thrust ovkstancery.
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= [opm
t= 2ra (8.10)

For a bang-bang thrust profile the continuous thass in one direction for, ,;; /2 and the

/2. Therefore the time, to travel the complete trajectorjymi

opposite direction far,
with a bang-bang thrust profile is:

m
Firaji ; (8.11)
|

=2

Let spacecraff be the spacecraft that has the longest manoemvegtt, using a bang-
bang thrust profiles is found from the condition

L = arg max t; (8.12)

The formation manoeuvre duratiofi, cannot be less than the manoeuvre duration of
spacecrafff using a bang-bang thrust profile, therefore

t =t (8.13)

To include the provision for a bang-coast-bangshprofile for the other spacecraft we
introduce the time intervalg, T, andT; as

T = [O’tm]
T=[t b -t ) (8.14)

IE :[(tf _tw‘)’tf]

wheret,; is the thrust pulse width for spacecraftet yi(t) be the distance spacecratias
travelled along ;i in timet. The manoeuvre profile for spacectaff therefore

toT, toT, toT,
a. a.
yI t) = _', 0’ —_"
v m m
a. a. a.
V. (t) = —t —t; =t —t); 8.15
M() m ’ m ! (f )1 ( )
t 1a| t2 all t.t ajz . q t (t t ) (tf _t)2 .
y,()— 2_ ’ E A E w \'f T ‘w 2 ,
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whereT,, T, andTs represent the durations of the bang-coast-bangttprofile respectively.
The top row of Equation (8.15) shows the spaceeawedtleration during these time periods.
The middle row shows the spacecraft velocity arel ottom row shows the spacecraft
position. A schematic showing the thrust profilag &mings is given in Figure 8-6.

A ¢ Bang-bang A Bang-cost-bang
af tmi
ap [24]
s > g Time >
Elte Time t; < t t
_aﬂ —a,
ta)ﬂ tmi
- [
< T1 .<T—3> < T1 > T2 > T3 »

Figure 8-6 Schematic of the bang-bang (left) antybepast-bang (right) thrust profiles

Whent =t; the trajectory length of spacecrai$
v (t) = Lot (t-t) (8.16)
i f m ) f 4]

Rearranging this becomes

t” ~tity _ﬁyi(tf)zo (8.17)

and solving fot,; gives

—*

T (8.18)

“T2

This equation satisfies the condition
t,=2t, =t (8.19)

With two periods of thrust for each manoeuvre thed Eonsumed by spacecrafs

® here the negative part of the root discriminatesisd ad ; <, /2
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F =-2t,mf =2t, )0 (8.20)
So the final fuel levels for each spacecraft are

mfi(tf)= mf(t)- F (8.21)

8.2.5 Comparison Benchmark Algorithm

For the effectiveness of the PAM to be demongiréteeeds to be compared to another
manoeuvre planning method, dubbed the benchmarkgosssignment module (BPAM).
The BPAM is based on the most intuitive way to pdla& manoeuvres. The retarget is a rigid
body quaternion rotation in 3-D space by an aglabout an axigs where

- _ |ZB|
0% i

z, =i xig (8.23)

(8.22)

This moves the formation plane froRs to Fr. Resize and reconfiguration can then be
performed withinFg using the geometry in Figure 8-3. Comparison betwéhe PAM and
BPAM is given in Table 8-1. The additional flexibyl of the BCS translation, rotation within
the formation plane and the TS assignment givesPthil the ability to plan manoeuvres
with greater optimisation of fuel consumption andlfbalancing than the BPAM.

Table 8-1 Comparison between the Benchmark Plaamméthe PAM

BPAM PAM
Retarget v v
Resize v v
Reconfigure v v
BCS translation x v
Rotation in formation plane x v
TS assignment x v

8.2.6 Differences of the Position Assignment Module toé&ard and Hadaegh’s Method

Although the paper by Beard and Hadaegh (199%9gdffier abbreviated to BH, has been
the inspiration for the development of the PAM réhare a number of significant differences
that have been made to specifically accommodatedhstraints of the DARWIN mission
and improve the optimisation performance.
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8.2.6.1 Cost Function and Optimisation Parameter

The cost function chosen for the PAM is given muBtion (8.5) but repeated here for
clarity

Jom =n;in{iﬂmf( 0= 1)) +ud >

i A

) md e

The first part of the cost function is the totalamt of fuel used to perform the manoeuvre
whilst the second part is the sum of the spacetuaftdifferences. The cost function for BH
however is slightly different

N

‘JBH:mF!n z mt(%)_mf(ﬁ) 2+luPAMi N
i=1( ) i:lszj(tf) zm(

Here the first part of the cost function is the safrthe squares of each spacecraft’'s fuel
consumption for the manoeuvre. The second paréssritbed asthe negative entropy of a
probability distributiorf (Cover and Thomas, 1991). This is minimised foruaiform

distribution, i.e. whenf, (¢, )= f, (t;) for alli,jOfx...,N}.

In the first part of Equation (8.25), each spaatty fuel consumption is squared and
then summed to give a cost. This is the fuel miging part of the cost function (i.e. when
Mo =0). When the individual fuel consumption is squardds means outlier fuel

consumption values become overly dominant in dateng the cost for the manoeuvre. To
minimise this function the outliers will become pugssed and the spacecraft fuel
consumption will be more balanced. The first pdrEquation (8.25) is therefore unable to
find a truly fuel minimal manoeuvre. For this reasthe squared term is dropped for the
PAM cost function as in Equation (8.24). The secpad of Equation (8.25) is a complex
function based on a probability distribution antlires a dimensionless value. This is the fuel
balancing part of the cost function (i.e. whgg,, #0). With this function it is difficult to

assess how well the function actually balancedgubkdistribution without looking at another
(dimensionalised) metric (i.e. the second part gti&ion (8.24)). In simulation the fuel
balancing part of Equation (8.24) performs bettemt the fuel balancing part of Equation
(8.25) when using the dimensionalised metric, @mgtto that experienced in Beard and
McLain (2001§°. The dimensionalised metric is chosen for the Pasvit provides a ‘real
fuel balancing term for comparison purposes.

The optimisation parameters are also different toe PAM and BH. The PAM
optimisation parametek, is a 4-space vector describing the position vestdhe BCS and

¥ Though in Beard and McLain (2001) the manoeuvessgoptimised are more akin to the BPAM method
than the PAM method
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the rotation of the formation plane. The BH optiatisn parameterR, is a 3-space vector
describing the position of the rotation origin fbe rotation vector. The additional dimension
in X allows the optimisation routine to perform a muwhbre flexible calculation but at the
cost of increased calculation time.

8.2.6.2 Manoeuvre Time Optimisation

In the PAM the formation manoeuvre time is goverbg the spacecraft with the longest
manoeuvre time using a bang-bang thrust profiles BHows the use of a bang-coast-bang
thrust profile for the other spacecraft in the fatimn, thus saving fuel. In the BH however,
there is an additional minimal-time / minimal-fuehde-off implemented. This factor allows
the formation manoeuvre time to be increased byedsing the thrust output of the
spacecraft making further fuel savings possibléh@igh this makes the BH optimisation
more flexible the minimum time/fuel trade-off haselm dropped for the PAM in favour of
always calculating the time minimal aspect of th@noeuvre. This makes the PAM slightly
less complex and aids the optimisation goal ofmising observation time by minimising
manoeuvre time.

8.3 Analysis
8.3.1 Analysis Setup

For all the manoeuvres generated in this sectienféollowing initial parameters were
used:

i={BCS TY, T2, T$
{1100,900,900,93kg
{6><1U3,6>< 10° & 10° ,8 113}N
3

30G¢

m
a
| o

The mass data is representative of the estimatestes of each spacecraft type in the
DARWIN mission (Karlsson, et al., 2004and the thruster saturation data and thruster
specific impulse describe a thruster configuratising the RIT-10 FEEP thruster (D’Arcio,
2005). The PAM and BPAM routines are written aneéaited within MATLAE® and the
PAM is optimised using the Mesh Adaptive Direct i88a(MADS) algorithm found within
MATLAB’s Genetic Algorithm and Direct Search Toob¢GADS). The metrics used in the
comparison of the PAM and BPAM planners are thal toiel used, Equation (8.26), the sum
of the fuel differences, Equation (8.27), and trenoeuvre duration.

Z(mﬂ (t)-mf(t)) (8.26)
>y

[BNE:]

mi (1) mf (1) (8.27)
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8.3.2 Example Manoeuvre

An example manoeuvre showing the benchmark plaandrthe PAM can be seen in
Figure 8-7 and Figure 8-8. For simplicity the mamge involves no retarget (i.e. the
formation remains pointing in the same direction) kesizes from a baseline of 50m to a
baseline of 75m maintaining the triTTN configuratioThe initial fuel amount for each

spacecraft iamf (1,) ={5.0,4.7,5.0,5)0kg. The left-hand chart shows the BPAM manoeuvre

and the right-hand chart shows the PAM manoeuvrigiall positions are given by open
circles ©) and final positions by closed circles)( The trajectories linking the positions are
given as solid lines. The BPAM manoeuvre in Figd+e and Figure 8-8 is the same. In the
BPAM manoeuvre the BCS remains stationary whilst s move radially away from the
BCS until the baseline requirements are met. /@i =0 (Figure 8-7) the PAM has found
the fuel-minimal positions by shifting the wholerdmation slightly in the negative andz
directions. Fompau =10° (Figure 8-8) the fuel balancing positions are fibiny shifting the
whole formation in the negative direction. This fuel balancing manoeuvre elimisatiee
distance TS1 has to travel since TS1 is the spafteeith the least amount of fuel at the
beginning of the manoeuvre. Since TS1 uses no dnel the other spacecraft do, fuel
differences across the fleet are reduced.

80— 80—

i TS1 60— \TS1

40— 40—

BCS

0— ® BCS 04 ./9

20— -20—

/ TS3
40 T2 a0 TS2 83

T T T T T T T I I I I I I I
80 60 40 20 -20 -40 -60 -80 -80 -60 -40 -20 0 20 40 60 80

0
Y (m) Y (m)
Figure 8-7 Example Manoeuvre: BPAM (left) and PAMhypanm =0 (right). The diagram
shows how the PAM displaces the BCS from its oagposition to minimise the fuel
consumption of the formation.

Table 8-2 shows the manoeuvre data for the exammgleoeuvre. The numbers show
agreement with the aims of the PAM. Whany =0 the PAM is able to plan a manoeuvre
using less fuel than the BPAM with an increased seanmre duration of only a few minutes.
When upaw =10° the PAM is able to plan a manoeuvre that redubesfael difference
amongst the fleet members. This can only be acHlibesvever at the cost of increased fuel
consumption and manoeuvre duration. The level tichvithe PAM achieves these goals
equates to an ~23% decrease in fuel consumptioa &% increase in manoeuvre time for
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tram =0 and an ~1 % decrease in the sum of the fuedrdifices relative to the initial sum of
the fuel differences for an 84% increase in manoetime for tpanv=10°. The manoeuvre

shown here is simplified for visualisation purpgsite® more complex manoeuvres required
by Darwin are shown in the next sub-section.
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Figure 8-8 Example Manoeuvre: BPAM (left) and PAMhypav =10° (right). The diagram
shows how the PAM displaces the BCS so that TS qplacecraft with least amount of fuel)
does not manoeuvre at all. This has the effeanpfoving fuel balancing across the

formation.

Table 8-2 Manoeuvre data for the example manoeuvre

Total Fuel Used

Sum of Fuel Differences

Manoeuvre Duration

(kg) (kg) (s)
BPAM 0.005745 1.811489 3873
PAM zpam =0 0.004427 1.806094 4435
PAM ppam=10" 0.011633 1.785409 7112

8.3.3 DARWIN Manoeuvre Analysis

The manoeuvre analysis of the PAM involves exangra set of 16 possible DARWIN
manoeuvres. The initial and final target stars fiarttee same so that each manoeuvre can be
assessed independently from the magnitude of ttaeget. The initial star’s unit vector

S:[l,O,q and final star’s unit vectog - [ /3. JV3.J¥ 3] means the manoeuvres involve

an ~55° retarget in 3-D space. The manoeuvresarabinations of configurations, {triTTN,
lINTTN}, and baseline, {50m, 75m} as the initial é@riinal formation configurations. For
example, a manoeuvre designated tri50-lin75 dessrila formation in the triTTN
configuration with a baseline of 50m and pointingsgerforming a manoeuvre so that the
final configuration is the lINTTN with a baseliné@m pointing afF.

Comparison of the PAM manoeuvres with BPAM optiedisnanoeuvres and differing
values ofupav reveal a number of trends. Figure 8-9 shows tha foel used for each
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manoeuvre using the benchmark planner and the tiidl hanoeuvresupam =0 and
Uopy =10°. Comparing thepav =0 case to the benchmark shows that in all manesuwe

PAM finds more fuel efficient spacecraft positiomgh varying fuel reductions from 4%-
14% with an average of 6.5%. The PAMipav =0 case appears more effective for
manoeuvres involving a formation reconfiguratiore.(itriTTN to linTTN or vice versa)
because the nature of the BPAM means it perforrtero®r more symmetrical manoeuvres
(i.e. tiTTN-triTTN, liInTTN-IINTTN). Looking at thetotal fuel used for the fuel balancing
PAM: upam =10° case shows a great increase in fuel consumptioachieve the fuel
balancing requirements (on average 70% increasetioed3PAM).

Comparison of the sum of the fuel differenceshigvén in Figure 8-10. The initial value
is 1.8 kg. As can be seen both the BPAM and PAMi, =0 cases show an increase in the
fuel differences for all manoeuvres. This is du¢hi nature of the formation configurations
which will tend to limit the movement of the BCSngpared to the other spacecraft in the
formation. Wherupav =10° the flexibility of the PAM can force a BCS manoeann order
to minimise fuel expenditure by one of the othesicgeraft. For the majority of manoeuvres
the effect of this is a reduction in the fuel difeces and thus a more fuel balanced
manoeuvre (on average reduction in the sum ofukkdifferences of 0.35% relative to the
initial sum of the fuel differences). This is ndtet case however for triTTN-triTTN
manoeuvres where an increase is still observeds Tidrease in the sum of the fuel
differences however is at a value less than thttebenchmark and PAMpam =0 cases.

‘I:lBenchmark Bu=0 I,u:JOOOO‘

0.012

0.01

o
o
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@

0.006 -

Total Fuel Used (kg)
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o
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=

0.002 4

tri50-  tri75- tri50- tri75- tri50- tri75- tri50- tri75- 1lin50- 1in75- 1in50- lin75- lin50- 1in75- 1in50- lin75-
tri50  triv5  tri75 tri50 [in50 lin75 1lin75 1lin50 1in50 lin75 lin75 1lin50 tri50  tri75  tri75  tri50

Figure 8-9 Total fuel manoeuvre comparison for ZRWIN-like manoeuvres. The chart
shows that when,,,, =0 the PAM always finds spacecraft positions thatinegless fuel to

achieve than the BPAM. However when,,, =10° the fuel consumption is much greater in
order to achieve better fuel balancing (see Figut@)
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Comparison of the manoeuvre duration is showniguré 8-11. For all manoeuvres
using PAM:upam =0 optimisation the manoeuvre duration is increasest the BPAM. This
ranges between an increase of 7-20% with an averiat@%. For the PAMupay =10° case
the manoeuvre duration difference varies with timel of the fuel balancing manoeuvres
taking less time than the equivalent benchmark maw®. The manoeuvre duration ranges
from an increase of 40% to a decrease of 19% txeeBPAM.

The results from the manoeuvre analysis of the Paid BPAM show the use of the
PAM does have its advantages. Using the PAM fok iuieimising gives a decrease in fuel
consumption for a small increase in manoeuvre auratsing the PAM for fuel balancing
decreases the fuel differences across the fletbieagxpense of an increase in fuel cost with
variable performance gains and losses in manoaluwnaion. The extent to which the PAM
performs fuel balancing can be varied through tr@ametegpav thus it is possible to trade-
off fuel balancing gains to reduce fuel consumptiAnfurther trade-off may be necessary
when planning manoeuvres to ensure that time ogditioin goals are not compromised too
much to attain fuel optimisation goals.

‘I:I Benchmark @y =0 By :_20000‘
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Figure 8-10 Fuel difference manoeuvre comparisod@DARWIN-like manoeuvres. The
chart shows that whep,,,, =10’ the post-manoeuvre sum of the fuel differencésver

than for the BPAM or whemy,,,, =0. This shows that the PAM witp,,,, =10° is better
able to find spacecraft positions that improve faedancing within the formation.
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Figure 8-11 Manoeuvre duration comparison for 16RMAIN-like manoeuvres. The chart
shows that in general the PAM optimised manoeuvaee a higher manoeuvre time than the
BPAM manoeuvres. The exception is some PA),,, =10° manoeuvres.

8.3.4 Analysis of tpam

The value ofupam in Equation (8.5) determines the extent to whighl fbalancing is
optimised during the calculation. Whem,,,, =0 the fuel balancing term in Equation (8.5)
becomes zero and thus only fuel minimisation isgbbly the objective function. For
Uean >0 the fuel balancing term affects the total costhef manoeuvre. Analysing how the

value of upav affects the fuel balancing, fuel consumption andnoeuvre time of a
manoeuvre is important in determining appropriaii®s ofupav to apply.

8.3.4.1 Initially Balanced Fuel

The affect ofupam On random manoeuvres for an initially fuel balahdermation is
shown in Figure 8-12. The data points represeahdam manoeuvre for a particular value of
upam With eachupav repeated twenty times to obtain the data set.sbiid filled line shows
the mean for each value @fam . The x-axes are logarithmic while theaxes are linear. The
initial fuel levels of the formation arenf (t,) ={5.0,5.0,5.0,5)0kg. The upper chart in
Figure 8-12 shows the formation fuel consumption tfte manoeuvre, the middle chart
shows the sum of the fuel differences for each reame@ whilst the lower chart shows the
manoeuvre time.

Figure 8-12 (upper) clearly shows that fag,,, <0.1 and t,, >1 changingupam has

very little effect on the mean fuel consumed durihg manoeuvre. Within the effective
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range however@.1< i, < 1) the amount of fuel consumed changes significaiithe data
is slightly different for Figure 8-12 (middle) aitigure 8-12 (lower). Again the charts show
an effective range faream however, for both charts, this range is extende@ @1< (i, < 1.
This data indicates that for a ran@®1< 1/,,,, < 1some fuel balancing is obtainable without

sacrificing fuel consumption.

Figure 8-12 also shows other interesting trentiding to the initial fuel balanced state of
the formation. Firstly, Figure 8-12 (middle) shothat, although the initial fuel is balanced,
the PAM is unable to maintain that balance evennady@imising for fuel balancing. This is
not surprising due to the complexity of the manaes\wbeing performed. The mean sum of
the fuel differences for fuel balancing (i.e. when,, >1) is only ~1g and so the PAM

demonstrates a remarkable ability to maintain isdancing within <1g difference between
all the spacecraft in the formation over a 6000rmaaoeuvre. Secondly, for an initially fuel
balanced formation, Figure 8-12 (lower) shows thatfuel balancing manoeuvres are more
time efficient than the fuel minimising manoeuvrédgain this is expected due to the nature
of the manoeuvre planning. Since one spacecraft always adopt a bang-bang thrust
profile, to obtain better fuel balancing the otlspacecraft, adopting the bang-coast-bang
thrust profile, will have their coast period redddand hence their thrust periods increased to
maintain a uniform manoeuvre time). To lower thelfgonsumption of the more fuel
depleted spacecraft the spacecraft positions vaittel manoeuvre times associated with
them are selected.

8.3.4.2 Initially Unbalanced Fuel

The affect of upam On manoeuvres where the initial spacecraft fuelbwms are
unbalanced is given in Figure 8-13. Table 8-3 shitnv@gnitial fuel amounts for the five cases
examined. The cases are chosen to reflect a nuaibdifferent fuel difference scenarios.
Case 1 is the same as the previous sub-section thwthnitial fuel balanced. This case
emulates fuel amounts at the start of the missidamses 2 and 3 are defined with one
spacecraft fuel deficient with 0.3kg and 0.5kg fuefficiency respectively. These cases
emulate potential fuel amount conditions after vecg from safe-mode. Cases 4 and 5 are
defined such that they give the same ‘sum of tle¢ differences’ results, Equation (8.27), as
cases 2 and 3 but with more than one spacecrdftiéfieient. These cases emulate potential
fuel conditions during the mission. In Figure 8-t solid markersm, A, ¢, X and *)
represent the mean value over twenty random mameguer each initial formation fuel
distribution case and the solid line representsntiean for each value gfau Over all the
initial formation fuel distribution cases. Theaxes are logarithmic while thgaxes are
linear. The upper chart in Figure 8-13 shows them&gion fuel consumption for the
manoeuvre, the middle chart shows the sum of tekedifferences for each manoeuvre whilst
the lower chart shows the manoeuvre time.
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Figure 8-12 The affect qipam On the formation fuel consumption (upper) , thensaf the
fuel differences (middle) and the manoeuvre tinogv@dr) for an initially fuel balanced
formation. The markers represent the data pointkewle solid lines represent the mean.
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Figure 8-13 The affect gfpav 0N the formation fuel consumption (upper) , thensaf the
fuel differences (middle) and the manoeuvre tinogv@r) for an initially fuel un-balanced

formation

134



POSITION ASSIGNMENT MODULE

Table 8-3 Initial fuel amounts for theaw -analysis

Case Code Initial Fuel Amounts Irg:;firzl:lr:e:f (Luge)l
1 Equal | f(t,)={ 50,5.0,50,50}kg 0.0
2 | 0.3Diffsci]| fi(t,)={ 5.0,4.7,50,5.0tkg 1.8
3 | 0.5Diffsc1| f(t,)={ 50,4550,5.0kg 3.0
4 | 0.3Mixsc1| f(t,)={ 50,4748 48kg 1.8
5 | 0.5MixSC1| f,(t,)={ 50,454.7,47}kg 3.0

From the fuel consumption chart (Figure 8-13 uppbke effective range ofipam IS
extended to approximatel§.05< 4, < 1C when the different initial fuel difference values

are included in the analysis. Outside of this ratigee is very little change observed in fuel
consumption for each initial formation fuel distrtton case. Wheny,,,, <0.05 there is very
little difference in the total amount of fuel consed between the five cases. For this range of
uprav the difference between the cases using the maxiamohminimum amount of fuel is
about 0.1g. However during the effective rangeugfu the fuel usage between the cases
diverges so that whep,,,, >10 the difference between the cases using the maxisamaon
minimum amount of fuel has risen to approximateBgl There appears to be no correlation
relating the type of initial fuel case that resutthigher manoeuvre fuel consumption. When
Hopy <0.05, case 4 shows the lowest fuel consumption bufgy, >10 case 4 shows the

highest fuel consumption. This also appears to Highe to do with the mixed initial fuel
differences cases since case 5 shows the lowelstdnsumption for /4,,, >10 . A final
point to note from Figure 8-13 (upper) is that thdially balanced fuel difference case
requires the use of significantly more fuel forlfbalancing than the majority of the initially
unbalanced fuel difference cases.

In Figure 8-13 (middle) the sum of the fuel difaces for each case has been normalised
to aid representation on the chart. This has bebrewed by subtracting the initial sum of
fuel differences for each case (from Table 8-3)dwery data point. In this representation,
positive values show a decrease in fuel balancihigsivnegative values show an increase in
fuel balancing. The data show the extended effectange ofupav as approximately
0.005< 4, < 1Cindependent of the initial spacecraft fuel diffeze. As in Figure 8-12 this

indicates that there is a rangeuphnv values 0.005< 14, < 0.2) where small fuel balancing

gains can be achieved without sacrificing an ineeda the amount of fuel consumed during
the manoeuvre. The data in Figure 8-13 (middlep alspears to indicate that for all the
initial fuel difference cases maximum fuel balamcoan be achieved usir®5< /1, < 0.7.
This would appear counter-intuitive as from the tchsiction, Equation (8.5), the fuel
balancing term becomes more dominant /as,, — «. However the value of the cost
function is affected by both the fuel minimisingrnte Equation (8.26), and the fuel balancing
term, Equation (8.27), and reveals some interegtimogerties of the cost function. This is
covered in more detail in sub-section 8.3.4.3.
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Comparing how fuel balancing in Figure 8-13 (mejdk affected by different initial fuel
difference cases shows that when the fuel diffexenare mixed amongst the spacecraft
(cases 4 and 5) the PAM on average is able toldeiter fuel balancing positions than when
the initial fuel difference is on a single spacéic(eases 2 and 3). This is because when the
initial spacecraft fuel differences are mixed thelfdifferences between individual spacecraft
are smaller. This means that small changes innthgidual spacecraft fuel differences result
in large changes to the sum of the fuel differen&g in the cases where the initial fuel
difference is on a single spacecraft, small difiees in the individual spacecraft fuel
differences only result in small changes in the sofimthe fuel differences. Thus more
solutions that give better manoeuvre fuel balaneiiigoccur when the initial spacecratft fuel
differences are mixed amongst the spacecratft.

Figure 8-13 (lower) shows how the manoeuvre domais affected by differing values of
upam for each of the five initial fuel difference casésr all the cases there is little difference
in manoeuvre duration for fuel minimising valuesugfw (i.e. 5, <0.05). However during
the effective range qipam the initial fuel difference case manoeuvre dursidiverge and
either increase or decrease. Here there is a difarence between the different initial fuel
cases. For case 1 (the initially fuel balanced askecrease in manoeuvre duration over fuel
minimising values ofipam is shown. Cases 2 and 3 follow the same patteanlégser degree.
However for cases 4 and 5 (when initial fuel défeces are mixed amongst the spacecraft)
the pattern is reversed with an observed increasaanoeuvre duration for fuel balancing
values ofupam. This correlates with the data in Figure 8-13 (@egl indicating that for cases
4 and 5 the increased performance in fuel balanoimges at a cost of increased manoeuvre
duration. The manoeuvre duration data also shoaisftin the observed best fuel balancing
value of upam (=0.6) the manoeuvre duration increases are onlylg@a-5% increase in
manoeuvre duration) compared with the increase rebdefor 1/, >10 (an 11-25%

increase) for initial fuel difference cases 4 and’bis means tha®.5< y,,,, < 0.7 not only

appears to give the best fuel balancing it doewitio little increase in manoeuvre duration
for initial fuel difference cases 4 and 5 and aucdn in manoeuvre duration for cases 1, 2
and 3. This however is tempered by an averageaseren fuel consumption by about one
third.

8.3.4.3 0.5< i, < 0.7 Analysis

The data in Figure 8-13 appears to indicate thia¢nn0.5< /4, < 0.7 maximum fuel

balancing can be achieved regardless of the irfit&ll differences within the formation. This

is reinforced when thgpay analysis is repeated for different values of theaturation,a,

and thrustetsp. Figure 8-14 shows the sum of the fuel differenfcedifferent values ojs

for three separate values afandIsp. The data was obtained using the same method as in
sub-sections 8.3.4.1 and 8.3.4.2. The data repexteis the mean data from twenty

repetitions of the analysis. Figure 8-14 (uppet) Ishows the case where=6x10% N and
|, =3300s, the upper right chart shows = 6x10" N and |, =3300s, and the lower chart

showsa =6x10° N and |, =3300s. From Figure 8-14 it is clear to see that regaslief the
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input thrust capabilities of the formation whéb< /4, < 0.7 optimal fuel balancing is

achieved. It is currently unknown why this fueldrading minima should occur for this value
of upam however it is a useful value to use whilst analgshe PAM further.

8.3.5 DARWIN Tour Analysis

The analysis performed in the previous sub-sestioas been carried out on a single
manoeuvre basis. In this sub-section the performaricthe PAM on a tour of different
manoeuvres is analysed to assess the PAM’s penfmenaver time. The tour consists of 133
manoeuvres and was generated using the benchmemkc8dperations Module (BSOM).
The tour has a target tour time of 100 days, usesrearl taskflag and starts at the first star
in the catalogue. The tour covers all the separafgtecraft interferometry manoeuvres
(retarget, reconfiguration, resize and rotate) awanbinations thereof. The fuel data
generated during the tour is only representativethef fuel used during the formation
reconfiguration manoeuvres within a gravity-freeceomodel. Any fuel consumption due to
attitude control, station-keeping requirements,mfation-keeping requirements and on-
observation manoeuvres is not included in this data
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Figure 8-14 Sum of the fuel differences usaufor three different thrust capabilities. The
charts show that regardless of the thrust capsilihe fuel balancing performance of the
PAM with respect toy,,, follows the same pattern as in Figure 8-13
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8.3.5.1 Tour Analysis

Figure 8-15, Figure 8-16 and Figure 8-17 show rémults from the tour analysis for
initial formation fuel distribution cases 1, 2 athdespectively. In all the charts the x and y-
axes are linear and data is given for four valdes Qu:

* Upay =0 fuel minimising

* Uy =0.05 slight fuel balancing without sacrificing fuel camsption

*  Uppy =0.6 observed best fuel balancing

* Uppy =10 highest boundary of effectiv@am range fromupavanalysis

These values gfi-am Were chosen as they represent interesting vatugslfduring the single
manoeuvre analysis performed in sub-section 8.3.4.
The tour data for the initially balanced fuel c&sgiven in Figure 8-15. Whep,,,,, =0

the formation clearly uses less fuel during the than for other values gfav however for
Mopy =0.05 after 133 manoeuvres the total fuel differencenyy ~3g, an increased fuel
consumption of less than 2%. For thg,,, =0.6 and //,,,, =10 cases however the increased

fuel consumption is 65% and 123% respectively. Erarg the sum of the fuel difference
data shows that foru,,, =0 and 4, =0.05 the sum of the fuel differences gets

progressively higher as the tour advances. Howéwerrate at which this occurs for the
Uoay =0.05 case is significantly slower such that by the ehthe tour the sum of the fuel

differences is 20% less than the,, =0 case. This emphasises the effectiveness of using
Mopy =0.05 for an initially fuel balanced formation since @% increase in fuel balancing
can be achieved for only a <2% increase in fuebaamption. Fori,,, =0.6 and /,,, =10

the sum of the fuel difference data mirrors thatnid in Figure 8-12 (middle). The PAM is
unable to return to completely balanced fuel buintazns the sum of the fuel differences to a
very low level (<2g for this data set).
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Figure 8-15 PAM tour analysis for case 1 — total fiemaining (upper) and sum of the fuel
differences (lower). The charts show that when,, =0 the least fuel is consumed to the

detriment of fuel balancing. Whes,,,, =0.6 and ,,,, =10 the PAM is able to maintain
excellent fuel balancing to the detriment of fuehsumption.
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Figure 8-16 PAM tour analysis for case 2 — total fiemaining (upper) and sum of the fuel
differences (lower). The charts show that whep,, =0 the least fuel is consumed to the

detriment of fuel balancing and that whep,,, = 0.6 the best fuel balancing is achieved to

the detriment of fuel consumed (but not as mudhegs,,,, =10 tour).

The tour data for the initial fuel difference ca®e(where the initial fuel levels are
f.(t,)={ 50,47,50,5.0}kg) can be seen iRigure 8-16. Here the initial total fuel is 19.7kg

and the initial sum of the fuel differences is H8Khe fuel consumption data shows that
once again thetf,, =0 ands,, =0.05 cases consume significantly less fuel with the

Uopy =0.05 case only consuming ~2% more fuel than when,, =0 . fihg, =0.6 and
Hopw =10 cases however consume 54% and 135% more fuel ctespe. The fuel

balancing data again shows that fer,,, =0 the sum of fuked differences steadily
increases as the tour progresses so that by thenduthe fuel balancing is 14% worse than
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at the beginning of the tour. Fer,,,, =0.05 the sum of the fuel differences slightly increases

over the tour duration so that the fuel balancimgvorse by ~5%. Though not shown in
Figure 8-16 initial fuel difference case 3 showsikr results to those found for case 2.
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Figure 8-17 PAM tour analysis for case 4 — total fiemaining (upper) and sum of the fuel
differences (lower). The charts show similar restdtFigure 8-16.

Figure 8-17 shows the tour data for initial fudfetence case 4 (where the initial fuel
levels are f; (o) ={5.0,4.7,4.8,4)kg). Here the initial total fuel is 19.3kg whilst tiitial
sum of the fuel differences is 1.8kg. As in theviimas two cases the fuel consumption data
show the similarity between thg,,, =0  and,,, =0.05 cases with they,,,, =0.05 case

consuming only ~2% more fuel than whem,, =0 . The fumisumption data for the

Uoay =0.6 case shows an increase of ~36% and aphg, =10 tour shows an increase of
~80%. The data is also similar to the initial fuifference case 2 for fuel balancing since

141



POSITION ASSIGNMENT MODULE

when ., =0 fuel balancing is ~15% worse and fag,,, =0.05 ~6.5% worse. An increase
in fuel balancing is observed whem,,,, =0.6 and /,,, =10 with increases of ~24% and
~19% respectively. This again emphasises the beofefising /4,,,, = 0.6for fuel balancing

over Uy, =10. Though not shown in Figure 8-17 initial fuel @fénce case 5 shows similar
results to those found for case 4.

8.3.5.2 Tour Fuel Balancing Performance Analysis

The fuel balancing performance is the ratio betwte increased percentage in fuel
balancing per percentage increase in fuel consompti

%increase in fuel balancing
%increase in fuel consumptic

fuel balancing performance (8.28)

This gives a metric to compare the fuel efficienafy each fuel balancing tour. This
performance is important to examine for a numbeeagons:

* Fuel balancing requires more fuel consumption penaeuvre
* The rate of fuel consumption increases Vv
* Fuel balancing is desirable but not to the detrinoémninimising fuel consumption

In assessing tour fuel balancing performance tvfferdnt approaches are used
depending on the initial formation fuel distributicase. For both approaches the percentage
increase in fuel consumption is relative to thel folenimising tour (i.e. tp,, =0). For

initially un-balanced fuel distributions (cases 2t%e percentage increase in fuel balancing is
relative the initial sum of the fuel differences ®ach case. However for case 1 the initial
sum of the fuel differences is zero so this metaanot be used. For case 1 therefore the
percentage increase in fuel balancing is calculegédive to the sum of the fuel differences

of the y,,,, =Otour.

Figure 8-18 shows how the fuel balancing perforceaof 10 separate tours varies with
Mpam. The tours were generated using the BSOM, a taogettime of 100 days, the Yearl
taskflag and 10 different starting stars. The marlghow the data for the ten tours and the
solid line represents the mean. For clarity notla data points are shown but their values
are reflected in the mean data. Positive performandicates an increase in fuel balancing
whilst negative performance indicates a decreage &n increase in the sum of the fuel
differences). The performance slowly increasegras decreases until a sharp maximum is
reached aty,, 1J0.03. As tpav decreases further the individual tour data divergesatly

but the mean shows a sharp decrease of perform@onceetimes negative). The data in
Figure 8-18 shows that relative to @,,,, =0 tour the liest balancing performance in

142



POSITION ASSIGNMENT MODULE

relation to the amount of fuel consumed can beeaehi when /,,, =0.03 for initial
formation fuel distribution case 1.
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Figure 8-18 Tour performance data for 10 sepamatestfor initial fuel difference case 1
relative to the,,,, =0 tour. Tour performance reaches&imum at/,,, =0.03

indicating that the most efficient fuel balancisgachieved at this value.

Figure 8-19 shows how the tour performance regatiy the initial sum of the fuel
differences changes with respeciiw for initial fuel difference cases 2 and 4. The keas
represent data from the 10 difference tours usediqusly and the solid line represents the
mean. Both charts show similar patterns to thodeignre 8-18 however this time the peak
performance is found fog,, =0.1- 0.2. Additionally, for both charts, no performance

increase is observed fqr,,,, <0.09. The observed peaks in Figure 8-18 representshe

values that give the largest reduction in the stithe fuel differences relative to the amount
of extra fuel used. The position of these peaksery favourable since comparing with the
fuel remaining data for the same tours (Figure 8 1Bper) thesgrau values represent the

lower end of the extra fuel consumption (~7-8% &xtrel consumption over ther,,, =0

case). Had the peaks been found at highgr values the advantage of the fuel balancing
performance might have been outweighed by the héieh consumption requirements to
achieve that performance.
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Figure 8-19 Tour performance data for 10 sepanatestfor initial fuel case 2 (upper) and
case 4 (lower) relative to the initial sum of tikelfdifferences. The charts both show that
maximum performance is found fer,,,, =0.1- 0.2 indicating that the most efficient fuel

balancing is achieved at this value.

8.3.6 Observed Manoeuvre Anomalies within the Position A&gnment Module

A few manoeuvre planning anomalies have been vedevhilst examining the hundreds
of manoeuvres for this analysis of the PAM.

8.3.6.1 Large Single Manoeuvre Fuel Consumption

The first anomaly is shown in Figure 8-20 and skioen the upper chart, the total fuel

remaining and, on the lower chart, the sum of thed differences fogram comparisons of a

133 manoeuvre tour. The tour is exactly the santbabin section 8.3.5 however due to the

stochastic nature of the PAM optimisation routine tesults are slightly different. The initial
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fuel difference is case 4 (t,)={ 5.0,4.7,48,4.8}kg. The major anomaly from this iteration
of the tour however is for thg,,,, =10 tour. At manoeuvre three in the tour the PAM plans
a manoeuvre that uses significantly more fuel (Zk&3 than the average for the tour (8.29).
The lower chart in Figure 8-20 shows the affecttlw6 manoeuvre on the tour's fuel
balancing performance. The manoeuvre reduces ifi@ fnel imbalance by 67% so that by
the middle of the tour the fuel is as near compjdbalanced as possible in stark contrast to
the otherupam Values examined in the same chart and in Figuré. 8hilst fuel balancing is
important the balance between fuel consumptiorfued. balancing is clearly not optimal in
this example.
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Figure 8-20 PAM manoeuvre planning anomaly — langeoeuvre fuel consumption. The
upper chart shows a sharp drop in fuel remainibtgr aine particular manoeuvre in the
Honaw =10 tour. The sum of the fuel differences in the lowkart shows a corresponding

sharp drop for the same manoeuvre.
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The large single manoeuvre fuel consumption mareeis shown in Figure 8-21. The
manoeuvre involves a retarget from star 48 to Starin the catalogue but the [INTTN
configuration and the baseline of 27.8m remaing ifiitial positions are given by the open
circles ©), the final positions by the closed circles) @nd the trajectories are the straight
lines. All other initial conditions are the samefas this entire section, i.e. the spacecraft

masses, m ={1100,900,900,900kg, but the initial fuel for the manoeuvre is
f, (t,) ={4.9977,4.6988,4.7960,4.79a@ since it is manoeuvre 3 in the tour. Figure 8-21

clearly shows the planned manoeuvre involving gdaranslation of the entire formation.
The translation is a result of the optimisationdion trying to balance the formation fuel
since W, =10. Although the fuel consumption is large the sumtied fuel differences

gains achieved by the manoeuvre result in the ladhncing term in the cost function,
Equation (8.5), dominating the fuel consumptionmteso that overall the cost for the
manoeuvre is the lowest in the solution space.
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Figure 8-21 Large single manoeuvre fuel consummimomaly example manoeuvre. The
chart shows how the PAM has displaced the entmmadtion, much more than necessary to
complete a manoeuvre, in order to achieve bet&jfalancing across the formation.

The large single manoeuvre fuel consumption angnsabh consequence partly of the
nature of the optimisation cost function, the valbeing optimised (i.e. fuel) and the initial
conditions of the manoeuvre. In this manoeuvre @pémisation routine translates the
formation in order to improve the fuel balancingtieé formation. With the BCS having the
most fuel at the beginning of the manoeuvre anddg#ie more massive spacecraft a large
translation manoeuvre will cause the BCS to useerfuggl than the TSs so eventually the fuel
balancing across the formation will be improvedisTltoupled with the nature of the cost

146



POSITION ASSIGNMENT MODULE

function, allows the manoeuvre to have an ultinyali@lver cost than other manoeuvres in the
solution space even though the fuel consumptiom,tétquation (8.26), is comparatively
much larger.
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Figure 8-22 Example manoeuvre solution of the |aiggle manoeuvre fuel consumption
anomaly - equal spacecraft mass. In equalling pheecraft mass the PAM has no reason to
displace the entire formation to balance the fuel.

This type of manoeuvre planning anomaly can beai#d in a number of ways. First, if
the spacecraft masses are equal across the formthgoanomaly disappears. Figure 8-22
shows the same manoeuvre as in Figure 8-21 but thighspacecraft masses equal at

m ={900,900,900,9q0kg. Figure 8-23 shows the same manoeuvre but with BE8&

having less initial fuel than the other spacecraft the formation, i.e.
f, (t,) ={4.6988,4.9977,4.7960,4.796@ . Figure 8-24 shows the same manoeuvre but

with the spacecraftV replacing the fuel terms in the PAM cost functemthat

Jopu = mxin{ZH(Avi(to)—Avi(tf ) + o DY

Avi(tf)—Avj(;)\} (8.29)

i PE

wheredV; is theAV capability of spacecratft In all three manoeuvres the translation of the
individual spacecraft is much smaller than the neawee in Figure 8-21 and in-line with the

average type of manoeuvre planned. This demonstitade the large single fuel consumption
manoeuvre anomaly is a result of a combinatiorpatscraft initial conditions, the nature of

the cost function and the terms optimised withi ¢bst function.
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Figure 8-23 Example manoeuvre solution of the laiggle manoeuvre fuel consumption
anomaly - smaller initial BCS fuel. With a smalieitial BCS fuel the other TSs are
manoeuvres instead to balance the fuel.

For all the hundreds of manoeuvres analysed sndhapter the author has only observed
this one example of the large single fuel consuompthanoeuvre anomaly and so assumes
that it is a rare occurrence whilst manoeuvre planmwith the PAM. This assumption is
strengthened by examining Figure 8-25 which shdwesend of tour fuel consumption data
for 10 difference tours for increasing valuesupfy for initial fuel difference case 2 (upper)
and case 4 (lower). The tours were generated uksan@SOM with a target tour duration of
100 days, the Yearl taskflag and 10 different siarting stars. The markers represent the
end of tour fuel consumption for the formation d@hd solid line represents the mean. The
shapes of the mean fuel consumption lines are senylar to the single manoeuvre fuel
consumption analysis data in Figure 8-13. Forhadl tours examined in Figure 8-25 the end
of tour fuel consumption is well below the ~2.35Kdguel used during the tour with the large
single manoeuvre fuel consumption anomaly (FiguZDBand much more similar to the
tours documented in Figure 8-17 where the anonsalyot present. This indicates that the
tours in Figure 8-25 are unlikely to have exhibitdge large single fuel consumption
manoeuvre anomaly and emphasises the rarity of anatvent whilst manoeuvre planning
using the PAM.
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Figure 8-24 Example manoeuvre solution of the |aiggle manoeuvre fuel consumption
anomaly -AV balancing.

8.3.6.2 Fuel Balancing Anomaly

The fuel balancing anomaly is shown in Figure 8a&bich shows the total fuel
remaining (upper) and the sum of the fuel diffeemnflower) forupram comparisons of a 133
manoeuvre tour. The tour is exactly the same to ithaection 8.3.5 however due to the
stochastic nature of the PAM optimisation routine tesults are slightly different. The initial
fuel difference is case 2f(t,)={ 50,4.7,50,50}kg. The anomaly is observed when
comparing the sum of the fuel differences for thg,, = 0.6 and they,,, =10 tours.

Contrary to the evidence in section 8.3.4 andi@ecB.3.5.1 where superior fuel
balancing is observed foi,,,, =0.6 manoeuvres and tours, Figure 8-26 (lower) shows th
Upn =10tour with better fuel balancing than the,,, = 0.6 tour. Like the large single fuel

consumption manoeuvre anomaly however this fuebrmahg anomaly appears to be
uncommon and easily explained.

149



POSITION ASSIGNMENT MODULE

Case 2

0.9

0.8

0.7

0.5 e

0.4

Total Fuel Consumed During the Tour (kg)

0.01 0.1 1 10 100

1.2
Case4

1.1

0.9

0.8

0.7

0.6

Total Fuel Consumed During the Tour (kg)

0.5

0.4
0.01 0.1 1 10 100

Heam

Figure 8-25 End of tour fuel consumption data forsgéparate tours for initial fuel case 2
(upper) and case 4 (lower)
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Figure 8-26 Fuel balancing anomaly. Unlike the saarFigure 8-16 and Figure 8-17 the fuel
balancing is better for when,,,, =10 than wheny,,,, =0.6.

Figure 8-27 shows the end of tour sum of the &fiérences for 10 different tours for
increasing values qipay for initial fuel difference case 2 and case 4. Thas are the same
tours used to generate the fuel consumption dakgare 8-25. The markers represent the
individual tours whilst the solid line representse tmean. In both chart8.5< /4, < 0.7

represents the mean minimum fuel balancing obseinegimining the spread of values about
the mean however shows that for some touys, g, >0.7 does provide better end of tour

fuel balancing than whe0.5< i, < 0.7. Therefore, although the mean data show that for
0.5< 140, < 0.7 superior fuel balancing can be achieved, theeelikelihood that for certain

tours (defined by starting star, target tour tinmel #aaskflag selection) better fuel balancing
can be found for,,,, 20.7. For the data set in Figure 8-27 this amounts/A% for case 2

and ~23% for case 4 of all tours whewg,,, 2 0.7 compared with the meaa,,,, = 0.5value
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(for this data sej,,,, =0.5represents the mean value with the best fuel balghdlthough

these percentages are significant fuel balancioglldhnot be optimised to the detriment of
fuel usage and Figure 8-25 clearly shows the faekamption penalties involved using high

Hpam values.
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Figure 8-27 End of tour sum of the fuel differentms10 separate tours for initial fuel
balancing case 2 (left) and case 4 (right). Thetslslhows that the fuel difference data is
very similar to that found in Figure 8-13 indicaithat the fuel balancing anomaly is a rare

event.

8.3.7 Position Assignment Module Analysis Conclusions

The analysis of the PAM has provided a wealth ¢ aéhich is summarised here.
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8.3.7.1 Single Manoeuvre Conclusions

The conclusions drawn from the analysis of simgg&oeuvres are as follows:

« The PAM can always achieve better performance tinbenchmark algorithm
whether it is for fuel minimising or for fuel baleing manoeuvres
* From the mean datd).5< i, < 0.7 gives the best reduction in the sum of the fuel

differences (i.e. best fuel balancing)
8.3.7.2 Tour Analysis Conclusions

The conclusions drawn from analysis if the DARWr data are as follows:

* From the mean dat@.5< /4, < 0.7 gives the best reduction in the sum of the fuel

differences (i.e. best fuel balancing)
» For initially balanced fuel formationgs.,,, =0.03 provides the best fuel balancing

performance (where performance is the percentageease in fuel balancing
achieved per percentage increase in fuel consumpiative to they,,,, = 0 tour).

* For initially unbalanced fuel formationgs,, =0.1- 0.2 provides the best fuel
balancing performance (where performance is thecepgsge increase in fuel
balancing achieved per percentage increase inchreumption relative to the initial
sum of the fuel differences).

« The PAM can sometimes plan manoeuvres that usdfisggt amounts of fuel to
achieve better fuel balancing. A check functiondset® be used to reject such plans
and recalculate if they occur.

* For t,, 20.7 better fuel balancing can be achieved than whgp, =0.6 however

the fuel balancing performance at these higky values is significantly poorer than
for t,, =0.6 and so highteam values should be avoided.

The analysis of the PAM has revealed a numbepaf, values that maximise the
performance of the algorithm depending on the regquents of the user. Thegeau values
are important in the design of garam-selection algorithm’ that is required for the Sepe
Modular Manoeuvre Planning Architecture (SepM-MP®#®) plan the many manoeuvres
required during the mission. Thepam -selection algorithm’ is required for each manoeuvr
plan to select the appropriate valugupiy that helps maintain the formation fuel differences
within some defined limit whilst optimising the fusonsumption to do so.

8.4Further Work

The Position Assignment Module (PAM) introducedl amalysed in this chapter uses a
number of assumptions and simplifications to penfats calculations (as introduced in
chapter 6). The removal of these constraints wailtdv the PAM to calculate manoeuvres
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much more accurately and therefore would aid ogtion of the spacecraft positions but
this would necessitate a change in the Manoeuaenitig Architecture designed. Within the
scope of the SepM-MPA however further improvemeotsid be made. These are discussed
in this section.

8.4.1 AV Optimisation

The large single manoeuvre fuel anomaly is a syraptom of the fuel optimisation
nature of the PAM. One of the solutions to thishbem is identified in sub-section 8.3.6.1
and uses the individual spacecra¥t capability in the optimisation cost function ieat of
the individual spacecraft fuel. This is shown irugtjon (8.30) below.

av(1)-a (;)\} (8.30)

n

Jpau :mxin{Z(AVi(tO)_A ( )) * Heam Zln:Z:;

whereAV capability is a function of thruster specific inipe, Isp, spacecraft massj;, and
fuel massmf, for spacecratft

whereg is the acceleration due to gravity at sea level.

Using theAV capability is a much more robust method for bailag the spacecraft
manoeuvre resources across the fleet sifi®e capability is a true measure of each
spacecraft's future capacity to perform manoeuvr€amparative AV capability is
independent of spacecraft mass and fuel remaifiing. means thaAV capability balancing
manoeuvres will not incur the large single spadeecre@noeuvre fuel anomaly. Analysis of
the PAM using Equation (8.30) as the cost functeoan undertaking for future work as it
may reveal different PAM performance data than tfmaind for the fuel optimisation
analysis.

8.4.2 Optimisation Algorithm Constraints

Another reason for the large single manoeuvre dneimaly was the lack of constraints
given to the optimisation algorithm through the @pdndent variableX. This allowed the
algorithm to position of the BCS very far away frahe starting position in order to reduce
the sum of the fuel differences of the formatiorddfg a position constraint to X would
solve this problem and could be implemented as

X7+ %2+ %> <100m (8.32)
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8.4.3 Adopting a Multi-objective Approach

The selection of a single objective optimisatippach for the PAM was driven by the
desire for analysis transparency and ability teettive level of fuel balancing required by the
manoeuvre. This led to what is essentially a malfective problem (fuel/time minimisation
and fuel balancing) being reduced to a single-dlje@roblem (the minimisation Qfpam
using a weighted sum objective function). The wighsum approach will always favour
either fuel consumption or fuel balancing but neadrappy medium between the two. This
simplification of the problem may have negativefieated the optimality of the PAM and
certainly lead to the large single manoeuvre fumhsomption anomaly. It is suggested
therefore to re-write the optimisation problem asualti-objective one to examine whether
any performance gains achievable can offset theeased calculation time required.
Although control will be lost in specifying the lelvof fuel balancing to employ for each
manoeuvre, the multi-objective approach solutiosimcorporate some component of fuel
balancing in all manoeuvres.

8.5 Chapter Summary

This chapter dealt with the requirements for tbsifon Assignment Module (PAM), its
implementation, its output and its comparison watbbenchmark algorithm (BPAM). The
chapter began by introducing the requirements dométion reconfiguration manoeuvres
during the reconfiguration GNC mode of the DARWINsgion. Also identified were the
three optimisation goals and two constraints assediwith these manoeuvres. A review of
the literature related to spacecraft position assagnt for formation flying reconfiguration
followed highlighting the differences between thanoeuvres previously modelled and those
required for the DARWIN mission.

The PAM algorithm was developed taking into acdotire nature of the dynamic
environment and the envisaged properties of the WMR spacecraft. Crucially the model
employs free space dynamics with point mass spafteord time invariant mass. The PAM’s
goal is to find the post-manoeuvre spacecraft ot that satisfy the configuration
requirements whilst optimising the manoeuvre doraind fuel management. Simulation of
these spacecraft positions is governed by a 4-eiemdependent vector and the formation
geometry guidelines. The optimisation algorithm rfied the post-manoeuvre positions to
minimise a cost function. This cost function measuiuel consumption and fuel balancing
for the manoeuvre. A fuel balancing weighitaw, is used to trade-off fuel balancing against
fuel consumption for the optimisation process. didigon, straight-line trajectories between
initial and final spacecraft positions using bargp and bang-coast-bang thrust profiles
ensure a minimum formation manoeuvre duration for set of post-manoeuvre positions.
For comparison a benchmark algorithm (BPAM) wa® alesigned. The post-manoeuvre
spacecraft positions are governed by a rigid badgtion of the formation from its initial
configuration and the formation geometry guideliffésel usage and manoeuvre duration for
the BPAM are calculated in a similar fashion to E#EM.

The comparison underlines the importance of oplymassigning end-of-manoeuvre
spacecraft positions as the PAM was on averagetalsiave ~6.5% fuel whilst fuel balancing
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and increase fuel balancing by 0.35% whilst in fbalancing mode on a manoeuvre-by-
manoeuvre basis. The performance of the PAM vadieggending on the manoeuvre with
greater fuel savings and fuel balancing found foanoeuvres involving a formation
reconfiguration (i.e. linTTN to triTTN and vice \8&). The fuel balancing weightpav, wWas
extensively analysed to gain insight intotaaw -selection algorithm’ that would be required
for the autonomous Manoeuvre Planning Architec{MBA). This analysis revealed usable
trends in theupav data for different initial spacecraft fuel diswuitibn cases. In particular,
optimal fuel balancing was observed f0b< /4., < 0.7. Whilst no explanation for this was

found the phenomena remained persistent with clsaimggpacecraft thruster parameters and
initial fuel distribution.

As well as analysing single manoeuvres the PAM avedysed for tours of manoeuvres.
This analysis was performed for different valuegsgfy and different initial fuel distribution
cases and revealed many of the same trends fourtdeirsingle manoeuvre data. Tour
performance was also analysed detailing how fuatient the manoeuvres are with respect
to increasing fuel balancing. Again, a number @flls trends were found for different initial
fuel distribution cases.

During the course of the analysis a few anomaleshe data were discovered and
reported. Both the large single manoeuvre fuel aprmand the fuel balancing anomaly
appeared to be isolated cases in a very largesghtdBoth anomalies were explained with
corroborating evidence and were deemed worthy ¢¢ boat were not frequent enough to
warrant a re-design of the PAM.

The final part of this chapter introduced someifeitwork concepts that could be applied
to the PAM. AV capability optimisation is a more robust way terform manoeuvre
optimisation sinceAV capability comparison is independent of spaceéanass and fuel
remaining. The PAM analysis should be repeatedgusih capability optimisation to see if
any differences are observed with the PAMs mana&eplanning performance.

The PAM represents one way optimising the postaeawre spacecraft positions for
formation flying reconfiguration manoeuvres withithe calculation time restricted
environment imposed on the simulation. The PAMdrag¢es well into the Separate Modular
Manoeuvre Planning Architecture (SepM-MAP) from sdation 6.4. The following chapter
describes the next optimisation module within thep/8-MPA data flow, the Trajectory
Design Module (TDM).
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9. TRAJECTORY DESIGN MODULE

Manoeuvre planning within the Separate Modular davre Planning Architecture
(SepM-MPA) is a two-stage optimisation process.tia first stage the post-manoeuvre
spacecraft positions are found by the Position gkesent Module (PAM) and in the second
stage the trajectories for each spacecraft aredftwyrthe Trajectory Design Module (TDM).
Figure 9-1 shows the position of these modulesiwitie SepM-MPA. This chapter concerns
the TDM only.

On-board mission (1) Science Operations Current
catalogue Module formation
configuration

v
Required formation
configuration
¥
(3) Position
Assignment Module
v
(2) Station-keeping Required positions and
Module manoeuvre time
¥
(4) Trajectory Design
Module
v

Manoeuvre Information
Dissemination

A S—

Beam Combiner Telescope Telescope Telescope
Spacecraft Spacecraft 1| |Spacecraft 2| |Spacecraft 3

Ground station
ranging

Figure 9-1 Separate Modular Manoeuvre Planning iecture (reproduced from Figure
6-10)

As introduced in section 6.4.1 the goal of thisdore is to find the spacecraft trajectories
that satisfy the boundary positions returned from RAM and ensure there are no collisions
or thruster plume impingement issues during theceawre.

9.1Previous Contributions

There have been many methods developed to plgttivees for spacecraft formation
flying missions. Sultan, Seereeram and Raman (204 b, and 2004d) describe a way to
calculate collision free, energy optimal reconfafion trajectories. The spacecraft in the
formation are modelled as point-masses in freeespad the initial and final positions and
velocities of each spacecraft are given. Spacedrafectories are achieved by the
introduction of a sequence of way-points throughcWhhe spacecraft must travel through.
The position and velocity of the way-points are ithdependent variables for the method and
the energy optimal trajectory through the way-pmiist a piecewise cubic polynomial. The
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solution of the optimisation problem involves a tpart ‘sequential algorithm’ using
gradient-based optimisation techniques. In the pest collision-free trajectories are found
and in the second part these trajectories are meddid minimise/equalise the total energy of
the formation manoeuvre. The results show the ndethoable to quickly solve complex
reconfiguration problems with as many as 20 spadeicr the formation.

A similar method is introduced by the same authmrsusing a different optimisation
technique to generate energy sub-optimal recordigam manoeuvres (Sultan, Seereeram and
Raman, 2004c). The method involves first calcutatime energy optimal trajectory for each
spacecraft from their initial to final states (imé, position and velocity). Then for each pair
of spacecraft the conflict scenario of those titajees is analysed. If a conflict is present then
each trajectory is modified by the introductionaofvaypoint that one spacecraft must travel
through that resolves the conflict. The trajecttirgt passes through the waypoint is energy
optimal by parameterising it using a piecewise cygmlynomial. The position (and time) of
the waypoint is approximated using linear matrieguoalities (LMI) or quadratic matrix
inequalities (QMI). The introduction of the waypbiallows a new piecewise cubic
polynomial trajectory to be calculated for eachcguaaft. This is repeated for all spacecraft
pairs to generate a set of trajectories. If theltieg) trajectories contain conflicts the process
can be iterated (by changing the affected spadé&crafypoint and/or the position of the
waypoint) until a set of non-conflicting trajectesi has been found. The introduction of LMI
and QMI simplifies the optimisation somewhat oviee imethod in Sultan, Seereeram and
Raman (2004a).

Singh and Hadaegh (2001) present a similar metbd8ultan, Seereeram and Raman
(2004a). They designed ‘an optimal formation pddamping approach which is suitable for
implementation onboard a single spacecraft.’ Aghai@ spacecraft are modelled as point
masses in free space and the trajectories the @péicéollow parameterised as cubic
polynomials. The optimisable parameters in thishoéthowever are the coefficients of the
polynomial describing the energy-minimal trajecttwgtween the initial and final boundary
conditions. A multi-step gradient-based numeridgbathm is implemented to obtain the
trajectory solutions.

Richards et al. (2002) show how fuel optimal mamwwes with collision avoidance
constraints can be planned by formulating the rigoration problem as a simple linear
program (LP). Linearised relative vehicle dynamietll's equations) are used for the
spacecraft dynamics and the spacecraft initialfenadl state vectors (in position and velocity)
are given as the boundary conditions to the opétiua to formulate a simple minimum-fuel
path-planning LP. Obstacle avoidance, collisionidgaoce and plume avoidance are added to
the simple LP through the introduction of additiblagical constraints as binary variables
that act as extra decision variables in the op#tioa problem. The resulting mixed integer
linear program (MILP) is solved by a commercial-thfé-shelf (COTS) software package
(CPLEX, 2008). Examples show the ability of the Inoet to path-plan for formation flying
and for manoeuvring around larger space structitiehards, et al. (2002) also introduces a
method to include the final formation state as piinaisable parameter and in Richards, et al.
(2001) a similar method is outlined but with moetails regarding the implementation of the
plume avoidance criteria.
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Optimal control theory is the tool employed by KiMesbahi and Hadaegh (2003) to
solve the optimal collision-free reconfiguratioroplem. The free-space spacecraft dynamic
environment is used with the initial and final tala positions of the spacecraft given to the
optimiser for a two-spacecraft formation. The rdmpmation problem is formulated as a
state constrained optimal control problem with aalgto find the control forces that
manoeuvre the spacecraft to their desired relgivations in a collision-free and energy
minimal way. Simulations show the method works welachieve the desired trajectories but
the authors admit that increasing the number ofespraft greatly increases the complexity of
the equations to be solved. Though this method dussexplicitly find the required
trajectories for each spacecraft, the control fercan be used with a free-space model to
generate the energy optimal, collision-free trajaes.

McQuade, Ward and Mclnnes (2003) use potentiaktfan theory for formation
guidance. The Potential Function Method involvescdbing the formation state using a
potential function (PF), the solution of which iera when the formation is in the desired
configuration. The PF describes the ‘correctne$she formation state. Using the PF the
formation state can be modified progressively talsdower potentials until the desired final
state is obtained. This is achieved by ensuringttiearate of change of the potential between
two subsequent states is always negative. Potentiedasing terms are added to the PF to
incorporate collision avoidance, formation geometngl spacecraft attitude constraints. The
method is used to demonstrate a DARWIN-like fororatieployment manoeuvre af lising
a linearised dynamics model. The Potential Funchitmthod presented here, though simple
and effective, does not incorporate any fuel or oeanre time optimisation. In addition its
reliance on the behavioural control co-ordinatippraach makes it unsuitable for the TDM.

In a comparable technique to the Potential Funduiethod, Equilibrium Shaping (ES)
has also been applied to formation flying reconfagion manoeuvres (Pettazzi, 1zzo and
Theil, 2006). ES is a behavioural-based approachhich each spacecraft follows a desired
velocity vector that is a sum of three velocity toes that represent different behaviours the
spacecraft is to exhibit; gather (towards a dediaeget), dock (at a desired target) and avoid
(collisions with other satellites). A feedback aohtlaw is used to ensure the spacecraft
follow the desired motion. This method allows thenfation to autonomously perform
reconfiguration manoeuvres in a fully decentraligsesdy with no requirement for an inter-
satellite communications link. Pettazzi, 1zzo anaeil (2006) use Equilibrium Shaping to
execute formation reconfiguration manoeuvres owarr® of coulomb satellites in a relative
dynamic environment characterised by the Clohessishife equations. Though effective
and simple for generating collision-free trajeasriPettazzi, 1zzo and Theil (2006) show no
incorporation of energy or manoeuvre time optimdsatn their work. In addition its reliance
on the behavioural control co-ordination approackes it unsuitable for the TDM.

Genetic algorithm techniques are used by Seereesairal. (2000) to calculate fuel-
optimal collision free trajectories for multi-spacaft reconfiguration manoeuvres. The
spacecraft are governed by free-space dynamics initial and final spacecraft positions
given to the optimiser. The trajectories are patansed by line-of-sight (LOS) and collision
avoidance (CA) velocity components. The LOS is gtraight-line trajectory from initial to
final position and the velocity component is imptrted using a bang-coast-bang thrust
profile (this is analogous to the method in Beard Bladaegh (1999)). The CA component is
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added to the LOS component, perpendicular to thg,L@3ing a bang-bang thrust profile to
accommodate collision avoidance. The objective tionccontains a collision avoidance, path
length, execution time, fuel minimisation and fusglancing terms all scaled by variable
objective weights. The optimisation goal is to fimdlues for the LOS and CA velocity
components that minimise the objective functiongéxetic algorithm is used to solve this
optimisation problem and the results show the &ffeness of the method for reconfiguration
manoeuvres for up to five spacecraft. The paper iatsoduces the concept of using genetic
algorithms and Pareto-optimality to combine mulijextive manoeuvre planning and task
planning.

9.2 Trajectory Design Module

The approaches introduced in the previous subeseaould all be applied to the
problem faced by the TDM. The approach presentetiigichapter however is inspired by
that in Seereeram, et al. (2000) and adapted fodacthe complexities of the DARWIN
mission concept. Major differences of this approszhhat published by Seereeram, et al.
(2000) are highlighted in sub-section 9.2.4.

9.2.1 Model Definition
9.2.1.1 Spatial Geometry

Let Fo be an co-ordinate frame with orthonormal basisarsediy, jo, Ko}, Whereig lies in
the ecliptic plane and points towards the J200@r@al equinoxj lies in the ecliptic plane
normal toip such thatj, =k , xi , andko lies normal to the ecliptic plane in the directmn
the angular momentum vector of the orbit of thetltaround the Surk is designated the
inertial reference frame. Additionally leb; andrs; denote the initial and final position
vectors of spacecraftin Fo respectively, where={BCS,TS1,TS2,TS3nd the spacecraft
trajectory defined as

Niaji =Tri o (9.1)

This can be seen more clearly in Figure 9-2.
9.2.1.2 Model Assumptions

The following assumptions have been made to aidatngimplification:

* The formation is in free space.

» Each spacecraft is modelled as a point mass

» [Each spacecraft has mass that is time-invariant.

» The position of each spacecraft can be determined.
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These assumptions are the same ones used for sit@Pa@ssignment Module (PAM) and
the reasoning behind them has been covered inesilms 8.2.1.3.

io

Figure 9-2 Spatial geometry of the TDM model wititial formation in the triTTN
configuration and final formation in the linTTN

9.2.1.3 Translational and Fuel Dynamics

From these assumptions the translational and fyredrdics for each spacecraft are given by:

. _[au; mf(t)>0
mr; = .

0; otherwise

(9.2)

- :{—yai; mﬁ(t)>0,lui|¢ 0
0; otherwise

wherem is the mass (in kg) of théh spacecrafti; is the acceleration vector Fy (msY), a

is the thrust saturation limit (N is a unit force vector (N){, is the fuel consumption rate
(kgsh), mf is the amount of fuel (kg) ands a proportionality constant

y=Y1.9 (9.3)
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wherels, is the specific impulse of the thruster api the acceleration due to gravity at sea
level.

9.2.1.4 Spacecraft Geometry

The spacecraft geometry is taken from AnkerseQ3RM’Arcio (2005) and Karlsson, et
al. (2004). Lef be an co-ordinate frame with orthonormal basisaredic, ., K¢}, whereic
points along the bore sight of the TS towards t@SEand along the bore sight of the BCS
towards TS1j. lies normal td. such thatj, =k _ xi . andk. points along the bore sight of

the telescope for the TS and normal to the solaelpaf the BCS.F; is designated the
spacecraft reference frame as shown in Figure 9-3.

Figure 9-3 Spacecraft geometry used in the TDM
9.2.2 Trajectory Design Module Optimisation
9.2.2.1 TDM Method

The positions generated by the PAM are based aopamisation routine that assumes
straight-line bang-coast-bang (or bang-bang) ttajexs. Although these trajectories are
optimal they may break collision avoidance or theuplume avoidance constraints. If they
do then they will need to be modified to ensuredatety of the formation manoeuvre. The
goal of the TDM is to find the optimal safe traies from each spacecraft’s initial to final
positions. This is achieved through the method fibldws.

The TDM uses the time-optimal straight-line trégeg calculated by the PAM as a
nominal trajectory that each spacecraft has toWwllAn assessment of each trajectory is
made to check for collision or thruster plume caaist violations. If there are none then the
TDM simply passes this nominal trajectory for Mamae Information Dissemination in the
Separate Modular Manoeuvre Planning Architecturepf&MPA). If proximity violations
are present, the TDM calculates and optimises naj@ctories that are collision and thruster
plume impingement free. To achieve these modifiagt¢tories thrust components are added
so that the spacecraft depart from their nomirggéttories to follow the modified ones.

The PAM uses a bang-coast-bang (or bang-bangsttpbrofile to generate the nominal
trajectory and this thrust occurs parallel to tivection of the trajectory. This is the parallel
thrust componentT . To achieve a departure from the nominal trajgctthre TDM
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implements a thrust component normal to the nomntirzgéctory. This is the perpendicular
thrust componentT . The perpendicular thrust follows two complemeynthang-bang
thrust profiles so that each spacecraft tempordeiaves the nominal trajectory for a set
period of time before returning to it when the dosist violations will no longer occur. The
manoeuvre time remains fixed, as optimised by tA&Pso that each spacecraft reaches
their final positions at the same time.

The thrust profiles used by the TDM can be seeffrigure 9-4 whequper| is the

magnitude of the perpendicular thrust componigpd; is the pulse width of the perpendicular
thrust component arge, is the execution time of the perpendicular thrilise spacecraft and
thrust geometry can be seen in Figure 9-5 wiigkeis the parallel thrust componeiitye is

the perpendicular thrust component afdis an angle from an arbitrary reference axis to
Tper. The magnitude o#r determines the direction dfper Whilst the magnitude oT per
determines how far from the nominal trajectory $pacecraft travels.

A ¢ Nominal # Perpendicular
aQ
t@Pef tmper
(04 -t
7
E ‘Tper
)
(7] - .
3 Time - ltT Time -
0
I-E to tf tper tf
Loper Toper _‘Tper
_a Ll | |-
to

Figure 9-4 Nominal (left) and perpendicular (rigtitjust profiles used by the TDM for
calculating each spacecraft’s trajectory
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o

Figure 9-5 Spacecraft and thrust geometry useldemDM

There is no need to include time optimisationhe TDM since the manoeuvre time
remains fixed by the PAM. Fuel minimising/balanciaghe only concern after the avoidance
criteria are met. The independent variable contéiaements per spacecraft:

* & - the direction of the perpendicular thrust comgr@t. This allows the spacecraft
to depart from the nominal trajectory in any dir@etnormal to it.&r; can therefore
have arange-n< 6, <7.

. |T - the magnitude of the perpendicular thrust comeponThis affects how far

per,i |

from the nominal trajectory the spacecraft traviedsn. |T | can have the range

per,i

0< |T <a where aper, is the perpendicular thrust saturation limit fboe tth

per,i per,i’
spacecraft.

* tuperi- the pulse width of perpendicular thrust compan&his determines how long
the spacecraft departs from the nominal traject@wce four thrust pulses are
required by the perpendicular thrust profile thexgex of values fort.peri IS

t
O<t e szf, wheret; is the manoeuvre duration.

* theri - the execution time of perpendicular thrust compan@his is when the first
perpendicular thrust pulse fires and affects wreomg the nominal trajectory the
avoidance manoeuvre takes place. Since four thputdes are required by the

perpendicular thrust profile the range of values tfer is t, <t < (t, - 4t,,...),

wheretp is the manoeuvre start time.

These four components allow the avoidance manoeti@reoccur in any direction

(perpendicular to the nominal trajectory) and alvasywhere along the nominal trajectory
maximising the optimisation routine’s ability to topise the fuel minimisation/balancing
requirements.
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The cost of the manoeuvre is calculated usindgdth@wing cost function

min' 37336 )+ii3p(i,j)ul} 0.

[ ME- [ ME-

where Jc(i,j) is the collision cost, Equation (9.6)y(i,j) is the plume impingement cost
between thath andjth spacecraft, Equation (9.7 is the fuel cost function used by the
PAM, Equation (9.8), an¥ is the independent variable, Equation (9.5).

Y = {60 [T topers tpers} 1= {1 N} (9.5)
Jc(i,j):{w; I (t)—rj(F)|510m (9.6)
0; otherwise
o0; sin™ ‘ " (1) nom(t)‘}sS
r

ot
Jp(i,j): . ()xr Per(t
AO0JZR0)

0; otherwise
:{iimr(ta)—mf( f) %Mzz\ ol 1)- nj,(ft)‘} o

For Equations (9.5)-(9.8),(t) is the position vector of spacecrafh Fq at timet, r;"°"(t) is
the nominal thrust plume cone direction vectordpacecraff in Fy at timet, r;"*'(t) is the
perpendicular thrust plume cone direction vectorsjpacecraf} in Fo at timet andN is the
number of spacecraft in the formation. Fuel mining#alancing optimisation is achieved
through the modification ofspyw as occurs in the PAM. In Equation (9.8) the finaélf
amountmf(t;) can be found using

)
)

J (9.7)
<5

par | per |

mfi(tf):mf(g)—mF .- mE,, (9.9)
wheremf(to) is the initial fuel amount of thigh spacecraftmFa; is the fuel consumed by
the parallel thrust profile (calculated initially bhe PAM, Equation (8.20)) amdFe,, is the
fuel consumed by the perpendicular thrust prokguation (9.11).

mear,i = 2tmyq (910)
meer,i = 4twper,iyaper,i (911)
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Minimising Equation (9.4) with respect to indepentvariableyY, provides the collision
free plume avoiding trajectories for time minimaidafuel optimal/balanced formation
reconfiguration manoeuvres for the model defined.

9.2.3 Trajectory Design Module Algorithm

The optimisation procedure is summarised in thewflchart in Figure 9-6. The
optimisation routine starts with the output spaa#cinitial and final positions and
manoeuvre duration from the PAM. Also an initiali@ste for the independent vectds, is
set. Next, the positions are tested for proximiiglations. This is achieved through
generating the spacecraft trajectories and theesssg these trajectories segment-by-
segment to check for proximity violations using Btjons (9.6) and (9.7). One hundred
segments per trajectory are examined. If proximibfations are detected at this point then
the independent variabl&, needs to be rejected. A ne¥vis generated and the resulting
trajectories checked for proximity violations. Wham proximity violations are detected fér
then the cost for the manoeuvre is calculated u&iggation (9.8). This cost, and it’s
associated, is stored in the optimisation algorithm’s databasd, assuming the algorithm
termination conditions have not been méts updated and the optimisation process iterates.
When the termination conditions for the optimisat@gorithm have been met the routine
outputs the independent variaMevith the lowest manoeuvre cost associated tosingthis
Y the spacecraft trajectories are re-calculatediagnl passed to the MIDM.

9.2.4 Differences of the TDM to Seereeram’s Method

Although the paper by Seereeram, et al. (2000kafeer abbreviated to SEA, has been
the inspiration for the development of the TDM,rthare a number of significant differences
that have been made to specifically accommodatedhstraints of the DARWIN mission
and improve the optimisation flexibility. The mamilarity between the TDM method and
the SEA method is the use of the perpendicularsthtomponent to execute an avoidance
manoeuvre. However it is the implementation of thisist component that differs between
the two methods.

9.2.4.1 Perpendicular Thrust/Velocity Components

In SEA the avoidance manoeuvre is given by amapéble velocity component normal
to the nominal (line-of-sight) trajectory. This weity component is a 3D vector for each
spacecraft defining the direction and magnitudethed spacecraft's deviation from the
nominal trajectory. The velocity component is exeduatt, using two complementary bang-
bang velocity profiles so that the spacecraft degidrom the nominal trajectory immediately
and does not return unttt. Optimising the perpendicular velocity componeat four
spacecraft requires twelve optimisable parameters.
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Figure 9-6 Data flow schematic for the TDM

The TDM method allows a higher degree of flextgilio be given to the optimisation
algorithm than the SEA method. The direction andymitade of the perpendicular thrust
components are given by an angg; and a scalar|T using only eight optimisable

per,i
parameters for a four spacecraft formation. In @aoldli the timing of the perpendicular thrust
is not restricted to an execution timeteind a pulse width of, /4. This addition gives the

optimisation algorithm more flexibility to optimisthe fuel consumption/balancing but at a
cost of requiring the number of optimisable pararseto increase from 12 in SEA to sixteen
for the TDM.
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9.2.4.2 Nominal Thrust/Velocity Components

In SEA the nominal velocity component is also @atiroisable parameter. This not only
increases the number of optimisable parameterseobbjective function by twelve but also
requires an addition term in the cost functionlifsen ‘execution time penalty’. Since the
nominal velocity component determines the duratiore of each spacecraft’'s manoeuvre
this additional term is required to minimise thiamoeuvre time. In addition, the individual
spacecraft manoeuvre times are independent of etdr and so the total time for the
formation to perform the manoeuvre is much moreadyic.

In the TDM method, the nominal thrust componerfixed by the PAM and so the total
formation manoeuvre duration is fixed, forcing thanoeuvre to be executed as quickly as
possible. This is the most desirable situationesimanoeuvre duration optimisation is a key
requirement for the manoeuvre planning algorithnueDio this requirement no extra
optimisable parameters are required leaving thebeuraf parameters for the TDM constant
at sixteen. Though no direct comparison has beeaterttee SEA method uses 24 optimisable
parameters for an undesirably more time flexiblenogauvre and will therefore require more
time and processing power to reach a solution.

9.3Analysis

9.3.1 Analysis Setup

For all the manoeuvres generated in this sectienféllowing initial parameters were
used:

i={BCS T3, T, T$
{1100,900,900, 99 kg
{6.0,6.0,6.0, 6JamN
3306

10,10,10,1pmN

m
a
|

aper, i

The mass data is representative of the estimatessenaof each spacecraft type in the
DARWIN mission(Karlsson, et al. 2004)nd the thruster saturation data and thruster fspeci
impulse describe a thruster configuration using Rti€-10 FEEP thruster (D’Arcio, 2005).
The TDM routine was written and executed within MASB® and the initial optimisation
performed using the Mesh Adaptive Direct Search A — Pattern Search (PS) algorithm
found within the Genetic Algorithm and Direct Sdafolbox (GADS).

9.3.2 Example Manoeuvre

The example TDM manoeuvre uses the followingahéind final positions ifr:
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50 0 50 -50 0 -5
45 45 0 -45-45 0
ry = , e = (9.12)
0 -3 -35 0 35 35
0 0 -100 0 0 10

The nominal manoeuvre to attain these final passtisom these initial positions involve all
the spacecraft colliding at point (0,0,0) halfwdyough the manoeuvre (as in Figure 9-7
(upper)). The resulting manoeuvre calculated byTib® to include collision avoidance of
10m and plume avoidance of 5° is shown in Figure(®wer). This manoeuvre is performed

with f4o, =0 and mf (t,)={4.8,4.7,4.9,4.85kg. In the trajectory plots the spacecraft

initial positions are denoted by open circle$ &nd the final positions by closed circleg.(

The manoeuvre shows the flexibility the input pagéenY gives to the optimisation
algorithm. During the manoeuvre all the spacecpdtform different sized avoidance
manoeuvres of differing lengths and at differemhes with the net result that all the
spacecraft achieve their desired positions witlv@alating any of the avoidance constraints.

9.3.2.1 Spacecraft Separations in the Example Manoeuvre

The spacecraft separations for this manoeuvrstayen in Figure 9-8 plotted using 100
time steps. The upper chart shows the separatibea wo avoidance is activated (Figure 9-7
(upper) trajectories) and the lower chart show $keearations with avoidance activated
(Figure 9-7 (lower) trajectories). The lower chelearly shows that none of the spacecraft
break the 10m collision violation. The chart alsophasises the fuel optimisation at work
since all the spacecraft separations become lass tbm sometime during the manoeuvre
with the closest separation just tenths of a mélira greater than the 10m limit. This shows
the optimiser is trying to reduce fuel consumption getting the spacecraft as close as
possible without violating the collision rules.

9.3.2.2 Thrust Plume Separations in the Example Manoeuvre

The separation angles of each spacecraft’'s norfiN@h) and perpendicular (Per) thrust
plumes and the other spacecraft in the formati@ given in Figure 9-9. The individual
charts show the separation angles between the gpéite thrust plumes and the other
spacecraft in the formation for the BCS (uppen)JeiS1 (upper right), TS2 (lower left) and
TS3 (lower right). The four charts in Figure 9-@anly show the bang-coast-bang nature for
the nominal thrust. For the BCS, TS1 and TS2 thainal thrust is not activated during the
middle of the manoeuvre and so the nominal threggaisation angles are not present. For TS3
however the nominal thrust is following a bang-bgngfile since this spacecraft is the one
that takes longest to complete its manoeuvre. B8 the nominal thrust separation angles
remain for the entire manoeuvre duration.
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Figure 9-7 TDM example manoeuvre. No avoidancevaied (upper) and avoidance
activated (lower). The lower chart shows the avoigetrajectories taken by each spacecraft
to avoid the planned collision demonstrated inupper chart.
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Figure 9-8 Spacecraft separations for the TDM exam@anoeuvre. No avoidance activated
(upper) and avoidance activated (lower). The lostart shows how close the spacecraft
separations come to violating the 10m limit indicgtthat the TDM is good at optimising for
fuel minimal trajectories.

The perpendicular thrusts that generate the amoalananoeuvres can also be seen in
Figure 9-9. Here the thrusts are following two céimpntary bang-bang profiles. Large
changes in the perpendicular thrust separatioreargn be observed on all the charts. This
is due to the perpendicular thrust direction chagdiy 180° at time§,per and 3t,per. For all
the 24 possible plume impingement violations, Feg@t9 shows that none of them occur and
the nearest any thrust plume gets to hitting amatpacecraft is ~11° (TS3-BCS nominal).
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Figure 9-9 Thrust separation angles for the examplel manoeuvre from BCS thrust
plumes (upper left), TS1 thrust plumes (upper )ighs2 thrust plumes (lower left), TS3
thrust plumes (lower right)

9.3.2.3 Manoeuvre Data for the Example Manoeuvre

The input parameter data for the example manoesvgeven in Table 9-1. The thrust
directions, magnitudes and timings for each spadeal fall within the ranges specified in
section 3.2.1.

Table 9-1 Optimised input data to produce the exam@anoeuvre

6C) |l MN) | a(S) | 1,0(5)
BCS 171 2.4 2173 966
TS1 53 4.0 1775 851
TS2 104 1.0 2406 799
TS3 84 2.0 2148 547

9.3.3 Optimisation Issues within the Trajectory Design Malule

The example manoeuvre given in the previous sedsothe result of a number of
refinements and modifications that had to be imgas® the optimisation procedure. These
changes and their consequences to the optimalityeof DM are detailed in this sub-section.
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9.3.3.1 Limitations of the Pattern Search Optimisation Altjon

As detailed in sub-section 4.4.2.2 the Patterrc®ePS) algorithm generates a mesh in
the solution space from a vector of initial inpargmeters. If any of the mesh points contain
a solution lower than the initial solution then thext iteration generates a mesh using the
input parameters that generated the lower solulidrawever the initial solution remains the
lowest solution then the next iteration generates mesh from the same initial input
parameter but using a smaller mesh. For the TDMe#sgest initial input parameter is for all

the components of the vect¥rto be zero, i.eY, ={0,...,0 . This will return the cost as

infinity ( J, =) since the manoeuvre constraints (Equation (Shéjax Equation (9.7)) will

have been breached. Due to the complexity of tisé famction and the number of elements
in the independent variable it is highly unlikelyat any of the mesh points in the PS
algorithm will find solutions other than infinity lwen this value ofYy is used. Since no
smaller solution is found, the PS algorithm itesatath the sameyy but using a smaller
mesh. This iteration likewise returns a value dihity for all the mesh points and the process
is repeated in an ‘infinity-loop’. The algorithm evually terminates when the mesh size
reaches its tolerance value. The net result ofrti@thod is no change in the solution given by
Yo with all the manoeuvre violations still in plade.tests with the example manoeuvre this is
the case 100% of the time.

The solution for this problem is simple. The TDBing the PS algorithm needs a viable
input parameter (i.e. one where no manoeuvre vooiatexist) to start correctly. This viable
input parameter is found by including an algorittanfind a viable independent variable. The
function, dubbed TDM_findx0, does this by randomly generating within the range
constraints for each component and testing for maw@ violations. Figure 9-10 shows a
histogram detailing the number of iterations of #@M objective function using random
input variables is required for a viable solutiom be found for 1000 repetitions of
‘TDM_findx0. The mean number of iterations required is ~68 &igure 9-10 shows that
~80% of all the viable solutions are found withi@Oliterations of the objective function.
Every iteration of the TDM objective function take44 ms to complete sGDM_findx0 is
capable of finding viable solutions to the manoeudianning problem within a few seconds.
Using the function TDM_findxO0 to find the initial input parametey, for the PS algorithm
allows the optimisation algorithm to avoid the imfy-loop.’
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Figure 9-10 Histogram showing the number of iteradirequired by functionfDM_findx0
to find a solution to the manoeuvre planning proble

Using the TDM_findxO function to find a viableYy is a successful way to start the PS
algorithm however it raises further issues with nla¢ure of the TDM solution-space that the
PS algorithm cannot resolve. Analysis shows that dqmality of the results of the PS
algorithm is highly dependent on the values ofitfitgal independent variabl,.

Figure 9-11 shows the optimised input parametersfdur separate PS optimisations
using the example manoeuvre initial conditions amedndom initial input parameter for each
optimisation. Each diagram is a radar plot of fixéeen input parameters as the vertices. The
shape of the plots can be used to compare the awnf® of one input parameter with
another. The vertices have been group normalisedhance the visual aspect of the plot but
the numerical values shown are the actual valueth® input parameters. The vertices are

read clockwise starting at the ‘12 o'clock’ positiwith &, ,, then &, , etc. in the order of

components of independent variabeEquation (9.5). The associated cost for eacthef t
four optimisations is given below each radar plot.

From the shape of the plots it is clear that edifferent optimisation of the TDM with a
random Yy using the PS algorithm gives very different saos with very different
associated costs. This indicates that the solatidhe TDM using the PS algorithm is highly
dependent on the initial independent variable uséging the function TDM_findx0 to
randomly findY, suggests that every time the TDM is run with thes initial conditions the
PS algorithm will be unlikely to replicate resuitem a previous iteration.

Figure 9-12 shows radar plots of the optimiseduinparameters for three PS
optimisations using the example manoeuvre initiahditions and a fixed initial input
parameter. The upper left plot in Figure 9-12 shiwesfixedY, used and its associated cost.
Costs for the other three optimisations are givetow each of the plots. The three
optimisations yield results that are not identitaleach other due to the tolerances and
randomisations present within the PS optimisatigordhm. However the similarity of the
three solutions is evident from the shape of tloésphnd the numerical values associated with
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each individual element of. This indicates that the PS algorithm can repdicaisults if ¢

fixed Yy is used.
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Figure 9-12Radar plots of three PS optimised manoeuvres ukagxample manoeuv

initial conditions with fixed initial input parametYy,. The similarities in the shape of t

plots indicate that the PA algorithm with the TDRIst function is greatly affected Ithe
initial input variables and unable to escape frooal minima in the solutic-space.

The necessity for theTDM_findx(C function and the data shown Figure 9-11 and
Figure 9-12lead to some interesting conclusions about theactenistics of the solutic-
space of the TDM objective functicand the PS optimisation algorithms effectivenes
optimise within that solutiospac. These are as follows:

1. The solutionspace of the TDM objective function resembles doumi ‘sheet’ of

solutions that violate the manoeuvre avoidanceraitpunctuaid by multiple loca
minima representing viable solutio
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2. The TDM_findx0 function randomly finds a solution within the initty of one of
these local minima and the PS algorithm optimikas $olution to approach the actual
value of the local minimum.

3. Due to the size of the solution-space the PS dhguaris highly unlikely to be able to
escape from the local minimum initially defined Yayand thus is unable to find better
local minima solutions or the global minimum withire solution-space

The inability of the PS algorithm to escape thealominimum defined byy, affects its
usefulness as the optimisation algorithm to be dieethe TDM. There is of course always a
random chance thaTDM_findx0’ placesY, within the vicinity of the global minimum but
with the likely thousands of local minima availakie chances are very low.

9.3.3.2 Using a Genetic Algorithm to Optimise the Trajegtbresign Module

Since the PS algorithm is unable to effectivelyimse the TDM objective function
another optimisation method needs to be considdiee.Genetic Algorithm (GA) is better
suited to optimising the more complex types of otiye function typified by the TDM as it
uses multiple, distributed, simultaneous solutitmexplore the solution-space. Specifically,
where the PS algorithm gets trapped in a local mumn defined by the initial input
parameteryp, the GA starts with multiple, distributedys, dubbed the ‘initial population’.
The GA is able to search much more extensivelyratdbe solution-space and has a higher
probability of finding the global minimum of the jelstive function. There is no way of
knowing whether the GA has found the global minimbut as long as it consistently finds
better solutions than the PS algorithm it is wadhsidering as an alternative.

Sub-section 4.4.4.1 gives detailed explanatioto d®w the GA works. For this analysis,
two parameters specifically were chosen to be tuned

» Initial Population Size — the number of individualsed to search the solution space
with. The larger the initial population size the negrocessor intensive and time
consuming the optimisation but the higher likelitlaaf finding the globally optimal
solution. The initial population itself is calcutat using successive iterations of the
function TDM_findx0, thus all initial individuals are viable solutie of the
objective function and do not violate any manoewamestraints.

» Crossover Fraction — the fraction of the popula{ioot including elite children) that
evolve by crossover (as opposed to mutation). Tgtenal value of this depends on
the properties of the solution-space.

Population size analysis for the GA algorithm gsine TDM-objective function can be
seen in Figure 9-13. The data is produced by runtiie GA with variable population size
using the initial conditions of the example manaeuand a crossover fraction of 0.2. The
filled diamonds represent the data points while gbkd line represents the mean over 10
iterations. Figure 9-13 shows that, as expecterpgitimised cost decreases with increasing
population size however for population sizes gretitan ~100 there is little gain compared
with the extra time required to achieve optimiseldigons.
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Figure 9-13 Population size analysis for the GAwtiite TDM objective function. The chart
shows that the cost decreases with increasing pbpulsize but that decrease slows as
population size increases.
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Figure 9-14 Crossover fraction analysis for the With the TDM objective function. The
chart shows a slight decrease of cost with incngasiossover fraction with a minimum
observed at 0.8.

Crossover fraction analysis for the GA using ti&MFobjective function can be seen in
Figure 9-14. The data is produced by running thev@t variable crossover fraction using
the initial conditions of the example manoeuvre andinitial population size of 100. The
filled diamonds represent the data points while gbkd line represents the mean over 10
iterations. The data in Figure 9-14 is highly spreat over all crossover fraction values
however the mean data does show a slight decneasst as the crossover fraction increases.
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Due to the spread of the values it is reasonablprésume that for the TDM objecti
function the value of the crossover fraction makesreal diference to the minimum cc
found by the GA.
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Figure 9-15Radar plots of four GA optimised manoeuvres usimg éxample manoeuv
initial conditions with random initial populatiolhe differences in the shapes indicate
stochastic nature of the GA but the similaritiedha shapes indicate that the GA ide to
consistently find good values for some of the ingetnents

Radar plots of four GA optimised manoeuvres usimg e€xample manoeuvre initi
conditions with a random initial population are wimoin Figure 9-15 Populations of 10
individuals were used with a crossover fractionOd. The four plots show the optimis
independent variable and associated costs. Iroatl fplots these values . different. This
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emphasises the random nature of both the funcTDM_findx0 and the GA. An interestin
point to note however is that the GA solution inpatameters have similarities especially

the values of .., andt, ;. So although the initial populations «different for each plot the

GA is finding that certain values ct andt__ . yield solutions with the lowest cost. Tt

per, i per,i
result was not obserdevhilst using the PS algorithm with randYgs.
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Figure 9-16Radar plots of four GA optimised manoeuvres usiregexample manoeuv
initial conditions with a fixed initial populatiohe differences in the shapes of the p
indicate that the GA is able to escape local minawen when the initial populationthe
same between iterations.
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Figure 9-16 shows radar plots of four GA optimisednoeuvres using the example
manoeuvre initial conditions but the same initiapplation of 100 individuals and a
crossover fraction of 0.8. Again the plots all lodikferent emphasising the GAs ability to
search though many more solutions and not be effeby the individuals in the initial
population. This result is the reverse of thattfer PS algorithm with fixedy where all the
results are very similar to each other due to tiability of the PS to escape local minima
(Figure 9-12).

9.3.3.3 Comparing the Genetic Algorithm with the Pattega®h Algorithm

The associated costs given in Figure 9-11, Figut@, Figure 9-15 and Figure 9-16 give
a small measure of comparison regarding the alofitgach optimisation algorithm to find
low cost solutions to the example problem. Thegerés show that both algorithms are
comparable in this task however the size of the d&tt to too small to make any firm
judgements. A larger data set can be found in Tédde

The data in Table 9-2 is generated using 100titer® of TDM using the example
manoeuvre for the initial conditions. The colummathed ‘Random’ shows the mean cost and
mean calculation time when no optimisation algonitis used and the manoeuvre input
parameters are found simply from the functi®®M_findx0. The columns headed ‘PS’ and
‘GA’ show the mean cost and mean calculation tirsegithe Pattern Search algorithm and
the Genetic Algorithm respectively whilst the colurheaded ‘GA+Grad’ shows the data
where the GA is used to find a solution and thegraalient-based optimisation algorithm is
used to search the local solution-space to findeernptimal solutioh. The data show that
on average compared with the selection of a ransiolotion all the optimisation algorithm
choices are capable of finding more optimal sohgiand therefore it is worth spending the
extra calculation time required to find these sohd. The optimisation algorithm showing
the lowest mean cost is the ‘GA+Grad’ algorithmth&lugh this algorithm takes the longest
time to find a solution a calculation time lessntHeD min using the reference hardware is
acceptable for the TDM. Obviously, calculation timelependent on the system the TDM is
run on but if necessary the GA or PS algorithm ddu¢ used with only a small loss in
optimisation performance. For all analysis on tiMrthat follows for the rest of the chapter
the ‘GA+Grad’ algorithm is used.

Table 9-2 Comparison of different optimisation nueth using the example manoeuvre with
the TDM objective function

Over 100 iterations: Random PS GA GA + Grad
Mean Cost 0.010377 0.007354 0.006813 0.006788
Mean Calc Time (sec) 1.289 75.715 353.141 433.55

" This gradient based algorithm is thimincon algorithm from MATLAB’s Optimisation Toolbox.
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9.3.4 Analysis of DARWIN-like Manoeuvres

The example manoeuvre used in the previous suiessds not a manoeuvre that a
DARWIN formation would make. In this sub-sectioretperformance of the TDM when
optimising DARWIN-like manoeuvres will be analysed.

9.3.4.1 Trajectory Design Module Usage

The TDM is designed to generate collision free phuine impingement free trajectories
between the spacecraft initial and final positiomgtimised by the PAM. Trajectory
optimisation by the TDM however may not be necegs#aihe straight line trajectories used
by the PAM are manoeuvre violation free. With awawide criteria fixed at <10m for
collisions and <5° for plume impingement 200 PAMimpsed manoeuvres were examined
for manoeuvre violations, 100 of these manoeuvresewoptimised for fuel minimising
(upav=0) and 100 for fuel balancingigan=0.6). The data shows that the TDM is required to
optimise the trajectories for ~10% of all PAM opitsied manoeuvres whepan=0 and 44%
of all PAM optimised manoeuvres whempan=0.6. The higher occurrence of manoeuvre
violations for fuel balancing optimisation is reddtto the increase in trajectory distances for
fuel balancing manoeuvres thus a higher risk ofistoh and/or plume impingement. This
data is beneficial for a number of reasons:

* It justifies the usage of the TDM for manoeuvre nplimg of DARWIN-like
manoeuvres

* The majority of manoeuvre plans will be performadc@er since the TDM is not
required

* The majority of manoeuvre plans will remain fuel&recing optimal since the TDM is
not required

9.3.4.2 Example Trajectory Optimisation on a DARWIN-like Nzeuvre

An example of a TDM optimisation of a DARWIN-likmanoeuvre can be seen in Figure
9-17. The manoeuvre involves a formation retarget4b° but remaining in the linTTN
configuration. The final spacecraft positions weptimised by the PAM for fuel balancing

(Mpav=0.6) with initial fuel distribution mf (t,)={4.8,4.7,4.9,4.86kg. For the TDM the

same initial parameters are used as in sub-se@tih, the avoidance criteria remain at 10m
and 5° and the TDM is set to optimise for fuel mirsing {1rpm=0). The collision violations
occur between TS1-TS2 and TS2-TS3.

The optimised independent variabl¥, to generate the collision-free formation
manoeuvre in Figure 9-17 is shown in Table 9-3. aheidance manoeuvres are performed
by TS1 and TS2. Though the optimisation algorithas lallocated values for the input
parameters for the BCS and TS3 their affect onmthaoeuvre itself is negligible since the
allocated thrust,|Tper , Is below the set thrust resolution (1mN) and sadgistered as

|T = 0 within the algorithm.

per
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Table 9-3 Optimised input data to obtain the TDMimfsation of the PAM optimised

manoeuvre
& (°) Tee (MN) Coper (S) Loer (5)
BCS -59 0.9 559 948
TS1 97 5.5 1257 660
TS2 171 4.9 1319 338
TS3 177 0.6 3 714

9.3.4.3 Fuel Minimising and Fuel Balancing Performance

As well as generating spacecraft trajectories #natcollision and plume impingement
free the TDM cost function, Equations (9.4) and)9.also includes a ternp{pm) that can
be set to optimise the trajectories for fuel mirmimg or fuel balancing. This means that
although the final spacecraft positions are optaiby the PAM for fuel minimisation or
fuel balancing, the avoidance trajectories can bésoptimised for the same properties.
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Figure 9-17 Example of TDM optimisation of a PAMtiopised manoeuvre. No avoidance
(upper left), avoidance activated (upper right) anoidance spacecraft separations (lower
left), avoidance activated spacecraft separatilowgef right)
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Using the 10 PAM optimised manoeuvres wiian=0 that incurred manoeuvre
violations (from sub-section 9.3.4.1) Figure 9-W8npares the fuel usage and fuel balancing
for TDM optimised trajectories of those PAM manoes/ The charts show the data for the
PAM optimisation (i.e. the trajectories with manweu violations), data for TDM
optimisation for fuel minimising(tpm=0) and data for TDM optimisation for fuel balancing
(Urom=0.6). A value ofpupu=0.6 for fuel balancing was chosen since in Chafted.6 is
identified as giving maximum fuel balancing returB&nce the fuel optimisation part of the
TDM cost function is practically identical to thé\® cost function it is likely thatirpy=0.6
gives the same results asaw=0.6 does for the PAMA more in-depth analysis qirpm
follows in sub-section 9.3.4.4.

The upper chart in Figure 9-18 shows the fuel esdEgach manoeuvre. As expected the
TDM optimisation causes the spacecraft to consuroeerfuel since they are performing
avoidance manoeuvres that remove them from the man{PAM optimised) trajectory.
When the TDM is set for fuel minimising the averagerease in fuel consumption is ~40%
whilst when set for fuel balancing the averageease is ~294%. The lower chart in Figure
9-18 shows the sum of the fuel differences for @aahoeuvre. When the TDM is set for fuel
minimising the sum of the fuel differences increafy, on average, ~0.25% for all the
manoeuvres observed but when the TDM is set fol lhadancing the sum of the fuel
differences decreases by ~1.25% on average. Saughhthe TDM is able to perform fuel
balancing folupav=0 manoeuvres it does this at a very high cost df fue

Using 10 of the 44 PAM optimised manoeuvres Wighy=0.6 that incurred manoeuvre
violations (from sub-section 9.3.4.1) Figure 9-D8npares the fuel usage and fuel balancing
for TDM optimised trajectories of those PAM manoess The charts show the data for the
PAM optimisation, data for TDM optimisation for fuminimising (rpu=0) and data for
TDM optimisation for fuel balancingugpom=0.6). As in Figure 9-18 the fuel usage data
shows an increase in fuel consumption for TDM ojged manoeuvres. When the TDM is
set for fuel minimising the fuel consumption ingea by, on average, ~50% over all 44
manoeuvres observed. When set for fuel balanciagull consumption is ~157% greater.
The fuel balancing data is shown in the lower ciaftigure 9-19. The general decreasing
trend reflects the fact that the PAM data was gaedrusing a tour of manoeuvres, however
it is the comparison of the performance of the TDptimised trajectories with the PAM
optimised ones that is of interest here. When tB&Tis set for fuel minimising the data
show that the sum of the fuel differences is somesi greater and sometimes less than the
PAM optimised value. Averaged out over the 44 mamoes examined gives an average
decrease in the sum of the fuel differences of %0.®/hen set for fuel balancing however
the TDM always finds trajectories that decreasestima of the fuel differences for a ~1.6%
increase in fuel balancing. Again the TDM is capabf generating trajectories that fuel
balance better than those generated by the TDNhleuuel cost remains high.
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Figure 9-18 Fuel usage data (upper) and fuel balgrdata (lower) for 10 TDM optimised
trajectories for PAM optimised manoeuvres withw=0. The charts show how much extra
fuel is required by the TDM for avoidance manoesward the effect of the fuel balancing of
the formation. For a fuel balancing TDM the fueldming achieved is minimal with respect

to the fuel consumed.
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Figure 9-19 Fuel usage data (upper) and fuel balgrdata (lower) for 10 TDM optimised
trajectories with for PAM optimised manoeuvres wity=0.6. The charts show how much
extra fuel is required by the TDM for avoidance weuvres and the effect of the fuel
balancing of the formation. For a fuel balancingM he fuel balancing achieved is minimal
with respect to the fuel consumed.
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9.3.4.4 Analysingutpwm

The performance analysis from the previous subieseased a value qfrpv=0.6 for the
fuel balancing element. As for the PAM howevers thiel balancing term can take any value
and the fuel balancing performance of the algoriteraffected. Figure 9-20 shows how the
total fuel consumption and the sum of the fuel edéhces varies for a TDM optimised
manoeuvre with different values qfrpm. The top two charts are for ongav=0.0
manoeuvre whilst the lower charts are for ep&y=0.6 manoeuvre. For both manoeuvres
the initial conditions remain the same as in prasisections and the initial fuel distribution

is un-balanced witmf (t,) ={4.8,4.7,4.9,4.8pkg.
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Figure 9-2Qurpw analysis. Total fuel consumed and sum of thedifedrences for a
Hpav=0.0 manoeuvre (top left and top right) and total fehsumed and sum of the fuel
differences for upan=0.6 manoeuvre (lower left and lower right). The chatisw great
similarities to those on Chapter 8 (Figure 8-13)gasting the TDM cost function returns
similar (4, performance ags,,,, does for the PAM cost function.

Although the charts in Figure 9-20 only repred®rd separate manoeuvres they show a
direct analogy with the charts generated for theyamns ofupam in Chapter 8. The effective
range ofrpm appears to b@®.1< /£, <1 where fuel consumption changes and sum of the

fuel differences changes are at their greatestvany little change is observed outside this
range. These similarities with theaw analysis indicate that the TDM fuel cost equation,
Equation (9.8), creates a similar cost topograplithimv the local minima in the TDM
solution-space to the cost topography for the PANutson-space. This is to be expected
since the equations are in essence identical. Withassumption in place it is inferred that
for maximum fuel balancing within the TDM).5< f4,, < 0.7.

9.3.5 Trajectory Design Module Analysis Conclusions

The analysis of the operation and performancenef®DM has revealed a number of
important issues which are summarised below:

* The TDM is not required to find the trajectories &l PAM optimised manoeuvres,
however it is required for ~10% of all fuel mininmg PAM manoeuvres and ~44%
of all fuel balancing PAM manoeuvres.
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* Due to the complexity of the cost function, the TDMeds to utilise a population-
based optimisation algorithm (like a genetic alton) that uses multiple distributed
solutions whilst searching the solution-space. Tiwvitably increases the computing
resources required to run the algorithm. The bedibpmance is found by using the
Genetic Algorithm followed by a gradient-based osiation algorithm.

* Maximum fuel minimisation is achieved whamp=0.0 (as expected) and maximum
fuel balancing wheptpyv=0.6.

* With prpv=0.0 for fuel minimising the TDM typically finds trajéaries that on
average use ~40% more fuel for fuel minimising PAMnoeuvres and ~50% more
fuel for fuel balancing PAM manoeuvres. The inceeas the sum of the fuel
differences for both types of PAM optimised manaeus in the region of ~0.3% on
average.

* With purpw=0.6 for fuel balancing the TDM typically finds trajectes that on average
use ~150% more fuel for fuel minimising PAM mano@svand ~300% more fuel for
fuel balancing PAM manoeuvres. The decrease irstine of the fuel differences for
both types of PAM optimised manoeuvre is in theae@f ~1.5% on average.

* For fuel balancing PAM optimised manoeuvres thaltdtiel consumption is on
average >70% more than the equivalent fuel minichis&anoeuvre (see Chapter 8).
Using upm=0.6 to perform further fuel balancing on the formatisnmpractical due
to the considerable amount of fuel required to @@usd the relatively small increase
in fuel balancing that will be achieved. Therefai@ minimise the extra amount of
fuel the avoidance manoeuvres require (and achemall fuel balancing penalty) it
is suggested that for all TDM optimised manoeuyrgs, should be set to zero. This
modifies (and simplifies) Equation (9.8) to:

n

3= (1 ()% (t)) (9.13)

9.4 Future Work

The Trajectory Design Module (TDM) introduced imst chapter presents a good way to
include collision and thrusters plume impingemevidance into the manoeuvre planning
for the Separate Modular Manoeuvre Planning Architee (SepM-MPA). The TDM is not
without its limitations however. This sub-sectiogtalls these limitations and suggests a few
ways to overcome them that can be included asdwtork.

9.4.1 Solution-Space Limitations

As detailed in sub-sections 9.2.2.1 and 9.3.3€l gblution-space of the TDM cost
function, Equations (9.4) to (9.8), resembles daumi ‘sheet’ of unviable solutions (with a
cost J, =) punctuated with viable solutions that conformtite proximity constraints of
the manoeuvre. The nature of this solution-span#dithe effectiveness of the Pattern Search
(PS) optimisation algorithm as it is unable to geckbcal minima. The solution for this is to
adopt a Genetic Algorithm (GA), with an initial pdation of 100 viable solutions, as it is
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able to search the solution-space more effectividig. initial population of solutions is found
by a function TDM_findx0 that used random values for the independent bkesaelements
to build up the required population size.

During the course of the analysis of the TDM allpon it was found that in certain
circumstances the functiomDM_findx0 was unable to find any viable solutions to the
optimisation problem. Without an initial populatithe GA was unable to execute. This was
observed most keenly for manoeuvres where a foomatconfiguration is required (i.e.
from linTTN to triTTN and vice-versa) with only aeky small angular retarget. In this
manoeuvre the Beam Combiner Spacecraft (BCS) arldsdape Spacecraft 1 (TS1)
effectively swap positions within the formation i collision proximity violation triggered.
In this situation there are relatively few independvariablesy, that provide the required
avoidance manoeuvre since the proximity violatisrsd® severe. The random nature of the
‘TDM_findx0 function has very little chance of finding them & time acceptable for the
optimisation.

One way to avoid this is to change the topologthefsolution space so that the infinities
are removed. This can be achieved by removing ¢lision avoidance and thrusters plume
impingement terms from the cost function in instéacuding them as constraints to the
optimisation algorithm. This can be realised byngiag the TDM cost function equation
(9.4) to

3, =min{3,} (9.14)

effectively making it the same cost function asdubg the PAM. The avoidance parameters
can then be realised as optimisation constraints

|ri (t)-r, (t)|s10m (9.15)

for the collision avoidance cost and
<5 (9.16)

for the thruster plume avoidance cost. Not only Maihis remove the infinities from the
solution-space, thus smoothing it out, it wouldbaddlow for simpler optimisation algorithm
to be employed, thus speeding up the optimisaiia.t

9.4.2 Alternative Trajectory Generation Methods

There are a large number of other ways in whiah dkioidance trajectories could be
planned each with their advantages and disadvastager the TDM method described in
sub-section 9.2. One of these is simply to chahgeiming of the nominal thrust pulses for
each spacecraft so that the avoidance criterianate This would be a very simple task to
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achieve and removes the complexity of adding amfthii thrust components to each
spacecraft’'s manoeuvre. The disadvantage of tlusoaph however would be the increase of
the formation manoeuvre time. As time optimalityaikey requirement for the manoeuvre
planning this trajectory generation method is Rgtable.

Assuming the manoeuvre time calculated by the R&\M remain constant other ways to
generate the avoidance manoeuvres involve vargmtonthe thrust profile chosen. One way
could be to use two complimentary bang-coast-bangst profiles as in Figure 9-21 (left).
Another could be to use multiple complimentary baagg avoidance thrust profiles as in
Figure 9-21 (right). The alternative thrust prddilshown in Figure 9-21 require additional
optimisable parameters to utilise the increase amaruvre flexibility that they provide. The
TDM method uses four parameters and with four spaéein the DARWIN fleet this gives a
total of sixteen optimisable parameters for thenigation routine to use. This already poses
a complex combinatorial optimisation problem. Useither of the alternative thrust profiles
increases the number of optimisable parameterssjperecraft) and therefore increases the
complexity of the optimisation problem. To solvéstmore complex problem would require
increased processing capacity and more calculdie and these requirements could be
disadvantageous for an autonomous onboard manoplameing algorithm.
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Figure 9-21 Alternative thrust profiles: complimant bang-coast-bang (left) and multiple
complimentary bang-bang (right)

A final avoidance trajectory generation methodctmsider would be removing the
constraint that the avoidance thrust be normahe¢ontominal trajectory. This would allow the
optimisation algorithm to choose any direction wtthich to point the avoidance thrust.
Whilst this adds a great deal of flexibility to thessible avoidance manoeuvres it increases
the complexity of the knowledge required to exet¢hemanoeuvre. A much more accurate
model of the spacecraft would be required. Evemughdirection chosen would have a
different magnitude of thrust available due to p@cement of thrusters around the body of
the spacecraft. Furthermore, this is coupled whih iteduction in the availability of thrust
when the nominal thruster firings are occurringea these additional spatial and temporal
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complexities, the constraint of only using an awaoick thrust normal to the nominal
trajectory has been placed.

9.5 Chapter Summary

This chapter dealt with the requirements for tin@j@ctory Assignment Module (TDM),
its implementation, its output and limitations. Té¢teapter began by introducing the TDM'’s
position within the Separate Modular Manoeuvre Rilag Architecture (SepM-MPA) and
the proximity constraints that the TDM is desigrtedeliminate. This was followed by a
review of the literature pertaining to this problefme review introduced a number of novel
ways of incorporating avoidance criteria into mange planning problems and highlighted
the complexity of the methods required to solves¢hissues.

The TDM algorithm was developed using the iniiatl PAM optimised final spacecraft
positions as boundary conditions for the spacetrajgctories. It was shown how the TDM
assesses the PAM trajectories for proximity violasi and executes a trajectory design
algorithm should violations exist. This algorithmtionises the size and timings of avoidance
manoeuvres for each spacecraft. In addition thedi@ry design algorithm was able to
optimise for fuel management in a similar way t@ tRAM. An example manoeuvre
demonstrated how the TDM was able to find optimadl @afe formation reconfiguration
trajectories for extreme initial conditions simungt multiple collisions.

Analysis of the use of the PatternSearch (PS)huogdition algorithm within the TDM
revealed that its output was not reliably optimissstd depended highly on the initial
conditions input to the algorithm. This was duethe complex nature of the TDM cost
function. It was shown that an algorithm such as @enetic Algorithm (GA) was better at
finding more optimal solutions than the PS and lgas constrained by the initial conditions
imposed on the algorithm. This was due to the padmri-based nature of the GA that allows
it to search the solution-space more effectivegntithe PS. The only drawback to the GA
was the increased calculation time required to fndolution. This calculation time was
deemed suitable however for use within the SepM-MPA

Analysis of the TDM on DARWIN-like manoeuvres shemhthat there was an up to 44%
chance that a PAM optimised manoeuvre would requrther optimisation by the TDM
depending on the nature of the PAM optimisation.a@arage the TDM required the use of
less than 50% extra fuel (over the PAM optimiseti@pto execute collision and thruster
plume avoidance manoeuvres. Analysis of the atiégtrpy on the algorithm performance
showed a similar response psav for the PAM however the fuel penalty involved when
Mrom#0 discouraged its use as a way to perform fuel baigrfor the trajectories.

The final part of this chapter introduced and dssed a few future work concepts that
could be applied to the TDM. A limitation with theature of the TDM cost function was
raised that was shown to prevent an initial popaafor the GA from being generated for
certain initial and final spacecraft position conmddions. It was suggested that removing the
infinity cost for proximity violations and reprederg the control of those violation as
constraints within the optimisation problem woulckatly simplify the cost function and
‘smooth-out’ the solution space. A number of alé&tive trajectory generation methods were
also introduced but many involved a more complesigiethan that of the TDM.
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The TDM represents one way optimising the spadedrajectories between PAM
optimised spacecraft positions. The TDM integratesl into the SepM-MAP from sub-
section 6.4 and represents the final optimisationdufe within the reconfiguration
manoeuvre planning section of the Architecture. fidlewing chapter describes the station-

keeping manoeuvre planning section within the S&pRA data flow, the Station-keeping
Module (SKM).
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10. STATION-KEEPING MODULE

The inclusion of the L.dynamic environment within the Separate Modulambtuver
Planning Architecture (SepM-MPA) is provided by thation-keeping Module (SKM). The
goal of the SKM is to decide whether it is necegsamperform a station-keeping manoeuvre
as part of the upcoming reconfiguration phase &ndgoi optimally plan the required
manoeuvre. The position of the SKM within the SepRA is given in Figure 10-1.

On-board mission (1) Science Operations Current
__’ .
catalogue Module formation
configuration

Ground station
ranging

A
equired formation
configuration

<R
(3) Position

Assignment Module

v
(2) Station-keeping Required positions and
Module manoeuvre time
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(4) Trajectory Design
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Manoeuvre Information
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Beam Combiner Telescope Telescope Telescope
Spacecraft Spacecraft 1| |Spacecraft 2| |Spacecraft 3

Figure 10-1 Separate Modular Manoeuvre Plannindniféegcture (SepM-MPA) reproduced
from Figure 6-10

There is a requirement for all spacecraft wherdhery operate to perform periodic
station-keeping manoeuvres to ensure they follosvtthjectories designed for the mission.
This is due to the differences of the dynamic emwinent as modelled to generate the
reference trajectories and the real dynamic enwent experienced by the spacecraft. These
differences manifest themselves as disturbancdsrémge from natural disturbances like
varying gravitational effects, varying solar radat pressure and random micrometeor
impacts, to spacecraft-made disturbances like ladosal and attitude manoeuvres. If
periodic corrections are not made to counter thdisturbances then the spacecraft may
deviate so far from their reference trajectory (Rt it becomes impossible to perform the
mission or successfully return to the RT with teenaining amount of fuel on board. In this
chapter the station-keeping requirements for thdRDAN mission will be introduced and a
method introduced to include this station-keepisgpart of a unified manoeuvre planning
architecture.
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10.1 Station-Keeping at Libration Points

As mentioned in Chapter 2, the DARWIN mission dasiequires the formation to be
placed at the Llibration point of the Sun/Earth system for a nembf operational reasons.
In this sub-section a description of the libratpoints will be given and a number of methods
for station-keeping at the libration points will im¢roduced.

10.1.1 The Libration Points

The libration points (or Lagrange points) are rnfestations of the simplified dynamics of
the three-body problem. The three-body problemriless the dynamics of an infinitesimally
small object within the gravitation field of two mriu larger gravitating objects and is most
often viewed as a spacecraft within the gravitatidields of the Sun and Earth or the Earth
and the Moon. If the two larger bodies are consé@ito orbit each other in circular orbits
then the problem is called the Circular Restriciélee-Body Problem (CR3BP) whilst the
Elliptical Restricted Three-Body Problem (ER3BP)ci&es the dynamics when the two
massive bodies orbit in elliptical orbits. A comle@lerivation of the CR3BP and the ER3BP
can be found in Wie (1998) and will not be repraetbbere. However, salient equations will
be used to illustrate the phenomena of the libngbioints.

Within the CR3BP two massive primaries orbit eather with a constant angular
velocity

n=.,G(M,+M,)/D? (10.2)

with M; andM,, representing the masses of the primaiBethe gravitational constant amd
the distance between the primaries. The co-ordsytem for the CR3BP can be found in
Figure 10-2.

Y

D

Figure 10-2 The Circular Restricted Three-Body Ryob(reproduced from Wie, 1998)
whereM; andM are the primary and secondary masses and thecsptigem.
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The non-linear dynamics of the spacecraft can lienras

(1=p)(X-p) _p(X+1-p)

X-2Y- X=- -
re ry
L 1-0)Y oY
Y+2X-Y= —%—p—s (10.2)
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where R=X+Y + X is the position vector of the spacecraft from sigstem origin with
the system rotating with angular velociy ,

p=M,/(M,+M,) (10.3)
SNCEEN RS (10.4)
r2:\/(x +D,) +Y?+ 22 (10.5)

These equations of motion are non-dimensionalisedhat time is in units ofl/n and

distances are in units Bf.

Equilibrium between the gravitational forces ahe tentrifugal forces acting on the
spacecraft is found when the derivatives in Equiatid.0.2) are equal to zero. This leads to a
set of quintic equations, the solutions of whichegihe locations of the equilibrium positions
within the CR3BP (Roberts, 2005). These locatiaesshown in the rotating frame in Figure
10-3. Ly, L, and Ls are called the collinear libration points and shew-ordinates within the
rotation frame o = 0 andZ = 0. L4 and L5 are dubbed the equilateral libratiom{soand
share the propert)R,| =|R,| =1 (in units ofD).

Linearising the equations of motion about anyta libration points and performing a
linear stability analysis shows that the equildtérh and L5 points are stable whilst the
collinear, L, L, and L libration points are unstable. This is also iltagtd in Figure 10-3
with the equipotential contours providing a two-dimsional ‘map’ of the potential field in
the CR3BP. The blue arrows represent directionsaséasing potential whilst the red arrows
represent directions of decreasing potential. Filmshnequipotential contour plot it is clear to
see the potential wells surrounding the equilatébahtion points allowing uncontrolled
objects to remain near those libration points.tRercollinear libration points however Figure
10-3 shows saddle points preventing uncontrollegat® from maintaining positions near
these points. Though the collinear libration poiate unstable it has been shown that there
exist semi-stable trajectories within the CR3BPt tAbow objects to remain within the
vicinity of a libration point for long periods ointe (Wie, 1998). Expanding the complexity
of the problem to the ER3BP still reveals the exise of the libration points however in this
model the locations of these points are dynamidiwithe rotating frame whereas in the
CRS3BP they are static (Wie, 1998).
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Figure 10-3 The Iibation points of the Sun — EkMkho system in the rotating frame
(WMAP website, 2009). The collinear points, L, and L are dynamically unstable whilst
the triangular points, 4and Ls, are dynamically stable.

10.1.2 Motion about the Collinear Libration Points

Continuing the linear analysis of the CR3BP al@atllinear libration point it is possible
to find a £' order solution to the equations of motion thatdoice a quasi-periodic trajectory
(called a Lissajous trajectory) about the libragmmint. The solution (Wie, 1998) found is

x(t) =-Asina,t
y(t) =—A cosa,t (10.6)
z(t) = Asinw,t

wherex, y andz are the spacecraft position components relatitbedibration point at time
t, A, Ay andA; are the amplitudes of the trajectony, is the in-plane frequency and the
out-of-plane frequency. Equations (10.6) give gettary about L in the Sun/Earth-Moon
system as shown in Figure 10-4. The star represiemgsosition of L in the rotating system.

10.1.3 Reference Trajectory Generation

The libration points only exist within the matheroal confines of the CR3BP and the
ER3BP in which natural bound motion about the oelir libration points can be calculated.
In reality, any spacecraft in these regions of sp@e subject to gravitation forces from not
only the Sun and Earth but also the moon and qilzarets as well. Spacecraft will also be
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perturbed by solar radiation pressure (SRP) aner attore random variations such as micro-
meteor impacts (Grun, et al. 1985 and Smith, e2@0D4). The dynamic environment in the
vicinity of where the libration points are in th&R@BP is however unique and can be utilised
to create real halo and Lissajous trajectoriessfiacecraft using low-thrust station-keeping
techniques.
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Figure 10-4 Lissajous trajectory aroungl(ktar) in the Sun/Earth-Moon system calculated
using the equations of motion of the CR3BP lineatigbout the collinear libration point,
Equation (10.6), for a Z-amplitude trajectory oDBBkm.

The reference trajectory (RT) for libration pomissions is a pre-planned trajectory that
is used as a guide for the positioning of the spadethroughout the mission. Perturbations
due to gravitational effects, SRP etc... will des@ the spacecraft from this trajectory.
Depending on the requirements of the mission taeegraft may have to track the RT tightly
or the spacecraft may be allowed to drift away fittve RT with loose tracking. Regardless
of the type of station-keeping required the RTnsiraportant part of the mission planning
and station-keeping strategy. Consequently overydeas there have been a number of
methods developed to generate reference trajestitréed are as close as possible to the actual
motion the spacecraft will experience at the lilamtpoint. Increased accuracy leads to a
reduction in the total amount &V required to maintain the trajectory and therefare
reduction in mission cost.
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The easiest reference trajectories to generatéhase using the first order solutions of
the CR3BP linearised at the libration point, Equadi (10.6). From these solutions it is
possible to create Lissajous and halo-type orbibsired a libration point. These solutions
though do not present very practical referencet®rfor real-world applications as the
assumptions made to generate them are numerousngsa a relatively large\V required
to track the trajectory. Much work therefore hasgmto generating more accurate nominal
trajectories.
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Figure 10-5 Halo trajectory around in the Sun/Earth-Moon system (star) calculatedgisi
the method in Richardson (1980a) for a Z-amplitdgectory of 25000km.

It is possible to get a more precise analytic@resentation of periodic orbits using
equations derived by Richardson (1980a). From #ggrangian formulation of the non-linear
eqguations of motion of the CR3BP at the librati@mnp a Lindstedt-Poincare method is used
to find a third-order analytical solution that puags closed ‘halo’-type orbits. An example of
this type of RT can be seen in Figure 10-5. Thegedtary is generated around in the
Sun/Earth-Moon system for a Z-amplitude of 250,6@0 and one orbit of the trajectory
takes ~6 months. The Richardson method is usedetoved reference trajectories by
Campbell, Zanon and Kulkarni (2004) and Kulkarngangpbell and Dullerud (2006) and
provides the starting point for the derivation onfamalytical solution to the relative spacecraft
dynamics at b (Segerman and Zedd, 2003). The results Richarpsblished however have
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been found to contain minor errors (Thurman andfillgl 1996). Another semi-analytical
method for computing halo orbits can be found im&et al (1987).

Owing to the lack of accuracy available using giiedl methods, a number of techniques
for generating libration point orbits using numatimethods have emerged. A popular way
of achieving this was devised by Howell and Perai¢k988). Target points along the orbit
(every half orbit) are selected from a third ord@ealytical solution. Trajectory segments
between target points are found by integratingibrelinear equations of the CR3BP for half
an orbit and then differentially correcting thetili velocity components until the integration
and target points spatially meet. When put togetineise segments create a trajectory that is
continuous in position but discontinuous in velp@it the target points. To reduce th¢ at
each target point the target positions and segtimas are corrected iteratively until tA¥/s
are below some threshold value. The new trajecegments are patched together to
essentially give a trajectory that is continuoudath position and velocity. This method is
used by Xin, Balakrishnan and Pernicka (2004), soax;| Pernicka and Balakrishnan (2004)
and Pernicka, Carlson and Balakrishnan (2006) tmpcte nominal trajectories in the
CR3BP and modified by Sengupta and Vadali (200€otmpute a nominal trajectory in the
ER3BP. A similar method by Thurman and Wolfolk (69% used by Junge, et al. (2002) to
search for halo orbits that induce only small pdrtions on satellite formations to facilitate
a low-energy formation-keeping strategy. This mdtltomputes closed ‘halo’-type orbits
around the libration point.

Further accuracy in the calculation of nominajetttories about the libration point has
been found using ephemeris files. Hamilton, Fotlid &arpenter (2002) describe a system
that uses ephemeris files to generate Lissajojectosies taking into account gravitational
perturbations caused by the moon and other platieseffects of eccentricity and solar
radiation pressure. Similarly, Folta et al. (2004 a comparable system to generate an L
reference halo orbit for formation control design.

10.1.4 Station-keeping Techniques

The RT for a libration point mission is an essantequirement to ensure the spacecraft
perform their observations over a long period afetiusing a minimal amount of fuel. In
order to remain on the RT however libration poipaeecraft are required to periodically
perform manoeuvres to compensate for disturbancestd the space environment and
spacecraft operations. These manoeuvres are -caligiibn-keeping manoeuvres. For
formation flying missions it is essential to di#etiate between station-keeping and
formation-keeping. Station-keeping involves mansesuvo correct the spacecraft position
relative to a RT (i.e. a position outside the fotior®. Formation-keeping involves
manoeuvres to correct the spacecraft positioniveléd a position within the formation. This
distinction is required to avoid confusion betwafierent manoeuvre types in formation
flying missions.

10.1.4.1Past and Present Missions

In 1978 the first libration point mission was ttherd International Sun-Earth Explorer
(ISEE-3). Its mission at the Sun-Earth L1 point tképin a halo orbit for nearly 4-years
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before it was re-tasked to examine the tail of do@iacobini-Zinner. The RT was designed
using a semi-analytical technique by Richardso@(Qb9 to create a halo orbit with an out-of-
plane amplitude of 120,000km. Station-keeping mawms were performed every 2-3
months to ensure the spacecraft remained in theityioof the RT. Factors affecting the
selection of the date of the manoeuvre included ¢ost, duration of coast periods and
required proximity of the trajectory with respeatthe reference orbit (Farquhar et al, 1980).

The Solar Heliospheric Observatory (SOHO) becangesecond L1 mission in 1996.
The nominal orbit is the same as that for ISEE-Bilbthe opposite direction. SOHO uses an
orbital energy balancing technique. Station-keepmmgnoeuvres are performed along the
direction of Sun-Earth line to either increase ecreéase the spacecraft’'s orbital energy. This
allows SOHO to maintain a Lissajous trajectory elts (but not tracking) the RT designed
(Dunham and Roberts, 2001). At the time of writifgOQHO is still operational and
maintaining its orbit at the L1 point.

Subsequent missions, the Advanced CompositiondEsp(ACE) in 1997 (Dunham and
Roberts, 2001), the Microwave Anisotropy Probe (MA® 2001 (Rohrbaugh and Schiff,
2002) and Genesis in 2001 (Williams et al, 2000)ehased similar approaches to that of
SOHO in station-keeping planning, design and execufhe nominal trajectory is designed
prior to the mission using a number different atiedy or numerical methods as outlined in
section 10.1.3. During the mission, the stationpkeg manoeuvres are planned using a
targeting method. The two most common targetinghoast are the Target Point strategy
(Howell and Pernicka, 1993) and the Floquet Moder@gch (Gomez et al, 1998) and both
provide discrete impulsive manoeuvre strategies. maAnoeuvre is executed at the calculated
time, in the calculated direction and for the clted duration. The spacecraft orbit is then
tracked and the results used to plan the nexbst&geping manoeuvre.

10.1.4.2Proposed Station-keeping Methods for Future Mission

With the on-going success of the libration poinssions described above there has been
an increase in the number of mission concepts basé#ue collinear libration points in the
Sun/Earth-Moon system, most notably &.g. Planck (ESA Planck website, 2009), Herschel
(ESA Herschel website, 2009) and the James WebbeSpelescope (JWST) (ESA JWST
website, 2009). This has lead to increased actiwvitghe design of control systems for
libration point station-keeping tasks.

Linear Quadratic Regulator (LQR) control for statkeeping at the Earth-Moon point
is derived in Wie (1998). The first-order solutitmthe equations of motion of the CR3BP
linearised at the 4 point are used to calculate a reference Lissajoajectory and a
continuous linear time-invariant (LTI) LQR contreil based on the same dynamics is
successfully implemented. A similar controller farSun-Earth & mission is described in
Hamilton and Folta (2002). Here the RT is produasithg ephemeris files but the controller
is designed using the dynamics of the CR3BP lisedriat the 4 point. The designed
controller is of the Linear Quadratic Gaussian-t{f@G) and is successfully demonstrated
using a discrete linear time-varying dynamics matautput from the same program that
computes the reference orbit, in a full ephemergleh Roberts (2005) also derives LQR
control for L, station-keeping.
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In their 2004 paper, Acikmese et al. (2004) presenombined control architecture for
station-keeping, formation-keeping and attitude tcnfor the L, Earth Atmosphere
Observatory. The separate control tasks are desélomlependently from each other using
ephemeris file dynamics that include the Sun, Eantbon and solar radiation pressure. For
translational motion feed-forward control is useal dffset known perturbations e.g.
gravitational, coriolis and solar radiation presst@iorces. Then precise station-keeping is
provided by a Proportional-Integral-Derivative (BIDcontroller. The controller is
successfully demonstrated in an ephemeris modeiwirlg an unspecified trajectory at the
Sun-Earth kL point with zero mean white Gaussian noise addedhéostates and state
estimation achieved through linear Kalman filters.

A non-linear station-keeping control algorithmpiesented by Wong and Kapila (2003).
They use the non-linear dynamics of the CR3BP egaet relative to the Sun-Earth point
to design a trajectory-tracking controller. Thejectory derived is a Lyapunov orbit (a
periodic orbit in the Sun-Earth orbital plane abautibration point) using the technique
presented by Thurman and Wolfolk (1996). The ftdkes feedback controller is derived
using a “Lyapunov-type design” and successfully lempented in the non-linear dynamics
model of the Sun-Earth system.

Kulkarni, Campbell and Dullerud (2006) use an Ebntrol approach to tackle the
station-keeping problem around halo orbits in tHe3BP. The controller is designed by
considering the halo orbit tracking problem as afestabilizing a discrete linear time-
varying (LTV) system. Using techniques developedamother paper, the controller is
designed using the equations of motion linearised discretised about the reference halo
orbit. Here the third-order analytical method otlRirdson (1980a) at the L1 point of the
Sun-Earth system is used as the RT. The contrisllsuccessfully demonstrated in a non-
linear model of the CR3BP and includes perturbatidoe to eccentricity and the moon’s
gravity, sensor noise and thruster limitations.

Optimal control methods are used by Rahmani, daldiPourtakdoust (2003) to derive a
station-keeping controller in the CR3BP. The refieesorbit is found using the method by
Gomez et al. (2001). The control acceleration isutated using an “iterative numerical
technique” called the variation of extremals. Thesigned controller is successfully
implemented in a non-linear dynamics model of tiR8BP around the Sun-Earth L1 point.

10.2Reference Trajectory for the Station-keeping Module

Mission requirements for DARWIN state that thenfiation must remain within the
vicinity of the L, point in the Sun/Earth-Moon system. The missigelitdoes not require
any special reference trajectory (RT) and so onstrha generated that can be used within
the Station-keeping Module (SKM). A number of diffiet techniques were used to generate
the RT for the SKM. Figure 10-4 shows Lissajougettory generated using the method
described in Wie (1998) and Figure 10-5 shows a Haljectory (of the same Z-amplitude)
generated using the method in Richardson (1980anyMf the station-keeping methods
described in section 10.1.4 however require morurate reference trajectories to ensure
they can generate station-keeping manoeuvres Heathe least amount of fuel as possible.
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One of the more robust and popular is the numenezhod devised by Howell and Pernicka
(1988) and it is this method that was adoptedtierS8KM RT.

10.2.1 Numerical Reference Trajectory Generation

The method for generating accurate referencectjes by Howell and Pernicka (1998)
is reproduced in this sub-section for clarity. Otllg necessary equations and techniques are
given but the full derivation is given in the pagowell and Pernicka, 1998).

The equations of motion used are equivalent tontihrelinear equations of motion within
the CR3BP, as in Equations (10.2), but written asigd derivatives of the pseudo-potential,
U:

X —oy=9Y

X
yi2x=9Y (10.7)

oY

50U

oz

where R=X+Y + X is the position vector of the spacecraft from sigstem origin with
the system is rotating with angular velocitk

X?+Y? -
02! ), 4=p) 0 (10.8)
2 d r
d :\/(X +p)2+ Y2+ 72 (20.9)
r=J(X -1+ p)? +Y?+ 22 (10.10)

and p is the non-dimensionalised mass of the smallengmy, Equation (10.3). Using the
column matrix

x=[X,Y,z, X,V 2 (10.11)
the method also utilises the state transition mab(t,t,) where
d(ty,t,) = | (10.12)
and

do(t,b) _

— AN D(Lt,) (10.13)
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HereA(t) is defined as

0 0 0 1 0 0
0 0 0O 0 10
A(t) = 0 0 0 0 01 (10.14)
Uy Uy, U, 0 2 0
Uy U, U, 2 0 0
Uy U, U, 0 0 0

whereUxyx represents the second partial derivative) afith respect to, etc...

In order to generate the RT using the numericahotkit is necessary to find target
points that act as initial guesses of the six dsmaral statex, at various points along the
trajectory. These target points are extracted faoralytical solutions to the CR3BP. Howell
and Pernicka (1998) describe a number of diffeegratlytical approaches that can be used,
including the first-order approach (Wie, 1997), lmpt for a more accurate third-order
analytical method (Richardson and Cary, 1975) toegate target points from a 200,000km
Lissajous trajectory at L1 in the Sun/Earth-Moosteyn. The method is a two level iterative
process and is described in the following sub-eastin more detail.

10.2.1.1Numerical Reference Trajectory Generation — Stage 1

In this first stage trajectory segments betweea thrget points are generated by
integrating the state vector between the targentpoiThese trajectory segments are then
patched together using a process of differentiatections to create a trajectory that is
continuous in position but, subsequently, discardurs in velocity at the patched points.

Figure 10-6 shows an illustrative example of tagg@nts and their respective trajectory
segments. The first trajectory segment starts atpgoi and ends at point ‘p’ whilst the
second trajectory segment starts at point ‘p’ amdseat point ‘f’. The first trajectory segment
is found by numerically integrating the initial s&gavectorx, from timet, to t, to the point
‘p+". The positions ‘p’ and ‘g do not coincide since the Lissajous trajectorydnd ‘p’ were
extracted from does not actually exist in the naedr CR3BP. A differential corrections
procedure is used to change the velocity at ‘o’ gmedsegment duration (- t,) so that ‘p’

and ‘p’ coincide within some small tolerance.
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O f

Figure 10-6 Target points (o, p, p* and f) anddctpry segment examples used for the
reference trajectory generation by Howell and Ré@an(1998). ThedV, represents the
velocity difference between segment 1 (from o tamqj segment 2 (from p to f).

This is achieved using the equation
u=L(LYb (10.15)

whereb is the difference in position between ‘p’ and’,p

b=[5X,.3Y,52,] (10.16)
(D14 (DlS cD16 X

L=|®,, &, P, Y (10.17)
CI)34 q)35 CD36 Z

and o describes the size of correction in position aghsent duration to make
0=|0X,,0Y,02,5(t, - to)}T (10.18)

The segment integration is restartedtatwith the new velocity and segment duration
components and this process continues until thegigop-’ is equal to the position ‘p’. The
new segment, from, to X; is generated in a similar manner with the velocibynponents

X,,Y, and Z_ and the segment duratidft, -t,) differentially corrected to ensure the

trajectory passes through the position ‘f'. The twajectory segments are patched together to
give a trajectory that is continuous in positiort discontinuous in velocity at position ‘p’.
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This position is called the manoeuvre point andaaoeuvre ofAv, is required to ensure the
trajectory can be accurately followed.

10.2.1.2Numerical Reference Trajectory Generation — Stage 2

In the second stage of the RT generation metheddlal is to reduce the size of the
at the manoeuvre point to below some tolerableevtilus giving a resulting trajectory that is
continuous in both position and velocity. To ackigkis, the positions ‘0’, ‘p’, and ‘f" and
the segment durationgt, -t,) and (tf —tp) are differentially corrected. Defining the

following vectors
r=[X,v, 7’
. . . T
[X.Y,Z] (10.19)

(%Y, 2]

\Y

a

and the state transition matrix sub-divided intarf8x3 sub-matrices

o(t,.t,) :{Apf BP‘} (10.20)

P! Cx Dy
the necessary changes in target point positiorsagohent duration can be found using
sh=-M(MMT) Ay, (10.21)
where dh is a vector describing the necessary changes.
Sh=[dr,,dt,,dr .0t ,.& 0t ] (10.22)
and
M=[M, M M, M M M, ] (10.23)

where

205



STATION-KEEPING MODULE

M, =D,,B A - C_,

po— po’ ‘po

M, =a_~D,Bv

po~poY

M, =DyiByr = DB (10.24)
M

=D B -D By, .+a_.-a_
P p pr=pr=p p p
— -1

M _Cpf - Dpf Bpf A&uf

po ™~ po
— -1 _
M, =D,B,v . -a_

t

In Equations (10.24) the subscripf * denotes conditions at ‘p’ on segment two integgdat
backwards from ‘f whilst the subscripp” denotes conditions at ‘p’ on segment one
integrated forwards from ‘0’ (as calculated durstgge one).

Once a new set of target positions and segmeittidas, oh, has been computed the
entire process is repeated. Using the néhw stage one is run again to find a trajectory
continuous in position. This time however the résglAv, should be much smaller than that

found in the first iteration. This whole procediseepeated untilv, is reduced to within an

acceptable tolerance. At the end of the entirege®cthe resulting trajectory is one that is in
essence continuous in both position and velocity.

10.2.2 Computing the Reference Trajectory

The RT for use within the SKM was to be computsohg the method introduced above
in sub-section 10.2.1. The target points were et@chfrom a trajectory computed using the
third-order analytical method by Richardson (1980#)s trajectory is generated at &f the
Sun/Earth-Moon system withZzamplitude of 300,000 km. The trajectory is showrkigure
10-7 along with the positions of the four targeing® (#). The origin of the co-ordinate
system is the Sun. The positions and times ofdlget points are given in Table 10-1. Two
of the target points (1 and 3) represent the pohre the trajectory crosses the X-Y plane
and the other two target points (2 and 4) repredenmaximum and minimurgd-extent of
the trajectory (respectively).

Unfortunately this is as far into the RT genenatmrocess that can be reported in this
thesis. The author did write the software to geteettze RT for the SKM however was unable
to debug and validate it to produce a suitable BTfdrther analysis. Furthermore, as an
accurate RT is an essential element for the stkie@ping method adopted for the SKM no
further coding work has been achieved on the SKke Temaining sub-sections in this
chapter describe the proposed station-keeping rdethd the architecture for how the SKM
is envisioned to work.
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Figure 10-7 Extracted target points from a 300,K@0Z-amplitude trajectory in the
Sun/Earth-Moon system used for the reference t@jggeneration.

Table 10-1 Positions and times of the target paisel for the reference trajectory

generation
Target Point 1 2 3 4
Time (s) 5.531x10 9.953x16 1.437x10 1.766x10
X (km) 1.509x168 1.513x16 1.509x16 1.513x16
Y (km) -7.020x16 0.012x16 7.020x16 0.185x16
Z (km) 0 2.787x10 0 -2.254x16

10.3 Station-keeping Method for the Station-keeping Modie

The mission requirements for DARWIN, as well as sygecifying a particular trajectory
for the formation to follow, also do not stipuldtew well the formation should track the
reference trajectory (RT). A more simpler stati@eging approach therefore can be adopted
than those introduced in sub-section 10.1.4.2 usioglern control theory since they are
designed to be fuel optimal, accurate referenagking controllers. The method adopted for
the Station-keeping Module (SKM) is simpler, hagrbe@sed in real missions, and is called
the Target Point Strategy (TPS).

10.3.1 The Target Point Strategy

The station-keeping method by Howell and Perni@@03) is reproduced in this sub-
section for clarity. Only the necessary equationd #&echniques are given but the full
derivation is given in the paper (Howell and Pekaicl993). The goal of the TPS is to keep
the spacecraft close to the RT. This is achieveautih the derivation of a cost function that
is minimised to find a manoeuv®/ at a particular timeto, which allows the spacecraft
trajectory to remain within accepted bounds offfie The cost function is defined as

J=AVQAvV+ g Rp+ ¥y Rw p Spr v, Sv pTp Ly
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where AV is the corrective manoeuvre at tinig, The vectorsp;, p. and ps represent the
expected deviations of the spacecraft position ftoedRT at future timeg, t, andts. The
vectorsvy, Vv, andvs represent the expected deviations of the spatealaicity from the RT
at the same times. These expected deviations teeemeed from the projected spacecraft
trajectory to the RT if no station-keeping manoeuig performed. Selection of the future
times, or target points, are deemed arbitrary. I§ina Equation (10.25) the matrice3, R,
R, S S, T andT, are 3x3 weighting matrices witQ defined as symmetric positive definite
and the others positive semi-definite.

The optimal control input is found through the mirsation of the cost function

argminJ (10.26)
and this is determined through the linear equation

av=-[Q+B,RB+ B,SB+ B TB+ BRRr DS BTG
(BLRB,+ B, SBy+ B, TB# D,RD# D,SDy B,TO, y| (1027)
+(BLRA.+ BoSAvt By TA+ DRGH DSG BTG

where the state transition matrix of the RT is duhded to give

_| Ao Bo
‘D(tk’t"){qo ij (10.28)

for target pointd, t; andts. v is the velocity difference relative to the nomimalocity atty
and likewisepp is the position difference db. The calculation of thé\V assumes that
execution of the manoeuvre is instantaneots at

Howell and Pernicka (1993) also state a numbecawistraints that must be satisfied
before the station-keeping manoeuvre be computderaecuted:

* increasing magnitude of position deviation overgim
* position deviation greater than a defined minimuwewiation
» elapsed time from previous manoeuvre greater trgefiaed minimum duration

* magnitude of the computed manoeuvre is greaterdahdafined minimum manoeuvre
magnitude

The implementation of these constraints prevente®sive and continual computation of
station-keeping manoeuvres and prevents the exacofi frequent small manoeuvres that
may be of the same order of magnitude as the mamn@euwrors.
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10.4 Station-keeping Module Approach

The goal of the Station-keeping Module (SKM) is decide whether the upcoming
reconfiguration phase is optimal to include a etakkeeping manoeuvre with respect the
future reconfiguration phases. These reconfigunapbases are calculated by the Science
Operations Module (SOM) and extracted from therogtitour that is output. With both the
reference trajectory (RT) generation and the stateeping methods defined this section
describes how the SKM is envisioned to work.

A schematic of the data flow for the SKM is givenFigure 10-8. In-line with the
manoeuvre execution constraints detailed in subeset0.3.1, the SKM is not executed if;

1. The Beam Combiner Spacecraft (BCS) trajectory afd g®sition deviation is
decreasing

2. The BCS trajectory and RT position deviation isslédkan a defined minimum
deviation and

3. The time from a previous station-keeping manoeu@ss than a defined minimum
duration

The BCS is selected as the reference vehicle ®S#M calculations as it is this spacecraft
that will actually be performing the station-keepimanoeuvre as planned. The other
spacecraft in the formation then simply track thasifpon of the BCS and manoeuvre
accordingly to maintain their relative positionsitivno SKM available the author has been
unable to analyse how the definition of the minimdaviation and the minimum duration
affect the results of the module. From the literatbowever, a minimum station-keeping
manoeuvre separation of 90 days and position dewmiaf 5 km are reasonable values to use
for the RT given (Dunham and Roberts, 2001 and Bakgh and Schiff, 2002).

The main input for the SKM is the optimal tour geated by the SOM. The tour contains
the observation duration for each task scheduledsarthe SKM can easily determine when
each reconfiguration phase within the tour will wccrhe core of the SKM is the FOR loop
(Figure 10-8) that sequentially selects the begignof every reconfiguration phase for
analysis. The beginning of the reconfiguration phlascomes, and the algorithm progresses
to select the target pointg t, andts. Howell and Pernicka (1993) describe the seleatibn
the target points as ‘arbitrary’ however selectpaints very far apart (in time) is likely to
reduce the accuracy of the calcula®d The RT (at least the initial Richardson trajegtor
from Figure 10-7) has a period of ~280 days andegmarating the target points by 30 days
encompasses almost half the desired trajectory dach station-keeping manoeuvre
calculation. Unfortunately, with no working SKM peerform analysis on there is no way to
ascertain how the target point temporal separatifiects the magnitude of resulting
manoeuvre.

209



STATION-KEEPING MODULE

I?anglng Data Optimal Tour
fom Ground from the SOM
Station
Check SKM IF conditions not met
execution
conditions

IF conditions met v

FOR
All reconfiguration
phases in the tour

v

Select target
points, t, to, t3

A

v

L2 Calculate po, p1, Select next
Dynamics » | p2, pzand v, vy, reconfiguration
Model Vo, V3 phase in tour

r'Y

Calculate State
Transition Matrix
for t;, t, and t3

\ 4

Calculate optimal
AV IF any
reconfiguration
phases remain
to be analysed

Store SK
manoeuvre

IF all reconfiguration
phases have been analysed

IF selected manoeuvre is ¥ IF selected manoeuvre is

in next manoeuvre phase . not in next manoeuvre
Select optimal phase

manoeuvre

v v
OUTPUT OUTPUT
Selected manoeuvre No manoeuvre
to MID module to MID module

Figure 10-8 Schematic of the Station-keeping Module

Once the target points have been selected, the step is to calculate the projected
deviations from the RT the BCS will have if no manere is performed ath. These
deviations are the vectops, p, andps andvs, v, andvs, Equation (10.25). Also required are
the expected deviationpg(andvp) at the manoeuvre execution tintg).(The position and
velocity deviations are calculated by integratimg tcurrent BCS trajectory using an L
dynamics model. The most appropriate implementatiotine L, dynamics is the non-linear
model used to generate the RT, Equation (10.7).clinent BCS trajectory can be found by
using a combination of the most recent ranging ttata the ground station, the dynamics
model and factoring in any BCS manoeuvres that leeeeirred since the last ranging data
was received. Once the deviations at the targettpbiave been calculated the next step is to
calculate the state transition matrix of the RTeath of the target points and finally the
optimal AV for execution at timéy, Equation (10.27). At this stage the FOR loop enibk
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the calculated manoeuvre being stored and a marmdéorthe next reconfiguration phase
generated.

Once all the reconfiguration phases within the tuave had station-keeping manoeuvres
calculated for them the final stage of the SKMoise¢lect the optimal manoeuvre for the tour.
This selection follows a two-stage process. Fillsihe manoeuvres are screened in line with
the last of the manoeuvre execution constraintaileet previously in Howell and Pernicka
(1993). Manoeuvres are removed from the list if thagnitude is less than a defined
minimum manoeuvre magnitude. With no SKM implemdritee author is unable to analyse
the affect on the results this minimum magnitudé have however from the literature a
magnitude of 10 cnis appears a reasonable choice (Dunham and Robdtd, and
Rohrbaugh and Schiff, 2002). The second stage ® 3K manoeuvre selection simply
involves choosing the manoeuvre from the remaisilgction with the lowegtV associated
with it. If the selected manoeuvre is due for exiecuat the next reconfiguration phase of the
mission then the manoeuvre data is passed for Man@énformation Dissemination (MID)
and released to the formation when required. If ¢b&ected manoeuvre is not due for
execution in the next reconfiguration phase thensflected manoeuvre is discarded and no
information is passed for MID.

10.5 Future Work

The Station-keeping Module (SKM) presented in ttispter provides a method for
including the station-keeping manoeuvre requiresi@nb the manoeuvre planning strategy
for the DARWIN mission. Unfortunately due to timenstraints imposed on this research
project the SKM remains very much a concept. Tdigedhe full potential of the Separate
Modular Manoeuvre Planning Architecture (SepM-MR#&)t necessary for the SKM to be
completed.

There are a number of steps that must be takeratise the implementation of the SKM
within the SepM-MPA:

1. The reference trajectory (RF) around must be generated. It is essential for the
chosen station-keeping approach that the RF cantagsition, velocity and state
transition matrix (STM) information. This can beufa using the method developed
by Howell and Pernicka (1998) and summarised insmadtion 10.2.1.

2. An L, dynamics model must be created. For the Targett trategy (TPS) station-
keeping method it is necessary to integrate thediay forward in time to extract
trajectory position, velocity and STM informatioh the selected target points. The
suggested model is the non-linear Circular Restlidthree Body Problem (CR3BP),
Equation (10.2).

3. The Target Point Strategy (TPS) for station-keepmgst be coded. This is the
method devised by Howell and Pernicka (1993) anehnsarised in sub-section
10.3.1. This algorithm should include target paatection and output an optimised
station-keepin@\V for any execution time and 3 target point combora

4. The SKM requires coding as per sub-section 10.4s fhkeds to include the SKM
execution conditions, the TPS, manoeuvre storagd aranoeuvre selection
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algorithms. Once implemented the SKM should (if éxecution conditions are met)
plan a station-keeping manoeuvre for every recondiion phase in the SOM
optimised tour, select the optimal station-keepimanoeuvre and pass the manoeuvre
for Manoeuvre Information Dissemination (MID) if itoincides with the next
reconfiguration phase.

As well as implementing the SKM within the SepM-MRAalysis needs to be performed so
that the frequency of execution of the SKM is opgiea. The expected time required to
calculate the optimal station-keeping manoeuvreaioy given tour will affect how much
time is available to the SOM for its calculationtbé tour. The more times the SKM is called
during the mission the less time the SOM has toegda tours. This will affect the
performance of the observation schedule for thesioms The frequency of execution of the
SKM is determined by the SKM execution conditiosgggested values of >90 days between
station-keeping manoeuvres or a minimum trajecteyiation of 5 km or a minimum
station-keepind\V of 50 cms' are given in sub-section 10.4). Analysis of theseditions is
required to optimise the frequency of SKM executionensure minimal station-keeping
manoeuvré\V whilst maximising calculation time for the SOM.

10.6 Chapter Summary

This chapter dealt with the requirements for thati@n-keeping Module (SKM), its
implementation and limitations. The chapter begaimbroducing the SKM’s position within
the Separate Modular Manoeuvre Planning Architec(@epM-MPA) and highlighted the
necessity for station-keeping manoeuvres. The fistt of the chapter introduced the
dynamic environment of the Circular Restricted EhBody Problem (CR3BP) and
introduced the concept of libration points (andectories in their vicinity). This was
followed by a review of the literature in relatida reference trajectory generation and
station-keeping techniques for libration point moss. The review emphasised the robust
nature of the currently used station-keeping methadtl influenced the decision to develop a
new method for the SKM.

A way to generate an accurate reference trajec(B¥) about the % point was
introduced. The method, devised by Howell and R&m{1998), is a numerical method and
uses the non-linear dynamics of the CR3BP to gémerdissajous reference trajectory (RT)
that is effectively continuous in position and \@p. The station-keeping method, devised
by Howell and Pernicka (1993) is called the Tafeint (TP) strategy and has been used in
the design of a number of missions. The TPS useRih and a non-linear model of the
dynamics of the CR3BP to minimise a cost functigsulting in a fuel optimal station-
keeping manoeuvre for the manoeuvre epoch seletheRT and TPS are used within the
Station-keeping Module (SKM) to decide whether aish-keeping manoeuvre should be
performed during the next reconfiguration phasedata flow for the SKM was presented
along with the conditions that bound the executwdrthe SKM and the execution of the
station-keeping manoeuvre.

Unfortunately, due to time constraints whilst @epg this research thesis, the author
was unable to complete, test and validate the SKi so this part of the research remains

212



STATION-KEEPING MODULE

unfinished. The final section of this chapter dst#ine future work required to realise the
SKM as designed. Though the SKM remains unfiniskieel author believes that the methods
presented in this chapter constitute an effectinst $tep to incorporate the station-keeping
aspect of libration point missions into a unifiedimoeuvre planning system for formation
flying missions.
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11. PERFORMANCE OF THE MANOEUVRE
PLANNING ARCHITECTURE

The manoeuvre planning architecture introduced epg@er 6 represents ways of
combining the manoeuvre planning optimisation mesluto form a complete optimal
manoeuvre planning algorithm for spacecraft fororatilying missions. The optimisation
modules were designed and written specifically thee Separate Modular MPA (SepM-
MPA). This chapter compares the performance oSteeM-MPA to an architecture that uses
the benchmark optimisation modules.

11.1Manoeuvre Planning Architecture Re-cap and Benchmde
Implementation

This sub-section provides a re-cap of the impldatem of the Separate Modular
Manoeuvre Planning Architecture (SepM-MPA) and dietaow the Benchmark Manoeuvre
Planning Architecture (B-MPA) is implemented fomgparison.

11.1.1 Operation and Implementation

The SepM-MPA is the simplest of the manoeuvre ey architectures introduced in
Chapter 6 and treats each of the optimisation nesda$ separate entities. Figure 11-1 shows
a schematic of the SepM-MPA. To summarise its dfmarabefore every manoeuvre:

* The Science Operation Module (SOM) calculates attmat maximises the number of
completed observations that can be achieved watmmnimum tour duration.

» The first observation in the tour is chosen andréwgiired formation configuration to
perform that observation is defined.

* The Position Assignment Module (PAM) optimises #pacecraft post-manoeuvre
positions to ensure the required formation configjon is met whilst optimising the
manoeuvre duration, fuel consumption and fuel batanas required.

* The Trajectory Design Module (TDM) uses the spafé@ost-manoeuvre positions
and optimised manoeuvre duration to calculate a safectory for each spacecraft
that avoids collisions, thruster plume impingemandl minimises fuel consumption.
The optimised trajectories are then passed for mwarre information dissemination.

» Separately, the Station-keeping Module (SKM) us$esdchedule from the SOM to
plan station-keeping manoeuvres within that scheedi@ilthe next manoeuvre phase
requires a station-keeping manoeuvre, the moduldelledes the size and direction of
the manoeuvre required and passes it for mano@ufarenation dissemination.

» At the manoeuvre information dissemination (MIDag#, manoeuvre details are
communicated to each individual spacecraft. Stateeping manoeuvre information
is sent first and comprises of open-loop thrustemmands for the BCS.
Reconfiguration manoeuvre information is then séot. the BCS the information is
open-loop thruster commands. For the TS the infoonais a desired trajectory
relative to the BCS.
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* Manoeuvres are executed simultaneously by eachespdt For station-keeping
manoeuvres the BCS follows the open-loop thrustenmmands whilst the TSs track
the position of the BCS and manoeuvre to maintarmétion configuration. For the
reconfiguration manoeuvres the BCS follows the dpep thruster commands whilst
the TS track the BCS and manoeuvre to follow thardd trajectory relative to the
BCS.

On-board mission (1) Science Operations Current
catalogue Module formation
configuration

v
Required formation
configuration
¥
(3) Position
Assignment Module
v
(2) Station-keeping Required positions and
Module manoeuvre time

v
(4) Trajectory Design
Module
v
Manoeuvre Information
Dissemination

A S—

Beam Combiner Telescope Telescope Telescope
Spacecraft Spacecraft 1| |Spacecraft 2| |Spacecraft 3

Figure 11-1 Separate Modular Manoeuvre Planningni#ecture (SepM-MPA) reproduced
from Figure 6-10

Ground station
ranging

The SepM-MPA represents a simple way to performmétion flying manoeuvre
planning whilst incorporating manoeuvre schedulisgtion-keeping, collision avoidance,
thruster plume avoidance, manoeuvre duration aabdonsumption optimisations and fuel
balancing optimisation within a computationally Aatensive environment. Due to the
incompletion of the Station-keeping Module (SKMistimodule is omitted from the analysis
to follow. The effect of this on the MPA is discadsn the next sub-section.

11.1.2 The Effect of the SKM Removal from the Manoeuvre Rinning Architecture

The inclusion of the station-keeping module witthe manoeuvre planning architecture
was to incorporate stationkeeping manoeuvre planwiithin the architecture for planning
the reconfiguration manoeuvres. This allows theatf that the reconfiguration manoeuvres
have on the absolute trajectory of the spacecmfbd included within the manoeuvre
planning environment. Over the course of the missis results in a manoeuvre profile that
involves long periods of multiple reconfigurationanoeuvres (planned in a zero gravity
environment) punctuated by periodic station-keepimanoeuvres (planned in inertial space).
The ratio of reconfiguration to stationkeeping meunaes will decrease throughout the
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mission as the number of short observations deese&®r the comparison of the manoeuvre
planning architectures in this chapter it is neags$o remove the stationkeeping module
from the MPA. With the SKM incomplete as descriliedhapter 10 it becomes infeasible to
include it, or any aspect of it, in the MPA compan. The effects of this removal can be
viewed at two levels, the mission level and thewvitdial manoeuvre level.

At the individual manoeuvre level the removalled SKM from the MPA will have little
effect on the performance of the MPA. When the MPA&xecuted the SOM is run followed
by the SKM. The PAM and TDM calculate their managsvwithin the local ‘flat’ space in
the vicinity of the formation (as discussed in sdgtion 6.3.2). The results of the PAM/TDM
optimisations are not affected by the SKM. The reah@f the SKM therefore will have no
effect on the PAM/TDM manoeuvre plans. On occasvbere the SKM does have an output,
it is actioned at the manoeuvre information dissatmon stage prior to the reconfiguration
manoeuvre. The planned fuel consumption for thigostkeeping manoeuvre will have been
incorporated in the PAM/TDM planning so executingtation-keeping manoeuvre has no
effect on the reconfiguration manoeuvre planninige Dnly effect that the removal of the
SKM will have on the MPA on a manoeuvre-by-manoeusasis is an increase in calculation
performance (since the SKM code will not be exetut&€his cannot be measured as there is
no indication of how ‘costly’ running the SKM code At the mission level, this lack of
influence of the SKM on the MPA manoeuvre plans dan extended for tours of
reconfiguration manoeuvres in-between stationk@gpianoeuvres.

The influence of the SKM only comes into play wteralysing tours of a long enough
duration to require the execution of a stationkegpnanoeuvre (i.e. greater than 3 months).
Without the SKM, no stationkeeping manoeuvre widl planned and executed and the
formation will drift away from the reference trajery due to the gravitational environment,
solar radiation pressure and the execution of gwenfiguration manoeuvres. There is no
doubt that the requirement for stationkeeping mawes is essential to the success of the
mission, however since this is a requirement rdgasd of the manoeuvre planning
architecture adopted a fair comparison of manoephaiening architectures can be made over
manoeuvre tours with timescales less than the émcy of the required station-keeping
manoeuvres.

To model the MPA minus SKM over timescales lonipan 3 months would necessitate
the assumption that stationkeeping manoeuvres beirg planned and executed externally
and independently to the MPA. Stationkeeping mam@suwould have to be executed in-
between MPA runs and this would create differermgieen the expected and actual initial
formation state for the manoeuvre planning after stationkeeping manoeuvre. The MPA
however is designed to cope with these differermest already does not account for
formation-keeping manoeuvres, attitude manoeuvned ather un-planned manoeuvre
contingencies which cause similar discrepancies.

The incorporation of the SKM enhances the MPA Wipwang the planning of
stationkeeping manoeuvres to influence (and beienited by) formation reconfiguration
manoeuvres and the science observation schedulenimutonomous architecture. The
removal of the SKM however will by no means afféda comparison of manoeuvre planning
architectures especially over timescales less thanonths or with the assumption that
stationkeeping is planned and executed externalllge MPA.
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11.1.3 Benchmark Manoeuvre Planning Architecture

In this chapter the SepM-MPA will be compared tcsimilar manoeuvre planning
architecture that uses the benchmark planning nesdas its core, the B-MPA. This is to
examine whether the results from the SepM-MPA wdrithe increased computational
requirements to achieve them. A recap of the beadkhmlanning modules is provided in
Table 11-1. The data flow for the B-MPA is exadiye same as for the SepM-MPA from
Figure 11-1.

Table 11-1 Planning Modules of the Benchmark Mamoe®lanning Architecture (BMPA)

Generates the tour by always selecting the
science task with the shortest completion time
(observation + manoeuvre duration).
Reconfiguration is a simple rigid-body

rotation of the formation followed by
baseline/configuration changes as required.
Avoidance manoeuvre parameter§,chosen
from first viable set found in function

‘“TDM_ findxO.

Science Operations Module
(BSOM)

Position Assignment Module
(BPAM)

Trajectory Design Module
(BTDM)

Benchmark Planning
Modules

11.2 Comparison Set-up

The SepM-MPA incorporates the manoeuvre planniggréghms from the SOM, PAM
and TDM. Analysis of the comparison of each of tmedules with their respective
benchmark has been performed on a manoeuvre-byauarebasis in chapters 7, 8 and 9. A
similar comparison for the SepM-MPA with the B-MMP@wever would be pointless as the
data output by the SOM and BSOM would be differéimis making PAM/BPAM and
TDM/BTDM comparison meaningless. To properly congp#ite SepM-MPA with the B-
MPA requires the analysis of a tour of manoeuvréd whe final fuel consumption, fuel
balancing and tour duration being the comparisotrioseanalysed.

Table 11-2 lists the initial parameters used & $set-up of the analysis. Many of the
parameters are identical to those used in the s@siy Chapters 7, 8 and 9 however there are
some noticeable differences. Within the SOM theirgabf the tour length has been changed.
Previously in Chapter 7 the tour length was defiasda minimum tour timeliarge, and
successive observations were added to the todrthattour duration exceeded the value set
for Targer With this method the user is unable to contrel tumber of observations that are
included in any tour since the tour duration is theminating factor. For this SepM-MPA
analysis a different metric within the SOM has basead to terminate each tour calculation.
Each tour within the SOM is limited to being 10 ebstions long. This speeds up the tour
generation part of the algorithm and thus more ttarations are generated. Though each
tour within the SOM will only be 10 observationsitpit is desirable to examine many more
manoeuvres within the context of the SepM-MPA. HepM-MPA analysis will therefore
simulate a 50 observations tour with each repetitibthe SOM limited to a calculation time
of 7200 sec. In addition it was decided to seld€? &s the taskflag file as in this period of
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the mission there are less detection tasks availdinls increasing the chance of formation
reconfiguration manoeuvres (i.e. linTTN to triTTNdavice versa) to be scheduled.

Initial parameters for the PAM and TDM are alswegi in Table 11-2. Most of these
initial parameters are the same as used in the/sewin Chapters 8 and 9 with spacecraft
mass and thruster data taken from Karlsson, e{(2804) and D’Arcio (2005). Initial
spacecraft fuel has been set to reflect fuel inmmzaaacross the fleet. The initial BCS fuel has
been set so that it is not the highest acrossléet thus minimising the chances of a large
single spacecraft fuel consumption anomaly as seesub-section 8.3.6.1. Finally fuel
balancing weightiranm is set to 0 and 0.6 for fuel minimising and fbalancing analysis
respectively angdspy has been set to zero for fuel minimising.

Table 11-2 Parameters for the SepM-MPA analysis

Module Parameter Value
SepM-MPA Tour Length 50 observations

Taskflag File TF2
Startstar 200
StartTask Detection

SOM Initial anti-sun longitude/f) L of star 200
Standard Deviationo) 0.07
Calculation Time 7200 s
SOM Tour Length 10 observations
Spacecraft Identifiers)( {BCS, TS1, TS2, TS3}
Spacecraft Massi) {1100, 900, 900, 900} kg

PAM Initial Fuel Mass iff) {4.00, 4.05, 4.105, 3.9} kg
Maximum Nominal Thrustd) {6, 6, 6, 6} mN
Thruster §; 3300 s
PAM Fuel Balancing Weighltpawm) 0 and 0.6
Maximum Perpendicular Thrustyfe,,) {10, 10, 10, 10} mN

TDM Collision Avoidance Minimum 10 m
Thruster Plume Half-angle 5°
Thruster Plume Length 10 m
TDM Fuel Balancing Weighfspm) 0

11.3Manoeuvre Planning Architecture Comparison

Results of the comparison between the Separateuldiodvianoeuvre Planning
Architecture (SepM-MPA) and the Benchmark ManoewRtanning Architecture (B-MPA)
can be found in this sub-section. The tours geadrakre each 50 observations long starting
from star 200 in the catalogue with the linTTN fation configuration.

11.3.1 Tour Comparison

Comparison between the SepM-MPA and B-MPA touns lba found in Table 11-3.
Table 11-3 gives the numerical data for the toetsiting the stars visited, their order and the
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Table 11-3 Generated tours from the SepM-MPA arddBA tour comparison

SepM-MPA Minimising| SepM-MPA Balancing B-MPA
Manoeuvre Star  Task Duration Star Task Duration Star Task Duration
Number (days) (days) (days)
200 1 n/a 200 1 n/a 200 1 n/a
1 230 1 2.42 212 1 2.44 230 1 2.42
2 249 1 2.42 228 1 2.42 249 1 2.42
3 230 1 2.42 255 1 2.42 230 1 2.42
4 249 1 2.42 228 1 2.42 249 1 2.42
5 255 1 2.43 255 1 2.42 230 1 2.42
6 228 1 2.42 228 1 2.42 249 1 2.42
7 212 1 2.42 255 1 2.42 255 1 2.43
8 228 1 2.42 249 1 2.43 228 1 2.42
9 255 1 2.42 230 1 2.42 212 1 2.42
10 228 1 2.42 249 1 2.42 228 1 2.42
11 255 1 2.42 230 1 2.42 255 1 2.42
12 249 1 2.43 249 1 2.42 228 1 2.42
13 252 4 3.95 230 1 2.42 255 1 2.42
14 246 4 3.96 223 4 3.96 246 4 3.96
15 230 1 2.43 298 1 2.44 298 1 2.44
16 223 4 3.96 270 4 3.97 270 4 3.97
17 297 1 2.44 314 1 2.43 298 1 2.43
18 298 1 2.42 230 1 2.42 314 1 2.42
19 319 1 2.42 249 1 2.42 298 1 2.42
20 298 1 2.42 230 1 2.42 319 1 2.42
21 319 1 2.42 249 1 2.42 256 4 3.98
22 298 1 2.42 230 1 2.42 319 1 2.44
23 314 1 2.42 249 1 2.42 297 4 3.96
24 327 4 3.97 255 1 2.43 252 4 3.98
25 274 4 3.97 314 1 2.44 274 4 3.98
26 270 4 3.98 298 1 2.42 327 4 3.97
27 287 4 6.63 319 1 2.42 320 4 6.63
28 345 4 3.98 298 1 2.42 345 4 3.97
29 357 4 3.97 319 1 2.42 357 4 3.97
30 344 4 3.97 298 1 2.42 344 4 3.97
31 298 1 2.43 297 4 3.96 287 4 6.65
32 319 1 2.42 344 4 3.97 374 4 3.98
33 298 1 2.42 357 4 3.97 376 2 10.89
34 319 1 2.42 345 4 3.97 404 6 3.43
35 298 1 2.42 327 4 3.96 400 4 3.96
36 319 1 2.42 320 4 6.63 384 4 3.96
37 298 1 2.42 287 4 6.63 404 3 9.47
38 319 1 2.42 404 6 3.46 417 2 10.89
39 314 1 2.42 400 4 3.96 1 4 3.96
40 404 6 3.45 374 4 3.96 9 2 10.90
41 374 4 3.97 404 6 3.50 431 2 10.91
42 384 4 3.95 314 1 2.45 402 2 10.90
43 345 4 3.96 357 4 3.97 40 1 2.46
44 357 4 3.97 345 4 3.97 28 2 10.90
45 400 4 3.97 374 4 3.96 62 1 2.43
46 344 4 3.99 384 4 3.95 63 1 2.41
47 404 6 3.44 400 4 3.96 62 1 2.41
48 400 4 3.96 1 4 3.97 63 1 2.41
49 374 4 3.96 369 4 6.66 67 4 3.96
50 384 4 3.95 404 3 9.48 63 1 2.42
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observation task performed for three tours; theMs&fPA minimising tour wheng,,,, =0,
the SepM-MPA balancing tour whep,,,, =0.6 and the B-MPA tour. The tours differ

greatly though the SepM-MPA minimising and B-MPAut® share the same first 4
observations. The difference in the two SepM-MPArsohighlight partly the stochastic
nature of the tour calculation process and parhlg different manoeuvre durations
experienced for fuel minimising and fuel balancmgnoeuvres. Comparing the star numbers
near the end of the tours shows both SepM-MPA tscineduling observations in roughly the
same area of the sky but the B-MPA scheduling olagieins in an area further round in
ecliptic longitude. This indicates the B-MPA tograf greater duration than the SepM-MPA
tours.

Tour durations for the three tours are given ibl&all-4. For each tour, two durations
are stated. The actual tour duration is that catedl using the manoeuvre durations from the
PAM/BPAM. The SOM/BSOM tour duration is calculatesing the fixed formation angular
rate, i.e.a =0.02 °s". The discrepancy between the two shows that tted fangular rate
used in the SOM/BSOM underestimates the PAM/BPAMoeaivre duration by on average
27 min for the SepM-MPA minimising and B-MPA manweees and on average 60 min for
the SepM-MPA balancing manoeuvres. The differenbesveen these underestimates
highlight how much extra time on average is requieexecute a fuel balancing manoeuvre
over a fuel minimising/benchmark manoeuvre. Thesgage underestimates can be fed back
into the SOM in future versions to make the SOM talculation more accurate (without the
explicit calculation of each manoeuvre duratiomgghe PAM).

Table 11-4 Comparison tour performance data foSé@M-MPA and B-MPA tours
SepM-MPA SepM-MPA B-MPA
Minimising Balancing
Actual SOM Actual SOM Actual BSOM
Tour Duration (days) 156.10 155.14 168.23 166.13 2.4 211.69

Average Task

Duration (days) 3.12 3.35 4.25
SOM/BSOM
Underestimate

27.65 min 60.48 min 27.36 min

Comparing the tour durations shows that the SepRAMninimising tour is 56.5 days
faster than the B-MPA tour, representing an ~27%6 tluration saving by the SepM-MPA.
The SepM-MPA balancing tour is 44.4 days fastgrrasenting a 21 % tour duration saving
even though the individual reconfiguration manoesvior the SepM-MPA balancing tour
take longer to execute. These results highlightstee of the benefits of using the SepM-
MPA over the B-MPA in relation to observation schkay performance. Even though the B-
MPA tour is locally optimal for every observatiothese compounded locally optimal
observations do not result in globally optimal tsahedules.
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11.3.2 Fuel Usage Comparison

A comparison between the SepM-MPA and B-MPA tdtedl remaining is shown in
Figure 11-2. The initial fuel total for the formari is 16.055 kg. The chart shows that after 50
manoeuvres the SepM-MPA minimising tour has usss feel than the B-MPA. In total the
SepM-MPA minimising tour used 44.9 g for fuel wahmean ~0.9 g per manoeuvre whilst
the B-MPA used 74.1 g with a mean ~1.5 g per mavree his shows a 39.4 % decrease in
fuel consumption for the SepM-MPA minimising toefative to the B-MPA. Comparing the
SepM-MPA balancing tour with the B-MPA tour showst, as expected, the SepM-MPA
balancing tour uses more fuel (~117 g with a medng2per manoeuvre). This represents a
57.9 % increase in fuel consumption by the SepM-MiRkRncing tour over the B-MPA tour.
This is to be expected since the manoeuvre planresglts for the PAM and TDM in
Chapters 8 and 9 show that fuel balancing manosueuire more fuel to execute.

—SepM-MPA Minimising ==+B-MPA ==SepM-MPA Balancing
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Figure 11-2 Fuel remaining comparison for the SedRIA and B-MPA. The chart shows
than when set for fuel minimising the SepM-MPA ueast amount of fuel but when set for
fuel balancing it uses the most. These resultdlphatae PAM tour analysis results in

Chapter 8.

The scale of the decrease in fuel consumptiortfer SepM-MPA minimising tour is
twofold, first through the PAM optimisation and theéhrough the TDM. The shallower
gradients of the data lines in Figure 11-2 repretiasm PAM/BPAM optimised manoeuvres
that contained no manoeuvre violations and theeethd not require the execution of the
TDM/BTDM. For these manoeuvres the average fuesoored was 0.69 g for the SepM-
MPA minimising manoeuvres and 0.83 g for the B-MHAis is an ~16.8 % decrease in fuel
consumption for the SepM-MPA minimising manoeuvies PAM optimised manoeuvres.
The steeper gradient lines represent manoeuvrésviira optimised by the TDM/BTDM.
For these manoeuvres the average fuel consume@ Wwasfor the SepM-MPA minimising
manoeuvres and 3.6 g for the B-MPA. This is an 644&.decrease in fuel consumption for
the SepM-MPA minimising manoeuvres for TDM optindsenanoeuvres. These fuel
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consumption differences between the SepM-MPA misiingi manoeuvres and B-MPA are
compounded by the number of times the TDM/BTDM xeaited for each tour. For the
SepM-MPA minimising tour the TDM is required 7 tim&hilst for the B-MPA tour the
BTDM is required 13 times. This undoubtedly hasediect on the size of the final fuel
consumption difference. However since the mean mawre fuel consumption is less for the
SepM-MPA minimising manoeuvres it is evident tHat SepM-MPA is better than the B-
MPA at fuel minimisation over a tour. A more corteer analysis of the frequency of
proximity violating outputs from the PAM/BPAM is gaired to assess whether the PAM
optimisation is less likely to produce a proximiiglation than the BPAM.

This observation is mirrored when comparing thpMs@MPA balancing manoeuvres to
the B-MPA. For the PAM optimised manoeuvres theNs®&pPA balancing tour average fuel
consumption was 2.2 g whilst for the TDM optimigadnoeuvres this was increased slightly
to 2.4 g. This represents an increase of ~165 %P#K optimised manoeuvres but a
decrease of ~33 % for TDM optimised manoeuvres dkier B-MPA manoeuvres. This
indicates that while the PAM optimised SepM-MPAdmding manoeuvres require more fuel
than the BPAM optimised B-MPA manoeuvres the TDMmisch better at reducing the
proximity avoidance manoeuvre fuel consumption ttrenBTDM. Fuel consumption for the
SepM-MPA balancing tour is compounded by the nundf¢imes the TDM is executed. Of
the 50 manoeuvres in the tour 44 required the TDMI&n proximity avoidance manoeuvres
compared to the 13 required by the B-MPA. This Higlgquency results in a much larger fuel
consumption of the SepM-MPA balancing tour everugioits TDM manoeuvres are more
fuel efficient than the BTDM manoeuvres.

11.3.3 Fuel Balancing and Performance Comparison

A comparison between the SepM-MPA and B-MPA surtheffuel differences is shown
in Figure 11-2. The initial sum of the fuel diffees for the formation is 1.33 kg. All three
of the tours shown show a reduction in the sunmefftiel differences in relation to the initial
value. The B-MPA shows a reduction of 4.5 %, theNs@MPA minimising tour shows a
reduction of 1.8 % and the SepM-MPA balancing tsliows a reduction of 36.9 %. This
clearly highlights the SepM-MPAs ability improveetiiuel balancing across the fleet when
required.

Using the performance metric defined in Chapteith®, percentage increase in fuel
balancing relative to the initial fuel balancingr geercentage increase in fuel consumption
relative to theys,,,, =0, the tour performances are:

. B-MPA=4-5°// =0.069

65%

+  SepM-MPA balancing 36.9% =0.229

161%
This shows that even though the SepM-MPA balantoog uses more fuel than the B-MPA,

the extra amount of fuel is more efficiently usext fuel balancing than the B-MPA by
~230%
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Figure 11-3 Fuel balancing comparison for the S&@RA and B-MPA. The chart shows
that when set for fuel balancing the SepM-MPA igatde of reducing the sum of the fuel
differences far better than when set for fuel mising or than the B-MPA. These results
parallel the PAM tour results in Chapter 8.

11.3.4 Calculation Time

Calculation time comparison between the diffenematdules of the SepM-MPA and B-
MPA are given in Table 11-5. The mean manoeuvreutation time for each module is
shown in the upper part Table 11-5. As expectedithe taken to calculate each manoeuvre
using the SepM-MPA is significantly greater thaattfor the B-MPA. The SepM-MPA tour
calculation times are dominated by the user defocedulation time for the SOM of 7200 s
(Table 11-2) whereas the BSOM is able to calcutat®ur ~110 times faster.

Table 11-5 Calculation time comparison for the Se@MA and B-MPA

Module Time Module Time Time
Module
(sec) (sec) (sec)
Mean SOM 7297 SOM 7270 BSOM 66.21
Manoeuvre PAM 3.21 PAM 4.72 BPAM 0.04
Calculation TDM 74.74 TDM 297 BTDM 0.30
Time | SSPM-MPA o005 | SEPM-MPA — 200s | BMPA 6621
Minimising Balancing
SOM 364888 SOM 363534 BSOM 3310
Total PAM 160 PAM 236 BPAM 2.03
Calculation TDM 3737 TDM 14893 BTDM 15.13
Time | SEpM-MPA 50265 | SEPM-MPA  a00664 | B-MPA 3327
Minimising Balancing

Comparing the SepM-MPA minimising and balancingirso shows that the former
calculated each manoeuvre on average 2.6 % fasterthe latter. This is because both the
PAM and TDM calculations required a longer caldolattime when optimising for fuel
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balancing. Coupling this with the increased frequyenf TDM execution required by the
SepM-MPA balancing tour shows the calculation timethe entire SepM-MPA minimising
tour remains 2.6 % faster even though the entileutzion time for just the TDM is 75 %
faster. This illustrates the dominance of the SCditwdation time on the total calculation
time for the SepM-MPA tours.

Though the B-MPA is significantly faster than tl&epM-MPA at calculating its
manoeuvres the results need to be put into perspeé€irstly, the SepM-MPA is capable of
generating tours up to 27 % more time efficienthwiuel savings of up to 40 % and fuel
balancing gains of 34 % Secondly, the total calculation time for the SepMA
minimising tour is ~4.27 days. This calculation ¢ironly represents ~2.7 % of the total tour
time of 156.1 days. This demonstrates that thesgaahieved by manoeuvre planning using
the SepM-MPA greatly outweigh the extra time regdito calculate the manoeuvres.

The small percentage of total tour duration usgdhle SepM-MPA for this tour leaves
plenty of spare capacity for the on-board processguerform other tasks or devote more
processor time to manoeuvre planning for greatdrmigation results. For manoeuvre
planning earlier in the mission however (i.e. TFOIe1) this spare capacity will be reduced.
This is because the frequency of manoeuvres withreater due to the larger availability of
quicker tasks to schedule. For the SepM-MPA minimgigour introduced above the mean
manoeuvre calculation time is 7375.73 sec and thsemwed maximum manoeuvre
calculation time is 8859.02 sec. For the SepM-MR#abcing tour the mean manoeuvre
calculation time is 7573.28 sec and the observedirnan manoeuvre calculation time is
7882.43 sec. These times are lower than the maxialianved calculation time of 0.116 days
(or 10022.4 sedj from sub-section 7.4.4 and Table 7-2. Additionathe SepM-MPA tours
incorporate the majority of DARWIN reconfiguratiomanoeuvre types. These are shown in
Table 11-6. Only two DARWIN manoeuvre types are regiresented in the SepM-MPA
minimising tour whilst only 4 are not representedhie SepM-MPA balancing tour. This data
indicates that it is unlikely any manoeuvre caltiolaat any time in the mission will require
a calculation time greater than®1$ec for a SOM calculation time of 7200 sec usingjlar
hardware.

Table 11-6 Frequency of manoeuvre types in the SBIM tours (L = inNTTN, T =triTTN)

Baseline Change None Increasing Decreasing
Initial Configuration INTTN triTTN  linTTN  triTTN inTTN triTTN
Final Configuration L T L T L T L T L T L T

No. Of Manoeuvres in

L 24 0 12 0 1 3 1 2 1 2 1 3
Minimising Tour

No. Of Manoeuvres in

) 24 0 11 0 2 4 0 2 0 2 2 3
Balancing Tour

12 Relative to the end of tour sum of the fuel difieces for the B-MPA
13 This is the quickest observation task (10-1@@ spectroscopy on an M-type star (see Table 7)) a
represents the shortest time the SepM-MPA woulc lzaailable to generate a new manoeuvre plan.
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11.4Manoeuvre Planning Performance Metrics

The previous sub-sections have highlighted thiedihces observed between the SepM-
MPA and the B-MPA. Over the 50 observation tour ®epM-MPA saved 56.5 days
observation time and 29.2 grams of fuel. Extrapodathat out over the 5-year mission gives
a saving of ~661 days observation time and ~34fifged. As an indication of the monetary
savings made adopting the SepM-MPA based on thig@{ation, comparisons can be made
to existing missions.

The estimated annual operating cost of the JameksbWspace Telescope (JWST) in
2015 is ~$120 M or ~$330 K per day (NASA FY2011 Bet Estimate — Astrophysics,
2010). Assuming a similar operating cost strucforeDARWIN in 2030 means that using
the SepM-MPA would save ~$217 M in operating castallowing the mission to complete
almost 2 years early or allow a two year extendmnhe mission with no additional un-
budgeted costs involved. DARWIN was due to be laedcto L2 onboard two Soyuz 2
launchers with the Fregat third stage (Karlssorglet2004). In 2000 this configuration had
an estimated launch cost of $35 M (Soyuz/Fregat diteb 2000). The fuel savings
demonstrated by the SepM-MPA for the DARWIN missexuate to only £8000 in launch
costs.

It is clear from these cost comparisons that t@MSmodule of the SepM-MPA can
realise substantial monetary savings for the ptaoi the operations whilst the PAM/TDM
savings are negligible. Whilst the fuel savings regligible in terms of cost they do equate
to provide enough fuel for an extra ~140 reconfigion manoeuvres (assuming manoeuvre
planning using the SepM-MPA for fuel balancing aigghoring other fuel consuming
operations). This extra fuel therefore could bedusehelp realise any mission extension that
may occur due to cost savings made in spacecrafabpns.

11.5Fuel Balancing Performance Issues

It is clear from Chapters 8, 9 and sub-sectiorB lthat employing aggressive fuel
balancing can have significant fuel consumptioruess Chapter 8 shows that for both
individual manoeuvres and over tours of manoeusrgalue ofupan=0.6 gives the optimal
fuel balancing but with the penalty of an extra %6%uel consumption over the fuel
minimised manoeuvre(s). Chapter 8 also shows havibae fuel balancing performance (the
amount of fuel balancing achieved as a measurédefektra fuel consumed) is optimal
aroundupan=0.1 for initially unbalanced fuel states apgav=0.03 for initially balanced fuel
fuel states. For the tour modelled in this chatiterinitial fuel states were unbalanced but an
aggressive (and hence fuel hungay)=0.6 value was used for the fuel balancing over the
entire tour.

For fuel balancing to be properly exploited witliriour requires an additional selection
algorithm that, before each execution of the PANjlgses the current fuel balancing state of
the formation and select |&av value that represents the risk to the missiorgrdiss fuel
imbalance exists (e.g. after recovery from safe ejdtlen perhaps more aggressive fuel
balancing can be employed and if fuel imbalanamly moderate then either no, or minimal
fuel balancing could be employed.
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There is no doubt that fuel balancing within thanmeuvre planning environment is
certainly desirable as demonstrated in Figure 8Figure 8-16 and Figure 8-17. All three
figures demonstrate that not employing fuel balagcor employing too little fuel balancing,
increases the fuel imbalance amongst the formatdmch could eventually lead to
single/multiple spacecraft fuel starvation. Furthere, non-planned manoeuvres like attitude
and formation-keeping can also increase the fublhlance across the formation. At certain
times in the mission it may just have to be neagssa sacrifice more fuel during
reconfiguration manoeuvres to ensure the long@fithie mission.

11.6 TDM Execution Frequency Issues

Sub-section 11.3 highlighted the issue of theaefttel consumed when executing TDM-
planned manoeuvres over PAM-planned manoeuvregpt@ha0 indicates that up to 50%
extra fuel is required to execute TDM optimised oeuvres over the avoidance criteria
breaking PAM optimised manoeuvres. Examining thg twomparison data in sub-section
11.3 shows that the frequency in which the TDMxsaeited can have significant effects on
the fuel consumption performance of a tour of manoes and the comparison of said tours
using different manoeuvre planning architecturess bbvious therefore that the elimination
of the requirement for the TDM (by ensuing the PAdlilvays outputted positions that
conformed to the avoidance criteria using stralgtg-trajectories) could increase the fuel
consumption performance of the MPA. This is examifugther in sub-section 12.3.2.

11.7 Chapter Summary

In this chapter the Separate Modular Manoeuvraritg Architecture (SepM-MPA)
was compared to a benchmark manoeuvre planningestire (B-MPA). The chapter began
with a summary of the operations of the SepM-MPA atroduced the B-MPA. The B-
MPA has the same architecture as the SepM-MPA éxbepoptimisation modules are the
benchmark modules rather than the optimised modutes this to be realised the
stationkeeping module (SKM) has to be removed fioenSepM-MPA and the effects of this
on the performance of the SepM-MPA were discus3de: next section in the chapter
discussed the set-up and initial conditions useth® MPA compassion analysis.

Three tours were compared; the B-MPA, the SepM-M®A /1, =0 to minimise fuel

consumption and the SepM-MPA wifia,,,, = 0.6 to optimise for fuel balancing. The results

showed that over the 50 manoeuvre tour the SepM-MiAimising tour was 27 % faster
and used 40 % less fuel than the B-MPA tour. Adddily the SepM-MPA balancing tour
was 21 % faster and although it used 58 % morethasl the B-MPA it reduced the initial
sum of the fuel differences by 37 % versus 5 %itlier B-MPA. Analysing the calculation
time for the tours showed that the B-MPA was ~1ib@es faster than the SepM-MPA.
However the individual manoeuvre calculation tiroe the SepM-MPA was never recorded
above 16 sec (the defined maximum allowable limit). The gamson performance increase
was shown to generate significant monetary beneéfitoperations cost savings when
projected over the entire mission duration. The mamson however also highlighted
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deficiencies in the SepM-MPA with regards to mangghe fuel balancing performance of
the tour and the frequency of execution of the-fueigry Trajectory Design Module

The analysis and comparison of the SepM-MPA wlign B-MPA has shown that in all
aspects the SepM-MPA is a much more capable mam@epianner than the B-MPA.
Additionally this capability can theoretically bealised for a manoeuvre planning system
autonomously operating on-board one of the formaspacecraft by 2030. Though the
Station-keeping Module (SKM) was not implementedthis analysis its influence on the
manoeuvre planning results would be minimal sinosauld likely only be called once or
twice for the durations of tour analysed. The SkKiusst likely effect would be its calculation
time and how it influences the total calculatiomei of the MPA in relation to the defined
allowable maximum limit of 1Ysec per manoeuvre.
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12. SUMMARY, CONCLUSIONS AND FUTURE WORK

As the final chapter in this thesis this chaptell wiesent a summary of the research
project. The thesis is summarised chapter by chagme the main findings from each
presented in a concise form. This is followed bg gfummary of the optimisation module
future work and a discussion on the future workatie to the Manoeuvre Planning
Architecture (MPA). Finally the main conclusionstbe research are drawn and referenced
to the initial aims and objectives of the project

12.1 Thesis Summary and Findings

The summary of the thesis is split into two padsaid comprehension. Part one
summarises Chapters 1-5 covering the backgroutiteteesearch project, its aims, objectives
and the analysis and selection of formation flyoumcepts that affected the design of the
Manoeuvre Planning Architecture (MPA). Part twotbh& summary covers the remaining
Chapters 6-11 summarising the design of the MPAigtleand analysis of the optimisation
modules and comparison of the SepM-MPA and its lheack (B-MPA).

12.1.1 Thesis Summary Part One

Chapter 1 provided an introduction to the backgtband motivations for undertaking
this research project and detailed the aims andctbes for the research. The motivations
were driven by project’'s stakeholders; Cranfieldivdrsity, the European Space Agency
(ESA), EADS Astrium and the author himself and wasdollows:

* Research into formation flying reconfiguration manere planning

» Development of a software simulator for formatibnang manoeuvre planning
» Support of the DARWIN mission

» Support of extra-solar planet research

These motivations helped shape the direction ofékearch and the individuals representing
the organisations, provided valuable feedback tjinout the entire process. The discussion
on the research motivations was followed by a bn&bduction to ESA’s DARWIN mission
(the reference mission for the research) beforeszription of the problem statement was
presented. The problem was characterised in thiaaés,pspacecraft formation flying
manoeuvres, formation flying at Lagrange points fomohation flying autonomy. These three
research topics became the drivers for the aimsohijettives for the project. The chapter
ended with a discussion on the research contribsitaf the project. These included the
synergy of the many different types of formatioyirfy manoeuvre planning found in the
literature to one unified MPA, the inclusion of 8ARWIN-based observation scheduling
algorithm and a proposed method to incorporatéostkieeping manoeuvre planning as part
of the unified manoeuvre planning process.
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In Chapter 2 the motivation concepts of extraisplanet research and ESA’'s DARWIN
mission were introduced and discussed in-depth.fifsiepart of the chapter dealt with the
search for extra-solar planets and began with@dson on the motivational aspects for this
research. The motivation is two-fold with one safethe research community (namely the
astrophysicists and geophysicists) interested iderstanding the processes of planetary
formation and evolution and the other side (nantbb astrobiologists and astrochemists)
interested in life detection studies. These matwvat have led to a slew of innovative planet
detection techniques that have thus far discoveved 300 exoplanets in the last 15 years. A
review of these detection techniques was followgdab introduction to the present and
future space missions that are designed to furthierresearch field. The second part of
Chapter 2 provided an in-depth review of the DARWifission predominantly taken from
the 2004 ESA Mission Assessment Study (Karlssoa).eP004). The review discussed the
nature of the mission to,land its relation to spacecraft formation flyings@ given was
detailed information relating to the mission coastts, science observations requirements,
guidance, navigation and control modes and the DAR®Ypacecraft themselves that affect
the design and development of any formation flyimgnoeuvre planning architecture.

The third chapter of this thesis discussed spafteformation flying and began with the
definition of two distinct distributed spacecraystem families:

» Spacecraft flying in formation — where the formatis a result of orbit/trajectory
design and each spacecraft is manoeuvred indepiynttem the ground

» Spacecraft formation flying —where the formationaigesult of autonomous active
control and spacecraft are manoeuvred relativentiher tracked spacecraft in the
formation

This distinction was necessary to refine the fiefdresearch of this thesis and numerous
examples were given in the text of both types stritiuted spacecraft system. Chapter 3
continued with an introduction to planning, co-otion and control concepts unique to
spacecraft formation flying missions. These inctldeethods for organising the manoeuvre
planning capability of the formation, methods toardinate formation flying manoeuvres
and autonomous control methods required to exdbetenanoeuvres. The review of these
concepts and methods was important for the desfgang formation flying manoeuvre
planning architecture.

Chapter 4 gave a brief introduction into the cqad mathematical optimisation and its
necessity for spacecraft formation flying manoeuptanning. The generic optimisation
problem was defined using a cost function and fodwaferenced with its usage later in the
thesis. The solution space of the problem was @dsaribed to provide a background for the
optimisation limitations found in Chapter 9. Thissvfollowed by a review of the various
methods used to solve optimisation problems, théirantages and disadvantages and their
usage later in the thesis.

In Chapter 5 the various concepts introduced enpiteceding chapters were assessed and
selections made that affected the design of the M first assessment related to the GNC
modes introduced in Chapter 2 and the followingcbasions were drawn:
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* The MPA was to be designed for the reconfiguratmmde of DARWIN only.
* The execution of station-keeping manoeuvres isictstl to the reconfiguration mode
only and therefore requires planning with the faliorareconfiguration manoeuvres.

The second assessment related to the formatiamgfigoncepts introduced in Chapter 5 and
the following conclusions were drawn:

e The MPA was to be designed assuming the top-dowonamous manoeuvre
planning organisation structure with the Beam CamabSpacecraft (BCS) as the-S
and the Telescope Spacecraft (TS) @sS

* The leader-follower control co-ordination was stddcwith the BCS as the leader
spacecraft and the TSs as the followers.

» The control strategy chosen was of a dual natuaewlas separate between the BCS
and the TS:

o0 BCS follows a planned open-loop thrust schedulé@ih reconfiguration and
station-keeping manoeuvres.

o TS follow planned trajectories relative to the BG& reconfiguration
manoeuvres and formation-keep with the BCS foriatgteeping manoeuvres
using a closed-loop controller.

This chapter also discussed the concept of maneeumwor mitigation for real-time proximity
avoidance monitoring and mitigation. A method foranmoeuvre error mitigation was
introduced involving the RF metrology system forspion determination and a set of
avoidance plans depending on the nature of the euame malfunction. The final assessment
of Chapter 5 related to the choice of optimisatechnique and methods employed to solve
the formation flying manoeuvre planning probleme3é choices were driven by stakeholder
motivations and the selections made previoushhénchapter. The main points were:

* The MPA was to be designed as a series of muliglke optimisation modules each
optimising different aspects of the formation flgimanoeuvre planning problem.

« Implementation of the MPA was to be in the MATLABsoftware environment
allowing the use of embedded optimisation algorghmhere suitable and requiring
the coding of bespoke algorithms where necessary.

Chapter 5 represented the end of the first patiethesis.
12.1.2 Thesis Summary Part Two

This sub-section summarises the second part ofthiss, Chapters 6-0, and highlights
the findings from each chapter.
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12.1.2.1Manoeuvre Planning Architecture

The design of the MPA was detailed in Chapter lee Tanoeuvre planning systems
model for DARWIN was conceptualised and presentedgawith a trade-off analysis that
lead to the emergence of four optimisation modde=sgned to solve and optimise all aspects
of the formation flying manoeuvre planning probleifhe optimisation modules were
incorporated into the Separate Modular Manoeuvaarithg Architecture (SepM-MPA), the
designed MPA for this research project. The SepMAMifeats the modules individually and
sequentially and outputs the required thrust pradit relative trajectories for the BCS and
TSs respectively. The limitations of the SepM-MPAre detailed and explained as part of
the trade-off between calculation time efficienaydaptimisation accuracy. A response to
the SepM-MPA limitations was also given but will descussed in greater detail in sub-
section 12.3.2. The chapter ended with an explamadf the Manoeuvre Information
Dissemination (MID), the execution of the plannednmeuvre and a discussion of the
operational hardware required to execute the actite.

12.1.2.2Science Operations Module

In Chapter 7 the Science Operations Module (SOM} wdesigned, implemented,
analysed and compared to a benchmark algorithmB®@M). The constraints placed on the
science operations planning section of the DARWINssion were discussed in-depth
followed by a review of the previous contributiofeund in the literature relating to
operations scheduling. The problem definition amel $OM/BSOMs approach in finding a
solution were detailed and the background to tredyars was given. The analysis followed
the performance of the BSOM, the tuning of the alalgs for the SOM, the performance of
the SOM and the comparison between the SOM and BS®EImain findings were:

« With a maximum calculation time of 18ec the SOM was always able to find better
performing tours than the BSOM given the appropristandard deviation for the
mission time. This performance increase yieldedlte®f up to 3 hrs/day observation
time saved using the SOM over BSOM observationdules.

* The standard deviation had to be in the range €.6%k 0.1 and decrease throughout
the mission duration to ensure maximum performédrora the SOM was maintained.

The chapter concluded with recommendations forréutwork but these will be summarised
in more detail in sub-section 12.3.1.

12.1.2.3Position Assignment Module

The Position Assignment Module (PAM) design wasgeted in Chapter 8 of the thesis.
The chapter began with a discussion of the maneeglanning constraints posed for
formation flying missions before a review of thewous contributions found in the literature
relating to manoeuvre planning position assignmeas presented. The next part of the
chapter detailed the world model within which thgoaithm was designed before in-depth
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design of the PAM was given. The performance of RAéM was analysed and its output
compared to the benchmark version (the BPAM). Thenrfindings were:

* For single manoeuvres the PAM was always able tuese better spacecraft
positions than the BPAM.

o For fuel minimising manoeuvres the PAM saved orraye 6.5 % fuel over
the BPAM over DARWIN-like manoeuvres analysed. Tisvever required
an increased manoeuvre duration of on average @0¢¥the BPAM.

o For fuel balancing manoeuvres the PAM on averageatiée to increase fuel
balancing by 0.35 % over the initial fuel imbalarfoe the example given.
This however required an increase fuel consumpifam average 70 % with
variable manoeuvre duration changes.

o Optimal fuel minimisation was achieved when,,, =0 (since the problem
is reduced to a single objective single variablebfgm) and optimal fuel
balancing achieved wheb5< /4, < 0.7.

The output of the PAM was also analysed for its & consecutive manoeuvres in a tour
of manoeuvres. A fuel balancing performance metras defined where the performance
measured the amount of fuel balancing achievedthier amount of extra fuel being
consumed. The main findings were:

* For a tour of manoeuvres the single manoeuvrerfgslwere repeated i.e. optimal
fuel minimisation is achieved whep,,,, =0 and optimal fuel balancing achieved
when 0.5< (4, < 0.7.

» Forinitially fuel balanced formationgs.,,, = 0.03 gave the highest performance

* For initially fuel unbalanced formationsi;,, =0.1-0.z gave the highest
performance.

The u,,, values were highlighted as they were deemed irapofor the design of g, ,,,

- selection’ algorithm that would be required fbetSepM-MPA to autonomously decide the
most appropriate value gf,, for the current fuel balancing state. Also affegtthe design
of a ‘4, - selection’ algorithm were the reported manoeyMenning anomalies found

during the analysis. Whilst these were shown t@xieemely rare, it was deemed important
to at least plan against their recurrence. Chapmnded with a review of some future work
concepts that will be expanded further in sub-secti2.3.1.

12.1.2.4Trajectory Design Module

Chapter 9 described the design, implementation aaradysis of the Trajectory Design
Module (TDM). A brief description of the manoeuvy&nning constraints tackled by the
TDM was followed by a review of the previous cobtiions found in the literature relating
to spacecraft avoidance manoeuvre planning. Thédwoodel within which the TDM was
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designed was described along with an in-depth espilan of the TDM design and
implementation. Analysis of the TDM revealed thae tinitially chosen optimisation
algorithm, the PatternSearch (PS) algorithm fromTMABs Genetic Algorithm and Direct
Search Toolbox (GADS), was unable to consistenpiynaise the cost function. A solution
was found using the Genetic Algorithm (GA) from GBDvhich gave a 35 % decrease in
cost but incurred a 470 % calculation time penaltgr the PS algorithm. For the analysis of
DARWIN-like manoeuvres the main findings showed:

e 10 % of y,,, =0 PAM optimised manoeuvres required execution ofthé/.

* 44 % of y,,, =0.6 PAM optimised manoeuvres required execution offthi

* Up to 50 % more fuel was required fpg,,, =0 TDM over the PAM manoeuvres.

* Up to 300 % more fuel was required fgf,,, =0.6 TDM over the PAM manoeuvres.
* For p,, =0.6 the increase in fuel balancing was only ~1.5 % dné to the

increased fuel costs magg,,, # 0 an unattractive manoeuvre planning option.

Chapter 9 ended with a review of some future wankcepts that will be expanded further in
sub-section 12.3.1.

12.1.2.5Station-keeping Module

The Station-keeping Module (SKM) was introducedChapter 10. The chapter began
with a description of the libration points and tteéated mathematical preliminaries. It was
then shown that periodic motion about the collinganation points can be computed from
the equations describing the simplified dynamic immment and used as reference
trajectories for spacecraft. A review of differeeference trajectory generation techniques
was followed by a review of the past and propogation-keeping techniques. The next two
sub-sections of the chapter detailed the selectederical reference trajectory generation
technique and the selected station-keeping methedlarget Point Strategy (TPS). This was
followed by a description of how the SKM was engisa to operate. Unfortunately, due to a
lack of time available, the author was unable tisfectorily code and validate the SKM.
Therefore no results or analysis could be reporiée. final part of the chapter detailed the
future work that would be necessary to completeSiKm.

12.1.2.6Manoeuvre Planning Architecture Comparison

The final chapter in part two of this thesis déssd the comparison between the SepM-
MPA and a benchmark manoeuvre planning architecdubbed the B-PAM). Following a
re-cap of the SepM-MPA operation and an introdurctm the optimisation modules used in
the B-MPA the parameters were defined for the tooiise generated in the comparison. The
B-MPA was compared against the SepM-MPA for bo# fainimising and fuel balancing.

The tour comparison yielded the following resoler a 50 manoeuvre tour:
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* The SepM-MPA minimising tour finished 56.5 daysdrefthe B-MPA tour giving a
time saving of ~27 %.

* The SepM-MPA balancing tour finished 44 days betbeeB-MPA tour giving a time
saving of ~21 %.

* Both the SOM and BSOM underestimated the manoedwration calculated by the

PAM/BPAM by ~27 min for the SepM-MPA minimising af8{MPA tours and ~60
min for the SepM-MPA balancing tour.

The fuel usage comparison results over a 50 mame¢our showed:

* The SepM-MPA minimising tour used 40 % less fuahtihe B-MPA.

* The SepM-MPA balancing tour used 58 % more fuet tine B-MPA but was able to
reduce the sum of the fuel differences by 37 % crexbto the B-MPA reduction of
5 %.

* The fuel balancing efficiency of the SepM-MPA balerg tour was ~ 230 % better
than the B-MPA tour.

Comparing the calculation times for the tours shaiwe

* The B-MPA calculated the tour ~ 110 times fastantthe SepM-MPA.
» Calculation durations for the SepM-MPA only repréase a fraction of the actual tour
duration.

* Average and maximum manoeuvre calculation duratosnthe SepM-MPA never
exceeded the maximum allowed calculation time Gfsk@.

The comparison of the SepM-MPA with the B-MPA shdwRat in all aspects (apart from
the calculation time) the SepM-MPA was a superiangeuvre planning algorithm.

12.2 Conclusions

The stated aim of the research project from Chdpteas:

To design optimal manoeuvre planning algorithms tme with separated spacecraft
interferometry missions at, (but specifically in support of the DARWIN mis$itm enable
the safe execution of formation flying reconfigioat manoeuvres. Planning these
manoeuvres should allow the maximum science retub®e realised for the mission through
a combination of schedule optimisation, manoeuviginosation and optimal fuel
management across all spacecraft in the formaftidre planning algorithms should also be
of sufficient simplicity to enable their inclusiaa part of an on-board autonomous guidance,
navigation and control sub-system.

The Separate Modular Manoeuvre Planning Architecii@epM-MPA) developed in this
thesis represents one way of satisfying this aim.
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The Architecture designed in this thesis represantnique way to tackle the formation
flying manoeuvre planning problem by viewing itaatnission systems level. The inclusions
of operations scheduling and spacecraft statiopikgein this discussion are unique to this
thesis. The analysis of the Architecture shows tparations scheduling has a far greater
affect on mission cost than the manoeuvre fuel/tmamagement solutions offered in other
analyses. To realise the full benefits however ettdy operations scheduling (i.e. extended
mission duration) requires the careful manageméritied consumption and fuel balancing
offered by the Architecture.

The requirements analysis for the Science Operafibodule demonstrates the
complexity of operations scheduling for a formatitying based exoplanet science mission.
Many interlinked temporal constraints create a dempptimisation environment requiring
careful navigation to find the optimal observatsmhedules. The Science Operations Module
represent a unique approach for optimising schedwiéhin this complex environment and
although is CPU-limited is shown to perform excepélly within the calculation time
constraints present within the mission.

Whilst the implementation of the Station-keepingdvle was not fully realised in this
thesis, the inclusion of station-keeping withiroanfiation flying manoeuvre planning strategy
has never been formally presented in other worlkkee design of the SKM, both as an
individual optimisation module, and its inclusiom the SepM-MPA, represents a robust,
unique and plausible approach to incorporate stdteeping manoeuvre optimisation into a
formation flying manoeuvre planning system.

The SepM-MPA and its associated optimisation mesluvere all designed with
computational efficiency as a core driver. Somehef modules are quicker than others but
the Architecture (minus the SKM) has been showgedoerate manoeuvre plans that within
the defined minimum calculation duration meet thenping requirements. When iterated to
plan a 50 observation tour in the middle stagethefDARWIN mission the SepM-MPA
demonstrated an enhanced scheduling efficiency twmith savings of 27 %, an enhanced fuel
consumption efficiency with fuel savings of 40 %damn enhanced fuel balancing efficiency
with fuel balancing 7 times better than a benchmmaakoeuvre planning algorithm.

Whilst the development and analysis of the SepM-Mf& raised a number of further
guestions, the requirement for more analysis athelsae for improved optimisation modules,
the author believes that the Architecture represardgimple, effective and cost effective way
to plan and optimise formation flying reconfigucatimanoeuvres.

12.3 Future Work

In this sub-section the future work opportunitibatthave arisen from this project will be
discussed. In the individual optimisation moduleamters (7-1) the final sub-sections
discussed future work concepts to make the indalideodules perform better. These will be
summarised first followed by a discussion of theurfe work for the Manoeuvre Planning
Architecture (MPA) as a whole.
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12.3.1 Optimisation Module Future Work

This sub-section will summarise the future workn@epts found in the individual
optimisation module chapters relating to improvitlge module. Any improvements
previously discussed relating to the MPA will bevered in the next sub-section.

12.3.1.1Science Operations Module

Work required to improve the SOM was given in seltion 7.9 and concentrated on
three main themes; incorporating the remaining dulg constraints, performing a
comprehensive data analysis and optimising thengoaind execution of the algorithm.

Some of the scheduling constraints introduced hap@er 7 were not implemented into
the version of the SOM presented in this thesi® FHtlusion of these non-implemented
constraints (and the more accurate modelling ofrti@emented constraints) will enable the
SOM to generate more accurate tours. Obviousl¥B®®M would also have to include these
additional constraints and so any comparison betwee two would likely yield the same
results. Additionally, Chapter 11, revealed tha¢ tBOM underestimated the formation
manoeuvre time by ~27 min and ~60 min for fuel milsing and fuel balancing manoeuvres
respectively. This underestimation should be actlifor in future versions of the SOM to
enhance the accuracy of the tours generated.

Many of the results presented in Chapter 7 apgependent on ‘fixed’ parameters that
were not varied for the analysis. The tour starstay, length of the target tour duration and
the planet/star probability will all affect the nber of iterations required and standard
deviation required to optimise the tour performan®éhilst restricting the number of
iterations to as many as can be achieved within0786c is a fair standard to use
comprehensive analysis on the other ‘fixed’ paramseis required to see if any further
patterns (like decreasingover the mission duration) emerge and quantitatgelts can be
found.

The final suggested improvement for the SOM wéated to coding optimisation. The
performance of the SOM was related to the numbeowf iterations that can be generated
within the calculation time given. A SOM algorithwersion that can complete one tour
calculation quicker using the same hardware shpaltorm better than the SOM presented
in this thesis. An example of utilising memory regms to achieve more iterations was given
however there are likely many other ways that &S oding could be optimised.

12.3.1.2Position Assignment Module

Work required to improve the PAM was given in sdetion 8.4 with the non-
architecture suggestion relating to the useél\dfoptimisation. It was found in Chapter 8 that
the large single spacecraft fuel consumption angmeds due partly to fuel and mass
imbalance between the spacecraft in the formatiah artly due to the lack on constraints
within the optimisation problem definition. Remogithe fuel mass terms from the PAM cost
function and replacing them with the correspondif\g terms prevented the PAM from
reproducing the anomaly using the same initial @k, Using4V optimisation instead of
fuel optimisation for the PAM removes the negaiividuence that spacecraft mass can have
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on the PAM optimisation. Whilst this has only bemonstrated once a full repetition of the
PAM analysis using thélV optimisation is required to assess and compargeittormance
with the fuel optimisation version of the PAM prassd in this thesis.

12.3.1.3Trajectory Design Module

Work required to improve the TDM was given in sdgtion 9.4 and centred on
improving the TDM solution space and alternativajetctory generation methods. The
solution space for the TDM cost function was shotenbe difficult for optimisation
algorithms to navigate and resulted in the adoptbm more complex genetic algorithm
(GA) to find suitable solutions. By removing thdimity costs for proximity violations within
the TDM cost function a simpler cost function ca@ bsed. This should allow simpler
optimisation algorithms to navigate the space gekd up the GA. The proximity violations
can then be incorporated as constraints withirofitenisation problem definition. The entire
TDM analysis should be repeated with this new @asttion to assess its performance.

The second future work concept for the TDM wasdteption of alternative trajectory
generation methods. A number of examples were gineluding the alteration of the
nominal thrust, the use of alternative perpendicthaust profiles and the removal of the
constraint that forces the avoidance thrust todspgndicular to the nominal thrust. These are
interesting concepts to examine to see whether ffeformance justifies their additional
complexity.

12.3.1.4Station-keeping Module

Work required to complete the Station-keeping Meduas given in sub-section 10.5. A
number of steps are presented detailing how thereete trajectory generated is to be
incorporated along with the Target Point statioegieg strategy and arp, ldynamic model
to make the SKM. After complete integration andidation of the SKM a number of
suggested analyses are presented that will heimisptthe SKM execution conditions that |
affect the frequency of SKM execution.

12.3.2 Manoeuvre Planning Architecture Future Work

The optimisation module further work summary preed in sub-section 12.3.1 omits
those further work suggestions from Chapters 7t thould require a change to the
operation of the SepM-MPA. From the analysis in @@ball the greatest effect in the fuel
optimality of the tour is the frequency of callstb@ TDM. From the analysis in Chapter 6 the
design decision to separate position assignmentpaoximity violation control into two
separate optimisation modules was based upon #iede minimise the average calculation
time of the optimisation. The unintended consegeeuicthis is, by allowing the PAM to
generate positions that break the proximity rugéesyore fuel costly solution is adopted in the
TDM. The way to avoid this is to integrate the ThiMo the PAM and this can be realised in
two ways.
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12.3.2.1Simplified Modular Manoeuvre Planning Architecture

One approach to embed the TDM with the PAM inveluaodifying the cost function of
the PAM to assign a high cost to any position coration that involves a collision or thruster
plume proximity violation. This entirely negateethequirement for the full TDM (as only
the proximity-check is required) and so is called simplified modular manoeuvre planning
architecture (SimM-MPA) as in Figure 12-1. The mbanefit of the SimM-MPA is that the
modified PAM will always output positions that conin to the proximity rules and with no
TDM in the loop could produce better fuel optimisednoeuvres. In addition, the average
calculation time may drop since the TDM never getibed. However this must be tempered
by the increased complexity in the PAM cost functibat requires a proximity check for
every position combination it examines. The masadvantage of the SimM-MPA for fuel
management is its rejection of potential optimasipons (with proximity violations) in
favour of positions without proximity violationsa some cases a TDM modified manoeuvre
from PAM optimised positions as calculated by tlep4-MPA may still be more optimal
than a manoeuvre optimised within the SimM-MPA.

On-board Science .
. . Current formation
mission Operations ) .
configuration
catalogue Module

Ground \ 4
station equired formation SimM-MPA
ranging configuration
Position Assignment Module
5;22?:5 PAM Cost| | prg)arl::lity
Module Function check

Manoeuvre
Information
Dissemination

BCS TS1 TS2 TS3

Figure 12-1 Simplified Modular-Manoeuvre PlanningclAitecture
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Some basic analysis can be performed to examaedtential of the SimM-MPA. The
TDM execution time from Chapter 11 revealed thatwarage it takes the TDM ~75 sec for
fuel minimising manoeuvres and ~300 sec for fudamang manoeuvres to find safe, fuel
optimised trajectories using the reference hardw@gce this only represents 1 % and 3 %
of the mean total calculation time for SepM-MPA imising and SepM-MPA balancing
manoeuvres respectively it is clear that the TDMgloot have a large influence on the
SepM-MPA calculation time. For this reason the SHRNA would seem redundant. For the
fuel management issue however, relating the redegednality of TDM manoeuvres on
PAM optimised manoeuvres, the SimM-MPA would beursggd. Comparing the PAM
results for the SImM-MPA with the TDM results fraime SepM-MPA using an identical tour
would show whether the fuel management of the SiIMRA was hindered by the restricted
PAM.

12.3.2.2Integrated Position Assignment Module Manoeuvraiiteg Architecture

Another way to embed the TDM into the PAM involtas integration of the TDM into
the PAM cost function to produce the integrated PAMnNoeuvre planning architecture
(IPAM-MPA) as in Figure 12-2. For the IPAM-MPA whever the PAM cost function
analyses a position combination a proximity cheskcarried out. However, instead of
rejecting combinations that cause proximity viaas (as in the SimM-MPA), the cost
function calls the TDM to optimise safe trajectsrfer that position combination. This solves
the issue posed by the SImM-MPA rejecting optin@lusons but adds a further level in
computational complexity over both the SimM-MPA d@hd SepM-MPA.

A rough calculation can be made to access theased calculation time required for the
IPAM-MPA to generate one manoeuvre plan. It is as=ili that the PAM optimisation
algorithm requires 100 iterations to find the kmsution for any initial conditions. For a fuel
balancing manoeuvre (from Chapter 9) 44 % of thtesations would require the execution
of the TDM. From Chapter 11 the mean calculationetifor the TDM on fuel balanced
spacecraft positions is ~300 sec. So the TDM cormapbaf the calculation takes ~13200 sec
(or 3.67 hrs). Even before the SOM and PAM caldoiatime components are added it is
clear that the IPAM-MPA would not be able to coneléhe manoeuvre plan within the®10
sec limit imposed in Chapter 7.

This calculation time however is not prohibitivdtyng for manoeuvre planning in the
later stages of the mission when the observatioasgdh of the mission, and hence the
available calculation times, are much longer. Therovements in planning performance of
the IPAM-MPA over the SepM-MPA later in the missioray justify a switch to the IPAM-
MPA at a specified mission epoch. For this reas@ndevelopment of the IPAM-MPA is
recommended as potential future work for this redeproject.
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Figure 12-2 Integrated Position Assignment Modularldleuvre Planning Architecture
12.3.2.3Global Optimisation Manoeuvre Planning Architecture

The SepM-MPA has been designed so that it is ¢amdlsunning autonomously on-board
one of the DARWIN spacecraft circa 2030. The sifigations made in developing the
SepM-MPA in Chapter 6 have realised this at themt cost however in the time/fuel
optimality of the mission. Even removing one of siiaplest trades, as in the IPAM-MPA,
pushes the calculation cost of the architecturealtime limitations on the defined on-board
system. The requirements for on-board planningreattyy have been driven by reduced
operating costs for the mission. A ground-basedrmig architecture, employing much more
powerful computer hardware, could run a full glotv&lnoeuvre planning architecture,
potentially out-performing the optimisations of tBepM-MPA, and thus giving further cost
savings for the mission. If the extra costs sawwaied the costs of running the ground-
based hardware then the deployment of the auton®i@epM-MPA would not be necessary.
A full cost analysis of the SepM-MPA therefore webuéquired a more in-depth study into
ground-based global manoeuvre planning architecptienisation and as such is a final
future work recommendation from this research mtoje
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