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ABSTRACT

This dissertation presents a methodology to siraulat dispersion of water droplets in
the air flow typical of an Icing Tunnel. It is basen the understanding the physical
parameters that influence the uniformity and trstriiution of cloud of droplets in the
airflow and to connect them with analytical paraengetwhich may be used to describe
the dispersion process. Specifically it investigatiee main geometrical and physical
parameters contributing to the droplets dispersain different tunnel operative
conditions, finding a consistent numerical approaehreproduce the local droplets
dynamic, quantifying the possible limits of commalcCFD methods, pulling out the
empirical parameters/constant needing to simulat@gsly the local conditions and
validating the results with calibrated experiment.

An overview of the turbulence and multiphase fltvedries, considered relevant to the
Icing Tunnel environment, is presented as well asidoconcepts and terminology of
particle dispersion. Taylor's theory of particlesgersion has been taken as starting
point to explain further historical developmentdi$crete phase dispersion. Common
methods incorporated in commercial CFD software amplained and relative
shortcomings underlined. The local aerodynamic tmmd within tunnel, which are
required to perform the calculation with the Lagyiam particle equation of motions,
are generated numerically using different turbulerdels and are compared to the
historical K€ model.  Verification of the calculation is perfaeth with grid
independency studies. Stochastic Separated Flowoaetare applied to compute the
particle trajectories. The Discrete Random Walkdescribed in the literature, has been
used to perform particle dispersion analysis. Nuraésettings in the code are related
to the characteristics of the local turbulent ctindi such as turbulence intensity and

length scales.

In order to acquire turbulence data, at differemintl operating conditions, to be used
as input boundary condition for the numerical splvéot wire probe measurements

have been performed. After presenting instrumesratind method details, turbulent



statistics results and relative uncertainties &eussed, underlying the connection with
Lagrangian dispersion models. Measured turbulenadilgs are used to define
boundary input conditions for CFD simulations. Tdimice of the input plane location
referred to the position of the spray bars is dised concerning the conditions of near-
nozzle-field and far-nozzle-field. Evolution of thmarticle’s statistics, as mean and
standard deviation, are presented in relation tonél geometry and the three
dimensional droplets cloud behaviour is shown. Bbbdly density function type results
are presented to be compared to the experimersialkse The icing blade measurement
is used to acquire Liquid Water content distribatio the test section at several tunnel
operating conditions in order to provide supportl aalidation to numerical droplets

dispersion predictions.

The results are discussed and summarized defindigparsion indicator related to the
shape of the probability density function througie Half Width at Half Maximum
value. The droplets dispersion evolution alongttimnel is presented for both theeK-
and Reynolds Stress turbulence models and compai¢id the experimental
measurements. For each turbulence model diffeypet of injection have been tried in
order to check the sensitivity of the methodologyifferent injection characterization.
Both the Ke model and the RSM model provide similar trendghaf water droplets
distribution along the vertical and horizontal diiens in a plane normal to the tunnel
axis. The effect of the different nozzle air preesudifferent operating conditions) can
be caught by the solver and input variance of presgalues of the order of 2%, have
reflected, through different turbulence inlet pledi in final STD differences less than
1% of the test section length. The level of theptets dispersion prediction is close to
the measurement but the trend with the spray bamsat reproduce the local small
effects. The accuracy of the models cannot catgfeni gradient of the standard
deviation, more than 2% of the test section lengtte local differences between the K-
e and RSM models have been estimated and found tentsl in comparison to
characteristic length of the droplets cloud. Simitasults have been found for the
different injection types, where local relativefdiences have been estimated to be on
average less than 5% of the “single injection” basewhich reflect in a difference on

cloud spread of about 0.4% of the characterissitgection length.
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1 Introduction

1.1 Icing Science overview

The icing phenomenon is a mixing of several phy$cdors that contribute to the
formation of the ice distributed on aircraft paiéis formation is a consequence of
the freezing of suspended cloud droplets on aigkructures causing a growth of a
specific-shaped ice. The altitudes and tempersitypecal of the flight envelop of the
modern aircraft mean this phenomenon occurs botthéolight and commercial
aviation. The effects of the built up of an iceusture on the aircraft surface give rise
to unwanted aerodynamic disturbances, usually @dtdegradation effects”, causing
lift losses and control problems when referringxternal wings or causing mass flow
losses and pressure losses when referring to alteluct and intake systems. In
borderline cases, as has sadly happened in thetlp@gican cause serious accidents.

Particular attention has then been paid to thidlpro in order to guarantee the
safeness of the passenger and the crew involvesl.mMddern aircraft have now to
certify their ability to flight under specified mamxum atmospheric icing conditions,
being equipped with an appropriate anti-icing sysend following precise de-icing

procedures. The way to specify and quantify theagimum conditions it is still an

open position in the icing community, however thgpandix C to Part 25 of the FAR
is usually used as reference for the icing conaitienvelope. The difficulty of how to
characterize the icing envelope in order to givéedter concrete support to the
development and improvement of the anti-icing systedue to the complexity of the
physical phenomena involved and to the wide rarfgggraospheric flight conditions

typically encountered.

The Appendix C to Part 25 actually characterizes teing envelope referring to
different icing intensity associated to the stratif and cumuliform clouds. The
envelope refers to the Continuous maximum icingdesited to stratiform clouds)
and intermittent maximum icing (associated to cufouh clouds). The continuous
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maximum icing is defined by the variables of theud liquid water content (LWC),
the mean effective diameter of the cloud dropksis,ambient air temperature, and the
interrelationship of these three variables as showfigure 1-1. The limiting icing
envelope in terms of altitude and temperature iemiin figure 1-2. The inter-
relationship of cloud liquid water content with gradiameter and altitude is
determined from figures 1-1 and 1-2. The clouditigwater content for continuous
maximum icing conditions of a horizontal extenthat than 17.4 nautical miles, is
determined by the value of liquid water contentfigiure 1, multiplied by the
appropriate factor from figure 1-3. The intermittemaximum icing is similarly
characterized with the difference to consider tagables described by the envelope
of the figure 1-4 and 1-5 and the horizontal extether than 2.6 nautical miles, is
determined by the value indicated in figure 1-4|tiplied by the appropriate factor of
figure 1-6.
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Figure 1-1: LWC vs. drop diameters envelope (Continaus)
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The variables chosen to define the envelope acesamificant for the icing physics
phenomena and usually characterize the icing shapecture and accretion
dynamics. The freezing of the water droplet atithpact on the aircraft surface can
have different kinetic rate that produce differeet shape and structure. Typically the

icing structural types are identified as follows:

* Glaze ice: it is characterized by supercooled walt@plets that strike a
surface but do not freeze completely at the pofnimpact. The remaining
water fraction is then transported by the airflowile it freezes on the icing
film. Under this condition often "horns" or protioss are formed and project

into the airflow.
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 Rime ice: formed by supercooled drops that rapfdbezing on impact. It
forms mostly along an airfoil's stagnation poinhgelly conforming to the
shape of the airfoil.

* Runback ice: occurring on wings with thermal anti-icing systenhem the
system does not evaporate 100% of the water thaihgas on the surface.
The water runs back from the impingement zone,itgathe leading-edge
region without ice. When the water reaches theoregihere the added heat no
longer raises the surface temperature above frgezhe water begins to
freeze and a ridge line develops. Frozen rivuletlew the ridge line in cases
where the air temperature is close to freezingclwieads to ice shapes with
large chord wise extent

» SLD ice: ice formed in SupercooledLargeDroplet dbads. Due to the larger
droplet size often extends to unprotected parth@faircraft and forms larger
ice shapes characterized by the not instantly iingeaf the water droplets

mass.

The interaction between airflow and water dropletsmbined with atmospheric
conditions with temperature well below the zero gmwdsence of water droplets
clouds with concentration between 0.2-3.0 grams qudaic meter, drives the ice
accretion phenomena. In order to clarify the aspécthis process, considering how
the ice structures previously described are relatedhe impact process and the
dynamic of the interaction with the airflow, a paiftthe research activities in the
icing community is focused on analysing the behaviof the droplet splash
depending on aerodynamic condition and surfaceeptigs. Concerning the “icing
science” this research field represents the maia tio proper study and to describe
the icing phenomena when seen as interaction batweser droplet and target
surface that evolves in an aerodynamic backgrowpending on the local operative
conditions. On the other hand the results comignfithis investigation not only
contribute to clarify some hidden aspects but alsadlerline the importance of
disciplines related to the icing science that cavehapplication concerning the water-

airflow interaction.
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These disciplines, for example the dispersed phagrilent transport that will be
object of this thesis, can receive contributiorthirir specific research field, by the
results coming from the their application to thmgctechnology. Icing wind tunnel
test is a typical example where discrete phaseetiggn, expressed by water droplets
distribution and consequent icing cloud uniformity,coupled with the icing field
having a benchmark to test its models and a passimlirce for the identification of
new phenomena. At the same time the inter-relagddisf of aerodynamics, turbulence
and discrete phase transport are key featureseocihg tunnel itself and contribute
and support the development and improvement géatéormance with the objective
to better reproduce the atmospheric cloud unifgrmit

In terms of icing technology that characterize bg whole of several application as
probes for liquid water content, supper cooled dadyoplets detectors, numerical
model and system to predict the icing accretioa,iting wind tunnel will be the main
object of this thesis and its use is of primary amance to test anti-icing system,
certifying the capability to flight in simulatedimgy condition and to support with in-

flight test the validation of numerical codes.

1.2 Icing Wind Tunnel overview

The icing tunnel can be considered as an instrunesupport the icing academic
research as well as a tool for aerospace industpplications. Research interest in
atmospheric icing, both in civil and aerospace eegiing, needs to better understand
the physics of the formation of the ice, its intdi@n with different materials and
surfaces and the possibility to predict and prevenigrowth. In addiction to the
numerical codes with capabilities to predict therstof the ice, experimental
processes are needed to verify and analyze theefiesits of the icing and, at the
same time, to proof the efficiency of the anti-gisystems. In this respect icing
atmospheric conditions have to be simulated in gddaboratories with the objective
to reproduce the airflow and clouds characterigmsountered in in-flight situations.

16



Icing wind tunnels are usually built up followindpet general layout of standard
aerodynamics wind tunnel, with the main differermsng in the inclusion of a
refrigeration plant, to cool the airflow at a rangfetemperatures between 0 and -35
degree and to include a droplet source of bar sgake with nozzles able to produce
droplet sizes required from the FAR specificatiamd ausually until to the SLD
specification. The main configuration, common twesal industrial and research

icing tunnel, is a closed loop circuit of the tygl®wn in the figure 7.
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Side view of main icing tunnel

Figure 1-7: Cranfield Icing Wind Tunnel view

Specifically the Cranfield Icing Wind Tunnel comges a 100 Kg/s fan/engine that
with a series of different working sections, degagdn the model size to be used,
allows obtaining a test mach number until 0.5. @h®ospheric icing condition are

simulated with a refrigeration plant with a cootidr400 KW able to decrease the
temperature until -35 deg. and with six spray ludrsozzles able to produce droplet
sizes from 20 to 80 microns. Several pressure amgpérature transducers are fixed
and connected to the digital data acquisition syst@d used to monitor and control
the tunnel running conditions. Though the dimensiand performance of other icing
tunnels can be different respect the Cranfield IMhe dynamic of the processes

involved can be representative of general phydiemnpmena.

The individual parts of an icing tunnel defined t®st section, divergent section,
turning vanes, plenum chamber and convergent seat® designed to satisfy several
criteria and deal with various constrains. Aerodyita performance, such as a
maximum efficiency in converting kinetic energy pressure and reducing the
pressure losses and constrain in space-cost asdtligy are can affect the design

process. In addition, specifically for icing tunnemperature uniformity and water
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cloud uniformity have also to be considered asguarénce parameters depending on

the airflow quality and features.

Water droplets and temperature distribution appedae direct related to the turbulent
scalar transport, where scalar is the temperaturtheo water concentration, and in
parallel, when referring to mass particles, todiserete phase transport or dispersion.
In contrast with the standard aerodynamic tunred, local turbulence can play an
important role to improve the performance of thagaunnel, always in respect to the

requirement of low turbulence levels in the testisa.

The distribution of water droplets is closely cocieel with the airflow feature,
through the interaction between water droplets tedturbulence structures. These
structures are generated by aerodynamic disturbanmitkin the icing tunnel such as
the heat exchanger and the bar spray rake. Thospaents, affecting the airflow
quality, may contribute to the final quality of tiekoud uniformity. Considering the
position of the heat exchanger, upstream the dpaeg;, its turbulence could affect the
local airflow there contributing to create a higterbulence background that, if not
dissipated, could enhance the water droplets digpeim proximity to the nozzles. At
the same time the nozzle themselves, charactdoizeah injection of air with defined
pressure and flow structures, are sources of tenbahat contributes to the dispersion

of water droplets.

Measurements of the quality of the airflow in tleeng Tunnel has been performed
and published in the literature. Gonsalez J.C. &ington E.A % performed airflow
guality measurement in the NASA Glenn Icing Regedrannel before and after the
changing in the heat exchanger. Overview of therawgments in the airflow is
reported by Irvine T.B. & al. Data were collected at single cross-sectionaigknd
included total pressure, static pressure, Mach muntbtal temperature, flow angle
and turbulence intensity. The description and calibn of the instrumentation is
reported in Gonsalez J.C. & Arrington E'AResults show that the heat exchanger
makes a major contribution to the turbulence prédaoc Considering the injection
process of water droplets in the flow as possibleree of turbulence, the effects of
the air nozzle spray were taking in account acggirand comparing turbulent

statistics at different nozzles operative pressurbsy show that the injection of the
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droplets interacts with the background turbulence modify the final dispersion in
the test chamber. The higher the pressure of nezalg the higher the turbulence
modification and the better the distribution of pleis becomes, as showed in Ide R.F.
& Oldenburg J.R. However, as will be shown later, depending on ftobev and
turbulent structures, different air pressure natessarily gives significant changes
the droplets distribution.

The interaction between droplets and airflow canideslized as an exchange of
momentum between flow and droplets with intensitiveh by the local airflow
unsteadiness, expressed in terms of turbulencestgtst The evolution of these
statistics and their contribution to the particlespgrsion within the tunnel is
characterized by the tunnel geometry and conselyubgtthe characteristic flow
scales, leading each tunnel to its own case. Homtkeesimilarity of the phenomena
involved leads to research a methodology that gertiinvestigate the uniformity of
the dispersion in a general point of view and, eessgnted in this thesis, to support

icing tunnel design and test.

1.3 Icing Wind Tunnel Test overview

To test the anti-icing system the customers askafoange of airspeeds and tunnel
temperature. For each combination of these valugseaific amount of water in the
airflow is required to reproduce the flight conadlits. It is expressed in terms of LWC
(Liquid Water Content) and represents the gramsatér per kilograms of air. At the
same time a specific size distribution of droplistsneeded, typically 20 microns,
being possible with an appropriate combination tofrazing air pressure and water
pressure of the nozzles, deriving from their calilan curves and selected on the
control panel. With these specifications and wité imodel fixed in the test chamber
it is possible to start the process of calibratainthe cloud to obtain a uniform

distribution of the droplets on the part of the mlo test.

The optimization procedure can be summarized bydif@ving main steps:
» Selection of the spray bars to use depending ompdsdion of the model in
the test section
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» Selection of the number and relative position @f tlnzzles depending on the
water spatial distribution required
* Run the tunnel in icing condition spraying water dareference time
* Observe and measure the spatial distribution othfukness of the ice (icing
blade technique)
* Verify the uniformity and whether necessary chatige position/number of
the nozzles.
This trial & error way to calibrate the cloud isng & energy consuming due to the
use of the cooler. The main factors in determirtimg number of iterations in this
process are the shape and complexity of the mattklitze experience of the user.
Thus, a computational method for tracking the tlebuwater droplet dispersion as
they move from the nozzle to the test section hdllp to simplify and speed up the
calibration process. Such a procedure would alkavahe testing of different icing
tunnel configurations and operating conditions hgwloud uniformity prediction for

a wide range of droplet size including SLD droplets

The cloud uniformity can be considered a parametethe icing wind tunnel and
values are often referred in a clean configuratiathout any model in the test
section. The presence of the model modifies thedymamic field changing the
momentum exchange with the droplets and their iveladistribution. Under this
circumstances the calibration procedure, idealiputd compensate the effect of the
aerodynamic disturbances created by the blockagetefof the model, leaving the
aerodynamic field of the model unchanged or prgpirisimilitude with respect to a
real in-flight situation. In this context the similde criteria include other than the
usual aerodynamics non-dimensional numbers alssithiétude in the cloud seen by

the model.

Every change in the operative conditions, assatmaith different points of the flight
envelope, that affect the interaction between atgphnd airflow could produce some
alteration in the cloud uniformity. The calibratigmocedure, in this circumstance,
could mean more setting up for particular test poiminly in having to change the
water nozzle configuration. The eventual evolutadrthe water droplet distribution
cloud upstream the test chamber is only affectethbyaerodynamic forces and the
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water droplet defined size and there is not furtheans of control by the user during
the test.

It raises, then, the interest to investigate tHatimns between the source of water
droplets cloud and its final dispersion in the @sttion with theoretical models that
could be translated in numerical procedures ustfubupport and simplify the
calibration process. The methodology to perforns dtomputational analysis, based
on physical phenomena involved, could then underdire validity and limits of the
numerical simulations giving a scenario for possiaupling of numerical calculation

to support laboratory cloud calibration test.

1.4 Physical background

Research interest connected with this work is fedusn the behaviour of multiphase
flow where two or more phases, not chemically ezlatare present. Each of the
phases is considered to have a separate volum@ifrathe sum of which is unity,

and conservation equations can be written in otdeobtain the dynamic of each
phase depending on its features and on the inienaeith the other phases. The form
of the conservation equations and the approachtbhosonsider the coupling of the
different phases, one of the major challenging afltiphase theories, will be

described in the next chapters.

Two-phase flow, of the type encountered in theddiind Tunnel, is found in many
engineering systems including aerospace, biologatemical, civil, mechanical, and
nuclear applications. In particular, many combustand energy systems involve
dilute two-phase flow, ranging from droplet spraysd dispersion in gas turbine
combustor flow to bubbly pipe flows of nuclear reas and atmospheric pollutant
dispersion. A greater understanding of the two-phateractions can lead to increases
in performance, reduction in cost and/or improvaity for such systems. In parallel,
computational fluid dynamics (CFD) has now beconmeirdispensable tool for
gathering information to be used for design andnapation. Thus, the combination
of these two disciplines, computational two-phdew/ f has emerged as an important

research area with unique characteristics and.issue
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The interaction between the phases depends ondheenmum and energy exchange
between them and can be idealized as somethin@lparelated to the individual
phase properties such as mass density, viscosiypartially related to the flow
conditions depending on the problem under exananatihe aerodynamic forces
generated by the phases and contributing, for #wtdh’s third law, to the motion of
each phase are connected to the operative corglfbtonthe case, such as pressure and

velocity, and to the case local geometry.

The operative and geometric conditions, which immpatational fluid dynamic
translate as input and boundary conditions, charaetthe phase motion, seen as the
whole of the phase kinematic features expressetthdwelocity field defined by its
turbulent regime. Consequently it has to be desdrénd investigated to be properly
coupled to the modelling of inter phase momentutharge terms. As seen in the
previous paragraphs, the Icing tunnel is charazdrby turbulence sources, i.e.: heat
exchanger and nozzles spray rake that exchanggyewih the background velocity
field defined by the tunnel geometry itself. Thi®gess is defined by the result of a
local changing in the tunnel turbulence field dést by its energy cascade, as
available in the literature (Hinze, Tennekes, Pbp&Jlue to the break up of large
structures (or eddies) into smaller eddies unéhttscous dissipation is dominant and

the remainder of energy is converted into heat.

The turbulent regime in the Icing Wind Tunnel chart be characterized by the large
scale structures associated the tunnel charaatdesgth scale. Typically they can be
assumed to be a fraction of the hydraulic tunnelmgiter. The cascade process
evolves then with the help of the heat exchangan ttontributes to break up the large
structures transferring energy to the smaller exddiehis aspect generates the
background turbulence level at the nozzle locatlomwnwind the exchanger. The
nozzles contribution then act as a new turbulerdrggn source where energy is

injected into the flow and interact and mixes witb turbulent existing field.

The effect of the turbulent field, characterized it/ energy and spatial-temporal
scales, is translated, through its contributionttte phase’s velocity field, to the

aerodynamic forces that affect the motion of thepsanded phase. Not only design
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and operative conditions influence the turbulencepction and transfer within the
flow, but also the presence of more phases itsetiause of turbulent production. It
depends on the intrinsic property of the phases @andheir relative motion, i.e.:
relative speeds, which could produce aerodynamgtudiances or turbulence
damping effects. This phenomenon represents arveacgsearch sector within
multiphase flow and turbulence theories and iilfed in the literature as “turbulence
modulation”. It can be seen as a part of the wpalture of the phenomena related to
the interaction between the phases. Though it isel@ment that can alter the
turbulence effects on the particle motion itsells dynamic it is still under
investigation and for engineering computationalpoges, under circumstances that

will be discussed in the next chapters, its contrdn can be neglected.

In the Icing Wind tunnel case the multiphase flomd @urbulence disciplines can
contribute into investigation of the motion of theater droplets, considered as
dispersed discrete phase, coupled to a continuumeicghase that is the tunnel
airflow. The paths of individual droplets, typicalaround 20 microns of diameter,
seen as ensemble, describe the position and beasidhe icing cloud during its
evolution within the tunnel. The domain of interestthe computational/theoretical
analysis of the cloud evolution should include ¢lements that contribute, through an
exploitation of the disciplines above cited, to reuderize a “well posed” problem
able to represent and solve the physical problarthe Icing tunnel case presented in
this research the attention has been focused owvolbhene from the spray bars to the
test section, considering it able to properly sypble data sufficient to solve the

engineering computational simulations.

In this sense the investigation of the variablesameters and procedures necessary
to describe and solve the physic problem leadsgdearch a methodology that adds to
the determination, approximation and solution tanpate, in the Icing tunnel case,

the numerical calculation and prediction of watexpdiet distribution.
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1.5 The aim of the research

The aim of this research is to find a methodolaggimulate the dispersion of water
droplet in the air flow typical of an Icing Tunnelt is going to proceed by
understanding the physical and analytical paramebat influence the uniformity and
the distribution of the cloud of droplets in theflaw and to connect them with the
physical and operative parameters of the icing éunfhis will help to improve the
process of setting up the nozzle system for thedctequired before each test with the
possibility at the end to be able to have an entermb methods to predict the
dispersion of the droplets. The study involvesaidght very general topics, such as
turbulence and multiphase flow, with applicationnmany fields of the industry and
science. Depending on the situations, differentefdould be more appropriate than
others, and the investigation is going to proceatsiering the connection with the

Icing Tunnel environment.
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2 Transport processes in turbulent flow

2.1 Assumptions and criteria regarding two phase flow

regimes

As seen in the previous chapter the interactionvéen particle (referred here to
droplets or solid particles) and gaseous carriaasphthat control the dispersion
process, is depending on local flow properties @md the mixture properties,
characterized by the discrete phase material (g¢nsgeometric properties
(particle/droplet size and shape) and its voluraetion. Depending on the loading of
the discrete phase on the carrier phase differechamism of mutual interaction can
exist and produce different coupling regimes betwdee phases. The amount of
particle dispersed in the flow, identified in terna$ loading, gives a primary

classification of the mixture characteristic.

The dilute condition, pictured as a lean conceinadf the dispersed phase, it is here
considered, following Lott?, if the effects of the particle-particle interacti are
treated as not significant. These interactionsrrefdwo different situations, namely
particle - particle direct collision (where the fiele can coalesce or collide with each
other) and particle — particle fluid dynamic intetran (where the proximity of the
particles and their wake affect their aerodynanuccds). The direct collision of
particles typically happens when the particle sk time scale is longer than either
the particle response time to the fluid variati¢n$ or the particle — eddy interaction

time scale ), (the time scale where the particle interact aifharticular eddy).

Details of the genesis of the criteria for the aatibn of particle-particle interaction
can be found in Loth. The frequency of particle collision is proportibrto the
number of particle in a reference volume, defingdtle particle-number density
np=N/Q, which is the number of particles (N) per unitwok ), and to the number
of collisions per unit time per particle associated, value relative particle velocity,

and swept particle aread® (d equal to particle diameter). Considering thiatiee
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particle velocity upper-bounded by the particlertiexal velocity (Uerm) in @ quiescent
flow, the criteria for negligible particle-partictsllision is:

NU n70? <<l/max(r,,7;,) (2.1).

p~ term

The term on the right hand side can be adjustead nmore explicit form considering
the particle- eddy interaction time dependent enfiiw features and structur&sThe
criteria, then, turns into two final conditions foeegligible mutual particles collisions,

whether the turbulence scale or the macroscopimifiea scale is consideréd

np/\mlz/(y2 +1)}/2 << 1 for negligible particle—particle

collisions in turbulence (2.2).

n U, Lm? <<1 for negligible particle—particle collisions

p™ term

(2.3).

Where A, L and y are respectively the turbulent eddy integral langtale, the
smallest macro scale representative of the geonagttlythe particle drift parameter,
as defined by Stock’ y = Viernfu (with u equal to the turbulent fluid root mean
square fluctuation). The particle-number densiy affecting the particle collision,
can be related to the macroscopic features of dlse considered where a particular
volume, characterizing the geometry, can be chasea reference. However, due to
particle preferential concentration or inertia effe local changes in the number
density, expressed as some peak value, can giveretif local particle-particle

coupling regimes.

Differences in local particle concentration als@areltterize the local particle volume
fraction @) defined as volume occupied by particles dividgdhe mixture reference
volume. This parameter is useful to identify thetipbe-particle fluid dynamics

interaction criteria, that is usually more restvietthat the particle-particle collision

criteria. It can be typically expressed as:
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a% <<1 for negligible particle-particle fluid dynamic

interaction’. (2.4).

At the same time the volume fraction can be usedheracterize the particle-fluid

interaction defining the regimes where the momentuansfer terms between the

phases become significant. Differently by the @ilgtiteria, that investigates when

the particle dynamics is affected by the particetiple interactions, the criteria

defining the process of fluid-particle interactimvestigates the effects of the phases

on their relative motion. The different regimes arsually summarized in the

literature with the following classificatioft:

One-way coupling this particular regime considers the particuleffect on
the carrier phase to be negligible and only theoadtom the carrier phase to
the discrete phase is considered. The state oditlew is then taken to be
independent on the presence of the particle (dtppled calculation for its
motion can be done “a priori” solving its own séteguations. The particle
behaviour can then be idealized and calculatedigirahe equation of motion
depending on the specified airflow solution. Rubdéghumb found in
literature state that this regime ends at a volload of 16 (Elghobashi?) to
10° (Elghobashi and Truesdéfl). The particles behave as passive (non-ideal)
tracers, following a range of fluid instantaneolgtuations. Due to the fact
that particles may not follow all fluid motions, -salled preferential
concentration (or ‘clustering’) can occur (Eatonl &esslef).

Two-way coupling in two-phase flows this generally denotes th&griphase
transfer of mass, momentum or energy is importanthe fluid dynamic
description of both phasa&/ith a higher particle load, the particle phasetsta
to influence the motion of the fluid phase. Undhistcircumstance, the
turbulence level can be attenuated or augmentguendéng on the particle
characteristics and relative velocities. The flygHdase and particle phase
equations should be solved simultaneously. Bouedafor the two-way
coupling regime are often stated at volume loadd@fand 16. Despite

numerous suggestions, there is no single paranteérseems capable of
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prediction this behaviour. The inertia of the paetireferred to the fluid
fluctuation can be a discriminating for this betoani'’. The idea behind this
is the fact that a less responsive particle wihibi a greater instantaneous
slip velocity. If this slip velocity is large enoligit may generate significant
turbulence. Another often-cited ruté suggests that the ratio of particle size
and fluid length scale is the discriminating partaneThis criterion was based
on a large survey of experimental data.

* Four-way coupling: if the particle load is increased even furtheartiple-
particle interactions should be taken into accdantlisions, hydrodynamic
interactions). In this regime, the distribution thfe particles can become
significantly non-random, with large regions devoidparticles. These large-
scale structures can for instance be observeditliZzed bed reactors.

In the case of small particle size, which existsnany engineering applications, the
interactions between the particle and fluid are resped on the background
assumption of the continuum property of the flueedis by the particle. It establishes
that the size of the particles is much greater tthenfree mean path of the fluid

molecules and it can be written as (Ld)h da o, /u; >>1 for continuum flow

around the particle.

3.1 Assumption and criteria applied to Icing Wind Tunnel

The result of the application of the discussecedatleads to different choices of the
models describing the particle-fluid interaction adcterized by appropriate
simplifications and approximations. Starting frommacroscopic point of view that
identify the upper-bounded features of the simgdifion applicable to the case
examined, the criteria allow to identify particutegions and regimes where different
local approach can be considered. This aspect lean produce different local

solution procedures and strategies for the dynairilce two phases.

The Icing Tunnel, seen as a macroscopic level tigoaphase flow system where the
carrier phase is the tunnel airflow and the discnehase is composed by water
droplets. The overall volume fraction between the phases is usually bounded by
the specification in the Appendix C to FAR 25 aan be assumed proportional to the
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Liquid Water Content (LWC), identified as the graaisvater per cubic meter of air.
In this respect the volume fraction so chosen sprEs a macroscopic estimation of
the regimes concerning the particle-fluid interactiThe desired value of the LWC is
usually required and verified in the tunnel testtiom, where the model is fixed.
Local variations of the volume fraction, howeveande present in different part of
the tunnel, possibly affecting the dynamic of théer phase exchange terms. They
would be mainly dependent on two factors: localrees of water droplets i.e.:
nozzles, or local non uniformity of the particlestiibution caused by interaction with

aerodynamic structures.

From the Appendix C to FAR 25 droplets size is apecified within the “icing”
envelope. The size of the droplets combined tovtiieme fraction, combination that

represents the number of droplets to whom thatmelthas been distributed to,

identify the dilute condition. The number of draglén a reference volume i :g

Myater

water ¥ particle

where the macroscopic total number of water drept = , With Myates

pw and Mparicle respectively the total mass of water, the wat@sig and the particle
volume. Considering the total mass of watey,, =ap,V,, anda =LWC/p, being
the macroscopic volume fraction, the macroscopictig}@ density number is

a

n =
Vv

particle

Considering the terminal velocity dependent onwager droplet diameter, assuming
a macroscopic length scale as fraction of the tutest section and using arbitrarily
an operative velocity of 60 m/s, the criteria faghgible particle-particle collision,

for the macroscopic conditions coming from the Ampgiz C, without considering the
turbulence effects, can be calculated and plotsefliaction of particle diameter and

parametric with LWC.
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Figure 2-1: Particle collision function vs. Diametey (for different LWC)

The results, expressed as function of particleistol (F(particle collision)), are
much lower than unity indicating that the critefiar negligible particle mutual
collision is satisfied. Estimation of the appropeidength scale, linearly contributing

to the criteria, to a different order of magnituttees not affect the qualitative result.

When the turbulence effects are included the terustructures act on the particle
motion producing a pseudo-random particle moti@t tdihanges the probability of the
particle collision. In this case the criteria tee thvaluation of the particle collision
effects require a preliminary estimation of thebtuent scales and statistics moments.
The behaviour of a particle to be suspended inrlhutent flow by the turbulent
motion and then by its periodic random force, ojppp$o the gravity falling forces, is
described by the particle drift parameter that meguan estimation of the turbulent
root mean square fluctuations . The turbulent fluctuations are depending on the

(different) local flow condition, determined by thecal geometry, on the tunnel and

are usually connected to the turbulence intensifindd ag, :Um% . In
rms

principle the turbulence intensity in an Icing Tehoan be considered to be bounded
by some high local values at in regions with lowdbvelocity, i.e. : Heat exchanger
or spray nozzle rake before the contraction, andbiayvalues in high speed region
such as the test section. The choice of the valsiedependent on the geometry
considered and on the operating tunnel testing iiond. The same characteristics

also affect the turbulent length scale. Its pretiany estimation is more complicated
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by the fact that not only the macroscopic geomsbtry also the coupling, generally
non-linear, with other tunnel parts and componeif¢ces its values. However,
imaging the overall tunnel geometry weakly scaksgthe test chamber dimension, a
fraction of the test section hydraulic diametepidglly one order of magnitude less,

can be assumed as first approximation.

In order to include the turbulence effect on thingtion of the significance particle-
particle interaction regime, it is possible to med as follow. Assuming the turbulent
intensity range between 1%-10% as possible valuethé icing tunnel, the turbulent
fluctuation can be extracted by the local velocigpending on the tunnel geometry.
The particles will generally experience differehiid fluctuations, due to the various
mechanisms of production/dissipation of turbuleanekic energy, along their path and
as a first try the conservative maximum values lmamsed. In this case the particles
will be considered always exposed to the maximwrotélation present in the tunnel.
Using the same particle diameter of the figurelhg particle-particle collision

criteria, with turbulence, gives the results shamwthe figure 1-2.

F(particle collision)

A4 <>
T T

0 0.00002 0.00004 0.00006 0.00008 0.0001 0.00012

diameter [m]

Figure 2-2 Particle collision function vs. Diameter(different LWC), with turbulence

The turbulence length scale has been chosen t&tef%he Cranfield Icing Tunnel

diameter and according to the criteria for partmdeticle collision its contribution
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follows a linear trend. Doubling its value it wilbuble the value of the final solution.
The trend with the diameter follows the coarse meration that the higher the
particle diameter is, the higher the particle imers, the lower is the effect of the
turbulence on the random motion and collision ef plarticles. The values calculated,
also when considering changes in the length ssabiobabling/halving, are one order
of magnitude lower than unity suggesting a neglegitontribution of the particle-

particle collision to the phase motion.

The particle-particle fluid dynamic effects cancalse estimated by the macroscopic
volume fraction in the tunnel that comes from ttW¢Q@ specification of the Appendix

C. The criteria give the results plotted in theufig 3.

0.025

0.02 -

0.015 -

0.01

F(volume fraction)

0.005 +

0 2 4 6 8 10 12
LWC [g/m 3]

Figure 2-3: Volume fraction function vs. LWC

The graph shows a negligible contribution of péetigarticle fluid dynamic

interaction F(volume fraction)<<1) till values much higher than the FAR 25
specifications. This macroscopic volume fraction usually requested and
encountered in the test section but can changethar dunnel parts. The water
droplets are injected in the tunnel, upwind the tection, by nozzles and then
disperse moving to the test section. The disperssogenerated by the nozzles
themselves, close to the nozzle region, and thehdyunnel background turbulence.
The local volume fraction, then, is going to charigem higher values near the
nozzles to the lower values after the dispersiatess leading that the behaviour of

the particle and the coupling regimes fluid-paetitd be different near the spray bars.
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To investigate the local volume fraction the nozeleshape has been considered as
conical with an angle depending on the nozzle $§pations and the operative tunnel
conditions i.e.: tunnel velocity, nozzles air/wapeessures. The local volume fraction

can be estimated by the volume of water withindbigical volume of the jet. It gives:

m, _ m,3

O oV pcnltana)’

(2.5).

Where () is the half cone angle ang) (s the cone height, representing the distance
from the nozzle exit. In this approach local diffleces in volume fraction are due to
the high concentration of water coming out fromf@most punctual” source, defined
by the nozzle exit area. Inhomogeneous turbuleffeete on the particle dispersion
are neglected and a uniform distribution of wateptets within the reference cone
volume will be assumed. The continuous injectiopcpss is considered, picturing the
nozzle spraying continuously and constant massatémwill be assumed within the

reference volumediv(u,,..) =0. The axial velocity component, referred to the

water
aligned nozzle/tunnel axis, is considered to beidant in this circumstance. Then,
the constancy of the mass of water roughly turts the constancy of the droplet
axial velocity component (i This aspect implies that the axial acceleratbrthe
air/water mixture is negligible near the nozzled ahe effects of the tunnel
contraction ratio are neglected. With these assiompthe local volume fraction near
the nozzle can be estimated, using the operatimglitons of the Cranfield Icing

Tunnel, and it is shown in the next figure.
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Figure 2-4: Volume fraction regions vs. Nozzle distace

The lines identify three regions of volume fractidime values show that, following
the coupling criteria, the effect of the water dete on the carrier phase can be
considered negligible for distance from the nozzlere than 30 cm. For closer
distance, the values indicate regions of the twg-a@upling regimes and show as
different zones of the tunnel can have differerupdimg behaviour. Despite of this
fact, the effects of the different coupling regineshe small volume considered can

still produce negligible contribution on the ovérgadrticle dispersion.
The local particle density-number can be estimditech the local volume fraction

leading the possibility to estimate the local efffetparticle-particle collision. In the

case on negligible turbulence it gives the resuligorre 2-5:
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Figure 2-5: Particle number density vs. Nozzle distece

The particle-particle collision criterion is lindamproportional to the product of the
particle diameter and mass of water in the referaredume and for this reason the
choice of the particle diameter, represented asnpater, has been fixed to its
maximum considered value of 100 micron. The linesws in the graph represent,
then, the upper bound boundary for the identifaratof the local particle-particle
collision effects with the range of particle diaerstless than 100 microns and masses

of water chosen.

As shown in the previous figures the Icing Wind mahcan produce different droplet
transport regimes, typically associated with vasiad in the volume fraction, which

characterize the fluid-particle interaction behavioThe near nozzle region is
characterized by a two-way coupling regime wheeedfiects of the momentum and
energy of the particles (water droplets) can aftaet local air flow dynamics. The

local turbulent structure can be modified by tmgeraction which contributes to a
modified local turbulence spectrum. Particle-péaticollisions can also be present in
this region, influencing the water droplet sprayhdaour. Outside the near nozzle
field the flow regimes in an Icing Tunnel, in terwiswater cloud features, fall within

the range of validity for a one-way coupling regimieere the momentum and energy

exchange from particle to fluid are negligible foe dynamic of the carrier phase.
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To analyze the particle dispersion within the twegions of the tunnel, it should be
possible, in principle, to consider the “near nezand “far field” dispersion using

two separate descriptions. This would imply to defa “near nozzle region” where
the jet coming out from the nozzle is resolved drah coupled with the background
tunnel flow, improving the range of parameters ke for the further dispersion
computation at the expenses of higher computatioeaburces. In terms of a
methodology focused on an engineering applicatimh @nsidering the small length
of this “near nozzle region”, a simplified approacan be used trying instead to
discuss the characteristics of the nozzle in tevfngeneral parameters coming from
experiment. This would allow having a syntheticatggion of the near nozzle region
that could be conveniently coupled with the one-wagcription of the fluid-particle

interaction in the tunnel.

2.3 Role of turbulence, time and length scale

One of the main factors in particle dispersioris interaction of the dispersed phase
with the turbulent eddies and flow structures. Amportant characteristic of the
turbulent flow is its ability to improve the mixingnd transport of the fluid with
respect to the laminar condition, playing an imaottrole in many engineering
applications where fluid streams are brought togretbh mix. The picture of the two
mixing fluids can be seen also as representatiaa adrrier fluid that interact with a
second fluid composed as a whole of fluid-partithed are transported by the carrier
phase fluid dynamic structures. In this respectthie®retical visualization of a fluid
particle is understood as a macromolecular voluméuad small enough to have
average properties equal to local properties at ¢ volume. If we consider that the
continuum comprising the fluid particle remain ettdor time scale larger than the
turbulent time scale, the fluid particle preserissinternal properties longer than
characteristic time of the flow in which it is immsed. Pressures, temperature,

density, velocity within this volume are essenyialhiform.

This turbulent mixing visualization can be extendmeath that the fluid particle
becomes a real physical entity identified by thescdite dispersed particles

characterized by different internal properties aodsequent relative inertia effects. In
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the limiting case of negligible particle inertisetdispersed phase behaves like a fluid
element being for this reason to be able to foldlthe fluid structures. In practical
applications, approximation to this limiting condit leads to the definition of

discrete particle adracer” particles.

Normally turbulent flows contain eddies of a rarmgesizes, each having different
amounts of energy. The process of turbulence deltays the large-scale structures
to break down into smaller structure (energy casqadcess) until the effects of the
viscous forces become dominant. Each turbulent é@ddyan associated length and
time scale referred asidy characteristic size and eddy lifetime. The eddies in the

largest size range have characteristic length scalaparable with to the flow

macroscopic scale and their velocity is typicallytbe order of the r.m.s. turbulence
intensity. This eddies are considered the energyaating eddies and represent the
large scale flow structures that contribute togheduction of turbulent kinetic energy
and to the of transfer energy from the mean motmnhe turbulent motion. The

energy is transferred to successively smaller andller eddies until the Reynolds

number of these eddies is sufficiently snia#, = 0(1), that the viscosity is effective

in dissipating the energy. From the Kolmogorowvtstfsimilarity hypothesis (see Pope
Textbook?®), stating that the statistics of the small-scatgiom have a universal form
uniquely determined by viscosity)(and dissipation rate), it is possible to link the

scale of motiorf**

_3
n/ly =Re *
1
u,/u, =Re* (2.6).
!
7,/To =Re?

Where the suffix) refers to the Kolmogorov scales apdu, andt are the integral
scale of the energy-containing eddies. The ratnefgy transfer from the large scale

to the smaller scale, through the constant ratenefgy transfer in the inertial sub-
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range, determines the dissipation rate within tiesiplative range of the energy-
cascade.

The turbulent field can then be considered as aerahle of flow structures with

different and scaling length and time scales. limgyle each of these structures
contributes, in parallel to its amount of energythte mixing of the fluid particles and
to the transfers of momentum and energy withinfline. The same process place for
the motion of discrete particles whereas the enefghe eddies is transferred to the
motion of the particles. Because of the finite sicee of the turbulent eddies their
contribution to the particle motion will be depend®n the ability of the discrete

particles to respond, in the associated time framéhe fluctuation and, also, to the
amount of turbulent energy available at the charatics particle time scales. The
size of the particle with respect to the eddy sgean important parameter in
determining the outcome of the eddy-particle intBod and concerning

characteristics non-dimensional numbers will bendef further.

The energy cascade process of the turbulence gmated by a three dimensional
motion of vortex stretching due to the mean strate and the turbulence phenomena
would require a complete description considering thhole of the spatial and
temporal variables. Simplification to the probleande done defining some special
conditions that can reasonably be approximatedchénreality. Turbulence flow is
considered homogeneous if statistical properties of turbulent quantitiesre
independent of spacesotropic if statistical features show no preference for any
direction; statistically steady if the spatial statistics are time-independentségiaon
these assumptions theoretical model for partickpetision in turbulent flow have

been developed.
To better underline the effects of the turbulenérgyg and scales on the particles

dispersion the statistical theory of Tayldt applied to fluid particle, will be
presented.
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2.4 Historical background: Taylor fluid particle dispersion

The first attempt to describe dispersion in turhtiféow is by Taylor™. It describes
dispersion of fluid particles in homogeneous, etary turbulence. Furthermore it
can be extended to study the dispersion of pass@&ar (such as temperature), whose
behaviour can be approximated to that of fluidipkes for a given flow condition, or
to the study of “heavy” particles, providing thainge their statistics are given “a
priori”. The term “dispersion” is in this case meéam characterize the behaviour of a
cloud of particles which is described by the eviolutof its statistical moments that
define the location and the shape of the cloud. s@ening the simplified one
dimensional situation with particles originatingrn the origin of the reference frame,
injected with an initial velocityu(to), their position after a timé can be expressed,

following the notation of Shirolkar et &f, by:
t
X(t) = [u(t,)dt, 2.7).
0

If we follow trajectories of a large nhumber of pelds the ensemble averaged fluid

particle location as function of time is given by:

t

(x(®)) = j {u(t,))dt, (2.8).

0

The expression for the variance of the positiofuastion of time can be derived as

follow:

X=(x) +x (2.9).

X (t) = j u'(t,)dt, (2.10).
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d;‘: S O - 2ju'(t)u' (t,)dt, (2.11).
dx?)

< :t ) = 2f (u'(Hu'(t,))dt, (2.12).

<x'2> = 2ﬁ<u'(t)u‘(tl)>o|to|tl (2.13).

Thus the mean fluid particle location and its vace can be determined given the
ensemble averaged fluid particle velocity and tlowaciance of the fluctuating
velocity at different times. Defining laagrangian autocorrelation function similar to

one used by Tayldr:

(u'@®u'(t,))

R"(t,t,) = 0y

(2.14).

And considering the fluid velocity as stationaryndam function of time, the

autocorrelation depends only by the time I§goecoming:

R"(¢) = <u Sk .Et i 5)> (2.15).
(u?)
The expression for the variance can be rewritteiolbsw:
(x*)=2(u?) j j R" (&)d&dt, (2.16).
00
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Thus, from a simplified turbulent motion the prabl®f particle dispersion is based
on considering the Lagrangian autocorrelation fiamct This is related to the
Lagrangian fluid time scale, roughly the time intdrover which the fluid velocity is

correlated with itself, by the expression:
r = [RH(&)dé (2.17).
0

Usually one of the simplest forms of the autocatieh is the exponential form given

by:

R“(é) = exp[—ﬂ] (2.18).

fL

This expression is just an assumption and diffeexgressions taking in account
more complex phenomena in a turbulent flow (asltops around the zero of the
autocorrelation) are discussed by FrankieHowever this simple exponential form is
connected and consistent with another family ottigler dispersion model coming

from the Langevin equatiof.
After some mathematical manipulation derived by ande Feriet® and using the
Venkatram?® approximation of the autocorrelation, which is ased equal to one for

time less than the Lagrangian timescale and zdrerwise, it is possible to derive

two limiting conditions for the variance:
(x?)=(u")t* fort<r, (2.19).

(x?)=20u?)tr, fort>>7, (2.20).
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It can be seen that the variance in the dispersidtuid particles, in homogeneous
turbulence, released from a fixed point grows asstijuare of the time of travel when
this is less than the Lagrangian fluid time scalé became linear in time for time of
travel much larger than the Lagrangian time scasgrtptotic behaviour). The fluid

properties required for this analysis are the vgldtuctuation statistics and the fluid

Lagrangian autocorrelation function. Note thafpatiperties are that of the fluid phase
and that we are dealing with the dispersion oliafelement. However it is true that
all above equation can be applied to a dispersexbeplif properties such as the
autocorrelation function are available for that gghaFor example considering a
dispersed phase that behaves like a fluid elenmeerieasing its inertia will damp its

fluctuation but will increase its Lagrangian timatc The dispersion of this particle
for “long” time is affected by both the contributioof these inertia effects as

expressed by the above equations.

It has to be noted that the required statisticghef fluid are in the Lagrangian
reference of frame and one limitation of this thyewrthat they are more difficult to
obtain than the Eulerian statistics. The Lagrandlai autocorrelation is usually
unknown and the Lagrangian fluid time scale is apipnately related to its Eulerian
time scalé’. When extended to a discrete phase it is even diffieult to estimate
some Lagrangian particle statistics, requiring raess following the particle path.
Theoretical model are used to relate the statiftetsveen phases and reference of

frame??

2.5 Physical mechanisms for heavy particle dispersion

The previous analysis has been focused on the rdispeof the fluid particles
characterized by the evolution of the variance hed tloud of particles which is
affected by the turbulence statistics, namely flcodt mean square fluctuation and
autocorrelation function. In industrial applicatsothe particles of interest can have
density that is much larger than the carrier flegdising the dynamic response of the
discrete particles to be different from the flu@rcles. The mechanisms that control

the dynamic response of a heavy particle will lseassed in the next paragraphs.
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2.5.1 Inertia effect

If the particle is densepf >-pr) the inertial force at the fluid-particle interiaevill
dampen its velocity fluctuations produced by theraunding fluid fluctuations. A
dense particle will typically have less fluctuatias compared to the one of the fluid-
particle. This aspect produces a consequent reduictithe particle root mean square
fluctuating velocity is known aBertia effect and it is characterized by a time scale
called particle relaxation time. It is defined as the rate of response of particle
acceleration to the relative velocity between tltiple and the carrier fluid. Its

expression is:

24p d?

r,=—— 2.21).
P 18u,C, Re, (2.21)

where pp,, o, and Re are the particle density, diameter, Reynolds numbe
respectivelyy; is the fluid viscosity, and is the fluid-particle drag coefficient. The

particle Reynolds number is defined by:

- pf ’Vp _Vf ‘dp
H;

Re,

(2.22).

The particle response time and the time scale ctarstic of the turbulent motion
can be combined to define the non-dimensional Stokenber:

SER (2.23).

The reference fluid dynamic timescate does not have a unique value and in

principle can be referred to the whole turbulenéctum. When referring to the
Kolmogorov time scale, the smallest one, the Kolatog Stokes number indicates
the capability of the particle to follow the higtefuencies of the fluid fluctuations.
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Negligible contributions of that scale typicallyeacconsidered when St >> 1,
otherwise the particle is considered to be abl®ltow the fluctuation when St << 1.
In the case of high Reynolds number flow, typicadigcountered in wind tunnel
application, the separation between the turbuleales can be of the order of*lnd
the Kolmogorov scales can be similar or smallenttiee particle response time. The
particles, however, are still able to follow thegler scale fluctuations that, in parallel,
are more energetic. When evaluating the importafdke turbulent dispersion could
then be appropriate to compare the particle regptinge to the integral turbulent
time scale identifying the inertia behaviour betwgegarticles and most energetic

eddies.
The effects of the particle inertia can also beuaiiged considering an idealized

situation of a particle continuously forced by aripaic fluctuation. If only the
particle drag force is considered, the applied ggnaf motion is:

P = (2.24).

Where w and y are respectively the fluid and particle velocitiggplying the
Laplace transform the transfer function betweenpingodic fluid velocity (input) and
the particle velocity (output) can be obtainedwsction of the particle response time.
Considering a range of particle diameters from AQ®0 microns the “damping”

effects are summarized in the figure 2-6:
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Figure 2-6: particle response to periodic fluctuatias.

Referring to figure 1-6, the higher is the particesponse time the lower is the
inversely proportional cut-off frequency where aityole variation from fluid and
particle fluctuation, expressed in dB, are neglayiihe phase response shows, also,
that the particles follow the carrier phase witlagd lag that increase with the particle

inertia.

Another interesting inertia effect, presented witimerical calculation by Wang &
Stock??, is that the fluid timescale seen by a heavy garis function of the Stokes
number. When applying the Taylor theoty to heavy particles the Lagrangian
autocorrelation between the particles velocityaquired. If discrete particles have
negligible inertia their motion can be assumeddadhe same of the fluid particles and
their correlation would coincide with the fluid Lapgian autocorrelation. Increasing
the particle inertia, the motion of the particldivie less affected by the fluctuation
and less “chaotic”. If we picture a particle trappe the eddy-one and its velocity just
before migrating eddy-two as initial velocity, tledfect of this velocity will have
greater influence on the outcome of the eddy-tw@antsicle inertia increases. This
means that it is more difficult to change the wwayey or velocity of a particle with
higher inertia and this aspect translate in a higberelation of the particle motion at

different time lags. The consequent correlated tsnkenown agparticle Lagrangian
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time scale and it is related, scaling with the inertia effdotthe fluid time scale at the

heavy particle position as shown in figure 2-7:

T/ Tme
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Figure 2-7: Particle Lagrangian Timescale (from Wang& Stock®?)

With Referring to figure 1-7, zero particle inertize time scale coincides with the
Lagrangian time scale of the fluid fluctuation (TIncreasing the Stokes number the
time scale increases with asymptotic behaviouthab when the inertia is very high
we can consider the particle to be standing stithwespect the fluid fluctuation,
tending to the Eulerian time scale. In the figurth@ time scale of the heavy patrticle

in a reference frame moving with the mean flow e@lohas been considered.(g).

In conclusion, increasing particle inertia decreaee particle fluctuation velocity
and at the same time increases the particle Lagnarigne scale. According to the
statistical theory of turbulent dispersibhthe degree of the dispersion is determined
by both the contributions through the product of RMf velocity and Lagrangian
time scale for the particle. The inertia effectsfae considered do not include the
effect of the body force applied on a heavy pagticThis cause a drift velocity
between fluid particle and heavy particle that effidne interaction between eddies a

particles as will be described in the next paralgrap
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2.5.2 Crossing trajectory effect

When a body force, like gravity, is considered, lleavy particle would be subject to
a falling velocity producing a mean drift velocitgspect to the fluid particles. As a
consequence of this the particle may not remajppgd inside the eddy for the entire
lifetime of that eddy and the fluid-particle intet@n is affected by this limited
available time. The phenomenon of migration of gigla from one eddy to another
one within the eddy lifetime is known as ttr@ssing trajectory effect (CTE) 2°. The
importance of the drift velocity can be identifidy the non dimensional drift

parameter introduced in the previous paragraphs:

U rift
UI

(2.25).

rms

where ums represents the root mean square fluid velocitgtélation. The ratio
between the drift velocity and particle fluctuatioan be seen as a power of the
turbulence to keep the heavy particles suspendekeirilow. For high value of the
drift parameter the eddy-particle interaction ticen be significantly reduced. A
particle drift velocity, representing the “fluid+pigle mean motion”, or the difference
of velocity between them, is used to determinetithe a particle would take to cross

a given eddy. The minimum time to cross the eddi \ength scale.lis given by:

|
t,=—° 2.26).
Vdrift ( )

If the minimumcrossing time is smaller than the eddy lifetime the particle Wou
jump to another eddy. Thaeossing time concept is used for numerical application to
account for CTE by allowing the particle to intdradth an eddy for a time that is the

minimum between the crossing time and eddy lifetime

2.5.3 Combined effects of Stand vy
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The dynamics of heavy particle motion differs frémat of the fluid elements due to
the higher density of the discrete particles arel lilgger sizes respect to the ideal
fluid particles. The statistical Taylor theor}?, based on specific turbulent
assumptions previously described, can be appliddealispersion of heavy particle
once the appropriate heavy particle statistic mdmdrave been specified. The
process to link the measurable fluid particlesigias with the heavy particle
statistics has been developed in algebraic forwapg & Stock??. It mainly consists

in two steps. The first one is to relate the Lagran autocorrelation of the heavy
particles to the one of the fluid particles at tigavy particle positions. In this step the
inertia effects of the discrete particles are idell. The second step is to relate the
Lagrangian autocorrelation of the fluid particleéshe heavy particle position with the
available statistics for the fluid turbulence tygllg measured or expressed in the
Eulerian form. The details of the process can hmdoin the reference and only the

main outcomes will be discussed here.

The final form of their particle Lagrangian autaadation is expressed as function of
three parameters: the Stokes number, the drifinpatexr and the turbulence structure

parameter defined as=T .u,/L, where ¢ = Ums represents the fluid root mean

square fluctuation and¢Lis the fluid spatial integral length scale. In thesults
presented in the paper the turbulence parameterfwed to one allowing the
specifying of the eddy turn-over time as the mowiugerian time scale. The resultant
particle integral time scale contours, normalizgdHe fluid Lagrangian time scale, as

function of Stokes anglare shown in figure 2-8:
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Figure 2-8: Particle Timescale vs. Stokes & gammar@fm Wang & Stock®*)

The Ti; and T3 in figure 1-8 refer to the time scale of the fluetions oriented
respectively normal to and parallel with the dir@etrespect to the drift velocity
caused by the gravity i.e.: gravity axis. In thaiting case ofy = 0 the particle time
scale increase with the Stokes number. This siimas analogous to the one already
presented of an idealized condition of a partiad@tmuously forced by a periodic
fluctuation; considering that there is no driftetrelative velocity between particle
and eddy, representing the periodic force, is ZEne. trend of the particle time scale

with & can be assumed to be the same of the figure 2-6.

The particle root mean square velocity fluctuattmmtours, normalized by the fluid

root mean square fluctuation, as function of Styaarke presented in the figure 2-9:
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Figure 2-9: RMS velocity fluctuation vs. Stokes & gmma (from Wang & Stock®?)

The vp and V4, in figure 1-9, refer to the time scale of thecflations oriented
respectively with the normal and parallel directi@spect to the drift velocity. The
role of inertia and drift velocity is to reduce teaergy of the fluctuation of the
particle motion. For the limiting condition gf= 0 the cut-off frequency mechanism
visualized in the figure 6 is responsible for tlwavér particle turbulent energy.
Considering the particle dispersion, applying thayldr theory, in the limiting
conditiony = 0 the authors found that the ratio between hgaagicle and fluid
particle long time dispersion is proportional te tlatio of their Lagrangian time scale.
Following the same notation:

£P(@) _T(S)
£(@) T,

(2.27).
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Where £(T):J<u(0)u(r)>dt is the dispersion coefficient respectively foridlu
0

particle () and heavy particle® The dispersion of heavy particles can thus be in
excess of what it would be for fluid particles ciolesing the values of particle time
scales bounded between &nd T.e > T.. This situation is usually referred to the
inertial limit behaviour. If the two time scales are approximately equa, inertial-
limit behaviour will not considerably increase meaarticle dispersion from that of a
passive scalar. However, the investigations to @aie not conclusive. The ratio

between the two scale has been reported by ~ @#. &d Yamamot3* which
measured the ratid, /T, in the range of 0.3-0.6 as a function of flow Relys
number. Experimental works by Wells and Stétand Loth and Stedf suggesting
T, /T.& ~1. Isotropic DNS simulations of the decaying tueinge by Elghobashi and

Truesdelf’ obtainedT, /T, ~1.

In the case of St = 0 and large drift parametees rtbot mean square veocity
fluctuation of the discrete particle has been fothel same of the fluid particle. The
inertia of the particle is in this case negligitdad the dispersion coefficient is
inversely proportional to the drift velocity. Theiftiparameter controls the dispersion
phenomena because the drift velocity affects thiége time scale. The correlation
between the fluctuations seen by the particle andyzed by eddies is shorted due to
the falling particle velocity through eddies. Ths the case where the crossing

trajectory effects are dominant.

The general trend of the dispersion coefficienttoors, as function of St angd is

presented in the figure 2-10:
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Figure 2-10: Dispersion coefficient vs. Stokes & gama (from Wang & Stock®?)

The €11 andegs refer to the time scale of the fluctuations orehtespectively normal
to and parallel with the direction of the drift gelty. The ratio between particle and
fluid dispersion coefficient is reported. The hegarticles disperse faster than the
fluid particles for small values of the drift pararer. The situation is reversed when

is sufficiently large.

2.5.4 Force acting on the patrticle

The dispersion of fluid particles is the resultstieé chaotic turbulent action of the
fluid molecules, which can be expresses in termshafracteristic time scales and
intensity. The fact that the turbulence is appliedluid element is an idealization
because the fluid elements motion is the turbuletsmf and the variance of the

position of fluid elements in time can be seen aatistical moment coming from a
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more general probability density function descrmpitme status of the whole fluid

elements in the flow.

When heavy particles are introduced, the disperplmmomena have to account for
the inertia and the drift of the particles with pest to the fluid elements. This
phenomenon, synthetically described by Stgnaoriginates from the response of the
heavy particle to fluid fluctuations. In this catiee turbulent field results really
applied to heavy particles through the aerodynaimices done by the fluid and a

description of those one will be given here.

Considering the equation of motion of a particlaihagrangian reference frame the
forces acting on the particle can be summarizedoaly forces, surface forces, and
collision forces™:

mp dV/dt = I:body + Fsurf + I:coII (228)

The body force, if electromagnetic are neglectedysually based on gravitational

forces and the resulting expression for a parpleere isF,,;, = go,V,wherep, and

V,, are particle density and volume.

The surface force arises from the local fluid dyiamteraction between fluid and
particle. It mainly represents the effects of tihesgure and shear stress integrated on
the particle surface. No specific decomposition aydthesis of lift, drag and other
surface effects is needed if direct integrationtlod aerodynamic interactions is
performed on the particle surface. Thus, not ewertihg assumptions of particle
shape, particle Reynolds number, and flow gradagtrequired in this case. This
approach is referred taesolved-surface and avoids empiricism associated with the
prescription of fluid dynamic forces. However, smatial grid resolution for the fluid
flow field in the region of the particle has tofiree enough to allow description of the
stresses around the particle i.e.: the grid scasetb be small when compared to the

particle diametelAx << d . For the range of sizes typically involved in evegring

applications, of the order of £an the Icing Wind Tunnel, the computational cast t

compute the surface forces would become too expensi
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A different approach can be used to specify théasarforce based on the interaction
between fluid and particle, as the linear comboratif several different components,
surface-averaged and specified by analytical origcap expressions. It has been
discussed by Loth’ that this point-volume formulation requires two piantant
characteristics for a rigorous application, speaify: the spatial and temporal
gradients of the flow of the fluid eddies are maderand seen as linear by the
particle; and that the instantaneous fluid fludtuzd are know in the proximity of the
particle (about a diameter away from the particlefaxe). For engineering
applications, operating through the Reynolds Averadavier Stokes (RANS)
formulation of the equation of motion of the fluithose requirements are not met
because no resolved turbulent structures are presEne details of the
temporal/spatial variations of the flow field hat® be modelled to predict their
influence on the particle motion. In this circunmsta the only condition to be
satisfied for the point- volume treatment is, apagite to the resolved-surface

treatment, Ax>>d . Comparison of the point-volume and resolved-va@um

treatment is shown in figure 2-11:

Point-Volume Particle Resolved-Volume Particle
(d << Ax) (d >> Ax)
] ™~
e S
'\‘ 4
\
\ \
- e [ )
e d \
Ax : Pt
d
S 1
[ ]
I [ ]
> neglects particle volume effect on > describes particle volume/ interface
the commuous—ﬂul'd arid as part of the continuous-fluid grid
> 1deal for many particles > ideal for complex particle shapes
> requires models for drag, lift, etc. > requires high CPU per particle

Figure 2-11: Point-Volume & Resolve-Volume (from Loh®)
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This point-force description of the linear momentparticle dynamic is the Maxey-
Riley equation®, derived analytically for incompressible creepifigw around a
single solid spherical particle. The surface farcéhis case includes the contribution

of drag (), added mass fff, stress gradient gFand a history term (f}:
Fort =Fg tFa+Fs+Fy, (2.29).

Following the notation of Crow#, the expressions for the separate components are

given by:
Fo = -3y, w
F, =-05p,V,(dv/dt - Dug, /Dt
Fs = p;V, Dug,/Dt-gpV, (2.30).
‘ dw/dt}
F, =-9,d? V2 {— dr
W ==35d% () { =

where the sub scripaind, referring to the fluid and particle apdp, V, w, t and wp
refer to density, viscosity, volume, relative flugarticle velocity, time and fluid
velocity at particle location. In the case of aheparticle withpy>> p;, (for water
droplets the ratio is of the order of®}the terms associated withcan be reasonably
neglected under several circumstances. The regudifjuation of motion for heavy
particles, as used by Wang & Stoék is then composed by the significant
contribution of drag and body forces only.

2.5.5 Drag Force

For heavy particles immersed in a flow field witloderate velocity gradient the most
significant contribution to the particle accelevatcomes from the drag force. Several
physical mechanisms can affect the nature of tbisef and the trend of its4C

Because of the wide range of engineering conditfonterest several expressions for

this force have been developed in the literaturee $hape of the {urve has been
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historically and experimentally related to the mdet Reynolds number Reparticle
shape, flow Mach number and terms concerning the lireear coupling effects
between the parameters. For a general spheridatlpahe force can be written as:
‘2

1 2 7l
FD :EPf ‘uf —up‘ &D :gpfdz‘uf _up CD (231)

For Stokes flow, where Rec< 1, the @ takes the fornC, = 24/Re, . The creeping

flow condition assumes that the particle and thelfare in kinetic equilibrium and no
slip velocity occurs. In view of its common occurce, the Stokesian drag is also
often used as a baseline for many other conditiwhgre Rg depart from unity, by
including a correction factor which is the ratio of particle drag coefficient tioe

30
l.

Stokesian drag coefficient. Experiment data fronft €t al. **indicated the trend, for

f as function of Refor solid sphere in incompressible flow, as showfigure 2-12:
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Figure 2-12: Drag Coefficient & Correction Factor vs Reynolds,

In case of droplets the shape of the particle @andnsidered to be dependent on the

local actions of the flow and deformation respeoe tsphere can be present.
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Deformations would occur at sufficient high Reyrldumber where the liquid
surface tension no longer dominates. For a heaviicfe at terminal velocity the
criteria to consider to describe the droplet deftian can be expressed by the Bond
number [Loth):

B=|p, - p|9d? o << 014 (2.32).

In this condition, the deformation is of most irsts when the particle diameter is in
excess of 18 meters. For small water droplets with diameterthef order of 10
meters, in steady-state conditions where only #in§ velocity is significant, the

deformation effects can be easily neglected.

Another example of the dependence of thewith Reg, for spherical particles, is
included in the commercial CFD code “FLUENT”, ietrelation of Morsi-Alexander
31 As in the case presented by Clift et*8Ithe expression for theq@s function of

parameter depending on several range of the Re enifilnent manual?. It shows:

o =ai+%+% (2.33).

2.5.6 Icing Wind Tunnel Considerations

The heavy particle condition of the Icing tunnelieonment allows the simplification
of the particle equations of motion for the dragcéoand the body forces. When
inertial forces are considered, the gravity is¢gfly used as reference acceleration to
obtain an order of magnitude of the phenomena Vregb(i.e.: the gamma parameter).
If this idealization is extended to the Icing Wimidnnel it would require the particle
to be in dynamic equilibrium with aerodynamic fascapplied by the fluid motion
within the tunnel, leaving the relative fluid-paté motion only produced by the
gravity force. This condition can be pictured cdesing the flow in steady condition
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moving through the test section or through a dttaglyict component with particle in

kinetic equilibrium with the mean axial flow velogi

In the icing tunnel the injection of the particisslocated upwind of the contraction
where the flow is accelerated to the required sestion speed. The acceleration of
the particle is consequently affected by the flacdeleration, but the particle inertia
would produce a relative acceleration particleeflthat would produce inertial force
acting on the patrticle. In this circumstance thdybfmrces can be characterized by the

combination of gravity and inertial forces.

To investigate and isolate the effects of the iakeforces produced by the relative

acceleration between fluid and particle in the @gent section, neglecting the
contribution of the gravity component, a simplifiede-dimensional approach can be
followed. The tunnel shape is represented by argéfinction of the distance along

the axis parameterized with contraction ratio amati@ction length. It is assumed that
the tunnel has a square section and the contragtiofile represents both the

horizontal and vertical contraction. However theecaan represent axial acceleration
in asymmetric contraction tunnel with the same @mution ratio. The square section
convergent shape can be represented by the gémectbn:

f(x) = a(l—xjs +b(|5j2 +c(|§j+d (2.34).

expressed by the non-dimensional variable x/I whasethe length parameter. The
constant are determined by the boundary conditions:

)00 =1

f(x/l)x/|:1 _

HED A (2.35).
(/1) =0

f I(X/I)x/l=0 =0
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where A is the contraction ratio parameter. Oneegbometry has been specified the
axial velocity component in the contraction is kndwy the area ratio for
incompressible flow regimes characteristic assufoedbw speed wind tunnels. The
vertical velocity component has been neglectechis simplified case. The particle
motion along the axis has been calculated usingtbel contribution of the drag force
produced by the slip fluid-particle velocity. Codsiing the particle initial velocity to
be the same of the fluid, which is a reasonablecqmation for small response time
particle, the Stokesian drag has been used i.e< ReThe result of the simulation is
shown in figure 2-13:

Contraction geometry Particle Reynolds
1 .
0.9
Eos
E
o
207r
0.6
0.5 ‘ : = :
0.5 1 1.5 2
Length [m] Length [m]
) Drift Parameter Bond Number

Gamma
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Length [m] Length [m]

Figure 2-13: Inertial Forces effect on the particle

Three different contraction ratio and contractiemdth have been used. For each
condition the Rg based on the slip velocity, the drift parameb@sed on the relative
inertial acceleration, and the Bond number, basedhe inertial forces, have been

calculated. Clearly, the more gentle the contractlee lower is the relative inertial
acceleration.
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3 Fluid-Particle Numerical Models

3.1 Introduction

In the previous chapter the underlying physicaln@meena concerning fluid-particle
interaction has been presented as the mechanisine#d and modify heavy particle
dispersion compared to the scalar / fluid elemaspeatsion. The investigation of
these mechanisms generally contributes to the wepnent of treatment of the
particle dispersion represented by the understgnaofithe interaction and coupling of
the particle motion with the turbulence fluid stwes. For engineering purposes
these mechanisms need usually to be incorporatedeimodologies and methods,
through a numerical approach, that allows qualiatirepresentation of the

phenomena involved, giving quantitative resultsgdi@ctical applications.

The particle dispersion is dependent on the lociba conditions that in turn affect
the forces acting on the particle. In the simulatd the carrier phase, then, details of
the turbulent structures and instantaneous fluicgtcontribute to characterizing the
forces. As has been previously discussed the fararsbe derived by integration of
shear stress and pressure along the particle sudadby synthetic description where
individual components are identified and expressedierms of flow dynamic
parameters. In both the cases, the details ofdh#ec phase determine the outcome
from the force treatment process.

Because of the wide range of turbulent length/tispales involved in practical
engineering problems the computation of particagettories, which is affected by the
whole turbulent spectrum, would require the carpkase resolution to the smallest
time/length scales. Such calculations can be ig@aiformed using DNS calculation
where the full-time dependent Navier-Stokes equatiare solved without any
fillering or approximation. Typically, the high wation required to solve the
smallest scale, for grid-independent solutionsultesin low Reynolds numbers,
simple geometries and the use of spectral methibflew discontinuities are not

critical to the flow physics. The primary advantageDNS is that the eddy structures
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are duly specified and no (empirical) turbulencedsiling is necessary. The particle
dispersion is then determined by solving the plaréguations of motion based on the
aerodynamic forces calculated for the carrier floWowever, for most engineering
flows, DNS computations are simply too computatipnatensive. DNS requires
resolution of all scales in the turbulent flow wi¢he smallest scales are on the order
of the Kolmogorov scale. Based on the ratio betwten integral scale and the

computational domain, following Piomell?®, we can conservatively write

L/n. = Re?*; thus the total number of points required for fluéd resolution scales

approximately with the cube of this ratiR,eﬁ/ *. As the largest present computers do

not allow for simulations in excess of*Ifiodes, this limits engineering computations

to values ofRg on the order of 10 Further, wall-bounded flows with resolution of

the viscous sub-layer can even be more restriatige Re/ based on Piomelff,

Typical laboratory flows in wind tunnels have Relgsonumbers of the order of %0
10°, much higher than those possible using DNS caionis. Moreover for practical
engineering purposes supporting laboratory tedte, ¢omputational resources
available are usually insufficient to deal with thigeoretical number of nodes
required. To reduce the computational cost forieanmphase simulation a filtered
formulation can be introduced into Navier-Stokesiapns. The most energetic
eddies, represented by the large flow structurgbenenergy cascade, are dependent
on and related to the geometry considered. As dgsxliin the previous chapter, the
particle dispersion is significantly affected byesle large scales eddies which
contribute to the energy transfer from the fluidthe particle motion. The smaller
scales, in the inertial sub range, can be assum&ead, to have universal behaviour
independent by the local geometry. Their effectddmerete particle motion, except
for very responsive patrticle, i.e.: tracer, withhyw®w inertia, can be considered small
if compared to the large structures when the gariinertial cut-off frequency is much
higher than the characteristic small scale frequelncthis case, details of the carrier
phase flow structures at the integral scales walldw for calculating discrete
particle motion neglecting the aerodynamic contrdouof the smallest scales in the
fluid-particle interaction. This approach for trerger phase is referred to Large Eddy

Simulation (LES) simulation.
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The governing equations are obtained by a low-gassial filtering of the Navier—
Stokes equations. This spatial filtering is appladufficiently small-scales that the
filtered turbulence is at or below the inertial ganand thus can be considered
homogeneous and isotropic. The filter width showbty with space for non-
homogenous turbulence, e.g. smaller near wallsbfuundary layer flow, and a
dynamic sub grid model can be used to allow endrggsport to and from the
unresolved scale¥* * This technique is perhaps the most promisingldar to
moderate Reynolds number engineering flows becawgtb, proper care, it can
reproduce complex separated flow in both the memhraot mean square statistics.
For particle dispersion, the key advantage of LEShe detailed spatial temporal
evolution of the unfiltered large-scale turbulendtimns that provide the input with
which to determine the forces acting on the pasiallowing computation of particle
trajectories through integration of the equationnaftion of the particles. A rough
approximation for the number of nodes required domwall-bounded simulation,

following Piomelli*®, can beN_ = 02Re™.

For wind tunnel Reynolds macroscopic number, basedthe characteristic test
section dimension, of $0the number of nodes required would be of the roode
several millions exceeding the practical limit fest-support computation. The
geometry of the duct, for an Icing Wind Tunnel slation, is not only the cause of
turbulent flow structure, as additional sourcesuobulence should also be considered
and modelled. Typically these sources include & k&changer, turning vanes and
nozzle jets. These all involve local flow structrevith high computational
complexity. Their characteristic macroscopic lengtlale might well be one or two
order of magnitude smaller than the tunnel dimemgi®0? 10° meters). Also
simplifying the problem and restrict the computatibdomain to the water droplets
injection till the test section, detailed input ddron of the flow structure, required as
input boundary condition, would not be easily aafalié from experiments. In this
circumstance even the LES approach is likely ttobbecomputational expensive to be

coupled with a practical icing test.

Reduction in computational cost can be achievedwthe filter of the Navier-Stokes

equation is shifted from the inertial range to teey largest scale of motion. In the
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limit of considering only the mean flow structuigesd variations, the unresolved-eddy
formulation is adopted and will be discussed beltwthis case, the consequent
particle dispersion would be characterized onlysigtistical moments, i.e.: mean
position and variance. Any details of local dynaikilmematic interaction with

turbulent structures, then, are neglected.

3.2 Unresolved eddy formulation

The category of unresolved-eddy simulations chigfigludes RANS (Reynolds
Averaged Navier—Stokes) simulations, whereby aditigp velocity components are
separated into their steady and fluctuating comptnend the fluctuating
components are predicted in terms of statisticahertts. The result is that only mean
velocity distributions and flow variation at vergw frequency can be determined.
Overviews of methods in this field for both incoragsible and compressible flow are
reported by Vandromm® and the main aspects of this formulation will besented

below.

When the velocity is decomposed into mean and datetg components additional
terms appear in the Navier-Stokes equations framntim-linear acceleration terms,

relating the momentum transport produced by thbulence on the mean motion.

These terms are referred to the Reynolds-stressstaru; ,

and six independent
unknowns that cannot be derived by number of eqostavailable. The primary aim
of RANS models, then, is to empirically represehe tReynolds-stress terms,
appearing in the source term of the momentum t@hgguations, using some of the

mean flow velocity features.

Turbulence models are generally divided into tlagitronal eddy viscosity models

and the more advanced Reynolds-stress closure soBel the eddyiscosity

models,ui'u'j is related to the mean velocity gradients and anntedoulent viscosity,

v, sSynthesising the turbulent diffusion effects. 3dderms require modelling. The
eddy-viscosity models are generally classified etiog to the number of partial

differential transport equations which must be edhin addition to those for mean
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mass, momentum, and energy conservation to compuibese generally range from
zero-equation (algebraic) models where the turlmgdes essentially assumed to be in
a state of local equilibrium, to three-equation elsdwhere finite-rate production,
diffusion and dissipation processes are indiviguaibdelled. For particle dispersion
characterization and computation both an eddy &mk length scale are needed such
that two-equation models such &s or k-w are typically employed for the
continuous-phase descriptions used for two-phaselations. Thek- ¢ model is the
most popular technique for free shear layer flowsanse of its somewhat robust
performance with a common set of empirical coedfits®’. Because of that, it is also
commonly used in modelling particle turbulent dsifon. However, the exact
transport equations fok (turbulent kinetic energy) and (turbulent dissipation)
contain many terms which require significant engisrn or outright neglect. Similar
aspects concern thew model, first proposed by Wilco¥X , which examines instead
the dissipation ok per unit kinetic energy (defined ag. The kinetic energy equation
and the specification of the turbulent viscositg #re same of thie ¢ model but an
equation forw is used instead. THew model shows superior behaviour in the near-
wall region and in its accounting for the effectshe stream wise pressure gradient
It is frequently used for separated flow regions: wind tunnel applications focused
on the bulk region flow field, of interest for paté dispersion, in general, any of
these models can be used for predicting mean [gariéfusion. However, their
ability to reproduce the continuous-fluid charaistitzs (especially the mean velocity
field and the turbulent length and time scalesuhbe the primary determinant for

their use in two-phase flows.

The eddy viscosity models are based on the assoimibtat the Reynolds stress terms
are related to the mean velocity gradient. Expanisi@€oncerning wind tunnel and
shear flows®, however, showed that this assumption is not gaigevalid, but for
simple flows, whit turbulent characteristics evalyislowly (following the mean
flow) this assumption can be considered reasondblifferent class of models, the
Reynolds-stress closure models, seek to avoid diegratransport approach for the
turbulent stress tensor terms by employing indigldequations for the individual
turbulent stresses (and potentially the turbuldutels as well). Unfortunately, the
large number of transport equations (a total oksjMations for the independent stress

terms) results in a much more computationally isies and complex CFD solution.
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As Reynolds-stress closure models are well suitedhe framework of particle
diffusion computation in anisotropic turbulencegeyhare expected to become
increasingly important as they mature in fidelitydaconvenience. They usually
perform better than the two equation models inwdating flows with significant
streamline curvature, flow with swirl and rotatiand flow with rapid variation in the
mean flow quantitied. In Icing Tunnel applications the individual Reya® stresses
can capture the anisotropic effects of the convdrgection, i.e.. contraction ratio
effects, allowing the particles to be subjectedifferent flow structures, expressed in

terms of statistical moments, along the three esfeg frame coordinates.

The continuous phase methods described are usmgdlgmented in the commercial
fluid dynamic codes (Fluent, CFX) and representimany tools for engineering

calculations. When multiphase flow is present, tlaeg properly coupled with the
discrete phase solution providing inputs for deteemparticle dispersion and
behaviour. The simulation of the particles trajeet® can be generally computed in
both Lagrangian and Eulerian reference frame, whetiee Navier-Stokes equations
for the carrier phase and associated turbulenceelsiodre implemented in the
Eulerian frame. The choice of the reference fraongérticle calculation is dependent
on the characteristic conditions of the multiphtise and the need for computational
efficiency. A brief overview of the difference beten the two approaches will be

described next.

3.3 Particle Tracking Reference Frame

3.3.1 Eulerian reference frame

The Eulerian description of fluid motion basicalbpnsists of a set of partial
differential equations for the fluid motion, in thene-space domain, that can be
solved in a fixed reference frame. The time hiswirfluid elements is then described
by their history within the fixed reference voluna¢ marked positions that are
function of time itself. The flow variables charagting the fluid behaviour can then

be specified at these marked locations, which aregated by meshing the volume in

65



discrete smaller parts. Once the algorithm for benerical flow solution in these
“nodes” is available in the numerical solver it canprinciple, be efficiently used to
compute at the same points the discrete particleuledions. Therefore it is
convenient to define a particle dispersion modeélictv depends on the solution of the
fluid phase differential equations, in an Eulerniaference frame. This is the primary
motivation for Eulerian particle dispersion moddikis approach is usually adopted
with particle loads of more than 10% or in casemvBignificant amount of particles

have to be considered in the reference voltine

The problem of describing particle dispersion in Bolerian system requires
developing appropriate partial differential equasiqor transport equations) for the
different particle properties of interest, suchpasticle velocity and particle number
density. Once these equations, with valid assumstiare developed, then it is easy
to implement, solve, and interpret them along i fluid phase transport equations.
The simplest Eulerian approach to account for tispedsed phase is to treat the
particles with a conserved scalar variable calledxure fraction *°. This approach,
when applied to discrete particles, is known asld¢kally homogeneous flow (LHF)
model. The main assumption of the LHF models is i@ transport rates between the
fluid and the particles are very fast comparechorate of development of the entire
flow “°. The implication of the assumption is that thetiples will have the same
local velocity and temperature as those of thalflin general, the fluid and particles
can be assumed to be in both mechanical and thgmaodc equilibrium at every
point in the flow field. With this approximatiorhe two-phase problem is reduced to
a variable-density single-phase probl&hiThe Navier-Stokes equations are written in
term of mixture variablespf, Un, pm), €xpressed as a combination of discrete/carrier
phase variables, weighted by the local particleun@ fraction. Due to the gross
oversimplification of the two-phase flow, this apach has a very limited use.

When the assumption of mechanical equilibrium ispplicable to practical
engineering problems concerning transport of higrtia particles the full Eulerian
approach can be followed. This separated-fluid @ggn for an Eulerian description
of the particle phase assumes that the carried #ad the particles are two separate,
but inter-mixed, continua. This is also called tWe-fluid method, and it accounts for

relative inter phase mechanical and thermodynanfiierences. Two set of equation
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are solved, each one for each phase, containingdbpling terms regarding mass,
velocity and energy transfer. The computationat obshe two fluid approach is then

highly increased respect the LHF model.

The hypothesis of mechanical equilibrium betweengarticle and fluid elements can
be reasonable for small/light particle with smadsponse time leading a Stokes
number less than one. For a water droplet of 20anjdn air, the response time is of
the order 13 seconds and the Stokes number in a typical icingel application is
well below than unity. The mixture model can thendpplied to compute the particle
volume fraction (LWC) instead of using the more deaing two-fluid model.
However the very low loading factor also allowsatieg the discrete phase
computation in a Lagrangian reference frame foltmyithe path of individual

particles, which ensemble describe the phase desisics.

3.3.2 Lagrangian reference frame

In the Lagrangian description a fluid element (adraplet/particle) is described as a
point that moves as its own velocity with charaster variables, describing its
properties, that are updated along its own patthitncircumstance the particle can be
pictured moving through the Eulerian reference danfallowing a path that is
generally not coincident with the Eulerian grid. eTmotion of the particle is
determined by the aerodynamic interaction withdhgier phase, which is solved in
the Eulerian frame. Interpolation schemes are usddterpolate along the particle
path within the carrier phase where flow variataes known at the grid nodes.

In principle the Lagrangian frame can be considénednatural frame to describe the
motion of a dispersed phase once the environmeptesented by the carrier phase
volume, has been specified. The particle historytb@n be computed by solving the
momentum equation of motion, with force treated described in the previous

chapter, for individual or parcels of particlesiwi#pecific size and properties.

Lagrangian approaches are typically more physicatpust when describing

phenomena such as turbulent diffusion, particldéigar interaction and particle
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reflection from surface$®. If the particles are not of the same shape oz ie

lagrangian approach also allow the employment ditatistical representation of
particle distribution to include the effects of fdilent inertial response. For the
Eulerian approach this would require a set of aqoatfor each particle shape and
size, greatly increasing the computational cose Tagrangian approach also allows
consideration of the effects of the aerodynamidigarparticle interaction when the
particles cross over the wake of other particleerehthe steady state Eulerian

treatment does not allow his phenomenon.

When applied to low volume fraction flow, as in thase for the Icing Tunnel
condition, the Lagrangian approach is usually pemexl as a post-processing step
where the particle equation of motion, usually esented by an ordinary differential
equation, is integrated with its own numerical soheand it is decoupled from the
carrier phase solution. Because the particle viesabre not calculated at the grid
nodes, the grid resolution is not directly conndcteith the particle variable
resolution required to show trends and gradient®osinty. However, the grid
resolution has to be sufficient to describe thaligrat of the flow variables that affect
the particle motion. This aspect can help to siimghe numerical simulation of the
carrier phase in situation where the flow spatieddgents are not significant but
particle distribution is required on a smaller teka length scale. However, using the
Lagrangian approach to compute a set of particlehspao reach statistical

convergence can be comparatively memory intensive.

Another advantage to consider for the Lagrangigorageh, described also as the
discrete approach, in particular referring to Icing Tunnel applicais, is the
possibility to change the particle injection paréene in the domain without
modifying the structure of the carrier phase corapobhal domain. In terms of
methodology for applied particle trajectory computa this approach has the
advantage that it simplifies the procedures regufog the final solution. Once the
carrier phase solution has been calculated, differenfigurations of particle
injection, at different locations and different ditrons, can be tried and computed.
Also the possibility to specify the injection condns, without the mixture constraint
of mechanical fluid-particle equilibrium, also ada®re parameters, as the injection

velocity, to the local injection phenomenon chagdegation. The Lagrangian
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approach is then chosen to be the main method<fdkearch and will be applied for
computation of particle trajectories. The approadmplemented in commercial CFD
codes as well as the related particle injectiofoogt?. It performs the integration of
the particle equation of motion, with the pointderdescription related to the local
carrier phase solution and with stochastic charaetton of the instantaneous local
flow field.

3.4 Stochastic characterization of the instantaneous velocity
field

The unresolved eddy simulation performed with th&N approach neglects the
instantaneous details of the local flow field amdyothe temporal variations of the
mean local flow can be calculated. The fluctuatognponents of the velocity field,
typically characterized by higher frequencies ttteam mean motion, can be generally
connected to the turbulence model outcome, wheeettinbulent kinetic energy
defined as an isotropic second order statisticaherd. To solve the integration of the
particle equation of motion the local character@atof the turbulence structure,
expressed in terms of turbulence intensity andatharistic length/time scales, that in
turn affect the aerodynamic interaction with thertiple phase, need to be
reconstructed. This is usually done in connectioith vihe turbulent variables
available from the solver together with a randonmmbar generator in order to
simulate the chaotic effect of the turbulent swes. The primary goal of this
stochastic approach is then to fully determinereaintaneous fluid velocity, as seen
locally by the particle, and compute the trajectofya statistically large number of

particles in the flow to obtain mean particle dsfifon information.

3.4.1 Discrete Random Walk model (DRW)

Considering the simplified particle momentum ecquratincluding drag and gravity
forces only, such as experienced by heavy part{plagicle density much higher than
carrier phase density):
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+g (3.1).

where yand  are the fluid and particle velocities respectivelyis the particle
response time and g the gravity force. The key Ipmbis to determine the
instantaneous fluid velocity along the particlgectory. Considering the Reynolds

decomposition of the velocity it is possible toteri
—r ==, —up+g)+r—p (3.2).

Thus, being the mean fluid velocity available franturbulence model, the unknown
is the fluctuating fluid component. With the eddfgtime model*" **the particle is

assumed to interact with a discrete successionddfes as it moves along the
computational domain. Typically the broad spectrofmeddies is synthesised and
idealized in simplified mean eddies characterizg lzonvection velocity (related to
the mean stream wise velocity), eddy strength (baselocal turbulent intensity) and
a time scale and length scale which are derivedhiylocal turbulent properties
available from the RANS turbulence models. The tflatng fluid velocity

component associated with the eddy’s strengthrigokad randomly from a Gaussian
distribution with variance proportional to the lbtarbulent kinetic energy value (k)

under the assumption of turbulence isotréfhyas shown below:

P(u’) =

()’
k

S Tl 63)
2 ﬁ . .
\/27T1/§k 3

The particle dynamic equations are then integrdteda series of eddy-particle
interaction times, resampling independent fluchgativelocities, through a new
random number, after the eddy-particle interacttone has elapsed. A typical
representation of the trend of the fluctuationii®g in the next figure:
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Figure 3-1a: DRW fluctuation samples (from Maclnnes& Bracco®?)

The interaction time (time step) is determined ¢otliee minimum between the eddy
life time and the eddy transit time defined in grevious chapters. The advantage of
the eddy lifetime model is that it can easily aatdor the crossing trajectory effects,
particularly relevant, with heavy particles, in pest of the particle dispersion.
However in this formulation some spurious drifttbé particle from higher lo lower

region of turbulence can be pres&ht

When the stochastic model is coupled with typieab-equation turbulence models
the condition of isotropy is usually adopted and libcal velocity fluctuations in the

coordinate directions are assumed to be the samiepeoportional the turbulent

kinetic energy,u? =v? :W:Ek. To consider anisotropic effects, the Reynolds

stress tensor components would be required to ctesize the turbulence directional
behaviour. The commercial CFD codes, as in the caSBUENT, allow the
incorporation of these effects by coupling the B#stic discrete particle model with
the turbulence Reynolds Stress Model. In this ¢hsediagonal components of the
Reynolds stress tensor are used to define the itelfdactuation required for the
eddy-life-time model. The variance of the randomigtributed velocity sample for

each direction is, then, proportional to the reipealiagonal term.

The model can be improved to better represent icmmglex flow relaxing the condition of turbulensetropy according to the
procedure ofYuan, Y. and Crowe, C. T.,[ Particulate Sci. Technol. 7,129 (1989)]. Considering a two dimensional case, the
fluctuation « and v are required. Two different fluctuations;wnd u, can be sampled from the PDF defined above. The two

component of the velocity can then be related as:

T
uf_ul
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! I I u' V'
V, = Ru, +1- R?U} with R= ——

12,12
\Us Vi

When the cross-correlation (R) is zero the velesittorrespond at two different independent sangsein the eddy life time

model.

3.4.2 Continuous Random Walk Model (CRW)

One primary problem with the DRW model is that mpoys step-function type
perturbations yielding infinite continuous-fluid aderations. This shortcoming can
be solved by correlating the turbulence statistisgh stochastic sampling
continuously in time, thus yielding finite fluid eglerations. Though this model is not
included in the commercial FLUENT code it has beeidely reviewed in the
literature and it is here presented as part oktage of the art models available. This
approach gives the advantage of including, wherssary, stress-gradient (due to a
finite fluid acceleration) and Basset history effe(due to finite time correlatiori).
The model considers the particle to interact wittistrete series of eddies along its
path as shown in the next figure:

Figure 3-1b: CRW fluctuation samples (from Maclnnes& Bracco®)

It is possible to use a different approach accogntor a continuous time series of
eddies including the effects of the autocorrelati@ween the time steps. With the
assumption of a Markov-chain model between differexiocity fluctuation, where

the time dependent fluctuation is affected onlythmy previous time step, it is possible

to write at the time (t + dt):
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U, (t+dt) = RE(dt)u'(t) + &, Ju? y1- (R™ (at))® with

R- = ex;{— A*tj (3.4).
T

Where R is the Lagrangian autocorrelation function anid a normally distributed
random number. In the case of zero correlation eéetwime steps it gives the same
result as the eddy life time model. The expressibave can be seen as the finite
differences of Langevin equatidf *>and requires the knowledge of the Lagrangian
timescale of the fluid as seen by the particle. This is usually unknown and can

approximated using the approach of Csarfady

Instead of approximating T, a two step approach can be used as discussed by
Berlemont et al. and Burry & BergeléZ *® The discrete particle and the fluid
particle are assumed to be coincident at time terAd time step, due to the inertia
effect, their position will be usually different. sihg the fluid Lagrangian
autocorrelation it is possible to relate the veloof the fluid particle at time t and (t +

dt). This is the first step. Then it is necessaryransfer the velocity at time (t + dt)
from the fluid particle position to the discretetpde position. This is the second step
and is done using Eulerian fluid spatial correlatio the form similar to the time
correlation substituting the time variables by thepatial equivalent'® % >
Advantages anghortcomings related to this choice are extensivigcribed by

Pozorsky & Minier’? and will be not discussed here.

3.4.3 Behaviour of Stochastic models in Inhomogeneo  us flows

The stochastic models determining the instantaneelexity fluctuation, such as the
DRW model implemented in the commercial CFD codas), produce non physical
dispersion of particles in inhomogeneous flows.sTaspect has been analyzed by
Maclnnes & Braccd® where spurious drift of particle from higher tavier region of
turbulence intensity has been found. Their anallgas been based on the dispersion
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of tracer particles in inhomogeneous flows wheréhlsiscontinuous random walk
and continuous random walk models predict unphysisults. This statement has
been proven by reducing the dispersion problem ¢ase where the fluid motion is
divergence free and the particles follow the saatl ps the fluid particles, i.e., tracer
particles. When a uniform concentration of paridle injected along the entire inlet
region of a system, the same uniform concentrasioould remain throughout the
system, regardless of the inhomogeneity of theuterice (in the same way that an
isothermal flow would remain isothermal irrespeetinf the turbulence). It has been
found, however, that the models predict an unplaysiggration of particles from the

region of high turbulence intensity to the regidnla@w turbulence intensity. This

behavior of the stochastic models is a consequefcthe relation between the
Lagrangian and Eulerian description of the fluidtigle motion. This consequence

can be seen expressing the instantaneous acaateoéthe fluid particle:

aU;

ai: f—_—
i,

X

)

(3.5).

where the Einstein convention of summing up overeated indices is adopted.
Expressing the instantaneous velocity as the sutheofnean and fluctuating parts,

one writes
U; = U; +u; (3.6).

where, by definition:

&
I
(=)

The mean acceleration is obtained combining theigue equations, and averaging

over time. After algebraic manipulations the acalen of the fluid particle is:

_ Uaﬁi N ou;
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One can therefore break down the mean acceleratioa fluid particle into a
component due to the mean flow, and a component tdueandom turbulent
fluctuations in an inhomogeneous flow field. Thédtdicceleration gives rise then to a
drift velocity that one needs to add into the ststit particle equation of motion to

take into account turbulence inhomogeneities:

du; du;u;
i = u]' — dt = e dt (38)
axj' axj

ou

where the second equality is a consequence ofsagption of the divergence-free
fluctuating velocity field. From the previous eqoat it can be seen that the
inhomogeneity of the turbulence field can producea zero Lagrangian mean fluid
particle velocity in an Eulerian field with zero are velocity. The drift correction
velocity as expressed befoiein principle applicable only to tracer partichesich
perfectly follow the fluid fluctuations. An extewsi of this correction to inertial
particles was performed by Bocksell & Loth who derived a drift correction that
applies to particles with arbitrary inertia. Usitite instantaneous acceleration of a
fluid particle along the path of an inertial paleicBocksell & Loth>* showed that the
drift correction for an inertial particle can betained from the drift correction of a
fluid particle through a multiplicative factor aslbws:

Ju = f’u_i_uf(;) it (3.9)

Where St is the particle Stokes number. The cooedbehaves correctly at the
limiting case of zero particle inertia, where regltic the tracer correction, and for the
case of particles with high inertia, where cormttiends to zero decoupling the

fluctuating flow field and the particle motion.

An overview of the correction available for the ammogeneity effect has been
reported by Strutt & Lightston¥ for the tracer particles case. They consideramdoa t
dimensional duct, as shown in figure 3-2, with abiteary turbulent kinetic energy
profile along the direction normal to the duct a§isdirection). The first choice for

the turbulent kinetic energy profile was the stepction:
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{k:0.1y<0}
k=05y>0

The calculation of the particles dispersion hasmbdene with the baseline model of

Shuen, Chen and Faethand then corrected for inhomegeneity effects.

reflective wall
-

—
=
» £ Ay
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- \
—
» -
] ¥ (-
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Figure 3-2: Computational domain (from Strutt & Ligh stone®)

Particle concentration profiles have been calcdléte several downstream locations
and normalized by the particle concentration atiket. If there were no net particle
migration, the normalized particle concentratioafiies would be uniform and equal
to unity at all downstream locations. The figure hows the predicted particle
concentration after 1, 5, and 9 eddy lifetimes.nfrtbe figure 3-3 the Shuen, Chen &
Faeth modet® predicts a clear migration of particles from tegion of high turbulent

intensity to low turbulent intensity. This partiamigration is amplified downstream

from the inlet.
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Figure 3-3: Concentration along vertical distance yfrom Strutt & Lightstone %

The reason is because on average particles inrhigh®ilence regions can travel a
greater distance than particles from a lower twhcd region during the same time

interval*®. Thus the high velocity particles from the highddic energy region have a

higher probability to penetrate into the low kime@nergy region, yielding a non-

uniform particle concentration.

The same phenomenon of particle migration has leewlysed in a more real

situation, with a continuous turbulence kinetic rgyegradient profile as shown in

figure 3-4:
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Figure 3-4: Turbulent kinetic energy profile along yaxis (from Strutt & Lightstone **

The normalized particle concentration relatinghis tase in shown in figure 3-5. The
amplitude of the concentration profile is reducemmpared to the previous step-

function case but is still present along the duct.
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Figure 3-5: Concentration along vertical distance yfrom Strutt & Lightstone >

The main reason for false migration of fluid pdds; in the discontinuous random
walk model, is because the turbulent fluctuaticgtedmined at the start of the eddy
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lifetime, is held constant for the duration of #ady lifetime. In their paper Strutt &
Lightstone®* have tested different types of correction for tlence inhomogeneity
applied to the turbulent kinetic energy gradierdvwusly described. The correction
model, available from the literature, mainly coteisof adding a correction velocity
to the particle equation of motion and/or updatthg turbulence intensity value
during the particle/eddy interaction time.

The Maclnnes and Bracco mod&tombines the updating of the kinetic energy along
the particle sub-time steps with a correction vyocAt each sub-time step, The

instantaneous fluctuating velocity is updated usihg local value of turbulence

kinetic energy defined ag',,, = ¢ Eknew, where the random numberis held

constant during the particle- eddy interaction tias required by the discontinuous
random walk model). The correction velocity, to dsded as additional term in the
particle equation of motion, was derived by estingathe mean fluctuating velocity
from the characteristic distances patrticles traltging an eddy lifetime. The final

form of the transverse correction velocity can lvéten as:

_ldk,
"~ 3dy €

v,

(3.10).

The correction velocity is applied at the beginnoig@very particle/eddy interaction.

The Cherr® model tested updates the turbulent intensity sub-step fraction of the
particle/eddy interaction time. Using an anisotcopiiscontinuous random walk
model, Chen used the normal stress found from ansemoment closure model to
approximate the turbulence intensity. In the analysf Strutt & Lightstone®

isotropy has been assumed and the turbulent fltictugs approximated aégk. At

every sub-time step the fluctuation is updated wétterence to the local turbulence

kinetic energy.

Another correction velocity that is applied in aamgtion with updating the kinetic

energy is that of Bocksell & Lotl. Bocksell & Loth’s correction velocity accounted
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for the particle acceleration due to the gradiarthe turbulent fluctuation variancé
This was done by analyzing the Lagrangian derieativthe fluid velocity along the
fluid path. For isotropic, thin free-shear flomsettransverse correction velocity takes

the form:

, . 1dk
v .(t+At) =v' (t) + §@At (3.11).

The final model tested was the one of Strutt & tsgbne™* that use a probability
theory applied to the eddy fluctuations to formeléte condition for the correction
velocity. The idea was to calculate the expectddevaf the negative fluctuation on
the top half of the eddy and the expected valu¢hef positive fluctuation of the
bottom half of the eddy. At the midsection of tldelg (symmetry plane) the net flow
of particles should be zero. Because the expectddevof the positive/negative
fluctuations is dependent on the local (top, bojtdorbulence kinetic energy, a
correction velocity is required in case of inhomogiéy to balance the net flow. Their

final correction velocity is then expressed asrn@s$he same original notation):

dk
Vi =0212— +v'4 (3.12).
dyl,

The result of the application of these correctitmghe case of a linear gradient of
turbulent kinetic energy is summarized in the rfexdre. It shows the application of
the Chen model, only updating the turbulent kinetieergy, is shown. Strutt &
Lightstone® have discussed how the an effective limit of thedet is reached and
the performance of the model are no more improvingen the number of sub-
samples are sufficiently increased. In the figureage of 5 and 50 sub-sample has

been shown.
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Figure 3-6: Concentration along vertical distance yfrom Strutt & Lightstone >
In the figure 3-8 the result coming from the otheydels are shown. The normalized
particle concentration curves were obtained by Miaes and Bracc®, Bocksell &
Loth *® and the Strutt & Lightston®, using correction factors after 5 eddy lifetimes.
All three correction factors take similar formsweyver, they differ in the empirical
constant used and the frequency at which they ppéeal. Compared to the Chen
correction the application of both updating theekin energy and correction velocity

has been found to be the most effective way towaddor turbulence inhomogeneity.
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The behaviour of stochastic models in inhomegendadsulence field has been

presented and described, within this work, becahsecorrection methods are a

significant research field that belong to the stat¢he art discrete phase dispersion

models. As has been previously stated, the comaleZéiD code FLUENT does not

include such correction methods and as its maraya: $ The DRW model may give

nonphysical results in strongly nonhomogeneous diffusion-dominated flows, where

small particles should become uniformly distributed ”.
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4 Experimental Measurement

4.1 Introduction

In order to develop a methodology based on thelahai state of the art models for
particle dispersion and being able to compare &hecsthe more appropriate ones,
the experimental approach is necessary to valitteeresults of the prediction of
particles dispersion. In this sense the validataanteferred in the literature, is itself a
well established methodology that has been extelysiand used combined with
numerical calculation. In the present work, howeviee experimental results would
be used also to identify phenomena that are relatéke particle dispersion physics
and are relevant to the trace the route for theo$girocedures required for the
engineering prediction. The experiments, then, iplwot only a baseline test case to
be used for further comparison, but also help taratterize and describe physical

phenomena that can be used within the numericalileion.

The choice of the experiments required in the noilogy development contest, in
parallel at the investigation of the numerical niedavailable for engineering
calculation, has been done having a preliminark laothe general methods available
from the literature and then choosing the onesiwitiie boundary condition dictated
by the resources available to achieve the objedtitbe study. This process has been
carried out along the development of the project itue selection of the experimental
work has been focused on the necessary aspedtsutacterize and adapt the state of
the art dispersion model to the Icing Wind Tunnelimnment. In this sense, general
experiments focused on the improvement of the nsodalso whether indirectly
contributing to the development of methodology lbseachanging the relative weight
of the models, have been substituted by experimesdd to identify, characterize and
measure conditions and parameters relative tovdaale particle dispersion models

applicable for icing tunnel engineering calculason
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4.2 Selection of the experiments for Icing Tunnels airflow

characterization

As has been seen in the previous chapter, the gy approach for the dispersion
of water droplets in the icing tunnel, as well dpeneral dispersion of particles in
turbulent flows, is based on numerical methods #pgiroximate the solution of the
Navier-Stokes equations coupled with the particjaagion of motion. Because the
turbulence it is involved and mainly responsible tfee dispersion phenomena in the
icing wind tunnel, the numerical methods are aéddly empiricism associated to the
turbulence models. The first consideration wouldiloen related to whether or not
investigate the validity of the turbulence modehstants for the specific case of the
Icing Wing tunnel. In order to keep the attentionused on the engineering objective
of the methodology, without deeply investigate theneral turbulence models
behaviour, it has been assumed the constants ofitbhelence models, which appear
in the equation of the turbulent kinetic energy aliskipation rate and have been
originally calculated to cover a wide range of chsory, to be unchanged respect
their reference values. The literature availabletlom application of the turbulence
model for practical calculation also supports ttoasideration.

The numerical calculation, generally, required #pecification of local boundary
conditions to properly represent the physics of fireblem examined. These
boundary conditions are applied to the computationlume in order to completely
characterize the fluid dynamic solution of the peot. In the Icing Wind Tunnel
case, as has been seen before, the flow qualitheaffected by contribution usually
generated outside the numerical computational donfdie heat exchanger geometry,
for example, can be responsible for turbulence igeiom as well as the tunnel turning
vanes and the very local flow coming out from thezzie. In order to reduce the
computational cost of the simulations the compatati domain has been sad to be
considered by the spray bars to the test section.tie same reason the internal
nozzle air flow and the very local external struethas been sad to be not resolved

with numerical simulation but to be synthesizedrfrexperimental work.

84



It appears, then, that part of the experimentalkwbas to be focused on the
characterization of the boundary conditions requifer the numerical simulation.
These conditions besides providing the necessansti@n to “well-pose” the

numerical problem, have also to capture the nepggastmrmation to synthesize and
describe the initial relevant physics phenomena Wauld characterize the water

droplets dispersion along the tunnel.

In order to specify the turbulence characteristic,terms of kinetic energy and
length/time scales, at the beginning of the contmrial domain, experimental
measurements would be required to map the turbelpnafile along a plane normal
to the tunnel axis and close or coincident withitiput plane in the CFD simulation.
Measurements of turbulence acquired at the inpangolwould directly provide the
necessary information on the inlet flow conditiar the fluid dynamic simulation,
but would not characterized the effects of thecaming out from the nozzle. Because
the nozzle effects contribute to the dispersiothefwater droplets in the near nozzle
field, an investigation of the flow quality downwinthe spray bars has been
considered necessary to obtain information anctatain of the turbulence behaviour

in the near nozzle field.

4.3 Water droplets dispersion measurement in the Icing wind

tunnel

From the Taylor theory has been seen that the migpe of particle is usually
indicated and quantified with the variance of tlatigles displacement. The same
approach will be used here to characterize the\hetmaof the water droplets cloud.
The water droplets cloud, originating from the Heznjection and moving along the
tunnel, can be pictured as an ensemble of indepénstechastic realization of
individual droplets path. The cloud spatial chagastic can then be defined by the

ensemble statistic moments of the spatial displac¢mf the individual droplets.
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In order to characterize the cloud of droplets, gusition of its centre and the
diameter of the cloud would be required as functibthe distance covered along the
tunnel (or function of the residence time along tilmenel). If the cloud is pictured as
stochastic realization of single droplet events 8tatistical mean value of the
droplets displacement and its standard deviatiorbeaused to express centre position

and spread (i.e.: diameter) of the cloud.

To calculate these statistic moments an instantenguicture of the droplet
distribution taken at some place within the tunisetequired to allow detecting the
spatial coordinates of the single droplet and beabte to compute the statistical
analysis. This approach has been followed in tieealiure where images of particles
moving through the wind tunnel, at different loocas, have been recorded with
optical camerd’. The practical problems concerning the installatid optical device
in the tunnel and the difficulties to find or prdei the proper optical access often
make this approach not feasible for Icing Wind Telnapplication. In general the

facilities used for these approaches were speltifibailt for this type of application.

To overcome this difficulty and find an easier agmh for detect the particle
dispersion in the tunnel it has been decided tdo#xthe formation of the ice as
indication of the liquid water content distributioif it is pictured that the ice
formation is dependent on the local impingement fa@ezing of the singles droplets
and it is assumed that the droplets collectioncedficy is not affected by the ice
presence, i.e.. the aerodynamic field seen by tioplets is undisturbed by the
presence of the ice, the ice thickness would beatide of the number of droplets
present in the reference volume considered. Thisideration strictly holds if also
the droplets size is uniform.

To measure the icing thickness and to relate tbathe liquid water content

distribution, the icing blade approach can be u3ée icing blade is a very simple
device and it is frequently used in Icing t&t It consists of a piece of metal
(aluminium) that is usually placed in the centretled tunnel, normal to the tunnel
axis. After the desired spray condition has beabilited the bar is exposed to the

icing cloud. The appropriate exposure time resal&n ice thickness accretion on the
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bar that is proportional to the local LWC. The giblade has been used at an air
temperature to ensure that rime icing occurredetheminimizing the width of the
ice, which would change the collection efficiendhe LWC is determined from the

ice thickness by the following equation:

LWC = —=¢—~ (4.1).

where:C is a constang;.. Is the density of icdSis the ice thickness on the blae

is the blade collection efficiency is the airspeed is the exposure time. The blade
collection efficiency represents the ratio of thasstflux of the impinging droplets to
the mass flux in the free stream and it is an ethhey of how much the droplets are
disturbed by the aerodynamic field close to theléldn this experiment the collection
efficiency of the blade has been assumed equateo Though in the reality this is a
limiting case, for the condition tested in this edment, with small and thin icing

thickness, this assumption can be considered rabianlt is also to be considered
that the error on the collection efficiency woulfeat the value of the LWC but the

distribution of the water (droplets), assuming tlodlection efficiency to be constant
along the blade, would be not affected by that.ddoer the objective of the test is to
obtain information of the distribution of water different tunnel operative conditions

and in this respect is mainly focused on a qualganalysis.

The Icing blade test has then been performed taiscaq set of experimental
measurements for particles distribution to be ulether for validate the CFD

prediction. Though the measurement is conceptsaityple it can be time and energy
consuming. The tunnel is required to run at lowgerature, in order to get the rime
ice necessary for the correlation of thickness BAW(LC, and the measure of the ice
thickness has to be manually done, at severabetatn the blade, with the caliper

kept at low temperature to avoid melting the ice.

Considering this aspect the test matrix has beeserhto characterize and describe

an envelope for typical icing test without being touch energy and time expensive.
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A description of the condition chosen for the icinigde test is presented in the next
chapter.

4.3.1 Description of the test

The cloud uniformity is a requirement that is uguakrified and adjusted in the test
section during the icing test. The objective of itiag blade measurement would be
then to provide a set of baseline measurementaridhbt section characterizing the

water droplets distribution for different icing tuel operative conditions.

The test has been carried on with an icing bladgéicadly positioned in the test
section. Three reference speeds have been chasamalbly 40 m/s, 60 m/s, 90 m/s.
The nozzle configuration has been kept the saméhtowhole test. Central nozzles
have been chosen in number of 4 and 5, dependinfpeospray bars, to keep the
configuration symmetrical to the vertical mediurane of the tunnel. Three different
combination of water/air pressure have been chtsdrave low, medium and high
LWC with droplet size of 20 and 40 micron. The teg$ been structured as follow:

1. To measure the distribution of each spray bar &@heof the velocities and for
each of the three different LWC settings with detplsize of 20 micron. One
spray bar at time has been switched on sprayingrwéth all the others spray
bars spraying air. The results would representiridezidual contribution of
the bars to the LWC in the test section with a8 ttars contributing to the
turbulence modulatioh.

2. To measure the influence of the neighbouring nazzbes on the dispersion
of the water droplets. In this case the centraldmdy, (bar 3), has been used
spraying water, with the neighbouring bar, (bar 2 48, spraying air
sequentially. Two combination of air/water presshee been chosen, low

and high. The test has been repeated for two ditedroplets size of 20 and

! The Gaussian function represents a special disivitbwidely analysed and discussed in the litemir stochastic particle
dispersion. It is the typical profile that is assted to a stochastic Langevin equation, for théianaof particles, with linear drift
and diffusion coefficient. This equation just tetke form of the droplets equation of motion whetyairag and gravity forces
are considered significant. However, the naturethef stochastic methods for particle dispersion, ingnfrom Langevin
equations type and widely used in atmospheric @artlispersion, is not discussed in this thesisfinther details can be found
in Gardiner®, Thomsorf’, Gillespie®.
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40 micron. The results would represent the contiobuto the turbulence
modulation coming from the neighbouring bars.

4.3.2 Icing blade results

The thickness of the ice, for each run, has beessuored with a “cold” calliper and
the values translated in LWC distribution. The tgpidistribution profile on the blade
is well approximated by the Gaussian distributidreve the standard deviation can be
related to the measured Full Width at Half Maximualue. This is a parameter
commonly used to describe the width of a functgimen by the difference between
two extreme values of the independent variable l@thvthe dependent variable is

equal to half of its maximum value, as shown iufeg4-1:
f{x) ¢
FWHM

f:r'n ax

1/2 * frnax 1

Figure 4-1: Full Width at Half Maximum

When the relation of the FWHM and the standard atexn related to the normal
distribution is:

FWHM = 2v2In2 0 ~ 235482 7. (4.2).

From the set of measurement acquired at differpaéds and different combination
of nozzle’'s water and air pressure, as definethénpoint 1 paragraph x.3.1, has been
obtained a set of Gaussian-like shapes of watgulebo distribution. From each of
these curves the mean value and standard devittitve water droplet cloud relative
to that condition have been extracted. Typical ifraicquired is shown in the next

figure for the test section velocity of 40 m/s. Tgraphs shown on Y axis the LWC
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concentration [g/ff) and on X axis the position in the test sectiof} yith origin at

the centre.
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Figure 4-2 a, b: Water droplets distribution, bar 1(a), bar 2 (b)
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Figure 4-3 a, b: Water droplets distribution, bar 3(a), bar 4 (b)
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Figure 4-4 a, b: Water droplets distribution, bar 5(a), bar 6 (b)

The single figures indicate the LWC distributioorad the blade that has been marked
following the vertical height of the test sectidBach figure corresponds to the
distribution relative to a spray bar, from the gppar number 1 on the top left side to
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the spray bar number 6 on the bottom right side. d$timation of the error associated
to the LWC value has been calculated directly friva bias error affecting the
thickness measurement. Considering a LVd§sociated to a thicknedS$ and LWG
associated to a thicknea$ +¢, the error percentage associated to the LWC ialequ

to the error percentage associated to the thickmessurement:

LWCl - LWCO _ &€ 4 3
LWC, ~AS (4.3).

The error associated to the ice thickness measutehepending on the resolution of
the caliper and on the randomness related to theuahaprocedure, has been
considered to be 15% of the mean value of the ti@is&. This value has been added
with error bars to the LWC graphs. The figure 2vgtithe position and density of the
water cloud coming from the single spray bars amwddifferent liquid water content

levels.

From this type of measurement, available for theeotelocity conditions, the mean
cloud position and the its standard deviation, ugfothe FWHM, can be extracted.
The standard deviations of the 40, 60, 90 m/s ¢mmd, normalized by the test
section characteristic length, are shown in the geaphs:
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Figure 4-5: Normalized Standard Deviation vs. sprayars, 40 m/s
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Figure 4-6: Normalized Standard Deviation vs. sprayars, 60 m/s
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Figure 4-7: Normalized Standard Deviation vs. sprayars, 90 m/s

From the figures it can be seen that the standewthtion increases at the extremities
of the test section and is smaller generally indéetre region. Typically the bottom
of the tunnel, covered by the spray bars numbeb 4nd 6, showed a wider
distribution of the icing thickness. It can be sedso from the figure 4-4 that the
distribution of the bar 6 does not go to zero a& éxtremity but tend to go to a
constant non-zero value indicating a presenceaoinagtant small ice thickness on the
blade. The trend of the standard deviation alsavsteonon monotonic behaviour with
the liquid water content value and then with thezi® air pressure. In the centre
region the influence of the nozzle air pressuresseh are often indistinguishable.
However, depending of the Icing Wind Tunnel geomednd configuration, the

nozzle air pressures may affect the distributiorwafer droplets in the test section,
through a changing on the local turbulence levet the results coming from this

experiment has to be considered in relation tostthee chosen in this test matrix.
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To investigate a possible effect of the air confiiogn the neighbouring nozzle on the
water droplet distribution a test has been donlevahg the test matrix indicated at
the point 2 paragraph 1.3.1. The central spraythrae has been used spraying water
while the neighbouring bars, respectively two amut f have been used to spray water
sequentially. The effect on one bar at time has lveasidered first and then both the
bar two and four have been used at the same tiragisg air. The test has been done
at 40 m/s speed only and with the two extreme vafuiguid water content, indicated
with “low” and “high”, previously chosen. The noezhir pressure has been chosen
respectively of 23.5 and 24.1 psi and the watesqanee adjusted to get water droplet

of 20 micron first and then 40 micron. The resals summarized in the next figure:

7.5

T
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/ / == low 40 mic
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: 2 \
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4,5 ¢ «
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Figure 4-8 Normalized Standard Deviation vs. spray &rs, 20/40 microns

The bar configurations 1, 2, 3, 4 correspond raspayg to the use of bar 3 only, bar
3+2, bar 3+4, bar 3+2+4. For the 20 micron droplbés effect of the neighbouring
jets is to increase the standard deviation withntiagor contribution given by the jet
coming from the bar two only. When combined theghbouring jet give a reduced
contribution on the spread of the water cloud. Thesy be given by a “squeezing”
effect of the two jet that overcome the generateaasing in the local turbulence filed
that contributes to improve the water droplets elispn. For 40 microns droplets the
contribution of the single jets is to increase skendard deviation of the distribution
where the effect of the jet coming from the bas Zess significant with higher liquid
water content. When combined, in this case, thghiiuring jets reduce the spread

of the cloud respect the baseline configuratiorgesting that the “squeezing” effect
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is in this case less balanced by the local turtndeflowever, for the configuration
chosen was not possible to identify a monotonicdréescribing the interaction of the

neighbouring turbulence with the water spray.

The icing blade test has been performed also ®thtirizontal distribution of water
droplet at the condition of 40 m/s with the same¢hdifferent level of liquid water
content used for the vertical distribution measweets. The nozzle configuration has
been kept the same of the vertical measurementshanidlorizontal distribution is, in
this case, given by the combined effect of foufiwe central nozzles, depending on
the spray bar. It was not possible to acquire thildution profile of the bar one due
the difficulties to place the icing blade at thesided position through the test section.
The results of the bars from two to six (top leftkiottom centre) are shown in the

next figure:
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Figure 4-9 a, b: LWC horizontal distribution, bar 2( a), bar 3 (b)
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Figure 4-11 : LWC horizontal distribution, bar 6

In this case the total distribution is the resulttlee overlapping of the individual
distribution coming from the single nozzles. Gelflgiiacan be considered dependent
on the individual standard deviation and on thatre® nozzles spacing. The effects

of these parameters are then discussed in theoaeagraph.

4.3.3 Consideration on the total water distribution

As first approximation the mean position of theutlocan be considered to be
transported by the aerodynamic streamlines withen tunnel. The variation of the
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centre of the cloud along the blade is then praopaat to the aerodynamic projection
of the spray bars mutual distance from the sprayplamne to the test section plane.
Depending on this variation different overlappiegions can occur, producing a total
water distribution with variable uniformity. The xte figure shows the total
distribution calculated from measurements of sirdigtributions for the condition of
40 m/s at different level of LWC:
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Figure 4-12: LWC distribution for different LWC cond itions
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Figure 4-13: Spray bar contribution to LWC distribut ion (very high LWC)

The uniformity improves as long as the LWC and ttienair pressure coming from
the nozzle increase. For very high value of nozamlepressure, in this case until 30
psi, the total distribution improves as a conseqgaenf the increasing of the standard
deviation of the distribution coming from a singleray bar. The standard deviation is
in turn dependent on the local turbulence levehdmethe cloud that can be affected
by the nozzles air pressure. For the conditiones/\high LWC the contribution of
the single distribution are shown in figure 4-1BeThigher standard deviation of the
spray bar two and five contributes to a betterarniity spreading the LWC over a
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wider length but at the same time the higher pdather relative LWC gives the
opposite effect.

The total distribution, sum of the single spraysbdistributions, can be pictured as
function of the standard deviation of the singlenponent, the overlapping region
and the total LWC value of the single component Tdtal amount of water coming
from the nozzle is dependent on the nozzle watessnilow as a function of the
nozzle water pressure. Typically, the spray batesgs used in Icing Wind Tunnel
have the same water pressure along each singlenldars way the nozzles connected
to the bar provide the same water mass flow oneethssure has been chosen. For
each single bar, then, the peak of liquid watertexanand the standard deviation of
the distribution are related and are not independamable. The possibility to change
independently the overlapping region is somethimgt tan be generally done, in
discrete way, switching on/off the nozzles of tpeay bar (controlling the horizontal
overlapping), or moving vertically the spray barsdacontrolling the vertical
overlapping. To analyze the effect of the overlagpiegion and the local standard

deviation on the total distribution a simplifiedseas considered.

Two distributions of LWC have been arbitrarily ceasrespectively the bar three and
four at 40 m/s, and summed each other to obtaoteadistribution. The sum has been
repeated for different values of overlapping regiodefined here as the distance
between the mean values of the distributions, araded with different values of
standard deviation of the bar four distribution this way the distribution of the bar
three has been kept constant and the distributidgheobar four act as a parameter.
The quality of the uniformity of the total distritton has been quantified by the fourth
order statistical moment of the total distributian: kurtosis. It can give an indication
on the "peakedness” of a probability distributidnaoreal-valued random variable.
The Gaussian distribution has a kurtosis equal. tdaBues higher than that indicate
generally more "peaked" distribution respect thems one, while lower values
indicate a tendency to a more "flat" distributidime figure 4-14 shows an example
of the total distribution when shifting the bar faespect the mean position of the bar

three:
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Figure 4-14: PDF for relative shifting of bar 4 to ber 3

Results in terms of kurtosis as function of thdedénce between the centre of
distributions and parameterized by the standardatdem are shown in the ne

figure:
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Figure 4-15 Kurtosis vs. Distance between mean of distributior

The trend of the kurtosis for the case of figurarfe shown by the curve with tl
baseline standard deviation i.e.: 1. It can be dbah depending on the stand.

deviation of the distribution and then depenion its spread, the minimum value
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the kurtosis, indicating a more “uniform” distrilbot, moves on higher value of
distance of the centre of the distribution.

4.4 Water distribution within the nozzles in the near field

4.4.1 Introduction

In the general approach of finding a methodology i@ater droplets distribution
prediction, as has been discussed in the previbagpter, different regions of the
tunnel should be separately and specifically ingastd in order to get the necessary
information to synthesize the physics of the problaccordingly to the practical

requirement of the numerical models used for ergging calculation.

To analyze the behaviour of the spray in the neaele field the measurement of the
water distribution of the spray, expressed in teomsWC, has been performed with
a thermal probe. The icing blade could not be useithis case to extract the water
droplets distribution because there is not sufficidme for the droplets to be
supercooled before the impact on the blade. Theactexization of the water
distribution allows for estimating the spread ane tiameter of the nozzle jet and to
have an indication on its angle through the catoutaof the FWHM value for the

distribution.

The spray angle is the opening angle which the leget of droplets forms at the
moment when it leaves the nozzle orifice and dns of the fundamental parameters
characterizing of a given nozzle. In fact the atngke of the spray angle determines,
in connection with the distance between the nozmiéce and the target to be
covered, the spray coverage and the density atllisprayed with respect to the cover
area. It is important to note that, because of re¢vfactors like gravity forces and
aerodynamic drag, the initial spray angle valuenoaibe maintained but in a limited
distance from the orifice. The spray angle is dffacthe local interaction by nozzle
air jet and nozzle fluid jet and by the charactarief the fluid. Depending upon the

type of nozzle, a different percentage of the aldd energy is used to break up the
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jet and give the desired spray pattern and sprgleafhe transfer of the energy from
air jet to the liquid film and then to the liquidaments and droplets depends on the
characteristic aerodynamic design of the nozzle asd the local nozzle turbulence
field.

The characterization of the nozzle behaviour itmterof the spray angle and
consequent spray diameter can be considered thea sisplified approach to
synthesise phenomena typical of internal and vepall nozzle performance. The
measurement of the jet diameter has been donenwiitis work, to have information
of the spray characteristics to be used and cordpaith the numerical results
coming from the CFD calculation and also to ingest2 the behaviour of the nozzle

spray with different icing tunnel operating conalits

4.4.2 Description of the thermal probe

A method of measuring the LWC was an RAE/Plesseyntal probe®, showed in
the next figure. RAE (Royal Aerospace Establishimesfiers to a previous name of
the organization of what is now called QinetiQeTgrobe was originally developed
for helicopter icing flight trial use but was neviaken forward into commercial
production.

Figure 4-16: RAE/Plessey thermal probe
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The probe operates by measuring the power dissipdtom a cylindrical probe
maintained at near constant temperature (~70° €gchieve this, a semiconducting
Barium Titanate ceramic is used which has a pa@sitemperature coefficient of
resistance (PTCR) that allows it to be thermallf-s&bilizing. For a constant supply
voltage, the current varies with the ambient coodg. Changing in the electrical
resistance of the probe as a function of the hesd tate due to the evaporation of
water droplets from the surface of the cylinder barused to measure the amount of
flowing water. The LWC can therefore be deducedhftbe power dissipation, which
increases with LWC owing to the additional energgguired to evaporate the
impinging water droplets. When the LWC rises abaveertain level, the power
supplied to the probe head is insufficient to evapmall the water film, rendering the

output inaccuraté’,

The probe utilizes the relative large cooling efffdae to the evaporation of the
droplets of liquid deposited on the surface of¢beamic cylinder from an impinging
gas stream, compared with the cooling effect ofveation, conduction and radiation.
The device requires relative movement between tiobep and the gas for the
measurement of the liquid water content to takeelén the Icing Wind Tunnel test
the probe would be directly exposed to the windn&inflow with water cloud

conditions and connected to an electrical poweplyugble to provide and shown the

amount of power and current used.

When a potential difference is applied to the cecaoylinder the initial current is

large and the resistivity of the material is lowheTheat loss on the surface of the
material at constant temperature is balanced byetbetrical power input. If the

potential difference increase to a sufficient highel, the joule heating effect raises
the temperature of the ceramic material to the evalthere the slope of the

resistivity/temperature function is very high. Alig temperature a small change in
ceramic temperature would give large change instasce and large change in
dissipated heat. Therefore, large changes in losatat the ceramic surface can be
tolerated with only small changes in ceramic terapge. At the same time any
increase or decrease of the heat dissipation caaisesrresponding increase or
decrease in current flowing to the material anchthechange in power dissipated. In

this condition the ceramic material behaves likeeH-stabilizing material tending to
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stabilize at specific temperature that is genemdgendent on the potential difference
applied and on the ambient condition at the surfdd¢ke ceramic cylinder.

4.4.3 Description of the test

To measure the distribution and then the dimensidhe cloud of water coming from
the nozzle the thermal probe has been placed étegence distance from the central
nozzle and moved normally to the nozzle axis spantiie whole area covered by the
spray. The electrical signal recorded by the prbbs been acquired at discrete
stations in order to mapping the water distributibthe spray. The reference distance
has been chosen to ensure enough spread of the j@tpvide a reasonable spatial
resolution with the thermal probe measurement dsd & be able to obtain a
description of the spray close to a plane alreashddor airflow quality measurement

with the hot wire probe.

Generally, distance too close to the nozzle, witfalter cloud diameter, could have
been affected by higher uncertainty due to the @rgfmatial resolution. At the same
time too high local water mass fraction could haffected the reading of the probe if
the power supplied had been insufficient to evajordl the water on the probe
surface. Based on the previous icing tunnel testixgerience and based on visual
indication on the behavior of the spray the distaapproximately of one meter
downwind the spray bar has been chosen. The prabéden inserted longitudinally

in the tunnel as shown in the following figure:

Figure 4-17: probe positioning within the tunnel
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The test has been performed with droplets size @fnicrons and repeated for
different tunnel operative conditions, respectively

* Only the air coming from the nozzle and three valoeLWC

* The test section velocity of 40 m/s and three valugWC

* The test section velocity of 60 m/s and three valugWC

For each run the values of the current intensitgrincondition have been acquired as
baseline and then subtracted to the values recamnd&dt spraying conditions. During
the test, the probe has been visually checkedriéytbat no water film was present
on the surface and all the mass of water impingiag evaporated.

4.4.4 Results of the test

The LWC distribution has been measured at diffeitations moving the probe
through the area covered by the spray. The powpplisn has been fixed to a
constant voltage and the current intensity has lbeeorded as indication of power
changes due the heat losses. Though a rigorousasratysis for the equipment used
was not available, the data has been recordedlar to check repeatability of the test
and the statistical convergence of the data seflesresults are expressed in terms of
distribution of the current difference by the baseldry condition, where only the
convection heat exchange is considered and the caedlition with the nozzle
spraying respectively at three different value W C corresponding to air pressure of
24psi, 26psi, 28psi. The following figure shows twerent distribution when only the
air coming from the nozzle is flowing through thelpe and the tunnel flow is off:
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Figure 4-18: Ampere readings vs. Traverse distance

The figure 4-18 show the trend of the distributi@xpressed in milliampere, as
function of the marked distance of the support. @istribution is shown to be well
approximated by the Gaussian distribution (lasttup& with standard deviation
calculated from the FWHM parameter. Without thdl@awv of the main tunnel the
standard deviation takes values around 5 cm aisdapproximately constant for the
three values of LWC and then of the air pressurks would suggest that the higher
energy injected by the higher air pressure is ptopmally used to break up the
ligament of the increased mass flow of water flayvthrough the nozzle, but the
resolution of the measurement only allow to havereiminary indication on this
aspect. The error of the measurement has beendeoedito be represented by the
statistical error associated to the series of #ta dnd with a confidence level of 95%

and it is added to the graph with the error bars.

The next figure shows the results of the measuremperiormed at the test section

speed of 40 m/s:
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Also in this condition the distribution is well apximated by the Gaussian shape.
The standard deviation is reduced respect the ttondat zero tunnel speed by the
squeezing effect of the tunnel airflow. In thise#se values of the standard deviation

are around 3,3 cm and are mainly constant with rtbezle air pressures. The

Figure 4-19: Ampere readings vs. Traverse distancdQ m/s

measurement in this condition showed a good repgistavith lower statistical error
on the mean distribution profile.

The measurement at 60 m/s are shown in followiggré:
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Figure 4-20: Ampere readings vs. Traverse distancé0 m/s

The standard deviation for this condition is albwer of the 40 m/s condition and
approximately of 3 cm. Considering the resolutiontlte measurement the two
conditions do not show significant macroscopic ¢jenin the LWC distribution. The
effect of the increased airflow of the tunnel ighis case of the order of 10% of the
standard deviation of the 40 m/s case. For the welocity conditions tested the
standard deviation of the spray can be assumedhinwthe limits for practical

engineering calculation, to be approximately camsta

4.5 Characterization of the turbulence in the Icing Wind

Tunnel

4.5.1 Introduction

The CFD calculation for particle dispersion genigraéquires the flow boundary
condition necessary to specify the problem considlein the Icing Wind Tunnel case
the geometry of the problem, as will be describedhtr, can be reduced to
considering the part of the tunnel from the sprayspspecifying the water droplet
source (injection), to the test section, charaziagithe target location of the problem.
As typical in turbulent flow, the models require,parallel with the conditions of the

main flow velocity, also the turbulent charactecst generally expressed at
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appropriate points in the domain. For Icing Windnals they can be generally

specified at the input flow plane/ domain.

The patrticles dispersion, whatever model is comsifieis strongly influenced by the
turbulence properties, defining intensities andratigristic scales, of the carrier
phase. As has been discussed in the chapter 4attgastic dispersion models based
on the Eulerian-Lagrangian approach all requirbeulénce statistics to calculate the
fluctuating velocity component of the carrier phagehe discrete particle position.
Using the RANS equation the evolution of turbulestatistics, at least for the low
order ones as the turbulence kinetic energy, can tie tracked once specified an

appropriate input condition.

In the optic of a general methodology, the choitée approach to characterize the
turbulence has been driven by the requirement mohsyically describe the physics
phenomena that would affect the water dropletsedgpn within the tunnel. The

choice of the approach has also to consider a vemplexity of the description of

the physics that can be conveniently utilized andpted with the numerical models
for particle dispersion, avoiding energy and tinemsuming approaches. The main
objective of the selected approach is then to aequiurbulence profile that given as
input condition to the RANS solver, as turbulemetic energy and dissipation rate

profile, could specify the turbulence history.

4. 5.2 Aim of the test

The jets coming from the sprays in the Icing Turswifiguration, as discussed in the
chapter 2, are a source of turbulence that affecaerodynamics characteristics of the
near nozzle field. Generally the interaction b&wéhe nozzles air field and the main
tunnel airfield can be considered depending on ttmmel geometry, the nozzles
characteristics and the typical operating regimethe tunnel. The combination of
those contributions is typically non linear andweiften is unpractical to derive a
trend of their effects by macroscopic/definition tbe parameters. The air coming
from the nozzles, however, can in principle affdet turbulence field within the

whole tunnel contributing to the water dropletspéision. Therefore, the nozzle’s air
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effects should included in the synthetic descriptid the turbulent field specified for

numerical calculation.

To investigate the effects of the nozzles on thedamamic of the main tunnel air
flow, to be included in the characterization of thgbulence inlet profile needs by the
CFD simulation, the turbulence measurement candmerglly acquired in a plane
downwind the spray bars. The results of this typdest is not only to have an
indication of the contribution of the nozzle airepsure of the turbulence trend but
also to provide, as will be described further, aput turbulent condition that can
include, though in a simplified form, the nozzlesmtibution. This approach is also
driven by the intention to characterize and repocedthe nozzle spray effects by

experimental information simplifying the cost oétbhonsequent numerical procedure.

The measure has been acquired in a plane one meterwind the spray bars.
Considering a typical cone spray angle, at thaatloo the jets coming from of the
singles nozzle start to mix. The dry condition Hasen chosen and only the
contribution to the air coming from the nozzle bagn added to the main flow. Two
main velocity has been tested, respectively 40més @Dm/s test section velocities,
each of that with three different liquid water cemt Different LWC represent
different air pressure of the spray bars. A nundde8x3 points, on a normal plane to

the axis, has been measured for each condition.

It was not possible to acquire data for test sactelocity of 90 m/s due the short life

of the probes in that conditions. It has to be ddtet also if the local speed at the
probe position was much less than that and welthm range of the velocities

supported by the probe, persistent problems ofkiagea of the probes have been
experienced in that conditions.

4.5.3 Constant Temperature Anemometer (CTA)

The measures of turbulence have been acquired ®ihstant Temperature
Anemometer, with measuring chain shown in figure,8ith single-sensor straight
wire Dantec Dynamics (55P11) connected to an atipnscard Keitlhey (KPCI-
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3101) with maximum sampling frequency of 225 KHheThot-wire anemometer is a
transducer that senses the changing in heat trainefa a small electrically heated
sensor exposed to fluid motion. Its operation seb@ the variation of the electrical
resistance of the sensor material with temperadue to the cooling effect of the
flow. When the temperature, composition and pressdrthe fluid are constant the
only variable affecting heat transfer is the fluglocity. The hot-wire anemometry is
popular due to their small size which results ighhispatial resolution and little
interference to the flow, a high-frequency responaehigh sensitivity at low

velocities, generally low cost, and an output signdhe form of voltage that can be

easily recorded and stored for convenient datayaisal

When a current is passed through wire, heat isrgtgtk During equilibrium, the heat
generated is balanced by the heat loss (primaafhyvective) to the surroundings. If
the velocity changes, then the convective heatstearcoefficient will also change
resulting in a wire temperature change that wikrguwally reach a new equilibrium
with the surroundings. These equilibrium points,stiatic conditions, are usually
recorded and plotted as wire voltages versus fligtbcities to obtain the static

calibration curve.

In the reality the wire would be exposed to flowmdiions that are typically unsteady
and would present a wide range of frequency of adtaristics fluid velocities
variations. When the wire is exposed to these amngflow velocity it will not react
instantaneously to the fluctuations due to its rif@rinertia. This will dampen the
variations in wire resistangand then in wire voltage) resulting in measurexvfl
fluctuations smaller than they actually are. Theewesponse would then be too slow
for most turbulence studies, and compensation @& dlectronics circuit of the
anemometer is therefore necessary. The constargetaimre anemometer uses a
feedback amplifier to maintain the average wire gerature and wire resistance
constant {i.e.dT/ dt = 0}, within the capability of the amplifier. In ih case the
changes in wire resistance due to the velocity tdlattons would be quickly
compensated by increasing in the wire current preduby the current regulating
amplifier. Because of the high gain of the curmagulating amplifier, a condition of
bridge balance exists, which is practically indegemt of the flow velocity past the
wire. The wire time constant is thus reduced bgcidr of several hundred times from
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fractions of a millisecond to some few microseconidse practical upper frequency
limit for a CTA is the frequency at which the feedk amplifier becomes unstable.

The probe current is represented by the voltagp dcooss the bridge.
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Figure 4-21: CTA scheme and amplifier bridge

4.5.4 Selection of the hot wire probe

The selection of the type of probe is generallyeldasn the flow regimes and on the
turbulence statistics required from the measuresndfrom an engineering point of
view these requirements have to be coupled alsh thié aspects and problems
related to the design of the experiment in orderréduce its complexity and
increasing its robustness and repeatability. I8 thiork the selection of the probe
suitable to acquire the turbulence statistics lnltone as compromise between the

level of information measurable to have a desaiptf the turbulence field sufficient
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for CFD calculations, the requirement of simplicity get that information and the

availability of the instrumentation.

To fully characterize the turbulence flow field tbemponents of the Reynolds stress
tensor would be required and the calculation of $keond orders cross moments
would then require simultaneous measurement ofltltuating components along
the three axis of the reference fame. Despite dvargage to have a fully description
of the instantaneous velocity components in the sjiace, this measurement,
performed with triple-wire probes, would have iraged the cost and the complexity
of the experiment beyond the limits dictated bysbepe of this work.

As has been described in the previous chaptererigineering calculation of water
droplet dispersion, the stochastic Lagrangian nsydedsed on the two-equation
turbulence models, typically consider the airflovelocity fluctuation to be
proportional to the turbulent kinetic energy witte tturther assumption of isotropy. In
this case nor the detailed description of the tm@fcthe Reynolds tensor, neither its
evolution along the tunnel is required for droplatgectory calculation. A detailed
description of the inlet profile of the fluctuatimpmponent along the three direction
of the reference frame would then be lost in thiéhr numerical calculation.

The assumption of isotropy can simplify the measamt of the turbulence to one-
component measurement, allowing from that to defires turbulent kinetic energy
and dissipation rate required as input conditiohisTmeasurement is typically
performed with a single-straight hot wire probesich can be repaired and are the
most affordable sensor type, with the advantagetsibly reduce the complexity and
the cost of the experiment. Though the turbulersca itypical three dimensional
phenomena, in the case of an Icing Wind Tunnel eltiee spray bars are usually
placed close the settling chamber the assumptiesotrfopy in that particular region

can be considered reasonable within the aim ofbisk.

When the Reynolds Stress model is used as turlmilelosure model the water
droplets trajectory can, in this case, be affedigcanisotropic characteristic of the
carrier phase. In this case the evolution of the/niekls tensor component is

calculated and a detailed input condition for thageuld be, in principle, an
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advantage for the further solution. However evethwie Reynolds Stress model it is
possible to specify the turbulent kinetic energyg dissipation rate as input condition
leaving the geometry of the computational domairiutther define the anisotropic
part of the final solution. Considering reasonaie assumption of isotropy at the
measurement region, the same input condition camdeel also for the Reynolds
Stress model and the single-straight wire has lwwmsen for the turbulence test

performed in the Icing Wind Tunnel.

455 CTA calibration

High-quality measurements using hot-wire probesuireqan accurate calibration
procedure. The objective of the calibration is stablish the relationship between the
anemometer output voltage of the sensor to the iaign and direction of the
velocity vector. The calibration is typically cad out by holding the probe stationary
in a well defined flow of low-intensity turbulenc€&his method in which the probe is
held stationary in a moving fluid or traversed ahstant speed through a quiescent
fluid is known as ‘static’ calibration and is theost populaf’. The calibration in air
flow is usually performed by placing the probehe potential region of a round jet at
a point where the static pressure is atmospherin the free stream of a turbulence

free wind tunnel.

The velocity calibration of such a hot-wire probsually consists of a series of
measurements of the velocity and the anemometer voltage To obtain sufficient
accuracy it is common practice to carry out severatings, typically 10-20, dE,

U) equally spaced over the selected velocity rafidee. ‘raw calibration data’ must
then be smoothed over the entire velocity rangeintérest, either through an
interpolated ‘look-up’ table , or a fitted analylicfunction®®. The most commonly
used calibration methods are related to analygsgiressions for the relationships
between the velocity and anemometer voltage The selection of an analytical
calibration function is in general a balance betwd®e degree of its mathematical
complexity and the goodness of its fit to the aalilon datd. In this study the Kings
law has been used to relate the voltages to videas follow:
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E2 = A+ BU" (4.4).

Many previous investigatiortsave shown that good approximation can be obtained
with this relation® ® The calibration of the probe has been performéth &
turbulence free nozzle, in the range of speedsatefest between 1 m/s and 30 m/s at

standard air temperature.

4.5.6 Uncertainty of CTA measurements

The uncertainty of the results obtained with theAGhemometer is a combination of
the uncertainties of the individually acquired agkes converted into velocity and the
uncertainty of the statistical analysis of the eélp series. The uncertainty of each
individual velocity sample is determined by nontistecal means based on detailed
knowledge about the instrumentation, calibratioruigaent and experimental

conditions. The uncertainties presented below @adive standard uncertainties. The
relative standard uncertainty u(y)) of a dependent variable is a function of the

standard deviation of the input variance and caexpeessed as follo:
1 AX
u i =-— [S — 45 .
(v, y Eﬁ « J (4.5)

where S= 0yi/ox is the sensitivity factor ank is the coverage factor related to the
distribution of the input variance (Gaussian, regtdar etc.). The major sources of
uncertainty involve calibration equipment, lineation, A/D board resolution,
temperature variations during the experiment, prpbsitioning. Thetotal relative

uncertainty then becomes:

u(tot) = 2,/> u(y;)? (4.6).

where the factor 2 express the 95 % confidencel.lelbe relative standard
uncertainties have been calculated for the whabgeaof velocity of interest of the
case study for each of the sources listed aboviilBef the procedure can be found

113



in Dantec Dynamic user guidé

next figure:

U[ns]

2.1

E [volts]

Figure 4-22: hot wire total relative standard uncertinty

Errors bars and percentage errors are showrein th

Typical values of temperature variation and probgle@positioning have been chosen

to be a conservative°6 and 3 angle. The individual typical contribution of the

sources of error is shown in the next table faafarence speed of 7 m/s:

Source Input | Typical | Relative output Typical | Coverage Relative

variants| value | variants value | Factor standard
uncertainty

Calibration | AUca | 0.01 2:STDV(QAUca) 0.02 2 0.01

Linearization| AUg; 0.0066 | 2.-STDV(AUs) 0.0132 | 2 0.0066

A/D Eap 10V 1E, 0.008 @ 0.0049

resolution n 12 bit U2 E

Temperature| AT 6 1 AT A os 0.0053 | /3 0.0031

variations Um(gu +1j

Probe Q) 5 1-cos® 0.0036 | /3 0.0021

positioning
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Table 1: Hot wire sources of error

Other source un uncertainty is related to the stedil uncertainty when calculating
the statistic moments from a finite length of saesphcquired. The output of an how
wire signal, after linearization and conversion,gsnerally a time-varying signal
representing the instantaneous velocity compomera.turbulent flow this signal can
be considered of typical random nature and steaistiescription is used to extract the
required information. Random data observed on igeftrme interval, as acquired in
the hot wire anemometry, are referred to singleethistory record. The collection of
all possible single-time records that a processdcoave produced defines the general
stochastic process. The general description o$tihehastic process is then defined by
this ensemble of the single-time records. The stiedil quantities of interest can be
calculated, at each time value, by the ensembleageeall over the single-time
record. When these statistical quantities are ieddent on the time the random
process is said to be stationary. If the processaisonary and a single-time records,
thought as ensemble of independent events, caepresentative of the behaviour of
the whole stochastic process, the random processdgo be ergodic. In this case the
statistical moment can be calculated by averagwer ehe time of a single-time
record. This assumption, widely used in turbuleexperiments, is used in this work
to compute the flow and turbulence statistic frdre velocity time series acquired

with the anemometer.

The calculation of the statistic moments is typicaffected by the error associated to
the finite length of the time series. Details oé thenesis of these errors and their
derivation can be found in Bendat & Pier§dland Bruun®. Only the main aspect
will be discussed here. During the acquisition pescthe continuous signal is
replaced by the discrete signal composed by thé@atligample record where the
number of acquired points are depending on the kagnipequency of the acquisition
board and by the total time of record. The estinfatethe mean valu&, and

variancex? of the finite sample record of length N are:
N
— 1
X = NZ X(n) 4.7).
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N
V2 — 1 v \2
xZ = mz(xm) ~X,) (4.8).

Considering the probability density function of tiseatistically independent (N)
samples to be of Gaussian type, the estimate ofris@n and variance would fall

within the interval defined by:
X, — eo[X.] <X, < X; + ea[X,] (4.9).
x? — eo[xZ] < x2 < x? + ea[xZ] (4.10).
Where X, x_t2 are indicating the “true” mean value and variafwzean infinite length

seriesg is a coefficient used to identify the confideneedl required as expressed in

the table 2 and is the standard deviation of the variable consider

€ | Confidence level %
1.65 90
1.96 95
2.33 98
2.57 99

Table 2: Confidence levels

The uncertainty of the measurement, chosen theidentde level desired, can be
determined once the standard deviation of the @yaoftinterest has been specified.
It has been shown by Brulhthat the standard deviation of mean and variaaoebe

expressed as:

a[X] = oy /NN (4.11).

o[xZ] = 62 /YN (4.12).
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Whereao, is the standard deviation of the measured randmuoeps. The statistical

uncertainty of the measurement is then relatetiéanumber of independent samples
acquired during the experiment. The number of iedelent samples can be
estimated, following Bruuf® and Tennekes & Lumley, as the samples acquired
every twice integral time scale. In this case, floe calculation of the statistical

guantities and their relative uncertainty only gent acquired at interval time equal
to twice integral scale have to be used. Genethdyintegral time scale is not known
a priori and is has to be calculated first throtigh calculation of the autocorrelation

function of the velocity time series.

4.5.7 CTA hardware settings

The typical hardware set-up for an hot wire anentompackage consists of an
overheat adjustment (static bridge balancing) and sguare wave test (dynamic
balancing). When a signal filter is part of the GTle hardwareset-up also includes
low-passfilter and optionabain settings.

The overheat adjustment determines the working ¢eatpre of the sensor through
the adjustment of the overheaassistor in the bridge arm, so that the wanted @ens
operating temperature is established when the biiglget to operating conditiohhe
practical use of overheat adjustment depends onthewiemperature varies during
setup,calibration and experiment. When temperature vanare experienced during
the test, or between the test conditions and thibragon conditions, the overheat
ratio should be adjusted to minimize the effectttadse variations. An alternative
simplified approach consist to keep the overheta nstant during the experiment,
recording the temperature variation and correct dnemometer voltage before
conversion and reduction. This latest approachbess followed in this work. The
adjustment of the bridge has been performed to kiepoverheat ratio of 0.8, as
suggested by the manual, with an over temperatua@mroximate 220°C. This ratio
has been left unchanged for the whole test and deatyre corrections have been

applied before conversion and reduction of the ttdtawing Jargensef?.
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The square wave test, or dynamic bridge balan@egyes two purposes: it can be
used to optimize the bandwidth of the combined s¢asemometer circuit, through
changing in the bridge settings for gain, or simpdy check that the servo-loop
operates stable and with sufficiently high bandtitlt the specific application. It is
carried out by applying a square wave signal tolthége top. The time it takes for
the bridge to get into balance is related to theetconstant, and hence the bandwidth,
of the system. Most CTA anemometers have builtgnase-wave generators. The
square wave test applied to the bridge with refazerelocity of ~ 10m/s revealed a
bandwidth response about 50 KHz with a stable skrop.

Before to digital acquire the data is necessararalogically filter the signal to
prevent the higher frequency to folding-back (aligs phenomena). From the
Nyquist-Shannon theorem the sampling frequencyhefacquisition card should be
the double the maximum frequency expected in tbev fto properly rebuilt the
original signal. Because a signal contains an ityfiamount of frequency is necessary
to cut-off the higher undesired frequencies to avbat their energy is transferred to
the lower ones. The analogical Low-Pass filter, legxd for this operation, has then
been adjusted to be the half of the digital boarding frequency.

4.5.8 Probe positioning and Test matrix

The positioning of the probe within the tunnel l@en determined in relation to the
information required to characterize the turbulepeefile. With the assumption of

isotropy the fluctuating component of the veloeityuld be considered to be the same
and have the same weight on the total turbulencetiki energy (k). Because in the
reality these fluctuating components would be rextegally the same, the turbulent

kinetic energy profile would be dependent on theiah of the measured component

used for the estimation of k under the assumptibrisotropy, i.e.:k =§ﬁ2 or

With the single-straight hot wire probe it is naisgible to directly measure the single

component of the velocity but the quantity measusetthe effective cooling velocity
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Ue that is primarily affected by the velocity compatenormal to the wire ax{s. In

the Icing Wind Tunnel case the dispersion of theptits and the consequent cloud
uniformity is mainly required and verified in sewtinormal to the tunnel axis. In this
case, in order to have a better estimation ofuheutent kinetic energy profile for the
computation of particle dispersion, the fluctuate@mponents in a plane normal to
the tunnel axis have been measured putting the aire parallel to the tunnel axial
velocity component. The component normal to theeveixis is represented by the
sum of the velocity components lying in a planenmairto the tunnel axis and, though
it is not possible to distinguish the single cdmites, the overall trend of the
turbulence kinetic energy so estimated can be m@dtio be representative of the

fluctuating field normal to the axial direction expenced by the water droplets.

To verify possible effects and errors on turbulerstatistics due to the prongs
interference, measurements have been acquiretie ataime conditions, rotating the
probe of 90° and putting it normal to the tunneisaXds will be shown further the
difference on the standard deviation of fluctuadidmetween the two cases, has been
found to be less than 10% and close to the unogytdue to the measurement. The

prongs interference has been then neglected.

When the probe is normal to the tunnel axis witpitah angle of 90° (referring to
figure 18), as in this test with the stem normatuonel axis and main axial velocity
component, there might be some interference dutheovortex shedding®. This
effect has been experienced during the test, atdooation, expressed as periodic
noise at very high frequency, close to the bandwighit of the anemometer, over
imposed to the velocity time series. Its contribntto the standard deviation of the
fluctuation has been analyzed comparing the origsignal with the one filtered
cutting off the noise frequency. The result showedligible contribution of the
vortex shedding to the standard deviation valuetdube very small amplitude of its
noise. Similar results have been obtained in otindrulence test performed with the
same equipment at the Luton ACT Icing Tunnel. & taabe noted as the effect of the
vortex shedding has been not experienced when ifteewas positioned parallel to
the tunnel axis indicating as the low sensitivifytlte probe to the parallel velocity

fluctuation act as a filter for the low amplitudeise caused by the vortex shedding.
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The sensitivity of the wire to the axis parallehgaonent of the velocity vector has
been extensively analyzed in the literature. Theptes approximation is to consider
the contribution of the velocity parallel to theis¥, expressing the cooling velocity

with a cosine law depending on the yaw angle as:
U, =Ucos™«a (4.13).

In this case at 90° the contribution of the palatlemponent to the cooling of the
probe is neglected. Generally, the heat transfengly depends on the angle between
the velocity vector and the wire. In the case ofdwmal sensor, where there is no heat
conduction to the prongs, the heat transfer vavidsthe cosine of the angle between
the velocity and the wire normal. In reality heatconducted to the prongs and a
directional sensitivity factok (yaw-factor), which describes the prong interfeeersc

typically introduced expressing the cooling velpeis®”:
U, = U(cos?a + k?sin’a)®® (4.14).
Where U is the velocity of the airflow, is the yaw angle as shown in figure 18 and k

is the yaw coefficient that indicates the weightled component parallel to the wire

axis on the heat exchange of the probe.

Yaw angie = «
Fifch angle = ¢

Figure 4-23: Characteristic positioning angles (fromigrgensen F.EY)
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Bruun and Troped&® have discussed the calibration of different hotewprobe
including the effects of pitch angle. The typicaénd they found for the yaw

coefficient k is reported in figure 4-24:
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Figure 4-24: k yaw coefficient vs.yaw angles (fromfun & Tropea %)

They measured the trend of k with two pitch angl&s0°,90°, three different
calibrating velocities and different yaw anglesThe probe DISA 55P11 was the
single-straight hot wire. Similar procedure hasnbespeated in this work to verify the
sensitivity of the probe to the parallel componehthe velocity vector. Following
Bruun & Tropea™ the calibration of the probe has been performest &t pitch angle
zero,o = 0°, in order to get the A,B and n coefficienttioé King law. Then the probe
has been fixed at a yaw angle= 90°, respect the axial velocity of the calibrato
nozzle and the for several value of the velocity toefficient k has been calculated
beinga and W (calculated from the voltages reading with thedgKiaw) known. The

trend of K versus the calibrating speedvat 90° is shown in the following figure:
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Figure 4-25: I€ vs. Speed for 90 degree pitch

The value of k can then be estimated to be arobhadaverage 0.2 for the range of
velocities considered in this test. This imply atribution of the parallel component
of the tunnel velocity to the effective cooling @eity, in a real condition, typically

limited at a maximum of about 20 %. This aspect iaaflect in the measurement of
the mean velocity component, in the plane normah&tunnel axis that should be
scaled by the contribution of the parallel compdnétso the fluctuations produced
by the parallel component would generally contibiat the standard deviation of the
velocity time series, but this contribution, coresied of the order of the uncertainty of
the measurement, can be neglected if compared eocdimtribution of the two

components lying in the plane normal to the turaxes.

To scale the contribution of the parallel comporadrthe velocity to the estimation of
the mean velocity value of the time series, theleatgtween the probe and the
airflow is required and generally it is not knowprgori. An approach to estimate this
angle has been tried in this work, exploiting thaetfthat both measurements with the
wire parallel and normal to the tunnel axis wereguaied. If neglecting the
contribution of the pitch angle to the effectiveoing velocity its expression for the

wire normal and parallel to the tunnel axis is:

Ue nor = U(cos?a + k?sin*a)®> normal (4.15).
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Ue par = U(cos?(a + 90) + k?sin®(a + 90))°> parallel (4.16).

Where U nos Ue parare the velocity read by the hot wire, U is tlenfivelocity anda

is the unknown angle between the flow and the nbtmahe wire, assumed to be
aligned with the tunnel axis in the reference pasitDividing the two equations each
other and solving for it is possible to get an estimation of the angéwieen
reference axis and airflow. However, this approaak shown too much uncertainty
related to the estimation of the angle. Those uatgies were mainly determined by
the probe positioning misalignment, when rotate@@t and by uncertainties related
to the acquisition of the time series not at siamgious time. Though the approach
could provide some useful information on the dimcf the velocity vector, in the
circumstances of the test was not possible usitwjiricrease the level of detail of the

velocity and turbulence input profile.

The probe has been finally placed in the tunned plane one meter downwind the
spray bars. The test matrix has been chosen withinaber of 3x3 point along the
height-width of the tunnel, namely Top-Center-Boitox Left-Center-Right. The
measurement points have been placed 15cm far fieragper and bottom walls and
20 cm far from the side walls.The nozzle configmathas been chosen to be the
same as the icing blade test in “clean” configortii.e. without adding any
turbulence generators. The time series have beguirad for each point at the
conditions of 40 and 60 test section speeds, mghprobe positioned normally and

parallel to the axial tunnel direction.

4.5.9 Results from the velocity time series

The main results of the hot wire test have beerlyaed to be used for CFD
simulation of water droplets dispersion. The majeoctive of the test was to obtain a
profile of the variables of interest for dropletsjéctory calculation that would
characterize the general quality and behaviouh@frflow in the Icing Wind Tunnel

including the local effects of the jet coming frdine nozzles.
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Considering the test matrix of the measurementepltie measurement points will be
indicated with the number from 1 to 9 to represtat location of the next figure

where the main airflow is pointing out of the page:

ONONGC,
ONONO,
ONONO,

Figure 4-26: Measurement plane labels

Mean value of the velocity and standard deviatitimer{ variance) have been
computed, with their relative errors, by the stat#d analysis of the time series. For
the test section speed of 40 m/s and 60 m/s the wedae of the effective cooling

velocity, acquired with the wire normal to the tehaxis, is shown in next figure:
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Figure 4-27: Mean velocity value vs. Measurement labs

The error of the mean component has been estinateel of the order of 6% mainly

determined by the uncertainties on the acquirethgebk. The statistical error on the
mean value calculation is in this case very snmall gpically less than 1%. The mean
value of the effective cooling velocity is in geakaffected by the component outside
the axial direction of the tunnel. In an idealizz=ake the components of the velocity

within a wind tunnel, characterizing the streandinare depending on the shape of
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the tunnel wall and on the contraction ratio. Véigh local contraction ratio can
produce, near the tunnel wall, velocity compondhtt can contribute to the heat
exchange on the wire. When the measurement paretsufficiently far from the
tunnel wall and for gentle local contraction, hoeewthe axial component is typically
dominant and can be approximated by the effectoaimg velocity. The profile of
the mean axial component can then be estimatedhdyneasured cooling velocity.
The variation along the measurement points, as showhe figure 4-28 with non-
dimensional coordinates and colorbar indicating thiocity in m/s, indicate some
expected non-uniformity of the profile. Howevere thariations are often within the
uncertainty of the measurement and as first appratton the overall profile can be
considered uniform as shown in the next figure, hw@ofiles for the two reference
velocities of 60 and 40 meters/second, interpolateda finer grid with cubic
interpolation scheme, have been plotted with therbar scale chosen to be + 10% of

the mean values.
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Figure 4-28 a, b: Mean velocity profile 60 m/s (a0 m/s (b)

The standard deviation of the velocity fluctuationas been computed by the
statistical analysis of the time series. The resmitlude the baseline value, acquired
without the effect of the spray bars and the vak@sesponding to the three level of
LWC in the test section depending on the valuethefair pressure coming from the
nozzle. The results for the velocities of 40 andn@@ are shown in the following

figures:
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Figure 4-29: STanDard deviation trend at 40 m/s
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Figure 4-30: STanDard deviation trend at 60 m/s

The figure shown the non-dimensional standard deviawith error bars calculated
by the uncertainty on the voltages acquisition #rel statistical uncertainties of the
finite time series. For the air pressure conditiohesen for the test, considering the
uncertainty associated with the measurement, maicaiy trends are difficult to
detect because the differences can be of the ofdke errors. The mean trend shows
that the nozzle contribution is reduced as theaoglas increasing and its effect on

the turbulence level is varying with the velocitgdications from other turbulence
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test done at the GKN Icing Tunnel and discussiothits staff’* suggest that the

effect of the air coming from the nozzles on thedoiction of the turbulence energy is
generally function of the slip velocity jet-airflotihat is dependent not only by the
nozzles characteristics but also by the local tugepemetry. However general trend
for nozzle contribution to the turbulence, in cdimfis relative to icing test, are often

not readily identifiable.

The standard deviation profiles on the measuremplanie are shown in the following
figure for the condition of 40 and 60 m/s withobetair coming from the nozzle

(baseline configuration):

=1 05 0 0.5 1 T 05 0 0.5 1

Figure 4-31 a, b: Turbulent fluctuation profile 40(a) and 60(b) m/s

The profiles shown in the figure 4-31 have beeruaed with the wire parallel to the
axial direction of the tunnel. As discussed in plagagraph 1.5.8 the intention was to
characterize and quantify the turbulence kinetiergy in the plane normal to the
tunnel axis to better approximate the turbulengeedrnced by the particle in that
direction. The effect of the prongs has been ingattd comparing the values of the
standard deviation so acquired with the ones aeduwith the wire normal to the

tunnel axis. The difference percentage by the tveasurements is shown in the next

figure:
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Figure 4-32: Difference % between measurements

Considering the difference of the two measuremetitise order of the experimental

uncertainty the prongs effect on the turbulenttfiation has been neglected for the
case of the wire parallel to the tunnel axis.
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5 CFD simulation of particles dispersion

5.1 Introduction

The CFD approach for calculation of flow charadics, regimes and state is a
common practice used in the engineering applicattaa widely used in research and
industrial applications where the solution of thenf helps to investigate and predict
the behavior of mechanical systems. As discussdtierchapter 3, for engineering
application the most widely used approaches fomtimaerical solutions are based on
the averaged Navier-Stokes equations that allowsotdain the computational cost
giving, at the same, sufficient accuracy to ingg# phenomena related to practical

applications.

Two-equation models have been used over the pastdecades as the basis of
considerable research on turbulence flow computatdthough several different

models have been suggested to describe the tudeufestd, the most accepted is the
turbulence energy-dissipation model. Differentiqua&tions for the turbulence energy
and dissipation are incorporated into the numercmales, and the effective eddy
viscosity is related to the energy and dissipatate. The turbulence field predicted
by this model can then be used to calculate thecfmdispersion. The simulations
discussed in this section are based on models asiegaged properties for the fluid

phase.

5.2 Carrier Phase Simulation

5.2.1 Geometry and Boundary conditions

The computation of the dispersion of the water btspand, generally, of a discrete
phase, require the solution of the carrier phagaawide turbulent statistics required

for the stochastic models usually employed in coneiak CFD codes. The airflow
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quality of the carrier phase depends on the gegnudtthe tunnel, scales with the
operating conditions of velocity and nozzle airgsure and can be affected by the

presence of the dispersed phase.

As has been discussed in chapter 2, the interabetween water droplets and the
carrier phase, characterized by the momentum pitase transfer, is depending on
the local volume fraction of the dispersed phasepdhding on the volume fraction

and by the consequent regimes of interaction, rdiffestrategies can be followed to
compute the carrier phase solution. The comme@itdb codes allows for simulating

the momentum and energy exchange between disdrage @and carrier phase. When
this type of simulation has to be solved the sotutbof the carrier phase has to be
computed including the presence of the dispersedghin this case the interphase
momentum exchange terms are added to the average@dribtokes equations and
the two-way coupling is resolved by alternatelyvsaj the discrete and continuous
phase equations until the solutions in both phdsesge stopped changing. This
interphase exchange of heat, mass, and momentamtifi particle to the continuous

phase is qualitatively shown in Figure 1:
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Figure 5-1: from Fluent 6.3 user manual

The momentum transfer from the continuous phadbdaliscrete phase is generally
computed by examining the change in momentum ddiréigle as it passes through
each control volumelt is mainly determined by the drag force actingwsen fluid
and particle, especially in the Icing Tunnel opagtonditions, but other forces can
be included when their contribution is assumed doslgnificant. This momentum

exchange appears as a momentum sink in the consmtase momentum balance in

130



any subsequent calculations of the continuous pfliase field. When stochastic
tracking is performed, the interphase exchangesema computed for each stochastic
trajectory with the particle mass flow rate divideylthe number of stochastic tracks
computed. This implies that an equal mass flow artiples follows each stochastic
trajectory. In case where the interphase exchacgede neglected the computation
of the carrier phase can be done “a priori” witheonsidering the effects of the
injection of the dispersed phase. The geometry thed boundary condition are

affecting the carrier phase solution in this case.

In CFD simulation the geometry should typically luide the necessary details to
obtain an accurate description of the flow fieltheTquality and the accuracy of the
geometry are then problem-related and are deperutirthe variables that are going
to be investigated. For simulation of the disperssd a discrete phase, a description
of the turbulence field is required with the me&owf variables. In the Icing Wind
Tunnel the aerodynamic field is affected by elemmgmesent in the tunnel circuit as
turning vanes, heat exchanger, spray bar rake amdecgent/divergent section
design. As has been discussed in the chapter &ijetktlescription of these elements
would increase the computational cost beyond tseurees typically available for
engineering application of CFD and for testing sarppand a simplified description of

the geometry is then necessary. The simplifiedehdbwever, has to be able to:

» Isolate a piece of a complete physical system

e Contain boundaries with sufficient information taesdribe the physical
phenomena

* Accommodate those information in the boundary cbms available in the

commercial CFD codes

The geometry used in this work describe the Crihfieing Wind Tunnel from the
section where is placed the spray bar rake to thtflow section, placed at the
beginning of the diffuser, as shown in figure 2eTdeometry of the spray bars has
been not reproduced in this case because its batitm to the turbulence has been
assumed to be represented by the turbulence fielmsuned downwind with the hot

wire probe. The outflow section has been investigain order to analyze its

131



contribution to the overall solution. The geomaifythe diffuser has been included
preliminary simulations and the distance of theflout plane from the center of tt
test section has been used as parameter. The foeafield and the turbulence fiel
have been found not affected by the descriptiothefdiffuser and the outflow plai
has been finally placed at the end of the test@etd reduce the computational ¢

Figure 5-2: Cranfield Icing Wind Tunnel geometry

The boundary conditions available in FLUENT haverbeised to characterize 1
problem examined. The wall condition has been usedthe tunnel wall. Thi
condition does not require further specificatiord aettings in the code. Once t
tunnel walls have been specified the inlet andedaibndition need to be defined. T
choice of the outlet condition is represented ke altflow or by the pressure out
conditions. For incompressible flow where thereno backflow at the outlet plar
i.e.: no recirculation zones, the outflow conditican be used. For compressible fl
the pressure outlecondition is mor appropriate and requit the value of the stat
pressure at the exit pla®®. This value can be rasured with pitot tube or static tz
at the chosen location. For the speeds analyzedsinwork the outflow condition he

been used for the simulatior

The choice of the inlet condition, similarly to tbatlet condition, is also dependi

on the flw regimes considered. For incompressible flow, whie density can &
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considered constant, the velocity inlet conditiam de used. This condition allow to
specify the values and the direction of the medocity vector at the inlet plane as
well as the turbulence characteristics of the ifiew field. In this study the mean
velocity has been assumed enter in the computatdoraain normally to the input
plane. In principle the velocity vector at the gphkar section might have some non
uniformity in its direction and the amount is degiryg on the tunnel design i.e.:
design and geometry of the turning vanes. As has béscussed in the chapter 4, the
three dimensional mean velocity profile could betracted from hot wire
measurement, however for simplified case where tileasurement is not available,
the assumption of “normal direction” can be usedapproximate the local wind
tunnel flow field. For compressible flow simulatiothe mass flow inlet is more
appropriate to describe the physical phenomenas@h® turbulence characteristic of

the velocity inlet condition can be specified foe tinlet plane.

The turbulence conditions can be specified withfed#nt combination of
characteristic parameters. When a profile is reguthe choice is typically based on
the specification of turbulent kinetic energyand turbulent dissipation rate From
the hot wire measurement, turbulence statisticse hlawen measured in a plane
downwind the spray bars in order to catch the &fe€ the nozzle air pressure. To
adapt the measured profile to an appropriate intetdition it has been scaled
backward to the inlet plane according to the tuehaé decay profile in the domaih

"2 Similar decay curves have been showed in the $n§dsumley experiment’
where, during the initial period, the turbulent egye follows the inverse law

2

u®0 A(x-x,)" and the dissipation rate:—w? where the hypotheses of

dx
isotropy and frozen turbulence have been appliea.b&tter account for tunnel

geometry effects, the production terRisdue to contraction ratio, have been added to

the turbulent kinetic energy equation, expresseddaiés P-¢& for homogeneous

turbulence, which has been solved coupled to theightion rate equation of thesk-
model. The numerical solution has been implemeimeMATLAB to obtain the
required decay, at a distance several times thtteofurbulence length scale from an
inlet virtual origin, in order to match the meashpofile. The inlet profile has been
then interpolated on the higher grid resolutionhvatcubic order. It can be assumed
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that for a low wind tunnel turbulence level, thetgdes see a “locally homogeneous”
turbulent field within characteristic dimensiontbé order of the cloud diameter. This
assumption reduces the error impact of the intetjpsi procedure on the particle
dispersion solution, however, the required numbemeasurement points would be

still connected to the desired level of accura@c#ped by the user.

5.3 Verification Procedure for Carrier Phase Simulation

5.3.1 Introduction

As for experimental measurement also in CFD sinuanat is appropriate to
investigate the uncertainties related to simulatimin the engineering problem
examined. Though the CFD commercial codes arei®érih their consistency to
properly numerically solve the fluid dynamic eqoas, further user verification are
required to assess the validity of the simulatiorralation to the specific problem

under consideration.

As discussed in Stern F & al® sources of errors and uncertainties in CFD
simulations can be divided into two distinct catége modeling and numerical.
Modeling errors and uncertainties are dependingttoe mathematical representation
of the physical problem such as geometry, boundanditions, turbulence models,
assumption on the fluid dynamic regimes and prageer({i.e.. incompressibility
conditions, Newtonian flows, etc...). Numerical esoand uncertainties are
depending on numerical solution of the mathematiegjuations, such as
discretization, artificial dissipation, incompleaterative and grid convergence, lack of
conservation of mass, momentum, and energy, compated-off, etc...In this case
the attention is focused on the investigation oé tbode to properly solve,
numerically, the set of equations specified andtidreor not those equations are
modeling the physics of the problem is not sigaific for the investigation of the

numerical error so defined.
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The methodologies to assess the quality of the lalion respect the modeling and
numerical error are typically referred to the vatidn and verification procedures.
Following Roche™, the succinct description of verification can beted as “solving

the equations right,” and of the validation as Vguj the right equations.” When
transferred to engineering simulations these metlogies allow to investigate,
following different routes, the uncertainties pmasen the final calculated solution.
When the attention is specifically focused on thecantainty related only to the
numerical solution of the partial differential etjoas, the verification procedure
allow to identify whether the numerical settingg the iterative procedures and
discretization (such as spatial and time step piaes sufficient to calculate the

solution within a desired level of uncertainty.

To compare a numerical solution of modeling equestiovith their exact or true
(expected) values, the relative difference betwbersolutions is often considered. In
this sense, accuracy indicates the closeness ofeemgnt between a
simulation/experimental value of a quantity and ftse value and it typically
increases as error approaches zero. The true vafiesmulation/experimental
guantities are rarely known. Thus, errors must $fenated. An uncertainty is an
estimate of an error such that the intervlall contains the value of the error 95 times
out of 100 (95% confidence level). An uncertainiterval thus indicates the range of
magnitudes of the error, with its probability ofcocrence and without information

about its sign.

In the calculation of the numerical error the thnggin errors can be considered. They
are: round-off error, iterative convergence ereord discretization error. Round-off
errors occur due to the use of finite arithmetic digital computers. The adverse
effects of round-off error can be compensated liygusiore significant digits in the
computation. Standard computers employ 32 bits eimory for each storage
location. In a double precision calculation, avalgain commercial CFD codes, two
storage locations are allocated for each numbes froviding 64 bits of memory.
This type of error is few affected by the user cheiand can be considered a bias
error associated with the hardware used for theutation.
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Iterative convergence error arises due to incoraplegrative convergence of a
discrete system. lIterative methods are generalfyuired for complex nonlinear
systems of equations, as the Navier-Stokes onesitétative procedure is typically
used to calculate the unknowns of the discretebadge system arising from the
discretization of the equations. When the numbeaurddnown is very high, as in the
case of engineering CFD simulation from thousandlsnillions, the iterative
procedure is used to solve the system of unknovarirgy from an initial guess. The
longer one iterates, the closer one gets to thetienl corresponding to that
discretization. The criterion to evaluate the ite@econvergence is usually based on
the calculation of the residual of the discretieggiations. The residual will approach
zero (within machine round-off error) as the itemas converge. Residual calculations
and plots are embodied in commercial CFD codesamdpnvergence criteria, orders
of 10% or lower are typically adopted. In Icing Wind Twhrsimulations with interest
in the bulk region of the tunnel, far from the wafid the boundary layer, the simple
geometry typically allow to reach those values foe residual and get iterative

convergence.

While the iterative convergence assures the valtidsscretized unknowns have been
sufficiently approximated by the iterative procesluthe approximation that the
discretized variables provide respect the expetted solution if referred to the
dicretization error. It can be defined as the défee between a numerical solution
and the exact solution to the continuum partidfledéntial equations. This difference
arises from the conversion of the differential gopres into an algebraic system of
equations (i.e., the discretization procedsyaluation of the discretization error,
associated with a given solution, might be needednd analysis of simulation
results or for a model validation stu@® This error assessment allows for obtaining
an error estimate similarly as into experimentahsugements. This error can then be
expressed in terms of error estimate (e.g., the tikedy value for the error is £5%),
an error band (e.g., a confidence level of 95% thaterror is within +8%), or an
error bound (e.g., the error is guaranteed to kinvit8%). Another reason for
evaluating the discretization error is to drive adgadaptation process. Grid
adaptation can involve locally adding more elememigving points from a region of

low error to a region of high error, or locally ieasing the formal order of accuracy.
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The estimation of the discretization error is piadly done through the grid
independence verification procedure. In this procedthe numerical solution is
calculated on different grid with different sizeypically, three grids are used with a
refinement ratio from coarser to finer grid thab dee chosen by the user in relation to
the computational cost of the simulation. The mappropriate values of the
refinement ratio for industrial CFD are not yetlyubstablished as discussed in Stern
F & al " Small values, very close to one, are undesirsiblee solution changes will
be small and sensitivity to input parameter maydifigcult to identify compared to
iterative errors. Large values alleviate this peoll however, they also may be
undesirable since the finest step size may be Ipitokaly small for the computational
resources available. Also, as for small refinemelties, solution changes for the
finest grid size may be difficult to identify conmed to iterative errors since iterative
convergence could be more difficult for small c@#le. Another issue can arise from
interpolation to a common location, to compute soiuchanges, which introduces
interpolation errors that are depending on thenegfient ratio chosen. If doubling of
halving the cell size, it might be expected to keep location in common with the
reference grid however, for industrial CFi&finement ratio = 2 may often be too
large. A good alternative may be a value of theneshent ratio around 1.3/1.4, as it
provides fairly large parameter refinement ratial @t least enables prolongation of

the coarse-parameter solution as an initial gumsthé fine-parameter solution.

When the solution on at least three different grsdavailable the discretization error
and the verification of the independence of theutswmh by the grid size can be
estimated through the calculation of the Grid Caogeace Index (GCI) defined by
Roache™. In this work has been followed the procedure memended by the ASME
Journal of Fluid Engineering for calculating the IGEhd for estimating the error.
Details of the procedure can be found in the ASMiElgline ° and the main details

will be discussed in the next chapter.

5.3.2 Grid convergence index
Using the solutions on more meshes with differewmel of refinement it is possible to

obtain a higher-order estimate of the exact salutalculating the estimate with the

Richardson extrapolation procedure. This approahgenerally referred to the
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extrapolation-based error estimate. The error erdtbcretized numerical solution can

then be calculated in relation to the expectedapxiiated solution.

Another procedure, often employed to estimate ikeretized errors and verify the
independence of the results by the grid size, isotopare the solutions on different
meshes between them and verify that the differeapesvithin the range required by
the user. However, as discussed in Roy, the reldifference of the solutions can be
misleading when used as error estimate. In priadipé relative difference tells only
how close each other the solution are, but not taswthey are from a “real” expected

solution.

Also, differently for the Richardson extrapolatiamethod, that take in account the
order of accuracy to calculate the expected salutibe relative comparison of the
solutions on different meshes does not includeAg. shown in Roy a relative
difference of 5% in the solutions of two differemteshes, can represent, when
transferred to the Richardson extrapolation-basex estimate, an error of 0.71% for
a formal second order accuracy scheme or an eff@186 for a first order accuracy
scheme. This means that the relative differencediffesent meanings depending on
the “effort” that is put on the calculation. A giveelative difference with an first
order accuracy scheme indicates that the margimmfovement are higher than for a
second order accuracy scheme and then the soliftiomore far from the real
“expected” one. For this reason is important tooact for the order of accuracy in
the calculation of the error, as done by the RoadBed Convergence indeX.

The Grid Convergence Index, or GCI, can be used ragthod for uniform reporting
of grid refinement studies and combines the ofegorted relative difference between
solutions with the accuracy and refinement ratibec$ from the Richardson
extrapolation-based estimation. The GCI also prewidn error band rather than an

error estimate

The procedure followed to calculate the GCI, frome tASME guideline, can be

summarized as follow:
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. Define a representative cell, mesh or grid $iz€or three dimensional mesh
this can be done considering the average sizeeadidtrete small volumes as:

(5.1).

. Select three significantly different set of gridgsiaracterized by three values
hy, hy, hs related by a grid refinement factor( rai=hz/hy, rs2=hs/hy). The
choice ofr is arbitrary and based on the experience. Theevafill.3 has been
chosen in this thesis following the guideline oé tASME Journal of Fluid
Engineering.

. Run the simulations for three grids with same baupaondition and settings
to determine the values of key variables importanthe objective of the
simulation study. In principle depending on thenflield variable, different
grid size and refinement ratio would be requiredebsatisfactory accuracy of
the final solution. In this work, with simulatioeencerning the water droplets
dispersion in the geometry of the Icing Wind Tunribke turbulence kinetic
energy has been chosen as key variable. The méacityevariable, in this
case, has been found to be not critical due thplgigeometry analyzed.

. Once the solution of the key variable has been cwatbon the three grids,
calculate the apparent order of accurg@cywhich is a general function of
relative difference of the solutions on differemidg, grid refinement factor
and formal order of accuracy. For all the simulasidghe formal second order
of accuracy, available in FLUENT, has been chosearatculate the solution.

. Once the apparent order of accuracy has been ¢stimaalculate the
extrapolated values of the solution.

. With the extrapolated values and the solution @nthkinee grids, calculate the
relative difference between the computed solutioeh the extrapolated oreg
and the relative error between the solutiens

. With relative error, , apparent order of accuracy and grid refinemactof is

possible to estimate the grid convergence index as:
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GCI == (5.2).

Where 1.25 is a safety factor recommended by Rodie GCI can then be plotted in

form of error bar to indicate the uncertainty oe solution.

5.3.3 GCI of Cranfield Icing Wind Tunnel flow simul  ation

In this study, the vertical turbulence kinetic egetrend in the middle plane of the
test section has been reported for the three sakiivith error bars given by the GCI.
The turbulence field has been resolved with kkeemodel and with the Reynolds
Stress Model (RSM) to further account for anisatrogeffects in water droplets
dispersion. Steady state simulation has been sébrdtie tunnel airflow and only the
spatial discretization error is considered furthef.The figure 5-3 show the trend of
the turbulent kinetic energy profile along the ieat axis of the tunnel calculated of
three grids with refinement ratioconstant and equal to 1.3. The turbulence model

considered in this case is tke one.
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Figure 5-3a,2b : Turbulent kinetic energy trend (k-9
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Figure 5-4: Turbulent kinetic energy extrapolated trend (k-e)

The GCI is plotted with error bars on figure 5-8dicating that small uncertainties
are related to the bulk region of the tunnel sigfitly far from the wall and boundary
layer effect. Average values of these uncertairgiesaround 1%. The solution of the
three grids is also reported in figure 5-3b showusgy close results each other.
However, despite the small relative differences,natonic convergence of the
solutions, with improvement associated with theffigrid has been found for the 85%
of the points. The extrapolated trend of the sotuticalculated with the Richardson
extrapolation, is shown in figure 5-4. Very closgreement is found between the
extrapolated and the calculated ones in the cepdralof the test section, far from the

wall.

Results of the Reynolds Stress Model calculatienséwown in figure 5-5a and 5-5b.
The trend of turbulent kinetic energy with the ttesf the diagonal components of the
Reynolds Stress tensor are shown at the samedocatialyzed with th&-e model.

The same grid sizes for tlkee simulation have been used for the RSM model.
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Figure 5-6: Turbulent kinetic energy extrapolated trend (RSM)

The average value of the error is in this caséefarder of 1,5% in the bulk region of
the tunnel. The extrapolated trend of the solution RSM, calculated with the

Richardson extrapolation, is shown in figure 5-@0Ain this case in the central part
of the test section the difference between theaprlated values and the calculated

one is small, on the order of 3%.

Same results have been investigated for the commparfiche Reynolds Stress Tensor
to verify their accuracy. The uu, vv, ww componeméends have been analyzed on
the same grid size used for the previous investigat Next figures show their trend

with error bars estimated from the GCI.
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The error of the components, calculated with thd,®@s been estimated to be on
average of 1,7% for all the three components. Allse,average difference between
the extrapolated values and the calculated onegatbe test section height is
estimated to be approximately 2%, similarly for theee diagonal component uu, vv

and ww.

Considering the small error percentage found orsthetions, for bottk-e and RSM
models, they have been used to describe the taflelw and then to compute the
water droplet dispersion. Also if the injectionadtliscrete phase can modify the flow
field and consequently may require a new verifaatof the key variables, for the
Icing Wind Tunnel case the small water volume fmcttallows the flow field

remaining unaffected by the presence of the wateplets. The verified flow field
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calculations, previously shown, have then been deedvater droplets dispersion

computation.

5.4 Discrete Phase Simulation

5.4.1 Fluent Discrete Random Walk

Based on the calculation of the airflow, the pé#atitajectories are then computed in
the Lagrangian reference frame integrating theigiaréquation of motiort®. Droplet
movement is dictated by the equations of motion gosition and velocity. The

position of the droplet can be solved by the folluyvequation:
—P=u (5.3).

wherex, is the particle location and, is the instantaneous particle velocity vector.
The particle velocity is calculated by solving ttandard equation of motion for a

spherical droplet in the form:
1/
P :—(Uf U, +g)+ (5.4).

The particle acceleration is affected by only agnashic drag and gravity if the
particle density is much greater than the gas te(s>p ¢ ), as is the case herein. In
addition, the particle loading is very small andmlet-droplet interactions terms and

droplet effects on the airflow will be negligible.

To estimate the fluctuating component of the veéyocthe formulation used in
FLUENT is the eddy-lifetime model as describedhie thapter [1.4.1 Fluid particle
interaction] where the particle is assumed to ademith a discrete succession of
eddies as it moves along the computational doméidiscrete Random Walk
approach). A random numbér with normal distribution, is used to simulate the

144



stochastic perturbation of the airflow velocity seen by the particle in a way to be
consistent with the turbulent kinetic enelgwpvailable from RANS solution. For the
k-e model, where the condition of isotropy in used tluctuations are calculated as

follow:

ﬁﬁq
~

=v =w =¢ (5.5).

For the RSM, instead, it is possible to take incact for anisotropy of the turbulence

considering the fluctuations to be:

]
Sy
c

N

E\v? (5.6).

s| <l <=
11

This perturbation is then combined with the meatoacity value to compute the
trajectories of statistically large number of dedpl in order to obtain statistics
moments of the dispersion process. Each eddy imctegized by a velocity, time
scaler; and length scalel that can be estimated by the local turbulent prtogse

available by the RANS turbulence models:

k
T, :CTE (5.7).
k%2

Where ¢ = 0.09. The values of the constant for the timaests not well know and a

range of values has been proposed and used intena&fure. Fluent code uses the

values7, = OLl5for k-e models andr, = 030for the RSM. The interaction time;{)

between droplet and eddy (time step) is determindoe the minimum between the

eddy life time (2;) and the eddy crossing timg. Its expression is:
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I, =min(,,7.) (5.9).

where:

I, = —rln[l—LJ (5.10).

r‘uf -u

The advantage of the eddy lifetime model with fioisn of interaction time is that it
can easily account for the crossing trajectoryatéfeparticularly relevant for heavy
particle dispersion. The integration of the paetiequation of motion has been done
with a trapezoidal second order scheme with autientiame step control depending

on the desired level of accuracy, as allowed by ENT.

5.4.2 Test case for FLUENT Discrete Random Walk

The Discrete Random Walk model of fluid-particléeraction has been tested in the
literature, validating its prediction against exp®ntal results. Typically the DRW

was implemented by other researchers in their osde @and for this reason, though
the model tested in the literature is conceptusillyilar to the one used by Fluent, an
additional validation has been done here reprodu@n experimental case with

Fluent code. The objective of this validation wasuhderline and verify the settings
of the code and the methods to use them for a mexdhdast case, before to apply

those settings for further predictions.

The test case has been chosen to be the Snydem#ey.experiment’. In their work
they measured the particle velocity autocorrelatoml particle cloud variance of
single spherical beads injected in a wind tunnéle Particles were chosen to have
different inertia and consequently experience geasf different “crossing trajectory”
effect. The particles used are summarized in thhetabéle:
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Time

Particle Diameter Density Constant
Type [pem] [kg/m?] [ms]
hollow glass 46.5 260 1.7
solid glass 87.0 2500 45.0
corn pollen 87.0 1000 20.0
copper bead 46.5 8900 49.0

Table 3: Snyder & Lumley particles

Because of the inertia of the particle, to avoidihg gravity effect on the particles
path the tunnel was placed vertically with the flopward. Grid generated turbulence
was created adding a stationary grid with a flaameelocity profile. The grid also
contained a slot to house the particle injectiobetuParticle were injected at the
tunnel centreline 20 mesh lengths from the gridhwei mean velocity the same as the
mean tunnel speed equal to 6.55 m/s. Measuremethteafurbulence characteristic
were acquired with the hot wire probe and repontéal the paper for several stations

along the tunnel.

To compare the Fluent model with the measurembatgeometry of the tunnel test
section has been reproduced. The input plane haers dleosen to be coincident with
the first set of flow measurement acquired with liloé wire, so to be able to use that
one as boundary conditions. The flow has then lbatrulated obtaining the turbulent
statistic necessary for particle dispersion cateuta The injection of the particle has
been specified as “single” injection and the nundfestochastic tries chosen to limit

the uncertainty of the particle cloud variance lésm 10%. The Discrete Random
Walk has been used to compute the particle trajestoThe trend of the particle

cloud variance has been than calculated and cochpatie the experimental results.

A first comparison has been done between the medsamd the calculated airflow
characteristic to verify that the airflow solutiaesolved with Fluent match the
measured one. The calculated turbulence kineticggngend and dissipation rate

trend along the tunnel axis is shown in figure 5-9:
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Figure 5-9: Turbulence kinetic energy and dissipatio trends

A good agreement has been found between calcutaed (line) and measurements
(dots) and in the case of grid generated turbuléhed-luent model has been found
able to reproduce the flow field. Particle trajexs have then been calculated and the
variance of the cloud of particles in plane nornalthe tunnel axis has been
computed from the number of stochastic tries. Tiparé 5-10 shows the trend of the

variance along the tunnel axis:
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Figure 5-10: Variance of particle dispersion vs. Axl distance

In this calculation the Lagrangian time scale canshas been adjusted with the data
coming from the experiment and the automatic titep shoice has been applied. The
result shows that with these settings the Fluentlehas able to reproduce the

measured dispersion with a reasonable level ofracgu
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In order to investigate the sensitivity of the miotte the user settings and input
parameters, different time scale constant and reifite particle injection velocities

have been tried and compared to the baseline. iatiar of 15% of the baseline has
been considered for the timescale constant. Simaolhave been done with the same
injection properties and same numerical scheméofbiaseline and the results are

shown in figure 5-11a and 5-11b for a reduction amdeasing of the time scale
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Figure 5-11a,b: Effect of time scale constant on theariance of the dispersion

The effect of the time scale constant is to monigaily affect the final particles

dispersion (variance). It has been found a stroegeddence of the particles
dispersion on the choice of the time scale constahére variation of the constant
have produced difference of the dispersion, resipecbaseline, around 20% for both

increasing and reducing values.

The input parameters sensitivity has been testddl wariations of the injection
velocity of the particles. The injection velocityas been chosen because, when
referring to an Icing Wind Tunnel, it is a parammdteat is directly connected with the
nozzle characteristics and operating conditions ttependent on the water pressure
conditions and it is directly related to the nozziass flow. Local differences in the
tunnel static pressure (non uniformity of the puessprofile) and differences in the
pressure of the water rail connected to the nozztedifferences on the pressure of
the single nozzles, might produce different loogdtion velocities. For this reason a
preliminary investigation of their contribution andeight on the final particle

dispersion has been done here. In this test tketion velocity has been increased of
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15% respect to the baseline. The same Lagrangradcale constant and numerical
settings of the baseline have been used. The fiadicles dispersion is shown in

figure 12:
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Figure 5-12: Effect of injection velocity on the vaiance of the dispersion

The relative difference on the variance respedhébaseline has been found to be
less than 10% for the heavier particles (coppeoy. llghter particle, as the ones
expected in Icing Wind Tunnel, the differences arethe order of 2%. For tracer
particles the difference of the injection velocisy quickly dissipated close to the
injection and a steady state with the surroundiuigl is quickly reached. This aspect
is shown in figure 13 where the particle Reynoldsnber is shown for the two

different injection velocities with the red lingpresenting the higher one:
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Figure 5-13: Particle Reynolds number vs. Time
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For the hollow glass particle, with response tinwse to 2 milliseconds, the initial
particles Reynolds number difference, due to thiéerdint injection velocity, is

dissipated around 0,008 seconds after the injection

The automatic numerical scheme has been found tsuliable to compute the
particles dispersion in a wind tunnel and it hasrbeised for computation in the
Cranfield Icing Wind Tunnel. The injection velocibhas been found to have a minor
effect on the final particle dispersion when coneptr the effect of the Lagrangian
time scale constant. The Fluent discrete randork feamulation showed good result
to calculate particles dispersion in homogeneoigsggnerated turbulence as used in
the experimental measurement and the model has d@aied to Cranfield Icing
Wind Tunnel.

The injection properties have been chosen in &ssdase as “single injection” option,
which close reproduces the experiment. For IcinginiBll case the injection is
performed with nozzles, typically atomizing nozzlesich inject a cloud of droplets
with characteristic velocity, cone angle and drtpleize distribution. However the
“single injection” option, combined with stochastites to reproduce the cloud, can
be used as simplified approach also for Icing Tunsenulation and its

characterization will be discussed in the next téap

5.4.3 Injection Definition for Icing Tunnel simulat  ion

For the sprays emanating from the nozzles, theltmr@gudroplets are not a single
diameter but instead can be characterized by a wadge of droplet sizes, from
which an average droplet diameter can be determiDegending on its size, each
droplet, with its inertia, would have different dymic behavior following different

path. In this case the final distribution of watkeoplets would be then affected by the

size distribution characterizing the nozzle’s spray

In order to specify an injection type in Fluentmadel to be able to reproduce the

nozzle characteristics would be required. Fluest different type of injections that
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can describe different type of spraying nozzlegluding the atomizing pressure
nozzles. However, for such representation the figirosurrounding and interacting
with the liquid sheet has to be simulated to obtaproper representation of the spray.
This would imply a detailed description of the Iboazzle geometry and a detailed
description of the nearby flow with great incregsiof the computational cost and

complexity of the simulation.

On the other side, if the size distribution is kmovior example from experimental
measurement, two approaches can be used to sintidaiejection of water droplets.

In the “single injection” approach the size of tHeoplet is fixed to its Mean

Volumetric Diameter (MVD) and the cloud is obtairesla result of stochastic tries of
the calculation of the droplet path. The cloud hent composed by a number of
droplets (equal to the number of stochastic tragschlculations of trajectories) all
with the same diameter (equal to the MVD).

When the spectrum of the droplets size distributi@s to be included, the “file
injection” can be used and the user has to credie @ontaining the information

about positioning, velocity and sizes of the droplégluent manual]. To obtain the
size distribution of the droplets the Cumulativestbution Function (CDF), or the
percentage cumulative LWC, gives the fraction ofssngor LWC) contained in
particles with diameter equal or less than a sgetifalue. Experiments at Cranfield
Icing Tunnel identified CDF curves for clouds wigm MVD (Mean Volumetric

Diameter) of 2Qum as shown in figure 5-14:
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Figure 5-14: Cumulative distribution function vs. Mean Volumetric Diameter

It can be seen that the droplet diameter variagjmen a range between 0.3 and 125
microns. Using cubic splines, an interpolated cumas obtained for MVD vs. CDF.
Using a linear Random Number Generator (between vithh equal probability
throughout the interval) and setting the generadedlom number equal to CDF, the
corresponding diameter was found for each drop|ettion event. A large number of
droplets were injected in this manner to ensur@atstically large number of drops to
cover the entire CDF range, and thus reproducesdinge statistical distribution. An
example of the injected cloud is shown in figur&%-where each droplet is identified

by the position (x,y) and its size:

Length [rn]

Length [m] " 10-4

Figure 5-15: Simulated cloud of droplets
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When the cloud has been statistically charactergeds CDF the dispersion of the
droplets is calculated in the same way as dondhi®r‘single injection”. For each
droplet, a stochastic number of trajectories arleutated to obtain a statistical
representation of the droplet path. Differentlynfréhe “single injection” where the
number of trajectories to be computed is N, whexisical representation of the
injection is used, the number the number of trajges is N x M, being M the number
of droplets used to characterize the initial cloBe&cause the computational cost
greatly increases using the CDF to characterizeclitned, both the approaches have
been used in the Cranfield Icing Tunnel calculatmmvestigate the sensitivity of the

final solution respect the initial injection chatexization.
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6 Results of Cranfield IWT simulations

6.1 Introduction

The methodology and methods discussed in the prewibapters have been applied to
the computation of water droplets dispersion in Gwanfield Icing Wind tunnel.
Considering the low water droplets volume fractjorush less than 10% of the air mass
flow) and the consequent one-way coupling for thepkkts-flow interaction, the first
step was to obtain the airflow solution in the telnnThe geometry and boundary
conditions were determined as discussed in thegpgph 1.2.1. The verification of the
tunnel airflow solution has been done as presentdite paragraph 1.3.3 for both tke

¢ and RSM models. Once the airflow solution was labée, the water droplets
dispersion has been calculated with the DRW, whtyevalidity was previously
investigated in the test case of the paragrapl2.1T4vo different injection types have
been considered and used; respectively the “simgéetion” and the custom *“file
injection”. The droplets dispersion has been caled in plane normal to the tunnel
axis and the results compared with the experimentgdsurements. The discussion of

the results is presented in the next paragraphhédre and RSM models.

6.2 Droplets dispersion with k-€ model

Calculations of water droplets dispersion have lmmformed with the airflow solution
obtained with thek-¢ turbulence model. The experimental measurementheoicing
Blade Test have been reproduced with the CFD ®ictnditions of velocity in the test
section of 60 m/s and 40 m/s and for the threeegabf the LWC used. The measured
turbulence statistics have been used to calcul@tddundary condition as discussed in
the paragraph 5.2.1 and the evolution of turbukeamgtic energy (k) and dissipation rate
(¢) along the tunnel axis is shown in the next figure
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Figure 6-1a, b: k,& along tunnel axis at 60 m/s
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Figure 6-2a, b: k,& along tunnel axis at 40 m/s

The decay of the turbulent kinetic energy, at thnel centreline, follows a power low

trend approximately up to one meter far from tHetiplane. After that the increasing is
due to the effect of the production terms, duéhttinnel contraction ratio and affected
by the acceleration along the tunnel axis. Simiand is shown by the dissipation rate.
Low, medium and high LWC conditions show the samed, at the tunnel centreline,

with lines corresponding to different LWC valuededapping for both the velocities of

40 and 60 m/s.

The water droplets have been injected in the flowha input plane, which has been

located at the pray bars location. The injectigeraduce the spray bars from bar 1 (top
of the tunnel) to bar 6 (bottom of the tunnel) wiitte nozzles configuration used in the
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experimental measurements. Both the single injectiod the file injection have been
used and the results, in terms of droplets didiibbyinvestigated.

6.2.1 “Single Injection” Case

The single injection has been specified for drapsete of 20 microns and the cloud has
been characterized by stochastic tries of trajgct@iculations. An example of the
cloud representation is shown in figure 18:

Colored by Turbulent Kinetic Energy (k) (m2/s2)

FLUENT B.

Figure 6-3: Droplets cloud from single injection

The cloud evolution along the tunnel has been medsgalculating the standard
deviation of the displacement of the droplets drasseference planes vertical to the
tunnel axis. The planes have been placed from &mfeat from the spray bars, one each
40 centimetres. In the following figures is shove evolution of the Y-axis standard
deviation (Y-STD) of the cloud along the tunnelsaxor the velocity of 60 & 40 m/s
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with respectively the three conditions of high, med low LWC i.e.. nozzles air

pressures:
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Figure 6-6 a, b: STD evolution 60 m/s (a) & 40 m/bj for Low LWC
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The trend of the Y-STD is approximately linear aothe tunnel axis for both the
velocity conditions. The absolute value for the YESincrease for the bottom part of
the tunnel where the measured turbulent kineticggnevas found to be higher. The
positive contribution of the turbulent kinetic eggrto the increasing of the standard
deviation of the cloud is generally balanced by twomtraction of the tunnel that
squeezes the cloud. The slope of the STD trentfastad by both these contributions
and the STD lines are slightly divergent with irasig the distance from the injection
due to the higher turbulence at the bottom of thrnél. However, depending on the
tunnel geometry the contraction ratio effect candbeinant. This aspect can be seen
considering the evolution of the X-axis standardiakon along the tunnel axis as
shown in the next figures for the velocities of &t 40 m/s and respectively for high,
medium, low LCW:
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Figure 6-7a, b: X-STD evolution 60 m/s (a) & 40 m/&) for High LWC
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Figure 6-8a, b: X-STD evolution 60 m/s (a) & 40 m/&) for Medium LWC
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Figure 6-9a ,b: X-STD evolution 60 m/s (a) & 40 m/&) for Low LWC

In this case the contraction ratio effect redutesX-axis spread of the cloud until the
beginning of the straight section approximately 8tens far from the injection. The
trend of the X-STD then remain approximately constiuring the first part of the test
section where the droplets inertia effect on thagettory balance the increasing

dispersion effect due to the turbulence.

To compare the distribution with the experimengsults the Y-axis standard deviation
of the cloud has been investigated in a plane éacat the same position of the icing
blade during the experiments. The cloud distributicharacteristics, as standard
deviation and location of the mean value, have loadculated and reported for each of
the spray bars. The Y-axis mean peak location caosga are shown in the next table:

Bars experiment 40 60
1 0.307 0.2918 0.2911
2 0.171 0.1751 0.1771
3 0.035| 0.051912 0.054
4 -0.033| -0.058691 -0.058
5 -0.101 -0.1791 -0.1781
6 -0.169| -0.222345| -0.221958

Table 4: Position of the mean value of droplets digbution

The contribution of the nozzle air pressures togak location is of the order of 0.1%

and then it does not significantly affect the lomatof the mean value. For this reason
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an average value, calculated on the ensemble aketization with the three different
air pressures, has been reported. More signifidastead, is the contribution to the
standard deviation of the distribution. The follagigraphs show the values of the
standard deviation, normalized by the test sedtieight (L), at the same icing blade
location and for different spray bars (1 to 6),0edies (40 m/s and 60 m/s) and nozzle

air pressure (low, medium, high).
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Figure 6-10: Experimental vs. Numerical STD trend a0 m/s
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Figure 6-11: Experimental vs. Numerical STD trend ab0 m/s

The uncertainty of the standard deviation assatitiehe stochastic independent tries
is about 2% and it is lower than the relative défeces between the variances of the
three air pressure solutions. The solver is ablepooduce the effect of the nozzle air
pressure variations and original relative pressdifésrences of the order of 2%, for the
values used during experimental measurements, hefiected, through different
turbulence inlet profiles, in final STD differencless than 1% of the test section length.
However, the accuracy of the model cannot catclnerigzariations of the standard
deviation, more than 2% of the test section leng@tie trend at 60 m/s shows a higher
accuracy if referred to the distinct solutions. Heer the value of the difference of the
STD between CFD solutions and experiments is difraof the characteristic length

scale of the test section making the model suitfvlendustrial applications.

The dispersion of water droplets along the X-axas hlso been calculated in the test
section reference plane and compared with the iblagde measurements performed
with the blade in horizontal position in the testtson, at heights corresponding to the
mean position of the cloud. The velocity for thése was of 40 m/s. A representation of
the X-axis behaviour of the cloud, produced byw ob nozzles for each spray bar and

coming from CFD calculations, is shown in figurd B-
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Figure 6-12: Overview of the cloud behaviour alongtte tunnel

The profile of the distribution along the X-axisshheen calculated and presented in
terms of LWC distribution. Results for each spray bnd three nozzles air pressures
are shown in the next figures, from bar 2 to bar 6:
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Figure 6-13a, b: bar 2, X-axis distribution, experinent (a), CFD (b)
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Figure 6-17 a, b: bar 6, X-axis distribution, expeninent (a), CFD (b)

The CFD simulation performs a good result to repoedthe trend of the LWC

distribution along the X-axis. The overall shapetlé distribution is caught by

simulation with better results for bars 2, 3 andwhile bars 5 and 6 show more

accentuate differences from the experiment. Howtheemean value of the distribution

and its spread is well reproduced for all the sdrays. In terms of accuracy, local

differences of LWC distribution between experimantl simulation can have average

values around 10%. Both the cases of distributilmmaa Y-axis and X-axis showed

good agreement with experimental results with aamoyrthat can be suitable for

industrial application and test support.

In order to verify the approach to simulate thesdtipn with the “single injection”

characterization, a comparison between the spsigilalition close to the nozzle and the

measurements acquired with the thermal probe has ene. The distribution of the

cloud was calculated at the same location of tleenthl probe measurements and the

results compared in terms of standard deviationth& distribution (STD). The

comparison has been done for the two values ofdlaity, 40 m/s and 60 m/s, and for

the three values of the nozzles air pressures uséuk icing blade experiment. The

calculated distribution, expressed in terms of deaeey (Fr) of particles to be located at

the interval (y, yAy), normalized by its maximum value (Fr max) i®wh in figure 6-

18 for the two velocities:
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Figure 6-18 a, b: spray distribution, 40 m/s (a), 6@/s (b)

As for the thermal probe experiment, where highewations of nozzles air pressures
were tested, the standard deviation has been faube& mainly not dependent on the
nozzle air pressures. The values of the STD haee bzund to be on average 2.9 cm
for the 40 m/s case and 2.7 cm for the 60 m/s ©he relative difference between them
has been found to be consistent with the expermheneasurement, with difference
around 10%. The relative difference between theeement and the CFD, for each
value of the velocity, has been found to be ofdtder of 15% with an underestimation

of the dispersion for the calculated cloud at tearmozzle field.

6.2.2 “File Injection” Case

In the single injection option the particle sizefilsed to its MVD diameter and the
cloud is composed by droplets of equal size. Torawp the characterization of the
injection the “file injection”, as described in tiparagraph 1.4.3 can be used. In this
case a file containing the information about theudl has to be created by the user
following the Fluent user guide. To test the bebawiof this injection and to compare
the result with the “single injection” type the watdroplets dispersion has been
calculated with the same airflow condition usedtfer “single injection”. Results have
been obtained for the velocity conditions of 40 &m/s and for the three values of
the nozzle air pressures. The droplet size digtahuhas been obtained by previous

Cranfield Icing Tunnel measurements and the MVD wa®0 microns. The cloud
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evolution has been monitored similar for the “sengijection” case and the results for

the Y-axis distribution are shown in the next figsir
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Figure 6-19 a, b: STD evolution 60 m/s (a) & 40 m{$) for High LWC (file injection)
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Figure 6-20 a, b: STD evolution 60 m/s (a) & 40 m{¥) for Medium LWC (file injection)
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Figure 6-21 a, b: STD evolution 60 m/s (a) & 40 m{®) for Low LWC (file injection)
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The trend is similar to the one obtained with temgle injection” specification. Also in
this case the lines are slightly divergent confirgnthe same behaviour showed for the
20 microns-only droplets. The local errors betwdenvalues of the standard deviation
of the solutions of “file injection” and “single jection” have been found to be
generally less than 12% with strongly non-monotdrénd along the tunnel axis. The
average of the error calculated on the ensemliieeoérrors at the reference plane along

the tunnel axis for each spray bars is shown iaréigs-22 for the velocities of 40 and
60 m/s:
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Figure 6-22a, b: Error % between different injection types, 40 m/s (a), 60 m/s (b)

The figures show as the error is mainly in the eao§2% and 4% , that is close to the
statistical error associated to the stochastic etatpn of the trajectories and in this

sense the two solutions do not show significanfetghces for the Y-axis cloud
evolution.

The evolution of the X-axis distribution along ttumnel has also be found to be similar
to the one of 20 microns-only droplets and alsdhis case mainly affected by the

squeezing effect of the X-axis contraction ratibeTresults for the standard deviation
evolution are shown in the next figures:
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Figure 6-23 a, b: X-STD evolution 60 m/s (a) & 40 re/(b) for High LWC
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Figure 6-24 a, b: X-STD evolution 60 m/s (a) & 40 re/(b) for Medium LWC
X-STD evolution X-STD evolution
014 016
012 : 04
- \ 0,12
008 o
| a
E §
006 -
- 006
HlE , : ‘ o 5
002 g —4—1 —M—2 —h—3 -%-4 —¥-5 -6 0z 1 ‘ | BT —k—1 - ——F —o—F ‘ ......
0 i : : 0 i 5
0 1 2 3 4 5 0 1 2 3 4 5

Tunnel Stations

Tunnel Stations

Figure 6-25 a, b: X-STD evolution 60 m/s (a) & 40 re/(b) for Low LWC
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The error of the X-axis standard deviation of tigribution between the solutions with
the two injection types has been found to be gdlgdess than 4%. The average value
of the error, calculated on reference planes atbegunnel axis, is shown in the next

figure for the two conditions of velocity, 40 and @/s and for each spray bar.
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35 1 A o Low _. Hlow

Error %

Spray bars Spray bars

Figure 6-26 a, b: Error % between different injection types, 40 m/s (a), 60 m/s (b)

The figure 41 shows as the error is mainly in thege of the uncertainty due to the

statistical calculation of the trajectories anddls this case the two injections provide
the same type of results.

The results of the water distribution in the testt®n have been analyzed considering
the Y-axis standard deviation for individual sptagrs. As for the “single injection”
case the results are expressed in terms of stamtidtion, normalized by the test
section height (L), for different spray bars (16§ velocities (40 m/s and 60 m/s) and
nozzle air pressure (low, medium, high). The foilogvgraph shows the values of the

STD corresponding to the relative spray bar for #edocities of 40 and 60 m/s
(compared with experimental measurement):
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Figure 6-27 a, b: Y-axis normalized STD, 40 m/s (a0 m/s (b)

Similar trend to the 20 micron-only case has beemd for the “file injection”. Local
relative differences have been estimated to bevenage less than 5% of the “single
injection” baseline. The error of the Y-axis stambdeviation between the calculations
with different injection type is shown in the ndixjure for the velocity conditions of 40
and 60 m/s:
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Figure 6-28 a, b: Y-axis relative error % between dferent injection types 40 m/s (a), 60 m/s (b)

Also in this case is not possible to identify a wimmic trend of the error, mainly
because it is very close and affected by the Staisuncertainty on the standard

deviation computation.

Considering the small relative differences of tladcalations performed with the two

injection types, both of them have given the samerall distribution, expressed in
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terms of standard deviation of the statistical dloRelative errors of a fraction of the
normalized standard deviation distribution indictiiat the differences of the models
produce not significant changes to improve thelmti®m of the cloud distribution on

length scales proportional to the test sectionthad typically adopted during the tests.

6.3 Droplets dispersion with RSM

In order to include the effects of the anisotropyhe turbulence of the airflow solution
and to extend those effects to the calculation afewdroplets dispersion, additional
simulations have been performed with Reynolds Sress turbulence model (RSM). As
for thek-¢ model, the same conditions of velocity in the ssition, 60 m/s and 40 m/s,
and LWC, low, medium and high have been used. Dhadbary conditions at the input
plane have been specified with the turbulent kinetiergy profile and the turbulent
dissipation rate such as used in #ie model. However, depending on the details
available from experimental measurements, the FLUEbUe allows to specify singles
values of the Reynolds Stress Tensor. In prindipde-¢ boundary inlet conditions may
require to be readjusted using the RSM in ordemprtovide calculated values of
turbulence statistics close to the experimentales| at the experimental measurement
location. In the case of Cranfield Icing Tunnehiés been verified and will be shown

further that the same input condition can be usitima reasonable level of accuracy.

When the turbulent kinetic energy profile is gives boundary condition the code
automatically set the values of the anisotropid parReynolds Stress tensor to zero
while the diagonal terms have the same value etwr,cequal to 1/3 of the turbulent
kinetic energy. In this case, where no additionetladls are given for the Reynolds
Stress Tensor, the assumption of isotropy isus#id to specify the boundary conditions
for the Reynolds Stress terms. However, the evarutif those terms along the tunnel
would be then individually tracked and affected tme airflow regime and tunnel
geometry. The evolution of turbulent kinetic enekg§y, calculated as the sum of the
diagonal components of the Reynolds Stress Teasar dissipation rates) along the

tunnel axis is shown in the next figures for thoegies of 60 m/s and 40 m/s:
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The results of the turbulent kinetic energy andigegtion rate decay are similar to the
ones obtained with thiee model. Same trend has been found for the decay dlmn
tunnel axis with similar contribution to the prodioa of the turbulent kinetic energy
due to the tunnel contraction ratio. A comparisetween the two solutions is shown in
the following figures. They show the different pemtage between the solutions with
the two turbulence models, normalized by the valiuthe boundary inlet condition, for
the velocities of 60 m/s and 40 m/s. Because tfierdnces on the solutions, calculated

with the three conditions of LWC, have been fouadoe very close each other, the

Figure 6-30 a, b: k,e along tunnel axis at 40 m/s

average trend based on the ensemble of the thrée tc&ds, is reported.
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Figure 6-31 a, b: Difference % between RSM and k-eotutions 60m/s (a) 40m/s (b)

The difference percentage can be estimated to bavemage 7% and 5% for the
turbulent kinetic energy and dissipation rate atr@8 and 1% and 2% at 40 m/s. At the
location of the experimental measurement plane hogter downwind the spray bar, the
error between the solution is generally less th&fe6at 60 m/s and less than 3.2% at 40
m/s. This aspect confirm that the turbulent kinetergy and dissipation rate profiles
calculated with the RSM are close to the ones tatled with thek-e model and, in this
particular case, no adjustment of the inlet boungaofile is needed.

Besides the small relative difference between thibulent kinetic energy of the two
models, that in principle would affect the particldispersion, another difference is
based on the way the turbulent kinetic energy s¢ributed along the reference frame
directions. For thé&-¢ model isotropy is assumed for the whole solutiod the energy
is equally divided on the three directions. For R8M model the evolution of the
Reynolds Stress terms is calculated along the tuanme the energy can be differently
divided along the three reference frame directiolbe results of this energy
distribution would affect the particles dispersidnrough the calculation of the
fluctuating velocity that in the RSM is taken projpanal to the Reynolds Stress
components associated to X, Y and Z directions. Régnolds Stress terms evolution,
along the tunnel axis, is shown in the followinguiie and compared to the evolution of
the turbulent kinetic energy calculated with #ie model. The values are normalized
with the value of the variance of the fluctuati@saciated with thé&¢ model. Both the

cases of 60 m/s and 40 m/s are reported.
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Figure 6-32 a, b: Reynolds Stress terms evolution 80/s (a) 40 m/s (b)

It can be seen that for the RSM at 60 m/s an higlagiance is calculated for the
fluctuating component of the velocity along the Xsa(UU component) respect the:
model, while for the Y-axis the associated variaiscelose to the one computed by the
k-¢ model using the turbulent kinetic energy. The var@along the tunnel axis (WW)
is always lower than the one computed by the ipatronodel, however, due to the
higher difference with the mean velocity componeaproximately two orders of
magnitude, the impact of this fluctuating componamthe residence time in the tunnel
and then on the overall dispersion is negligibler the 40 m/s case, similar trend has
been found with the scale of variables shiftedawdr values. The effects of these
differences respe&ts model may affect the overall particle dispersiomtigh different

calculation of the fluctuating components.

6.3.1 “Single Injection” case

As in thek-¢ model the water droplets have been injected irfltve at the input plane,

located at the spray bars location. The injectepraduce the spray bars from bar 1 (top
of the tunnel) to bar 6 (bottom of the tunnel) witle same nozzles configuration of the
k-¢ model and then of the experimental measuremens® il this case both the single
injection and the file injection have been usedheck the impact on the water droplets
distribution. The single injection has been spedifior droplets size of 20 microns and

the cloud has been characterized by stochastgdfitrajectory calculations.
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The Y-axis STD evolution, similarly at what showsr thek-¢ model, is shown in the

following figures:
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Figure 6-33 a, b: STD evolution 60 m/s (a) & 40 m{$) for High LWC (RSM)
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Figure 6-34 a, b: STD evolution 60 m/s (a) & 40 m{®) for Medium LWC (RSM)

Y-STD evolution

{ ——1 B2 ——F -%-4 -%-5 —e—a}

i 1 2 3 4 5
Tunnel Stations

005
0,045
004
03

- 003
E 0025
002
0o1a
oo
0,008

Y-STD evolution

1] 1 2 3 4 5

Tunnel Stations

Figure 6-35 a, b: STD evolution 60 m/s (a) & 40 m{¥) for Low LWC (RSM)
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The trend of the Y-axis STD is quite close to thevmpus simulation with the

assumption of isotropy and no significant differerman be recognized on macroscopic

scale. Also in this case the bottom of the tunmeglegally experience and higher slope

for the STD trend, due to the higher local turbukenAbsolute values of the STD are

also close to the ones calculated withkkemodel, suggesting that the sensitivity of the

model to small differences of the turbulence pedfjl relative to the two different

turbulence models, have a small impact on the dvgaeticle dispersion.

The evolution of the X-axis STD for the case ofr63 and 40 m/s, with low, medium

and high LWC is shown in the next figures:
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Figure 6-36 a, b: X-STD evolution 60 m/s (a) & 40 ma/(b) for High LWC (RSM)
X-STD evolution X-STD evolution
016 i ; 016 ;
014 014
012 012
01 0.1
=] =]
E 008 5o
D‘DE SO SN S~ SSprere - SN ot W | . | D‘DB
004 : f 004
002 4 { —4—7 W= k-8 —H-d k- B 002
0 T | | T 1 i] T T T
0 1 2 3 4 5 D 1 2 2 4 ]

Tunnel Stations Tunnel Stations

Figure 6-37 a, b: X-STD evolution 60 m/s (a) & 40 re/(b) for Medium LWC (RSM)
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Figure 6-38 a, b: X-STD evolution 60 m/s (a) & 40 re/(b) for Low LWC (RSM)

The evolution of the X-axis STD is mainly affectegl the tunnel contraction ratio
contribution and, though the variance of the X-dkistuations is higher for the RSM,
his impact on the X-axis dispersion does not sigaiitly affect the overall trend. As for
the k-e model, the trend is macroscopically the sameHerthree values of LWC (i.e.:
nozzles air pressures) indicating that turbulencwilp variations associated to the
different choice of the nozzle air pressures damspnoduce significant impact on the

particle dispersion when compared to the contragtbio effect.

The overall Y-axis standard deviation of the cldwas been investigated in the plane
located at the same position kfe model and it coincides with the experimental
measurement plane. The cloud distribution charsties, as standard deviation and
location of the mean value, have been calculatedhi® reference velocity of 60 m/s

and 40 m/s with the three values of LWC. The Y-axisan peak location calculated
with the RSM showed small differences with the posicalculated with the k-e model.

The difference percentage on the peak locatioredban the ensemble of the realization

with the three different air pressures, is showth@énext table:

Bars 40 60
1 0.477% -0.275%
2 -0.632% -0.625%
3 -7.66% -1.971%
4 -0.331% 2.027%
5 -0.958% -0.394%
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6 0.577% 0.474%

Table 5: Difference % of the mean value for RSM andk-e

The difference between the model are bounded witBinfor 40 m/s and 1.9% for 60
m/s maximum values, both referring to the spray dé&ocation. In this case the RSM
gives a prediction for the mean peak location $hgltloser to the experimental
measurement. However, such a small differences ciose to the experimental
uncertainty as well. The values of the standardatiew, normalized by the test section
height (L), at the test section plane used in m&vk-¢ model and for different spray
bars (1 to 6), velocities (40 m/s and 60 m/s) amakle air pressure (low, medium, high)

are shown in the following figures (compared wiperimental measurement):
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Figure 6-39 a, b: Y-axis normalized STD, 40 m/s (a0 m/s (b) (RSM)

The trend of the standard deviation for the Y-adistribution in the test section is
comparable with the ones obtained with #ae model and the accuracy of the RSM
model is of the same order of the previous simoiteti Also in this case the sensitivity
of the model to the nozzles air pressures conditiflects approximately in 1%
difference in the STD as response to 2% differavfceozzles air pressure conditions.
The differences of the STD respect to the one Gtled with thek-¢ model are shown
in the following figure for the velocities of 60 sndnd 40 m/s:
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Figure 6-40 a, b: difference % betweelk-¢ and RSM Y-axis STD (a) 60 m/s (b) 40 m/s

The relative difference between the two modelsgamerally less than 10% for the 60
m/s case while reaches the peak around 15% fatQhma/s condition. There is a general
increase of the STD for the 40 m/s case while aenascillating trend has been found
for the 60 m/s case. However, these differencesetvden the solutions translate in
length scales that are a maximum of 0.8 % of te dection length, with an average

value around 0.4%, when calculated on the ensedafilak the spray bars.

The profile of the distribution along the X-axisshiaeen calculated with the RSM, for
the case of 40 m/s and presented in terms of LW&Trilolition, such as for thke
model. Results for each spray bar and three nozitggressures are presented in the

following figures and compared with the experimétrand from bar 2 to bar 6:
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Figure 6-41 a, b: bar 2, X-axis distribution, expeninent (a), CFD (b) (RSM)
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Figure 6-45 a, b: bar 6, X-axis distribution, expeiment (a), CFD (b) (RSM)

The X-axis distribution calculated with the RSM foems well to approximate the
experimental trend. The spread of the distributisnin close agreement with the
experiment for all the spray bars and LWC casesnfizoed to thé-¢ solution, some
differences arise in the shape of the distributddmere the RSM describes peak with a
higher X-axis resolution and generally approximagéer the trend for the spray bars 5
and 6. However, within the stochastic nature ofwlager droplets dispersion, both the

models provide good overall results for the X-axéter droplets distribution.

The behaviour of the simulated injection has beecked for the two values of the
velocity, 40 m/s and 60 m/s, and for the three eslaf the nozzles air pressures. The
calculated distribution, such as for tkee calculations, has been expressed in terms of
frequency (Fr) of particles to be located at therival (y, y+#Ay), normalized by its

maximum value (Fr max) and it is shown in the rfeyure:

12 " ” 12

—e—High CFD . —e—HighCFD

1 Med CFD
: o —ie—Low CFD

P s

i =—ie—lowCFD

Figure 6-46 a, b: spray distribution, 40 m/s (a), 6@/s (b)
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The standard deviation of the distribution has deend to be around 2.8 cm for the 40
m/s case and 2.6 cm for the 60 m/s case. As fok-thenodel the relative difference
between the velocities has been found to be cemigtith the experimental trend with
value around 10%. Small differences, compared ek#rmodel, have been found for
the RSM calculation. Though the turbulent kinetiergy profile can evolve differently,
at the input plane it has been chosen to be the $anthe two model and only small

differences (of few per cent) exist in the nearal@zegion.

6.3.2 “File Injection” case

As in the previous simulations, the sensitivitytihe injection type has been analysed
comparing the results of the “single injection” kvihe “file injection” where the cloud
characterization, in terms of droplets size disttiim, has been kept the same askthe
simulations. Results have been obtained for thecitgl conditions of 40 and 60 m/s
and for the three values of the nozzle air pressufée cloud evolution has been
monitored at the same reference locations usedqusy for the “single injection”
case. The results for the Y-axis standard deviaifdhe cloud distribution are shown in

the next figures.
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Figure 6-47 a, b: STD evolution 60 m/s (a) & 40 m{¥) for High LWC (RSM file injection)
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Figure 6-48 a, b: STD evolution 60 m/s (a) & 40 m{®) for Medium LWC (RSM file injection)
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Figure 6-49 a, b: STD evolution 60 m/s (a) & 40 m{®) for low LW C (RSM file injection)

Also for the RSM the trend is similar to the ondamed with the “single injection”
definition. The slightly divergent trend of the déwtion along the tunnel axis is
confirmed. The relative difference between the ealof the standard deviation of the
solutions of “file injection” and “single injectidrhas been found for the RSM to be less
than 10%. The average difference, based on therdrsef the local differences at the
reference plane along the tunnel axis for eachyspaas, is shown in next figures for

the velocities of 40 and 60 m/s:
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Figure 6-50 a, b: Y-STD error % between injection types, 40 m/s (a), 60 m/s (b) (RSM)

The difference between the models, as for the pusvcases, appears to be randomly

distributed with higher peaks present for the 6@ dse. The average value can be

estimated to be around 4% approximately for bothwblocities case confirming that

also for the RSM simulation not significant diffaoes are experienced by the two

injection types.

The trend of the X-axis standard deviation of theptets distribution is shown in the

next figures.
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Figure 6-51 a, b: X-STD evolution 60 m/s (a) & 40 re/(b) for High LWC (RSM file injection)
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Figure 6-53 a, b: X-STD evolution 60 m/s (a) & 40 re/(b) for Low LWC (RSM file injection)

The results show that no macroscopic differencest éxetween the trends calculated
with the “single injection” and “file injection” fyes. The local differences are more
associated to the random nature of the comput#temto the different behaviour of the
injections. The average values, based on the enseshibhe differences for the spray
bars at the same reference location, are showreimext figure for the velocities of 40
and 60 m/s.
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Figure 6-54 a, b: X-STD error % between injection types, 40 m/s (a), 60 m/s (b) (RSM)

The differences percentage for X-STD are lower B4atbeing of the same order of the

statistical uncertainty of the stochastic appro&@#me result can then be assumed for

both the injection types.

The results of the water distribution in the testt®n have been analyzed considering

the Y-axis standard deviation for individual sptagrs. Results are expressed in terms

of standard deviation, normalized by the test sachieight (L), for spray bars 1 to 6,

velocities of 40 m/s and 60 m/s and nozzle air qares respectively low, medium and

high. The Y-STD corresponding to the relative sgvay for the velocities of 40 and 60

m/s is shown in the next figure (compared with expental measurement):

(STD/LY)
%

8
—-— A0 low
—m— 40 med B
——& — 40 high
=== 40 low CFD g
—%— 40 med CFD ’
; —-&— 40 high CFD 4
/ V 5 r
Z -
Y % = =
&emd :
T e -
5 === B [ow
/ —@— B0 med
: 5 ——— B0 high
~=3%---- B0 low CFD)
1 —% B0 med CFD |-
—=¢-— B0 high CFD
i :

7 0 1 2 3 4 ] B
Spray bars

Figure 6-55 a, b: Y-axis normalized STD, 40 m/s (a0 m/s (b) ( RSM file injection)
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Also in this case the trend of the normalized stadddeviation does not present
significant differences if compared to the solutairthe single injection case. The local
difference compared to the solution of the RSM sation and “single injection” is

shown in the next figure for the both the velocases:
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Figure 6-56 a, b: Y-STD relative error % between ingction types 40 m/s (a), 60 m/s (b) (RSM)

The difference on the Y-STD is mainly around 5% loth the conditions of velocities
with a peak close to 15% for the 40 m/s case. Suaklative differences can be
considered negligible within the overall accuradytlee model for computation of
particle trajectories and consequent dispersiore @lerage 5% difference on the
normalized Y-STD reflects in a difference on clospread of about 0.4% of the

characteristic test section length.
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7 Discussion and Conclusion

7.1 Discussion on the methodology

This thesis presents a methodology to investigate @mpute the water droplets
distribution under condition and circumstances tuat typically encountered in the

Icing Tunnel environment.

7.1.1 Preliminary considerations on the flow regime s

In order to investigate which route should be fokol to select the appropriate
theoretical model to calculate the particle disjpersa first analysis of the flow
regimes has been done. This first process in thelolgment of the methodology has
been performed in parallel to the review of thesemg theories concerning the
discrete phase transport and turbulent disper3ibis. is usually an iterative process.
The overview of the discrete phase dispersion teepgenerally applied to different
research field as atmospheric research or combustithnologies, helps to identify
the assumption used in the literature to buildhgsé theories. At the same time the
assumptions and the criteria that support thenwaito selecting theories and models

appropriate for the icing Tunnel case.

Once the criteria defining the way the flow fielddathe discrete phase interact each
other have been identified, they should be appliedthe local conditions
characteristic of an Icing Tunnel. As shown in dtepter 2, criteria for particle-
particle collision, particle-particle fluid dynamiateraction, one/two way coupling
has been applied assuming a range of values forattieble characteristic of the Icing
Tunnel environment. The Cranfield Icing Tunnel citinds did lie within that range.
The result showed as the simplified version offtbel particle interaction (one way
coupling), without particle-particle interactionarc be used in the tunnel region
sufficiently far from the near nozzle field. Thagion was identified, following the
criteria, to be less than 50 cm from the injecfi@mt. This result showed that, though
at a macroscopic point of view the Icing Tunnel faithin the dilute condition for
particle loading, local regions can experienceedéht regimes of loading.
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This first process of the methodology would thdowalfor identifying the local flow
regimes in the Icing Tunnel. Depending on thosameg the investigation would
proceed selecting different approach or simplifaratfor the local computation of
particle dispersion. In this work has been chosemot simulate the near nozzle field
with a dedicated model but to describe the regiatih wiformation coming from

experiments.

7.1.2 Choice of numerical tools for engineering cal  culations

Once the flow regimes have been identified andaghgropriate models to calculate
the discrete phase dispersion have been seledted, riecessary to choose the
numerical tools able to support the computatiothefdiscrete phase motion. Because
the numerical calculation are used, within the scopthis work, as possible support
to icing test, the versatility of the numerical l®to reproduce different geometry and
conditions with an user friendly capabilities shltbalso be considered. As discussed
in the chapter 3, while Direct Numerical Simulatiand Large Eddy Simulation
provide useful contribution on the scientific res#aon two phase flow, the Reynolds
Average Navier-Stokes approach is still the commpoe for high Reynolds number

flow encountered in Icing Tunnel case. This moded heen used within this work.

In order to select the numerical codes, a prelinyinavestigation of the options
available to numerically compute the discrete phmasgon should be performed. The
reason for this is that different numerical apphess; that satisfy the assumptions of
the flow regimes, can be found. The first selectimmmcerns the Eulerian or
Lagrangian reference frame for discrete phase digpe calculation. As has been
discussed in the chapter 3, the overall conditibdlilute loading of discrete phase
typical of the Icing Tunnel allow for convenienthging the Lagrangian approach to
calculate the discrete phase motion. In this daseoarticle motion is uncoupled with
the carrier phase motion and the computation gédtaries can be done as post
processing step. The injection of discrete phase lba performed within the
computational domain specifying the injection cloéedstics of interest for the Icing

Tunnel case as droplets size spectrum, water rfegshd injection velocity.
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The discrete phase trajectory calculation hasdlude the effect of the turbulence on
the estimation of the instantaneous carrier phasecity fluctuation. The Stochastic
Separated Flow approach is typically adopted withimn RANS simulation, for this

scope. The numerical code has to embody such dastic formulation. The

selection of the stochastic model, whereas posssbleuld be based on the type of
forces acting on the particle, details of the resdlturbulence field, isotropy of the
flow and homogeneity of the flow. Within this woitke only available model was the

Discrete Random Walk implemented in Fluent.

7.1.3 Definition of flow details required for solut ion of Icing Tunnel

case

When stochastic model are chosen for the estimatidhe fluctuating component of
the velocity, the solution of the turbulent field required along the tunnel. This
solution has to reproduce the real turbulent fiedountered by the discrete phase
along its trajectory. The calculation of the tudnde level in the tunnel has then to be
linked to values of turbulence associated to thenél operating conditions under
investigation. For the numerical calculation thgpect turns into a definition of an
inlet turbulent profile that synthesizes the bebaviof the tunnel airflow. That profile
would then be used to compute the turbulence swolusilong the tunnel by the

numerical solver.

The characterization of the turbulent profile candone with dedicated experiments.
The choice of the location of the measurement p&noeild be related to the level of
information that is required for the simulation. @hthe nozzle effects should be
investigated the measurements should acquire sfmtmiation. The main idea within
this work was to investigate the effect of the nezprays measuring the turbulence
in a plane downwind the spray bars. This proceduogld possible allow for
obtaining a trend of the nozzles effect on the ulehce field versus the nozzle air
pressures. For the small pressure differences tobfdbis investigation a monotonic
trend was not identifiable. The turbulence profigesjuired for each nozzle pressure
condition have anyway been used to define the g@piate input condition required

by the numerical solver.
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The experimental procedure is, within this contedcessary to link the numerical
model to the investigated case and to provide erigd®n of the features necessary to
properly characterize the flow field. The methoapérform the experiments and the
level of details concerning those features are nigipg on the numerical methods that
are going to be used thereafter and on the availtperimental resources.

Experimental measurements are also required thenvetafy the numerical

computation of the discrete phase dispersion. Biscphase distribution profile, at
defined conditions, can be used as test case. Witis work the acquisition of the
profile has been done through the measurement eoficih shape along a defined
profile (icing blade). This measurement is typigalperformed and easily
implemented in Icing Tunnels for general test psg® Also, validation of the near
nozzle field description coming from a simplifiedumerical model should be

performed in order to check the behaviour of thedton specification.

7.1.4 Calculation of the airflow solution and discr ete phase

dispersion with numerical tools

Once the numerical model has been set up and plog condition fully specified the
solution of the carrier phase can be calculategheDding on the interaction with the
discrete phase the inter-phases exchange termsedcacluded during the calculation,
whereas the numerical codes allows to do thatldhog Tunnel application, with low
volume fraction of droplets, the carrier phase sotucan be computed without taking
in account the contribution of the discrete phddee carrier phase solution would

provide the background for the calculation of tieeckte phase trajectories.

In order to verify that the solution, correspondiogthe chosen inlet condition, has
been properly computed, a grid independence stadyld be performed. The choice
of the variable to investigate is dependent toldlcal computational geometry and on
the objective of the calculation. In relation oétlcing Tunnel case for computation
of droplets dispersion the verification should aenmcthe turbulence variables that

would be used for trajectories calculation. The méaw solution may also be
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verified whereas the computational geometry wouldude elements which high
geometrical complexity. Within this work the medow velocity has been found to
be properly solved within the whole range of grides tested. The turbulence
variables have been chosen in relation to the terme model used within the
solution of the carrier phase. The verification Wdobe performed for any of the
carrier phase solutions corresponding to differeo#zle air pressures. However, it
has been seen within this work that for small clesnigp nozzles air pressures, with
consequent small changes in the turbulence profiles verification based on a

baseline condition can be representative for thelevket of cases.

Once the solution of the carrier phase has beeifiecerit would be possible to

perform the discrete phase dispersion calculafitwe. carrier phase solution provides
the background information about the flow field eesary for the calculation of
discrete phase trajectories. The commercial codegde automatic setting for the
numerical accuracy related to the discrete phagectory calculation. The injection

condition and the time scale constant can be clibngeadjusted by the user. The
original time scale constant in Fluent has beeeduwo cover a range of application,
whereas the proper value of the constant is stdbmg in the literature. Depending
on the circumstances and conditions its value shda verified in order to be

consistent with the characterization of turbuleniamtities coming from the

experiments. Within this work an additional verdion of the impact of the constant
on the model outcome has been done using the Si&darmley experiment as

benchmark.

7.2 Discussion on Cranfield Icing Tunnel simulations

Computational simulations of nozzle sprays in thran@eld Icing Wind Tunnel at
various conditions were conducted to apply and ldgvéhe methodology and to
helping to understand the fluid physics associati¢hl the test-section icing cloud.
The simulations have been solved with two diffetenbulence models for the carrier
phase. As has been discussed in the chapter Bohe=mf the model in depending on
the turbulence details required for the partickgeittories computation. In order to

investigate the effects of the anisotropies, assedito the turbulence calculation and
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affecting the discrete phase calculations, bothktdeemodels and RSM model have
been used. The departure from isotropy of the tartme solution may be affected by

the tunnel geometry.

Both the solutions have to be able to representutirilent profile acquired with the
experimental measurement. Within this work, it lhe&en verified that the models
reproduce the measured profiles, from the samée pnédile, with relative differences
for turbulent quantities around 5%. The inlet deofias been kept the same and not

re-adjusted for the RSM case.

The injection of water droplets has been done coimgawo different injection types.
The “single injection”, with droplets of the samé&es represents an idealized
configuration. It has the advantages to simplify trescription of the injection, with
consequent lower computational effort required fliscrete phase trajectories
calculations. In this work, it has been testedddfy its capabilities for Icing Tunnel
application. To analyse the sensitivity of the detg size spectrum on the discrete
phase dispersion, a custom injection (“file injent), containing information about
the distribution function of the droplets size acgd with experiments, has been
tested for the same condition of the “single ingact

The computational droplet flux results at the testtion were compared with

measurements of the liquid water content takehetsame location with icing blade
technique. For the spray clouds emanating fronviddal spray bar, comparisons of
the computational and measured LWC results atdstesection location indicate that
the simulation does a reasonable job of trackimgdize and location of individual

nozzle clouds. The different input nozzles air poess, low, medium and high, are
recognized by the computational method, for thé ¢ases chosen. They reflect the
higher turbulence profile effects, during the deqagriod, near the spray bars,
reproducing the nozzles presence in that regions approach leads reasonable
results, at least in situations where a superintiposiof the separate contribution

coming from nozzle and air turbulence can be agplie

Referring to the “single injection” both the k-e ded and the RSM model provide
similar trends of the water droplets distributiolorg the vertical and horizontal
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directions in a plane normal to the tunnel axise Biffect of the different nozzle air
pressures, of the order of 2%, for the values wlsgthg experimental measurements,
have reflected, through different turbulence irpedfiles, in final STD differences
less than 1% of the test section length. The lef/éhe droplets dispersion prediction
is close to the measurement but the trend withsfitay bars cannot reproduce the
local small effects. The accuracy of the modelsnoarcatch higher gradient of the
standard deviation, more than 2% of the test sedémgth. The X-axis droplets
dispersion trend along the tunnel axis is mainfgaéd by the X contraction that, for
the Cranfield Icing Tunnel design, overcome thedffof the turbulent dispersion.
The horizontal LWC distribution in the test sectiwes been computed and compared
to the experimental one. The CFD simulations perfargood result to reproduce the
trend of the LWC distribution along the X-axis. &l this case the two models
perform quite close each other, with local differes of LWC distribution between

experiments and simulations around 10%.

The local differences between the k-e and RSM nsolkaVe been estimated. For the
value of the mean position of the cloud the diffiee has been estimated to be around
7% for 40 m/s and 1.9% for 60 m/s maximum valuesh f[toncerning the spray bar 3
location. In this case the RSM gives a predictionthe mean peak location slightly
closer to the experimental measurement. Howeveh awsmall differences are close
to the experimental uncertainty as well. The redadifference between the two
models in terms of standard deviation of the dstion instead is generally less than
10% for both the velocity conditions. There is agml increase of the STD for the
40 m/s case, respect the k-e model, while a madlaisg trend has been found for
the 60 m/s case. However, these differences pemenbetween the solutions
translate in length scales that are a maximum®#®0 of the test section length, with
an average value around 0.4%, when calculatedeoertiemble of all the spray bars.
Concerning the horizontal distribution of the LWiaetshape of the distribution the
RSM describes peak with a higher X-axis resoluéind generally approximate better

the trend for the spray bars 5 and 6, charactesisfi higher turbulence regions.

The custom “file injection” for both the k-e and RSmodels has been used and
investigated. Small relative differences on theusohs performed with the two

injection types, with the same overall distributjgredicted, have been found for both
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the turbulence models. Relative errors of a fractad the normalized standard
deviation distribution indicate that the differeacef the models produce not
significant changes to improve the resolution ef ¢toud distribution on length scales
proportional to the test section and then typicaltiopted during the tests. Local
relative differences have been estimated to beverage less than 5% of the “single
injection” baseline, both for the k-e model and B®M model, which reflects in a

difference on cloud spread of about 0.4% of theadtaristic test section length.

The characterization of the near nozzle field, digio the definition of a turbulence
profile that would reflect the nozzle air pressucestribution to the turbulence,
showed good result compared to the measuremenheofet spread. It has been
verified an overall underestimation of the calcedhtstandard deviation of the jet
spread in the near nozzle field. However, thostedihces are less than 15% of the
nozzle cloud indicating an overall good performanoenpared to the characteristic

test section dimension.

7.3 Recommendations for future work

In order to improve the methodology and cover aawiénge of possible icing tunnel
operative conditions, as well as adding more spegfocedures and methods to
better describe additional physical process, samed works can be done following
the same route. The very next steps in the metbggodevelopment can be

summarized as follow:

» Considering the impact of the mean velocity prafien the overall particle
dispersion. Though it is reasonable to assumetligatocal streamline of a
wind tunnel would follow the direction imposed Mettunnel wall geometry,
a local description of the streamlines is necessarinclude the effects of
possible deviations. Local swirling regions andiatgon of the flow direction
happening on length scale comparable to the tutiaeheter may be present
in the Icing Wind Tunnel when operating close te thst section maximum
speed. A characterization of the mean velocity ascivould then be useful to

catch those phenomena. A measurement of the méacityecomponents at
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the input plane of the computational domain, siryilo the acquisition of the
turbulence profile done within this work, may beedsby the solver for
computation of aerodynamic solution and droplgettary calculations. The
FLUENT code allows for the specification of the a@ty components at the
boundary inlet plane.

Considering different range of droplets sizes,eesdly including super
cooled large droplets with diameter of the ordet@®-200 microns. Droplets
with higher inertia would help to identify the ingiaof the turbulence
characterization, in terms of absolute values atdild of the profiles, on the
overall droplets dispersion. To validate the nugarsimulations would be
necessary to acquire droplets distribution in @8t section corresponding to
larger droplets size injection. The numerical satioh of the injection can be
extended to larger droplets sizes for both thedlsinnjection” and the “file
injection” and used as done within this work.

Considering the development of the inhomogeneityretion for droplets
trajectories calculation within the Fluent codemtr work has been done at
the Paul Scherrer Institute for particles dispersigthin bended pipe€. User
Defined Function (UDF) have been written and ineldidn the solver, as
allowed by FLUENT. In the Icing Wind Tunnel caseetmain region of
interest would be the bulk region of the tunnel ansimplified UDF may be
used without additional and specific descriptiorthaf boundary layer region.
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