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#### Abstract

Ito's construction of Markovian solutions to stochastic equations driven by a Lévy noise is extended to nonlinear distribution dependent integrands aiming at the effective construction of linear and nonlinear Markov semigroups and the corresponding processes with a given pseudo-differential generator. It is shown that a conditionally positive integro-differential operator (of the Lévy-Khintchine type) with variable coefficients (diffusion, drift and Lévy measure) depending Lipschitz continuously on its parameters (position and/or its distribution) generates a linear or nonlinear Markov semigroup, where the measures are metricized by the WassersteinKantorovich metrics. This is a nontrivial but natural extension to general Markov processes of a long known fact for ordinary diffusions.
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## 1 Introduction and formulation of main results

By $C\left(\mathbf{R}^{n}\right)$ (respectively $C_{\infty}\left(\mathbf{R}^{n}\right)$ ) we denote the Banach space of continuous bounded functions on $\mathbf{R}^{n}$ (respectively its subspace of functions vanishing at infinity) with the sup-norm denoted by $\|\cdot\|$, and $C^{k}\left(\mathbf{R}^{n}\right)$ (resp. $C_{c}^{k}\left(\mathbf{R}^{n}\right)$ ) denotes the Banach space of $k$ times continuously differentiable functions with bounded derivatives on $\mathbf{R}^{n}$ (resp. its subspace of functions with a compact support) with the norm being the sum of the supnorms of a function and all its partial derivative up to and including the order $k$ ).

For an $f \in C^{1}\left(\mathbf{R}^{n}\right)$ the gradient will be denoted by

$$
\nabla f=\left(\nabla_{1} f, \ldots, \nabla_{n} f\right)=\left(\frac{\partial f}{\partial x_{1}}, \ldots, \frac{\partial f}{\partial x_{1}}\right) .
$$

[^0]For a measure $\nu$ and a mapping $F$ we denote by $\nu^{F}$ the push forward of $\nu$ with respect to $F$ defined as $\nu^{F}(A)=\nu\left(F^{-1}(A)\right)$.

Further basic notations: $\mathbf{1}_{M}$ is the indicator function of a set $M, \mathcal{M}\left(\mathbf{R}^{d}\right)$ is the set of finite positive Borel measures on $\mathbf{R}^{d}, B_{r}$ is the ball of radius $r$ centered at the origin, and the pairing $(f, \mu)$ for $f \in C\left(\mathbf{R}^{d}\right), \mu \in \mathcal{M}\left(\mathbf{R}^{d}\right)$ denotes the usual integration. The bold letters $\mathbf{E}$ and $\mathbf{P}$ will denote expectation and probability. A positive number in the square bracket, say $[x]$, will denote the integer part of it. By the small letter $c$ we shall denote various constants indicating in brackets (when appropriate) the parameters on which they depend.

It is well known (the Courrège theorem, see e.g. [7]) that the generator $L$ of a conservative (i.e. preserving constants) Feller semigroup in $\mathbf{R}^{d}$ is conditionally positive $(f \geq 0, f(x)=0 \Longrightarrow L f(x) \geq 0)$ and if its domain contains the space $C_{c}^{2}\left(\mathbf{R}^{d}\right)$, then it has the following Lévy-Khintchine form with variable coefficients:
$L f(x)=\frac{1}{2}(G(x) \nabla, \nabla) f(x)+(b(x), \nabla f(x))+\int\left(f(x+y)-f(x)-(\nabla f(x), y) \mathbf{1}_{B_{1}}(y)\right) \nu(x, d y)$,
where $G(x)$ is a symmetric non-negative matrix and $\nu(x,$.$) a Borel measure on \mathbf{R}^{d}$ (called Lévy measure) such that

$$
\begin{equation*}
\int_{\mathbf{R}^{n}} \min \left(1,|y|^{2}\right) \nu(x ; d y)<\infty, \quad \nu(\{0\})=0 . \tag{2}
\end{equation*}
$$

The inverse question on whether a given operator of this form (or better to say its closure) actually generates a Feller semigroup is nontrivial and attracted lots of attention. One can distinguish analytic and probabilistic approaches to this problem. The existence results obtained by analytic techniques require certain non-degeneracy condition on $\nu$, e.g. a lower bound for the symbol of pseudo-differential operator $L$ (see e.g. [2], [3], [7]- [12] and references therein), and for the construction of the processes via usual stochastic calculus one needs to have a family of transformations $F_{x}$ of $\mathbf{R}^{d}$ preserving the origin, regularly depending on $x$ and pushing a certain Lévy measure $\nu$ to the Lévy measures $\nu(x,$.$) , i.e.$ $\nu(x,)=.\nu^{F_{x}}$ (see e.g. [1], [4], [19]). Of course yet more nontrivial is the problem of constructing the so called nonlinear Markov semigroups solving the weak equations of the form

$$
\begin{equation*}
\frac{d}{d t}\left(f, \mu_{t}\right)=\left(L_{\mu_{t}} f, \mu_{t}\right), \quad \mu_{t} \in \mathcal{P}\left(\mathbf{R}^{d}\right), \quad \mu_{0}=\mu \tag{3}
\end{equation*}
$$

that should hold, say, for all $f \in C_{c}^{2}\left(\mathbf{R}^{d}\right)$, where $L_{\mu}$ has form (1), but with all coefficients additionally depending on $\mu$, i.e.

$$
\begin{align*}
& L_{\mu} f(x)=\frac{1}{2}(G(x, \mu) \nabla, \nabla) f(x)+(b(x, \mu), \nabla f(x)) \\
+ & \int\left(f(x+y)-f(x)-(\nabla f(x), y) \mathbf{1}_{B_{1}}(y)\right) \nu(x, \mu, d y) \tag{4}
\end{align*}
$$

Equations of type (3) play indispensable role in the theory of interacting particles (mean field approximation) and exhaust all positivity preserving evolutions on measures subject to certain mild regularity assumptions (see e.g. [13], [19]). A resolving semigroup $U_{t}: \mu \mapsto$ $\mu_{t}$ of the Cauchy problem for equation (3) specified a so called generalized or nonlinear

Markov process $X(t)$, whose distribution $\mu_{t}$ at time $t$ can be determined by the formula $U_{t-s} \mu_{s}$ from its distribution $\mu_{s}$ at any previous moment $s$.

In the case of diffusions (when $\nu$ vanishes in (1) or (4)) the theory of the corresponding semigroups is well developed, see [17] and more recent achievements in [6]. Also well developed is the case of pure jump processes, see e.g. the treatment of the Boltzmann equation (spatially trivial) in [20].

The goal of the present paper is to exploit the idea of nonlinear integrators (see [5], [16]) combined with a certain coupling of Lévy processes in order to push forward the probabilistic construction in a way that allows the natural Lipschitz continuous dependence of the coefficients $G, b, \nu$ on $x, \mu$ with measures equipped with their Wasserstein metric (see the definition below). Thus obtained extension of the standard SDEs with Lévy noise represent a probabilistic counterpart of the celebrated extension of the Monge mass transformation problem to the generalized Kantorovich one. To streamline the exposition we shall use Ito's approach (as exposed in detail in [19]) for constructing the solutions of stochastic equations directly via Euler approximation scheme bypassing the theory of stochastic integration itself. Roughly speaking the idea is to approximate a process with a given (formal) generator (or pre-generator) by processes with piecewise Lévy paths.

For a random variable $X$ we shall denote by $\mathcal{L}(X)$ the distribution (probability law) of $X$. Recall that the so called Wasserstein-Kantorovich metrics $W_{p}, p \geq 1$, on the set of probability measures $\mathcal{P}\left(\mathbf{R}^{d}\right)$ on $\mathbf{R}^{d}$ are defined as

$$
\begin{equation*}
W_{p}\left(\nu_{1}, \nu_{2}\right)=\left(\inf _{\nu} \int\left|y_{1}-y_{2}\right|^{p} \nu\left(d y_{1} d y_{2}\right)\right)^{1 / p} \tag{5}
\end{equation*}
$$

where inf is taken over the class of probability measures $\nu$ on $\mathbf{R}^{2 d}$ that couple $\nu_{1}$ and $\nu_{2}$, i.e. that satisfy

$$
\begin{equation*}
\iint\left(\phi_{1}\left(y_{1}\right)+\phi_{2}\left(y_{2}\right)\right) \nu\left(d y_{1} d y_{2}\right)=\left(\phi_{1}, \nu_{1}\right)+\left(\phi_{2}, \nu_{2}\right) \tag{6}
\end{equation*}
$$

for all bounded measurable $\phi_{1}, \phi_{2}$. It follows directly from the definition that

$$
\begin{equation*}
W_{p}^{p}\left(\mu, \mu^{\prime}\right) \leq \mathbf{E}\left\|X-X^{\prime}\right\|^{p} \tag{7}
\end{equation*}
$$

whenever $\mu=\mathcal{L}(X)$ and $\mu^{\prime}=\mathcal{L}\left(X^{\prime}\right)$.
For random variable $x, z$ we shall write sometimes shortly $W_{p}(x, z)$ for $W_{p}(\mathcal{L}(x), \mathcal{L}(z))$ (with some obvious abuse of notation).

It is well known (see e.g. [22]) that $\left(\mathcal{P}\left(\mathbf{R}^{d}\right), W_{p}\right), p \geq 1$ is a complete metric space and that the convergence in this metric space is equivalent to the convergence in the weak sense combined with the convergence of the $p$ th moments. In case $p=1$ the celebrated Monge-Kantorovich theorem states that

$$
W_{1}\left(\mu_{1}, \mu_{2}\right)=\sup _{f \in L i p}\left|\left(f, \mu_{1}\right)-\left(f, \mu_{2}\right)\right|,
$$

where Lip is the set of continuous functions $f$ such that $|f(x)-f(y)| \leq\|x-y\|$ for all $x, y$.

We shall need also the Wasserstein distances between the distributions in the Skorohod space $D\left([0, T], \mathbf{R}^{d}\right)$ of cadlag paths in $\mathbf{R}^{d}$ defined of course as

$$
\begin{equation*}
W_{p, T}\left(X_{1}, X_{2}\right)=\inf \left(\mathbf{E} \sup _{t \leq T}\left|X_{1}(t)-X_{2}(t)\right|^{p}\right)^{1 / p} \tag{8}
\end{equation*}
$$

where inf is taken over all couplings of the distributions of the random paths $X_{1}, X_{2}$. Notice that this distance is linked with the uniform (and not Skorohod) topology on the path space.

To compare the Lévy measures, we shall need an extension of these distances to unbounded measures. Namely, let $\mathcal{M}_{p}\left(\mathbf{R}^{d}\right)$ denote the class of Borel measures $\mu$ on $\mathbf{R}^{d} \backslash\{0\}$ (not necessarily finite) with a finite $p$-th moment (i.e. such that $\int|y|^{p} \mu(d y)<\infty$ ). For a pair of measures $\nu_{1}, \nu_{2}$ from $\mathcal{M}_{p}\left(\mathbf{R}^{d}\right)$ we define the distance $W_{p}\left(\nu_{1}, \nu_{2}\right)$ by (5), where inf is now taken over all $\nu \in \mathcal{M}_{p}\left(\mathbf{R}^{2 d}\right)$ such that (6) holds for all $\phi_{1}, \phi_{2}$ satisfying $\phi_{i}(.) /\left.I \cdot\right|^{p} \in C\left(\mathbf{R}^{d}\right)$. It is easy to see that for finite measures this definition coincides with the previous one and that if measures $\nu_{1}$ and $\nu_{2}$ are infinite, the distance $W_{p}\left(\nu_{1}, \nu_{2}\right)$ is finite. ${ }^{1}$

Moreover, by the same argument as for finite measures (see [18] or [22]) one shows that whenever the distance $W_{p}\left(\nu_{1}, \nu_{2}\right)$ is finite, the infimum in (5) is achieved, i.e. there exists a measure $\nu \in \mathcal{M}_{p}\left(\mathbf{R}^{2 d}\right)$ such that

$$
\begin{equation*}
W_{p}\left(\mu_{1}, \mu_{2}\right)=\left(\int\left|y_{1}-y_{2}\right|^{p} \nu\left(d y_{1} d y_{2}\right)\right)^{1 / p} \tag{9}
\end{equation*}
$$

Theorem 1.1 Let an operator $L$ have form (1), where

$$
\begin{equation*}
\left\|\sqrt{G\left(x_{1}\right)}-\sqrt{G\left(x_{2}\right)}\right\|+\left|b\left(x_{1}\right)-b\left(x_{2}\right)\right|+W_{2}\left(\mathbf{1}_{B_{1}}(.) \nu\left(x_{1} ; .\right), \mathbf{1}_{B_{1}}(.) \nu\left(x_{2} ; .\right)\right) \leq \kappa\left\|x_{1}-x_{2}\right\| \tag{10}
\end{equation*}
$$

with a certain constant $\kappa$, and

$$
\begin{equation*}
\sup _{x}\left(\sqrt{G(x)}+|b(x)|+\int_{B_{1}}|y|^{2} \nu(x, d y)\right)<\infty . \tag{11}
\end{equation*}
$$

Let the family of finite measures $\left.\left\{\mathbf{1}_{\mathbf{R}^{d} \backslash B_{1}}\right)(.) \nu(x ;).\right\}$ be uniformly bounded, tight and depend weakly continuous on $x$. Then $L$ extends to the generator of a conservative Feller semigroup.

Remarks. 1. The boundedness condition (11) is not essential and can be dispensed with by the usual localization arguments, see [15]. 2. Once the well posed-ness of the equations generated by $L$ is obtained, it implies various extensions of the results on the corresponding boundary value problems, problems with unbounded coefficients, fractional dynamics or Malliavin calculus (see [21], [12], [14], [4]) obtained earlier for particular cases.

For example, assumption on $\nu$ is satisfied if one can decompose the Lévy measures $\nu(x ;$.$) in the countable sums \nu(x ;)=.\sum_{n=1}^{\infty} \nu_{n}(x ;$.$) of probability measures so that$ $W_{2}\left(\nu_{i}(x ;),. \nu_{i}(z ;).\right) \leq a_{i}|x-z|$ and the series $\sum a_{i}^{2}$ converges. It is well known that

[^1]the optimal coupling of probability measures (Kantorovich problem) can not always be realized via a mass transportation (a solution to the Monge problem), thus leading to the examples when the construction of the process via standard stochastic calculus would not work. On the other hand, no non-degeneracy is build in this example leading to serious difficulties when trying to apply analytic techniques in these circumstances.

Another important particular situation is that of a common star shape of the measures $\nu(x ;$. ), i.e. if they can be represented as

$$
\begin{equation*}
\nu(x ; d y)=\nu(x, s, d r) \omega(d s), \quad y \in \mathbf{R}^{d}, r=|y| \in \mathbf{R}_{+}, s=y / r \in S^{d-1} \tag{12}
\end{equation*}
$$

with a certain measure $\omega$ on $S^{d-1}$ and a family of measures $\nu(x, s, d r)$ on $\mathbf{R}_{+}$. This allows to reduce the general coupling problem to a much more easily handled one-dimensional one, because evidently if $\nu_{x, y, s}\left(d r_{1} d r_{2}\right)$ is a coupling of $\nu(x, s, d r)$ and $\nu(y, s, d r)$, then $\nu_{x, y, s}\left(d r_{1} d r_{2}\right) \omega(d s)$ is a coupling of $\nu(x ;$.$) and \nu(y ;$.$) . If one-dimensional measures have$ no atoms, their coupling can be naturally organized via pushing along a certain mapping. Namely, the measure $\nu^{F}$ is the pushing forward of a measure $\nu$ on $\mathbf{R}_{+}$by a mapping $F: \mathbf{R}_{+} \mapsto \mathbf{R}_{+}$whenever

$$
\int f(F(r)) \nu(d r)=\int f(u) \nu^{F}(d u)
$$

for a sufficiently rich class of test functions $f$, say for the indicators of intervals. Suppose we are looking for a family of monotone continuous bijections $F_{x, s}: \mathbf{R}_{+} \mapsto \mathbf{R}_{+}$such that $\nu^{F_{x, s}}=\nu(x, s,$.$) . Choosing f=\mathbf{1}_{[F(z), \infty)}$ as a test function in the above definition of pushing yields

$$
\begin{equation*}
G\left(x, s, F_{x, s}(z)\right)=\nu([z, \infty)) \tag{13}
\end{equation*}
$$

for $G(x, s, z)=\nu(x, s,[z, \infty))=\int_{z}^{\infty} \nu(x, s, d y)$. Clearly if all $\nu(x, s,$.$) and \nu$ are unbounded, but bounded on any interval separated from the origin, have no atoms and do not vanish on any open interval, then this equation defines a unique continuous monotone bijection $F_{x, s}: \mathbf{R}_{+} \mapsto \mathbf{R}_{+}$with also continuous inverse. Hence we arrive to the following criterion.

Proposition 1.1 Suppose the Lévy measures $\nu(x ;$.$) can be represented in the form (12)$ and $\nu$ is a Lévy measure on $\mathbf{R}_{+}$such that all $\nu(x, s,$.$) and \nu$ are unbounded, have no atoms and do not vanish on any open interval. Then the family $\nu(x ;$.$) depends Lipshitz$ continuous on $x$ in $W_{2}$ whenever the unique continuous solution $F_{x, s}(z)$ to (13) is Lipschitz continuous in $x$ with a constant $\kappa_{F}(z, s)$ enjoying the condition

$$
\begin{equation*}
\int_{\mathbf{R}_{+}} \int_{S^{d-1}} \kappa_{F}^{2}(r, s) \omega(d s) \nu(d r)<\infty \tag{14}
\end{equation*}
$$

Proof. By the above discussion the solution $F$ specifies the coupling $\nu_{x, y}\left(d r_{1} d r_{2} d s_{1} d s_{2}\right)$ of $\nu(x ;$.$) and \nu(y ;$.$) via$

$$
\int f\left(r_{1}, r_{2}, s_{1}, s_{2}\right) \nu_{x, y}\left(d r_{1} d r_{2} d s_{1} d s_{2}\right)=\int f\left(F_{x, s}(r), F_{y, s}(r), s, s\right) \omega(d s) \nu(d r)
$$

so that for Lipschitz continuity of the family $\nu(x ;$.$) it is sufficient to have$

$$
\int_{\mathbf{R}_{+}} \int_{S^{d-1}}\left(F_{x, s}-F_{y, s}\right)^{2} \omega(d s) \nu(d r) \leq c(x-y)^{2}
$$

which is clearly satisfied whenever (14) holds.
The particular case of $\nu(x, s,$.$) above having densities with respect to the Lebesgue$ measure on $\mathbf{R}_{+}$is discussed in much detail in [19].

The point to make here is that a coupling for the sum of Lévy measures can be organized separately for each term allowing to use the above statement for star shape components and, say, some discrete methods for discrete parts.

Theorem 1.1 is a straightforward corollary of our main theorem that we shall formulate now. To make our exposition more transparent we shall present the main arguments in the case of $L_{\mu}$ having the form
$L_{\mu} f(x)=\frac{1}{2}(G(x, \mu) \nabla, \nabla) f(x)+(b(x, \mu), \nabla f(x))+\int(f(x+z)-f(x)-(\nabla f(x), z)) \nu(x, \mu ; d z)$
with $\nu(x, \mu ;.) \in \mathcal{M}_{2}\left(\mathbf{R}^{d}\right)$. Let $Y_{\tau}(z, \mu)$ be a family of Lévy processes depending measurably on the points $z$ and probability measures $\mu$ in $\mathbf{R}^{d}$ and specified by their generators

$$
\begin{align*}
& L[z, \mu] f(x)=\frac{1}{2}(G(z, \mu) \nabla, \nabla) f(x)+(b(z, \mu), \nabla f(x)) \\
& \quad+\int(f(x+y)-f(x)-(\nabla f(x), y)) \nu(z, \mu ; d y) \tag{16}
\end{align*}
$$

where $\nu(z, \mu) \in \mathcal{M}_{2}\left(\mathbf{R}^{d}\right)$. Under the conditions of Theorem 1.2 given below, the existence of such a family follows from the well known randomization lemma ${ }^{2}$ (see e.g. [8], Lemma 3.22 ), because by Proposition A. 1 the mapping from $z, \mu$ to the law of the Lévy process $Y_{\tau}(z, \mu)$ is continuous, hence measurable, and consequently, by this Lemma (with $Z$ being the complete metric space $D\left(\mathbf{R}_{+}, \mathbf{R}^{d}\right)$, and hence a Borel space) one can define all $Y_{\tau}(z, \mu)$ on the single standard probability space $[0,1]$. Let us stress for clarity that the processes $Y_{\tau}(x, \mu)$ depend on $x, \mu$ only via the parameters of the generator, i.e., say, the random variable $\xi=x+Y_{\tau}(x, \mathcal{L}(x))$ has the characteristic function

$$
\mathbf{E} e^{i p \xi}=\int \mathbf{E} e^{i p\left(x+Y_{\tau}(x, \mathcal{L}(x))\right.} \mu(d x)
$$

Our approach to solving (3) is via the solution to the following nonlinear distribution dependent stochastic equation with nonlinear Lévy type integrators:

$$
\begin{equation*}
X(t)=X+\int_{0}^{t} d Y_{s}(X(s), \mathcal{L}(X(s))), \quad \mathcal{L}(X)=\mu \tag{17}
\end{equation*}
$$

with a given initial distribution $\mu$ and a random variable $X$ independent of $Y_{\tau}(z, \mu)$.
We shall define the solution through the Euler type approximation scheme, i.e. by means of the approximations $X_{\mu}^{\tau}$ :

$$
\begin{equation*}
X_{\mu}^{\tau}(t)=X_{\mu}^{\tau}(l \tau)+\Delta Y_{t-l \tau}^{l}\left(X_{\mu}^{\tau}(l \tau), \mathcal{L}\left(X_{\mu}^{\tau}(l \tau)\right)\right), \quad \mathcal{L}\left(X_{\mu}^{\tau}(0)\right)=\mu \tag{18}
\end{equation*}
$$

where $l \tau<t \leq(l+1) \tau, l=0,1,2, \ldots$, and $\Delta Y_{\tau}^{l}(x, \mu)$ is a collection (depending on $l$ ) of independent families of the Lévy processes $Y_{\tau}(x, \mu)$ introduced above. Clearly these approximation processes are cadlag.

[^2]For $x \in \mathbf{R}^{d}$ we shall write shortly $X_{x}^{\tau}(k \tau)$ for $X_{\delta_{x}}^{\tau}(k \tau)$.
By the weak solution to (17) we shall mean the weak limit of $X_{\mu}^{\tau_{k}}, \tau_{k}=2^{-k}, k \rightarrow \infty$, in the sense of the distributions on the Skorohod space of cadlag paths (which is of course implied by the convergence of the distributions in the sense of the distance (8)). Alternatively one could define it as a solution to the corresponding nonlinear martingale problem (see below the proof of the main theorem) or directly via the construction of the corresponding stochastic integral. This issue is addressed in detail in [15], our purpose here being the construction of a Markov process with a given generator.

The following is our main result.
Theorem 1.2 Let an operator $L_{\mu}$ have form (15). Moreover
$\|\sqrt{G(x, \mu)}-\sqrt{G(z, \eta)}\|+|b(x, \mu)-b(z, \eta)|+W_{2}(\nu(x, \mu ;),. \nu(z, \eta ;).) \leq \kappa\left(|x-z|+W_{2}(\mu, \eta)\right)$,
holds true with a constant $\kappa$ and

$$
\begin{equation*}
\sup _{x, \mu}\left(\sqrt{G(x, \mu)}+|b(x, \mu)|+\int|y|^{2} \nu(x, \mu, d y)\right)<\infty . \tag{20}
\end{equation*}
$$

Then
(i) for any $\mu \in \mathcal{P}\left(\mathbf{R}^{d}\right) \cap \mathcal{M}_{2}\left(\mathbf{R}^{d}\right)$ the approximations $X_{\mu}^{\tau_{k}}$ converge to a process $X_{\mu}(t)$ in the sense that

$$
\begin{equation*}
\sup _{\mu} \sup _{t \in\left[0, t_{0}\right]} W_{2}^{2}\left(X_{\mu}^{\tau_{k}}\left(\left[t / \tau_{k}\right] \tau_{k}, X_{\mu}(t)\right) \leq c\left(t_{0}\right) \tau_{k}\right. \tag{21}
\end{equation*}
$$

for any $t_{0}$, and even stronger

$$
\begin{equation*}
\sup _{\mu} W_{2, t_{0}}^{2}\left(X_{\mu}^{\tau_{k}}, X_{\mu}\right) \leq c\left(t_{0}\right) \tau_{k} \tag{22}
\end{equation*}
$$

(ii) the distributions $\mu_{t}=\mathcal{L}\left(X_{\mu}(t)\right)$ depend $1 / 2$-Hölder continuous on $t$ in the metric $W_{2}$ and $X_{\mu}(t)$ depend Lipschitz continuously on the initial condition in the following sense:

$$
\begin{equation*}
\sup _{t \in\left[0, t_{0}\right]} W_{2}^{2}\left(X_{\mu}(t), X_{\eta}(t)\right) \leq c\left(t_{0}\right) W_{2}^{2}(\mu, \eta) \tag{23}
\end{equation*}
$$

(iii) the processes

$$
\begin{equation*}
M(t)=f\left(X_{\mu}(t)\right)-f\left(X_{\mu}^{0}\right)-\int_{0}^{t}\left(L_{\mathcal{L}\left(X_{\mu}(s)\right)} f\left(X_{\mu}(s)\right) d s\right. \tag{24}
\end{equation*}
$$

are martingales for any $f \in C^{2}\left(\mathbf{R}^{d}\right)$; in other words, the process $X_{\mu}(t)$ solves the corresponding (nonlinear) martingale problem;
(iv) the distributions $\mu_{t}=\mathcal{L}\left(X_{\mu}(t)\right)$ satisfy the weak nonlinear equation (3) (that holds for all $f \in C^{2}\left(\mathbf{R}^{d}\right)$ );
(v) the resolving operators $U_{t}: \mu \mapsto \mu_{t}$ of the Cauchy problem (3) form a nonlinear Markov semigroup, i.e. they are continuous mappings from $\mathcal{P}\left(\mathbf{R}^{d}\right) \cap \mathcal{M}_{2}\left(\mathbf{R}^{d}\right)$ (equipped with the metric $W_{2}$ ) to itself such that $U_{0}$ is the identity mapping and $U_{t+s}=U_{t} U_{s}$ for all $s, t \geq 0$. If $L[z, \mu]$ do not depend explicitly on $\mu$ the operators $T_{t} f(x)=\mathbf{E} f\left(X_{x}(t)\right)$ form a conservative Feller semigroup preserving the space of Lipschitz continuous functions.

This theorem is proved in the next section. In Sections 3 we obtain some regularity criteria for the Markov semigroups constructed.

A simple meaningful example is given by the nonlinear kinetic equations

$$
\begin{equation*}
\frac{d}{d t}\left(f, \mu_{t}\right)=\left(L f, \mu_{t}\right)+\int(K(x, y), \nabla f(x)) \mu_{t}(d x) \mu_{t}(d y) \tag{25}
\end{equation*}
$$

with $L$ being of form (1) with Lipschitz continuous coefficients and $K$ being a bounded Lipschitz continuous mapping $R^{2 d} \mapsto R^{d}$, which arise as the mean-field limit for potentially interacting Feller processes.

Theorem 1.1 follows now from Theorem 1.2 by the standard perturbation theory, since dividing the generator into two parts, where the first part is the integral term with the Lévy measure reduced to $\mathbf{R}^{d} \backslash B_{1}$, one gets a sum of two generators, one of which is bounded in $C_{\infty}\left(\mathbf{R}^{d}\right)$ (as follows from the assumed tightness) and the other satisfies Theorem 1.2.

It is worth noting that in a simpler case of generators of up to the first order the continuity of Lévy measures with respect to a more easy handled metric $W_{1}$ is sufficient, as shows the following result, whose proof is omitted (as being a simplified version of the proof of Theorem 1.2).

Theorem 1.3 Let an operator $L_{\mu}$ have the form

$$
\begin{equation*}
L_{\mu} f(x)=(b(x, \mu), \nabla f(x))+\int(f(x+z)-f(x)) \nu(x, \mu ; d z), \quad \nu(x, \mu ; .) \in \mathcal{M}_{1}\left(\mathbf{R}^{d}\right) \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\|b(x, \mu)-b(z, \eta)\|+W_{1}(\nu(x, \mu ; .), \nu(z, \eta ; .)) \leq \kappa\left(\|x-z\|+W_{1}(\mu, \eta)\right) \tag{27}
\end{equation*}
$$

holds true with a constant $\kappa$. Then for any $\mu \in \mathcal{P}\left(\mathbf{R}^{d}\right) \cap \mathcal{M}_{1}\left(\mathbf{R}^{d}\right)$ there exists a process $X_{\mu}(t)$ solving (17) (with analogously defined $Y_{\tau}(z, \mu)$ ) such that

$$
\begin{equation*}
\sup _{\mu} W_{1, t_{0}}\left(X_{\mu}^{\tau_{k}}, X_{\mu}\right) \leq c\left(t_{0}\right) \tau_{k} \tag{28}
\end{equation*}
$$

the distributions $\mu_{t}=\mathcal{L}(X(t))$ depend $1 / 2$-Hölder continuous on $t$ in the metric $W_{1}$ and $X_{\mu}(t)$ depend Lipschitz continuously on the initial condition in the following sense:

$$
\begin{equation*}
W_{1}\left(X_{\mu}(t), X_{\eta}(t)\right) \leq c\left(t_{0}\right) W_{1}(\mu, \eta) \tag{29}
\end{equation*}
$$

Moreover, the processes (24) are martingales for any $f \in C^{1}\left(\mathbf{R}^{d}\right)$ and the distributions $\mu_{t}=\mathcal{L}\left(X_{\mu}(t)\right)$ satisfy the weak nonlinear equation (3) (that holds for all $f \in C^{1}\left(\mathbf{R}^{d}\right)$ ). If $L[z, \mu]$ do not depend explicitly on $\mu$ the operators $T_{t} f(x)=\mathbf{E} f\left(X_{x}(t)\right)$ form a conservative Feller semigroup.

In Appendix we describe a coupling of Lévy processes that is crucial for our purposes.

## 2 Proof of Theorem 1.2

Step 1 (uniform continuity of the approximations with respect to initial data).

One has

$$
W_{2}^{2}\left(x_{1}+Y_{\tau}\left(x_{1}, \mathcal{L}\left(x_{1}\right)\right), x_{2}+Y_{\tau}\left(x_{2}, \mathcal{L}\left(x_{2}\right)\right)\right) \leq \mathbf{E}\left(\xi_{1}-\xi_{2}\right)^{2}
$$

for any random variable ( $\xi_{1}, \xi_{2}$ ) with the projections $\xi_{i}=x_{i}+Y_{\tau}\left(x_{i}, \mu_{i}\right), i=1,2$. Let us choose the coupling described by the characteristic function

$$
\mathbf{E} e^{i\left(p_{1} \xi_{1}+p_{2} \xi_{2}\right)}=\int_{\mathbf{R}^{4 d}} e^{i p_{1}\left(x_{1}+y_{1}\right)+i p_{2}\left(x_{2}+y_{2}\right)} \mu\left(d x_{1} d x_{2}\right) P_{x_{1}, x_{2}, \mu_{1}, \mu_{2}}^{\tau}\left(d y_{1} d y_{2}\right)
$$

where $\mu_{i}=\mathcal{L}\left(x_{i}\right)$ and $\mu$ is an arbitrary coupling of the random variables $x_{1}, x_{2}$ and $P^{\tau}$ is the coupling of the Lévy processes $Y_{\tau}\left(x_{i}, \mu_{i}\right)$ given by Proposition A.1. Consequently,

$$
\begin{gathered}
\mathbf{E}\left(\xi_{1}-\xi_{2}\right)^{2}=-\left.\frac{d^{2}}{d p^{2}}\right|_{p=0} \mathbf{E} e^{i p\left(\xi_{1}-\xi_{2}\right)} \\
=\int_{\mathbf{R}^{4 d}}\left[\left(x_{1}+y_{1}\right)-\left(x_{2}+y_{2}\right)\right]^{2} \mu\left(d x_{1} d x_{2}\right) P_{x_{1}, x_{2}, \mu_{1}, \mu_{2}}^{\tau}\left(d y_{1} d y_{2}\right),
\end{gathered}
$$

which by (44) does not exceed

$$
\int_{\mathbf{R}^{2 d}}\left(\left(x_{1}-x_{2}\right)^{2}+c \tau\left[\left(x_{1}-x_{2}\right)^{2}+W_{2}^{2}\left(\mathcal{L}\left(x_{1}\right), \mathcal{L}\left(x_{2}\right)\right)\right]\right) \mu\left(d x_{1} d x_{2}\right)
$$

Consequently, by (7),

$$
\begin{equation*}
\mathbf{E}\left(\xi_{1}-\xi_{2}\right)^{2} \leq \int_{\mathbf{R}^{2 d}}(1+2 c \tau)\left(x_{1}-x_{2}\right)^{2} \mu\left(d x_{1} d x_{2}\right) \tag{30}
\end{equation*}
$$

Hence, taking infimum over all coupling, yields

$$
\begin{equation*}
W_{2}^{2}\left(x_{1}+Y_{\tau}\left(x_{1}, \mathcal{L}\left(x_{1}\right)\right), x_{2}+Y_{\tau}\left(x_{2}, \mathcal{L}\left(x_{2}\right)\right)\right) \leq(1+2 c \tau) W_{2}^{2}\left(\mathcal{L}\left(x_{1}\right), \mathcal{L}\left(x_{2}\right)\right) \tag{31}
\end{equation*}
$$

Applying this inequality inductively, yields

$$
\begin{equation*}
W_{2}^{2}\left(X_{\mu}^{\tau}(k \tau), X_{\eta}^{\tau}(k \tau)\right) \leq e^{1+2 c k \tau} W_{2}^{2}(\mu, \eta) \tag{32}
\end{equation*}
$$

Step 2 (subdivision and the existence of the limit).
We want to estimate the $W_{2}$ distance between the random variables

$$
\xi_{1}=x+Y_{\tau}(x, \mu)=x^{\prime}+\Delta Y_{\tau / 2}(\tau / 2, x, \mu), \quad \xi_{2}=z^{\prime}+\Delta Y_{\tau / 2}\left(\tau / 2, z^{\prime}, \eta^{\prime}\right)
$$

where

$$
x^{\prime}=x+Y_{\tau / 2}(x, \mu), \quad z^{\prime}=z+Y_{\tau / 2}(z, \eta),
$$

and $\mu=\mathcal{L}(x), \eta=\mathcal{L}(z), \eta^{\prime}=\mathcal{L}\left(z^{\prime}\right)$. We shall couple $\xi_{1}$ and $\xi_{2}$ using sequentially Proposition A.1. Namely, we shall define it by the equation

$$
\mathbf{E} f\left(\xi_{1}, \xi_{2}\right)=\int_{\mathbf{R}^{6 d}} f\left(x+v_{1}+y_{1}, z+v_{2}+y_{2}\right) \mu(d x d z) P_{x, z, \mu, \eta}^{\tau / 2}\left(d v_{1} d v_{2}\right) P_{x, z^{\prime}, \mu, \eta^{\prime}}^{\tau / 2}\left(d y_{1} d y_{2}\right)
$$

for $f \in C\left(\mathbf{R}^{2 d}\right)$, where, say, $P_{x, z^{\prime}, \mu, \eta^{\prime}}^{\tau / 2}$ is the coupling of the Lévy processes $Y_{\tau / 2}(x, \mu)$ and $Y_{\tau / 2}\left(z^{\prime}, \eta^{\prime}\right)$ given by Proposition A. 1 (note that the probability law $\eta^{\prime}$ is the function of $z, \eta)$.

Now by (44)

$$
\begin{gathered}
W_{2}^{2}\left(\xi_{1}, \xi_{2}\right) \leq \mathbf{E}\left(\xi_{1}-\xi_{2}\right)^{2} \\
\leq \mathbf{E}\left(x^{\prime}-z^{\prime}\right)^{2}+c \tau\left[\mathbf{E}\left(x^{\prime}-z^{\prime}\right)^{2}+\mathbf{E}\left(x-z^{\prime}\right)^{2}+W_{2}^{2}\left(\mu, \eta^{\prime}\right)\right]
\end{gathered}
$$

Hence, by (30) and (7) $W_{2}^{2}\left(\xi_{1}, \xi_{2}\right)$ does not exceed

$$
W_{2}^{2}(x, z)(1+2 c \tau)(1+c \tau)+2 c \tau \mathbf{E}\left(x-z^{\prime}\right)^{2}
$$

and consequently also

$$
W_{2}^{2}(x, z)(1+2 c \tau)+4 c \tau \mathbf{E}\left(Y_{\tau / 2}(z, \eta)\right)^{2}
$$

(with another constant $c$ ) so that

$$
W_{2}^{2}\left(\xi_{1}, \xi_{2}\right) \leq W_{2}^{2}(x, z)(1+c \tau)+c \tau^{2}
$$

(with yet another $c$ ), because the second moments of our processes $Y_{\tau}$ are bounded due to assumption (20). Consequently

$$
\begin{equation*}
W_{2}^{2}\left(X_{\mu}^{\tau}(k \tau), X_{\mu}^{\tau / 2}(k \tau)\right) \leq c \tau^{2}+(1+c \tau) W_{2}^{2}\left(X_{\mu}^{\tau}((k-1) \tau), X_{\mu}^{\tau / 2}((k-1) \tau)\right) \tag{33}
\end{equation*}
$$

By induction one estimates the l.h.s. of this inequality by

$$
\tau^{2}\left[1+(1+c \tau)+(1+c \tau)^{2}+\ldots+(1+c \tau)^{(k-1)}\right] \leq c^{-1} \tau(1+c \tau)^{k} \leq c\left(t_{0}\right) \tau
$$

Repeating this subdivision and using the triangle inequality for distances yields

$$
W_{2}^{2}\left(X_{\mu}^{\tau}(k \tau), X_{\mu}^{\tau / 2^{m}}(k \tau)\right) \leq c\left(t_{0}\right) \tau
$$

This implies the existence of the limit $X_{x}^{\tau_{k}}\left(\left[t / \tau_{k}\right] \tau_{k}\right)$, as $k \rightarrow \infty$, in the sense of (21).
Observe now that (32) implies (23). Moreover, the mapping $T_{t} f(x)=\mathbf{E} f\left(X_{x}(t)\right)$ preserves the set of Lipschitz continuous functions. In fact, if $f$ is Lipschitz with the constant $h$, then

$$
\begin{aligned}
& \mid \mathbf{E} f\left(X_{x}^{\tau}([t / \tau] \tau)\right)-\mathbf{E} f\left(X_{z}^{\tau}([t / \tau] \tau)\right) \mid \leq h \mathbf{E} \| X_{x}^{\tau}([t / \tau] \tau)-\left(X_{z}^{\tau}([t / \tau] \tau) \|\right. \\
& \leq h\left(\mathbf{E} \| X_{x}^{\tau}([t / \tau] \tau)-\left(X_{z}^{\tau}([t / \tau] \tau) \|^{2}\right)^{1 / 2}\right.
\end{aligned}
$$

for any coupling of the processes $X_{x}^{\tau}$ and $X_{z}^{\tau}$. Hence by (32)

$$
\left|\mathbf{E} f\left(X_{x}^{\tau}([t / \tau] \tau)\right)-\mathbf{E} f\left(X_{z}^{\tau}([t / \tau] \tau)\right)\right| \leq h c\left(t_{0}\right) W_{2}(x, z)
$$

In particular, $T_{t}$ preserves constant functions. Similarly one shows (first for Lipschitz continuous $f$ and then for all $f \in C_{\infty}\left(\mathbf{R}^{d}\right)$ via standard approximation) that

$$
\begin{equation*}
\sup _{t \in\left[0, t_{0}\right]} \sup _{x}\left|\mathbf{E} f\left(X_{x}^{\tau_{k}}\left(\left[t / \tau_{k}\right] \tau_{k}\right)\right)-\mathbf{E} f\left(X_{x}(t)\right)\right| \rightarrow 0, \quad k \rightarrow \infty \tag{34}
\end{equation*}
$$

for all $f \in C_{\infty}\left(\mathbf{R}^{d}\right)$. Moreover, as the dynamics of averages of the approximation processes clearly preserve the space $C_{\infty}\left(\mathbf{R}^{d}\right)$, the same holds for the limiting mappings $T_{t}$.. Consequently $T_{t} f=\mathbf{E} f\left(X_{x}(t)\right)$ is a positivity preserving family of contractions in $C\left(\mathbf{R}^{d}\right)$ that preserve constants and the space $C_{\infty}\left(\mathbf{R}^{d}\right)$. Hence the mappings $U_{t}: \mu \mapsto \mu_{t}$ form a
(nonlinear) Markov semigroup, and if $L[z, \mu]$ do not depend explicitly on $\mu$, the operators $T_{t} f(x)=\mathbf{E} f\left(X_{x}(t)\right)$ form a conservative Feller semigroup. The Markov (or semigroup) property of the solutions follows from the construction (a detailed discussion of this fact in a similar situation is given in [19]).

From the inequality
$W_{2}^{2}\left(\mathcal{L}\left(X_{\mu}^{\tau}(l \tau)\right), \mathcal{L}\left(X_{\mu}^{\tau}((l-1) \tau)\right)\right) \leq \mathbf{E}\left[\Delta Y_{\tau}\left((l-1) \tau, X_{\mu}^{\tau}((l-1) \tau), \mathcal{L}\left(X_{\mu}^{\tau}((l-1) \tau)\right)\right)\right]^{2} \leq c \tau$
it follows that the curve $\mu_{t}$ depends $1 / 2$-Hölder continuous on $t$ in $W_{2}$.
Step 3 (improving convergence and solving the martingale problem)
The processes

$$
\begin{equation*}
M_{\tau}(t)=f\left(X_{\mu}^{\tau}(t)\right)-f(X)-\int_{0}^{t} L\left[X_{\mu}^{\tau}([s / \tau] \tau), \mu_{[s / \tau]}^{\tau}\right] f\left(X_{\mu}^{\tau}(s)\right) d s, \quad \mu=\mathcal{L}(X) \tag{35}
\end{equation*}
$$

where $\mu_{l}^{\tau}=\mathcal{L}\left(X_{\mu}^{\tau}(l \tau)\right)$, are martingales by Dynkin's formula, applied to Lévy processes $Y_{\tau}(z, \mu)$. Our aim is to pass to the limit $\tau_{k} \rightarrow 0$ to obtain the martingale characterization of the limiting process. But let us first strengthen our convergence result.

Observe that the step by step inductive coupling of the trajectories $X_{\mu}^{\tau}$ and $X_{\eta}^{\tau}$ used above to prove (32) actually defines the coupling between the distributions of these random trajectories in the Skorohod space $D\left(\left[0, t_{0}\right], \mathbf{R}^{d}\right)$ for any $t_{0}$, i.e. a random trajectory $\left(X_{\mu}^{\tau}, X_{\eta}^{\tau}\right)$ in $D\left(\left[0, t_{0}\right], \mathbf{R}^{2 d}\right)$. One can construct the Dynkin martingales for this coupled process in the same way as above for $X_{\mu}^{\tau}$. Namely, for a function $f$ of two variables with bounded second derivatives the process

$$
M_{\tau}(t)=f\left(X_{\mu}^{\tau}(t), X_{\eta}^{\tau}(t)\right)-\int_{0}^{t} \tilde{L}_{s} f\left(X_{\mu}^{\tau}(s), X_{\eta}^{\tau}(s)\right) d s, \quad \mu=\mathcal{L}\left(x_{\mu}\right), \eta=\mathcal{L}\left(x_{\eta}\right)
$$

is a martingale, where $\tilde{L}_{t}$ is the coupling operator (42) constructed from the Lévy processes $Y$ with parameters $X_{\mu}^{\tau}([t / \tau] \tau), \mu_{[t / \tau]}^{\tau}$ and $X_{\eta}^{\tau}([t / \tau] \tau), \eta_{[t / \tau]}^{\tau}$. Choosing $f(x, y)=x-y$ leads to the martingale of the form

$$
\tilde{M}_{\tau}(t)=X_{\mu}^{\tau}(t)-X_{\eta}^{\tau}(t)+\int_{0}^{t} O(1)\left|X_{\mu}^{\tau}(s)-X_{\eta}^{\tau}(s)\right| d s
$$

Using (32) in conjunction with Doob's maximal inequality implies

$$
\mathbf{E} \sup _{s \leq t}\left|\tilde{M}_{\tau}(s)\right|^{2} \leq c(t) W_{2}^{2}(\mu, \eta)
$$

which in turn implies

$$
\underset{\operatorname{E} \sup _{s \leq t}\left(X_{\mu}^{\tau}(s)-X_{\eta}^{\tau}(s)\right)^{2} \leq c(t) W_{2}^{2}(\mu, \eta) . . . . . . .}{ }
$$

This allows to improve (32) to the estimate of the distance on paths:

$$
\begin{equation*}
W_{2, T}^{2}\left(X_{\mu}^{\tau}, X_{\eta}^{\tau}\right)^{2} \leq c(T) W_{2}^{2}(\mu, \eta) \tag{36}
\end{equation*}
$$

Similarly one can strengthen the estimates for subdivisions leading to the convergence of the distributions on paths (22).

Using the Skorohod theorem for the weak converging sequence of random trajectories $X_{\mu}^{\tau_{k}}$ (let us stress again that the convergence with respect to the distance (8) implies the weak convergence of the distributions in the sense of the Skorohod topology), one can put them all on a single probability space forcing the processes $X_{\mu}^{\tau_{k}}$ to converge to $X_{\mu}$ almost surely in the sense of the Skorohod topology.

Passing to the limit $\tau=\tau_{k} \rightarrow 0$ in (35), using the continuity and boundedness of $f$ and $L f$ and the dominated convergence theorem allows to conclude that the martingales $M_{\tau}(t)$ converge almost surely and in $L^{1}$ to the martingale

$$
M(t)=f\left(X_{\mu}(t)\right)-f(X)-\int_{0}^{t}\left(L_{\mathcal{L}\left(X_{\mu}(s)\right)} f\right)\left(X_{\mu}(s)\right) d s
$$

in other words that the process $X_{\mu}(t)$ solves the corresponding (nonlinear) martingale problem.

## Step 4 (completion)

To prove (3) one writes using the martingale properties of $M(t)$ :

$$
\begin{gathered}
\frac{d}{d t}\left(f, \mu_{t}\right)=\lim _{s \rightarrow 0} \frac{1}{s} \mathbf{E}\left(f, X_{\mu}(t+s)-X_{\mu}(t)\right)=\lim _{s \rightarrow 0} \frac{1}{s} \mathbf{E} \int_{t}^{t+s}\left(L_{\mathcal{L}\left(X_{\mu}(s)\right)} f\right)\left(X_{\mu}(s)\right) d s \\
\left.=\left(L_{\mu_{t}} f, \mu_{t}\right)\right)+\lim _{s \rightarrow 0} \frac{1}{s} \mathbf{E} \int_{t}^{t+s}\left[\left(L_{\mathcal{L}\left(X_{\mu}(s)\right)} f\right)\left(X_{\mu}(s)\right)-L_{\mu_{t}} f\left(X_{\mu}(t)\right] d s\right.
\end{gathered}
$$

implying (3) by the continuity of $\mu_{t}$.

## 3 Regularity and uniqueness

Discussing regularity we reduce our attention for simplicity to Feller processes, where uniqueness follows from the sufficient regularity. It is also known (see e.g. [13]) that from the regularity of nonhomogeneous versions of these Feller processes one can naturally deduce the uniqueness and regularity for the corresponding nonlinear problems.

By $C_{\text {Lip }}^{k}$ (respectively $C_{\infty}^{k}$ ) we shall denote the subspace of functions from $C^{k}\left(\mathbf{R}^{d}\right)$ with a Lipschitz continuous derivative of order $k$ (respectively with all derivatives up to order $k$ vanishing at infinity).

We shall discuss in detail only the first derivative.
Theorem 3.1 Assume the conditions of Propositions A.4 and A.5 hold. Then the spaces $C_{\text {Lip }}^{1}$ and $C_{\text {Lip }}^{1} \cap C_{\infty}^{1}$ are invariant under the semigroup $T_{t}$ constructed above from the generator

$$
\begin{equation*}
L f(x)=\frac{1}{2}(G(x) \nabla, \nabla) f(x)+(b(x), \nabla f(x))+\int(f(x+y)-f(x)-(\nabla f(x), y)) \nu(x, d y) \tag{37}
\end{equation*}
$$

and for any $f \in C_{L i p}^{1}, \phi \in L_{1} \cap C_{\infty}\left(\mathbf{R}^{d}\right)$

$$
\begin{equation*}
\frac{d}{d t}\left(T_{t} f, \phi\right)=\left(L T_{t} f, \phi\right), \quad t \geq 0 \tag{38}
\end{equation*}
$$

Proof. First let us calculate $\nabla_{j} \mathbf{E} g\left(X_{x}^{\tau}(k \tau)\right)$ for an arbitrary $k$ and $g \in C_{L i p}^{1}\left(\mathbf{R}^{d}\right)$. One has

$$
\mathbf{E} g\left(X_{x}^{\tau}(k \tau)\right)=\int g\left(x+z_{1}+\ldots+z_{k}\right) P_{x}^{\tau}\left(d z_{1}\right) \ldots P_{x+\sum_{m=1}^{k-1} z_{m}}^{\tau}\left(d z_{k}\right)
$$

As

$$
\nabla_{j} \mathbf{E} g\left(X_{x}^{\tau}(k \tau)\right)=\lim _{h \rightarrow 0} \frac{1}{h}\left(\mathbf{E} g\left(X_{x+h e_{j}}^{\tau}(k \tau)\right)-\mathbf{E} g\left(X_{x}^{\tau}(k \tau)\right)\right)
$$

does not depend on coupling, one can write

$$
\begin{gathered}
\nabla_{j} \mathbf{E} g\left(X_{x}^{\tau}(k \tau)\right)=\lim _{h \rightarrow 0} \frac{1}{h} \int\left(g\left(x+h e_{j}+w_{1}+\ldots+w_{k}\right)-g\left(x+v_{1}+\ldots+v_{k}\right)\right) \\
P_{x+h e_{j}, x}^{\tau}\left(d w_{1} d v_{1}\right) \ldots P_{x+h e_{j}+\sum_{m=1}^{\tau-1} w_{m}, x+\sum_{m=1}^{k-1} v_{m}}^{\tau}\left(d w_{k} d v_{k}\right) \\
=\lim _{h \rightarrow 0} \int\left[\left(\nabla g\left(x+v_{1}+\ldots+v_{k}\right), e_{j}+\frac{w_{1}-v_{1}}{h} \ldots+\frac{w_{k}-v_{k}}{h}\right)\right. \\
\left.+O(1) \frac{1}{h}\left(h e_{j}+w_{1}-v_{1}+\ldots+w_{k}-v_{k}\right)^{2}\right] \\
P_{x+h e_{j}, x}^{\tau}\left(d w_{1} d v_{1}\right) \ldots P_{x+h e_{j}+\sum_{m=1}^{k-1} w_{m}, x+\sum_{m=1}^{k-1} v_{m}}^{\tau}\left(d w_{k} d v_{k}\right) .
\end{gathered}
$$

The term with $O(1)$ vanishes as it can be rewritten by Proposition A. 1 as

$$
\begin{aligned}
& \lim _{h \rightarrow 0} O(1) \frac{1}{h} \int\left(h e_{j}+w_{1}-v_{1}+\ldots+w_{k-1}-v_{k-1}\right)^{2}(1+c \tau) \\
& P_{x+h e_{j}, x}^{\tau}\left(d w_{1} d v_{1}\right) \ldots P_{x+h e_{j}+\sum_{m=1}^{k-2} w_{m}, x+\sum_{m=1}^{k-2} v_{m}}^{\tau}\left(d w_{k-1} d v_{k-1}\right)
\end{aligned}
$$

and consequently, iterating this procedure as

$$
\lim _{h \rightarrow 0} \frac{1}{h} O(1) h^{2}(1+c \tau)^{k}=0
$$

Hence

$$
\begin{gathered}
\nabla_{j} \mathbf{E} g\left(X_{x}^{\tau}(k \tau)\right)=\lim _{h \rightarrow 0} \frac{1}{h} \int\left(\nabla g\left(x+v_{1}+\ldots+v_{k}\right), h e_{j}+w_{1}-v_{1}+\ldots+w_{k}-v_{k}\right) \\
P_{x+h e_{j}, x}^{\tau}\left(d w_{1} d v_{1}\right) \ldots P_{x+h e_{j}+\sum_{m=1}^{k-1} w_{m}, x+\sum_{m=1}^{k-1} v_{m}}^{\tau}\left(d w_{k} d v_{k}\right)
\end{gathered}
$$

Assume now first that $g$ is from the Schwartz space $S\left(\mathbf{R}^{d}\right)$ so that Proposition A. 5 applies and one can write

$$
\begin{gathered}
\int\left(\nabla g\left(x+v_{1}+\ldots+v_{k}\right), h e_{j}+w_{1}-v_{1}+\ldots+w_{k}-v_{k}\right) P_{x+h e_{j}+\sum_{m=1}^{k-1} w_{m}, x+\sum_{m=1}^{k-1} v_{m}}^{\tau}\left(d w_{k} d v_{k}\right) \\
=\int \sum_{j_{k}, j_{k-1}=1}^{d} \nabla_{j_{k}} g\left(x+v_{1}+\ldots+v_{k}\right)\left(h e_{j}+w_{1}-v_{1}+\ldots+w_{k-1}-v_{k-1}\right)^{j_{k-1}}\left(\delta_{j_{k-1}}^{j_{k}}+z_{k}^{j_{k}}\right) \\
Q_{D^{j_{k-1}}\left(x+\sum_{m=1}^{k-1} v_{m}\right)}^{\tau}\left(d z_{k} d v_{k}\right)+O(\tau)\left(w_{k-1}-v_{k-1}\right)^{2} .
\end{gathered}
$$

Consequently, as the last term does not contribute to the limit $h \rightarrow 0$, and iterating this procedure one obtains

$$
\begin{gather*}
\nabla_{j} \mathbf{E} g\left(X_{x}^{\tau}(k \tau)\right)=\int \sum_{j_{1}, \ldots, j_{k}=1}^{d} \nabla_{j_{k}} g\left(x+v_{1}+\ldots+v_{k}\right)\left(\delta_{j_{1}}^{j}+z_{1}^{j_{1}}\right)\left(\delta_{j_{2}}^{j_{1}}+z_{2}^{j_{2}}\right) \ldots\left(\delta_{j_{k-1}}^{j_{k}}+z_{k}^{j_{k}}\right) \\
Q_{D^{j} \nu(x)}^{\tau}\left(d z_{1} d v_{1}\right) Q_{D^{j_{1}}\left(x+v_{1}\right)}^{\tau}\left(d z_{2} d v_{2}\right) \ldots Q_{D^{j_{k-1} \nu\left(x+\sum_{m=1}^{k-1} v_{m}\right)}}^{\tau}\left(d z_{k} d v_{k}\right) \tag{39}
\end{gather*}
$$

which is the rigorous explicit form of the (a priori not clearly defined but intuitively appealing) expression

$$
\begin{gathered}
\mathbf{E} \nabla g\left(x+Y_{\tau}(x)+\Delta Y_{\tau}(\tau, X(\tau))+\ldots+\Delta Y_{\tau}((k-1) \tau, X((k-1) \tau))\right. \\
\left(1+\frac{\partial \Delta Y_{\tau}((k-1) \tau, X((k-1) \tau))}{\partial X((k-1) \tau)}\right) \ldots\left(1+\frac{\partial Y_{\tau}(x)}{\partial x}\right)
\end{gathered}
$$

Approximating arbitrary $g$ by functions from the Schwartz space one can conclude that (39) holds for all $g \in C_{\text {Lip }}^{1}\left(\mathbf{R}^{d}\right)$.

We want to show now that these derivatives are Lipschitz continuous. To shorten the formulas let us do it for the case of $d=1$ only. In this case

$$
\begin{align*}
& \nabla \mathbf{E} g\left(X_{x}^{\tau}(k \tau)\right)=\int \nabla g\left(x+v_{1}+\ldots+v_{k}\right)\left(1+z_{1}\right) \ldots\left(1+z_{k}\right) \\
& Q_{D \nu(x)}^{\tau}\left(d z_{1} d v_{1}\right) Q_{D \nu\left(x+v_{1}\right)}^{\tau}\left(d z_{2} d v_{2}\right) \ldots Q_{D \nu\left(x+\sum_{m=1}^{k-1} v_{m}\right)}^{\tau}\left(d z_{k} d v_{k}\right), \tag{40}
\end{align*}
$$

and by Proposition A. 4 one can write

$$
\begin{gathered}
\nabla \mathbf{E} g\left(X_{x_{1}}^{\tau}(k \tau)\right)-\nabla \mathbf{E} g\left(X_{x_{2}}^{\tau}(k \tau)\right) \\
=\int\left[\nabla g\left(x_{1}+v_{1}+\ldots+v_{k}\right)\left(1+z_{1}\right) \ldots\left(1+z_{k}\right)-\nabla g\left(x_{2}+\tilde{v}_{1}+\ldots+\tilde{v}_{k}\right)\left(1+\tilde{z}_{1}\right) \ldots\left(1+\tilde{z}_{k}\right)\right] \\
Q_{D \nu\left(x_{1}, x_{2}\right)}^{\tau}\left(d z_{1} d \tilde{z}_{1} d v_{1} d \tilde{v}_{1}\right) Q_{D \nu\left(x_{1}+v_{1}, x_{2}+\tilde{v}_{1}\right)}^{\tau}\left(d z_{2} d \tilde{z}_{2} d v_{2} d \tilde{v}_{2}\right) \ldots Q_{D \nu\left(x_{1}+\sum_{m=1}^{k-1} v_{m}, x_{2}+\sum_{m=1}^{k-1} \tilde{v}_{m)}\right.}^{\tau}\left(d z_{k} d \tilde{z}_{k} d v_{k} d \tilde{v}_{k}\right) .
\end{gathered}
$$

Writing

$$
\begin{aligned}
\nabla g\left(x_{1}+\right. & \left.\left.v_{1}+\ldots+v_{k}\right)\left(1+z_{1}\right) \ldots\left(1+z_{k}\right)-\nabla g\left(x_{2}+\tilde{v}_{1}+\ldots+\tilde{v}_{k}\right)\right)\left(1+\tilde{z}_{1}\right) \ldots\left(1+\tilde{z}_{k}\right) \\
= & \left(\nabla g\left(x_{1}+v_{1}+\ldots+v_{k}\right)-\nabla g\left(x_{2}+\tilde{v}_{1}+\ldots+\tilde{v}_{k}\right)\right)\left(1+z_{1}\right) \ldots\left(1+z_{k}\right) \\
& +\nabla g\left(x_{2}+\tilde{v}_{1}+\ldots+\tilde{v}_{k}\right)\left[\left(1+z_{1}\right) \ldots\left(1+z_{k}\right)-\left(1+\tilde{z}_{1}\right) \ldots\left(1+\tilde{z}_{k}\right)\right]
\end{aligned}
$$

and applying the Hölder inequality to estimate the integral over each of these two terms yields the estimate

$$
\left|\nabla \mathbf{E} g\left(X_{x_{1}}^{\tau}(k \tau)\right)-\nabla \mathbf{E} g\left(X_{x_{2}}^{\tau}(k \tau)\right)\right| \leq \kappa\left[I_{0}^{2}\left(k, x_{1}, x_{2}\right)+I_{1}^{2}\left(k, x_{1}, x_{2}\right)\right]
$$

with $\kappa$ depending on the norm and the Lipschitz constant of $\nabla g$, where

$$
\begin{aligned}
& I_{0}^{2}\left(k, x_{1}, x_{2}\right)=\int\left[x_{1}-x_{2}+v_{1}-\tilde{v}_{1}+\ldots+v_{k}-\tilde{v}_{k}\right]^{2} \mid\left(1+z_{1}\right)^{2} \ldots\left(1+z_{k}\right)^{2} \\
& Q_{D \nu\left(x_{1}, x_{2}\right)}^{\tau}\left(d z_{1} d \tilde{z}_{1} d v_{1} d \tilde{v}_{1}\right) \ldots Q_{D \nu\left(x_{1}+\sum_{m=1}^{k-1} v_{m}, x_{2}+\sum_{m=1}^{k-1} \tilde{v}_{m}\right)}^{\tau}\left(d z_{k} d \tilde{z}_{k} d v_{k} d \tilde{v}_{k}\right) .
\end{aligned}
$$

and

$$
\begin{gathered}
I_{1}^{2}\left(k, x_{1}, x_{2}\right)=\int\left[\left(1+z_{1}\right) \ldots\left(1+z_{k}\right)-\left(1+\tilde{z}_{1}\right) \ldots\left(1+\tilde{z}_{k}\right)\right]^{2} \\
Q_{D \nu\left(x_{1}, x_{2}\right)}^{\tau}\left(d z_{1} d \tilde{z}_{1} d v_{1} d \tilde{v}_{1}\right) \ldots Q_{D \nu\left(x_{1}+\sum_{m=1}^{k-1} v_{m}, x_{2}+\sum_{m=1}^{k-1} \tilde{v}_{m)}\right.}^{\tau}\left(d z_{k} d \tilde{z}_{k} d v_{k} d \tilde{v}_{k}\right) .
\end{gathered}
$$

By (52)

$$
I_{0}^{2}\left(k, x_{1}, x_{2}\right) \leq(1+c \tau) I_{0}^{2}\left(k-1, x_{1}, x_{2}\right) \leq \ldots \leq(1+c \tau)^{k}\left(x_{1}-x_{2}\right)^{2}
$$

It remains to estimate $I_{1}^{2}$. It would be convenient here to introduce special notations for the products:

$$
Z_{k}=\left(1+z_{1}\right) \ldots\left(1+z_{k}\right), \quad \tilde{Z}_{k}=\left(1+\tilde{z}_{1}\right) \ldots\left(1+\tilde{z}_{k}\right) .
$$

Now one can write

$$
Z_{k}-\tilde{Z}_{k}=Z_{k-1}\left(1+z_{k}\right)-\tilde{Z}_{k-1}\left(1+\tilde{z}_{k}\right)=\left(1+z_{k}\right)\left(Z_{k-1}-\tilde{Z}_{k-1}\right)+\left(z_{k}-\tilde{z}_{k}\right) \tilde{Z}_{k-1}
$$

so that
$\left[Z_{k}-\tilde{Z}_{k}\right]^{2}=\left(1+z_{k}\right)^{2}\left(Z_{k-1}-\tilde{Z}_{k-1}\right)^{2}+\left(z_{k}-\tilde{z}_{k}\right)^{2} \tilde{Z}_{k-1}^{2}+2\left(1+z_{k}\right)\left(z_{k}-\tilde{z}_{k}\right)\left(Z_{k-1}-\tilde{Z}_{k-1}\right) \tilde{Z}_{k-1}$.
Plugging this into the expression for $I_{1}^{2}$ yields

$$
\begin{gathered}
I_{1}^{2}\left(k, x_{1}, x_{2}\right) \leq(1+c \tau) I_{1}^{2}\left(k-1, x_{1}, x_{2}\right)+c \tau I_{0}^{2}\left(k-1, x_{1}, x_{2}\right)+c \tau \int \Omega\left(Z_{k-1}-\tilde{Z}_{k-1}\right) \tilde{Z}_{k-1} \\
Q_{D \nu\left(x_{1}, x_{2}\right)}^{\tau}\left(d z_{1} d \tilde{z}_{1} d v_{1} d \tilde{v}_{1}\right) \ldots Q_{D \nu\left(x_{1}+\sum_{m=1}^{k-2} v_{m}, x_{2}+\sum_{m=1}^{k-2} \tilde{v}_{m}\right)}^{\tau}\left(d z_{k-1} d \tilde{z}_{k-1} d v_{k-1} d \tilde{v}_{k-1}\right)
\end{gathered}
$$

where $\Omega$ in the last integral is a function of $x_{1}, x_{2}, v_{j}, \tilde{v}_{j}$ such that

$$
|\Omega| \leq c\left\|x_{1}-x_{2}+v_{1}-\tilde{v}_{1}+\ldots+v_{k-1}-\tilde{v}_{k-1}\right\| .
$$

Hence, applying to this last integral again the Hölder inequality yields

$$
I_{1}^{2}\left(k, x_{1}, x_{2}\right) \leq(1+c \tau) I_{1}^{2}\left(k-1, x_{1}, x_{2}\right)+c \tau I_{0}^{2}\left(k-1, x_{1}, x_{2}\right),
$$

which taking into account the above bound for $I_{0}^{2}$ rewrites as

$$
I_{1}^{2}\left(k, x_{1}, x_{2}\right) \leq(1+c \tau) I_{1}^{2}\left(k-1, x_{1}, x_{2}\right)+c \tau\left(x_{1}-x_{2}\right)^{2}
$$

with yet another $c$ as long as $t=\tau k$ remains bounded. Using this formula recursively implies

$$
I_{1}^{2}\left(k, x_{1}, x_{2}\right) \leq c \tau\left(x_{1}-x_{2}\right)^{2}\left(1+(1+c \tau)+\ldots+(1+c \tau)^{k}\right) \leq c(k \tau)\left(x_{1}-x_{2}\right)^{2}
$$

Consequently one obtains the uniform estimate

$$
\left|\nabla \mathbf{E} g\left(X_{x_{1}}^{\tau}(k \tau)\right)-\nabla \mathbf{E} g\left(X_{x_{2}}^{\tau}(k \tau)\right)\right| \leq \kappa c(k \tau)\left\|x_{1}-x_{2}\right\|
$$

Hence from the sequence of the uniformly Lipschitz continuous functions $\nabla \mathbf{E} f\left(X_{x}^{\tau_{k}}(s)\right)$, $k=1,2, \ldots$, one can choose a convergent subsequence the limit being clearly $\nabla \mathbf{E} f\left(X_{x}(t)\right)$, showing that $\mathbf{E} f\left(X_{x}(t)\right) \in C_{\text {Lip }}^{1}$. The uniform convergence implies $\mathbf{E} f\left(X_{x}(t)\right) \in C_{L i p}^{1} \cap C_{\infty}^{1}$ whenever the same holds for $f$.

To complete the proof of the theorem it remains equation (38). But this is easy: for $t=0$ it follows by approximating $f$ with $f_{n} \in C^{2}\left(\mathbf{R}^{d}\right)$ and then for arbitrary $t$ it follows by the invariance of the class $C_{L i p}^{1}$. under $T_{t}$.

Second derivative is analyzed similarly. Namely, if the 'second derivative' of the Lévy measure is well defined by (56) and satisfies the continuity assumptions similar to those of Propositions A. 4 and A. 5 for the first one, the invariance of the space $C_{L i p}^{2} \cap C_{\infty}^{1}$ under $T_{t}$ follows. The importance of this second order regularity lies in the well known fact that it implies uniqueness of the semigroup (see e.g. [19] or [10]).

## A Coupling of Lévy processes

We describe here the natural coupling of Lévy processes leading in particular to the analysis of their weak derivatives with respect to a parameter. Recall that by $C_{\text {Lip }}^{k}$ we denote the subspace of functions from $C^{k}\left(\mathbf{R}^{d}\right)$ with a Lipschitz continuous derivative of order $k$.

Proposition A. 1 Let $Y_{s}^{i}, i=1,2$, be two Lévy processes in $\mathbf{R}^{d}$ specified by their generators

$$
\begin{equation*}
L_{i} f(x)=\frac{1}{2}\left(G_{i} \nabla, \nabla\right) f(x)+\left(b_{i}, \nabla f(x)\right)+\int(f(x+y)-f(x)-(\nabla f(x), y)) \nu_{i}(d y) \tag{41}
\end{equation*}
$$

with $\nu_{i} \in \mathcal{M}_{2}\left(\mathbf{R}^{d}\right)$. Let $\nu \in \mathcal{M}_{2}\left(\mathbf{R}^{2 d}\right)$ be a coupling of $\nu_{1}, \nu_{2}$, i.e. (6) holds for all $\phi_{1}, \phi_{2}$ satisfying $\phi_{i}(.) /|.|^{2} \in C\left(\mathbf{R}^{d}\right)$. Then the operator

$$
\begin{gather*}
L f\left(x_{1}, x_{2}\right)=\left[\frac{1}{2}\left(G_{1} \nabla_{1}, \nabla_{1}\right)+\frac{1}{2}\left(G_{2} \nabla_{2}, \nabla_{2}\right)+\left(\sqrt{G_{2}} \sqrt{G_{1}} \nabla_{1}, \nabla_{2}\right)\right] f\left(x_{1}, x_{2}\right) \\
+\left(b_{1}, \nabla_{1} f\left(x_{1}, x_{2}\right)\right)+\left(b_{2}, \nabla_{2} f\left(x_{1}, x_{2}\right)\right) \\
+\int\left[f\left(x_{1}+y_{1}, x_{2}+y_{2}\right)-f\left(x_{1}, x_{2}\right)-\left(\left(y_{1}, \nabla_{1}\right)+\left(y_{2}, \nabla_{2}\right)\right) f\left(x_{1}, x_{2}\right)\right] \nu\left(d y_{1} d y_{2}\right) \tag{42}
\end{gather*}
$$

(where $\nabla_{i}$ means the gradient with respect to $x_{i}$ ) specifies a Lévy process $Y_{s}$ in $\mathbf{R}^{2 d}$ with the characteristic exponent

$$
\begin{gathered}
\eta_{x_{1}, x_{2}}\left(p_{1}, p_{2}\right)=-\frac{1}{2}\left[\sqrt{G\left(x_{1}\right)} p_{1}+\sqrt{G\left(x_{2}\right)} p_{2}\right]^{2}+i b\left(x_{1}\right) p_{1}+i b\left(x_{2}\right) p_{2} \\
+\int\left(e^{i y_{1} p_{1}+i y_{2} p_{2}}-1-i\left(y_{1} p_{1}+y_{2} p_{2}\right)\right) \nu\left(d y_{1} d y_{2}\right)
\end{gathered}
$$

that is a coupling of $Y_{s}^{1}, Y_{s}^{2}$ in the sense that the components of $Y_{s}$ have the distribution of $Y_{s}^{1}$ and $Y_{s}^{2}$ respectively. Moreover, if $f\left(x_{1}, x_{2}\right)=h\left(x_{1}-x_{2}\right)$ with a function $h \in C^{2}\left(\mathbf{R}^{d}\right)$, then

$$
\begin{align*}
& L f\left(x_{1}, x_{2}\right)=\frac{1}{2}\left(\left(\sqrt{G_{1}}-\sqrt{G_{2}}\right)^{2} \nabla, \nabla\right) h\left(x_{1}-x_{2}\right)+\left(b_{1}-b_{2}, \nabla h\right)\left(x_{1}-x_{2}\right) \\
+ & \int\left[h\left(x_{1}-x_{2}+y_{1}-y_{2}\right)-h\left(x_{1}-x_{2}\right)-\left(y_{1}-y_{2}, \nabla h\left(x_{1}-x_{2}\right)\right] \nu\left(d y_{1} d y_{2}\right) .\right. \tag{43}
\end{align*}
$$

Finally
$\mathbf{E}\left(\xi+Y_{t}^{1}-Y_{t}^{2}\right)^{2}=\left(\xi+t\left(b_{1}-b_{2}\right)\right)^{2}+t\left(\operatorname{Tr}\left(\sqrt{G_{1}}-\sqrt{G_{2}}\right)^{2}+\iint\left(y_{1}-y_{2}\right)^{2} \nu\left(d y_{1} d y_{2}\right)\right)$.

Proof. Straightforward. In fact, clearly $Y_{s}$ couples $Y_{s}^{1}, Y_{s}^{2}$, because say $\eta_{x_{1}, x_{2}}\left(p_{1}, 0\right)$ is the characteristic exponent of $Y_{s}^{1}$. Equation (43) follows from (42). The second moment (44) is found either by twice differentiating the characteristic function, or by the Dynkin formula in conjunction with (43).

Similarly one obtains

Proposition A. 2 Let $Y_{s}^{i}, i=1,2$, be two Lévy processes in $\mathbf{R}^{d}$ specified by their generators

$$
\begin{equation*}
L_{i} f(x)=\left(b_{i}, \nabla f(x)\right)+\int(f(x+y)-f(x)) \nu_{i}(d y) \tag{45}
\end{equation*}
$$

with $\nu_{i} \in \mathcal{M}_{1}\left(\mathbf{R}^{d}\right)$. Let $\nu \in \mathcal{M}_{1}\left(\mathbf{R}^{2 d}\right)$ be a coupling of $\nu_{1}, \nu_{2}$, i.e. (6) holds for all $\phi_{1}, \phi_{2}$ satisfying $\phi_{i}(.) /|.| \in C\left(\mathbf{R}^{d}\right)$. Then the operator
$L f\left(x_{1}, x_{2}\right)=\left(b_{1}, \nabla_{1} f\left(x_{1}, x_{2}\right)\right)+\left(b_{2}, \nabla_{2} f\left(x_{1}, x_{2}\right)\right)+\int\left[f\left(x_{1}+y_{1}, x_{2}+y_{2}\right)-f\left(x_{1}, x_{2}\right)\right] \nu\left(d y_{1} d y_{2}\right)$
specifies a Lévy process $Y_{s}$ in $\mathbf{R}^{2 d}$ that is a coupling of $Y_{s}^{1}, Y_{s}^{2}$ such that for all $t$

$$
\begin{equation*}
\mathbf{E}\left\|\xi+Y_{t}^{1}-Y_{t}^{2}\right\| \leq\|\xi\|+t\left(\left\|b_{1}-b_{2}\right\|+\iint\left\|y_{1}-y_{2}\right\| \nu\left(d y_{1} d y_{2}\right)\right) . \tag{47}
\end{equation*}
$$

Proof. One approximates $|y|$ by a smooth function, applies Dynkin's formula and then passes to the limit.

Next, let $Y_{t}(z)$ be a family of Lévy processes in $\mathbf{R}^{d}$ parametrized by points $z \in \mathbf{R}^{d}$ and specified by their generators
$L[z] f(x)=\frac{1}{2}(G(z) \nabla, \nabla) f(x)+(b(z), \nabla f(x))+\int(f(x+y)-f(x)-(\nabla f(x), y)) \nu(z ; d y)$
where $\nu(z ;.) \in \mathcal{M}_{2}\left(\mathbf{R}^{d}\right)$. We are interested in defining the process $\frac{\partial}{\partial z} Y_{t}(z)$.
We shall describe this process via a certain derivative type operator on Lévy measures connected with a coupling. Namely, let $\nu_{x_{1}, x_{2}}\left(d y_{1} d y_{2}\right)$ be a family of $\mathcal{M}_{2}$-couplings of $\nu\left(x_{1} ;.\right), \nu\left(x_{2} ;,.\right)$ (in the sense that $\nu_{x_{1}, x_{2}} \in \mathcal{M}_{2}\left(\mathbf{R}^{2 d}\right)$ and (6) holds for all $\phi_{1}, \phi_{2}$ such that $\left.\phi_{i}(.) / \|\left.\cdot\right|^{2} \in C\left(\mathbf{R}^{d}\right)\right)$. For instance, these could be optimal couplings with respect to the cost function $\left(y_{1}-y_{2}\right)^{2}$, i.e. those couplings, where the infinum in the definition of $W_{2}\left(\nu\left(x_{1},.\right), \nu\left(x_{2},.\right)\right)$ is attained.

Let $T_{h}\left(y_{1}, y_{2}\right)=\left(\left(y_{1}-y_{2}\right) / h, y_{2}\right)$ and the measure $\nu_{T_{h}^{-1}(\xi, x)}^{T_{h}}$ on $\mathbf{R}^{2 d}$ be defined as the push forward of $\nu_{x+h \xi, x}=\nu_{T_{h}^{-1}(\xi, x)}$ by $T_{h}$, i.e.

$$
\iint f(z, y) \nu_{T_{h}^{-1}(\xi, x)}^{T_{h}}(d z d y)=\iint f\left(\frac{y_{1}-y_{2}}{h}, y_{2}\right) \nu_{x+h \xi, x}\left(d y_{1} d y_{2}\right) .
$$

Clearly $\nu_{T_{h}^{-1}(\xi, x)}^{T_{h}}$ is a Lévy measure with a finite second moment whenever this is the case for $\nu_{x+h \xi, x}$. The relevant smoothness of $\nu$ will be defined now as the existence of the weak limit

$$
D_{\xi} \nu_{x}=\lim _{h \rightarrow 0} \nu_{T_{h}^{-1}(\xi, x)}^{T_{h}},
$$

i.e.

$$
\lim _{h \rightarrow 0} \iint g\left(y_{1}, y_{2}\right) \nu_{T_{h}^{-1}(\xi, x)}^{T_{h}}\left(d y_{1} d y_{2}\right)=\iint g\left(y_{1}, y_{2}\right) D_{\xi} \nu_{x}\left(d y_{1} d y_{2}\right), \quad \frac{g\left(y_{1}, y_{1}\right)}{y_{1}^{2}+y_{2}^{2}} \in C\left(\mathbf{R}^{2 d}\right)
$$

To see the rational behind this definition observe that if $\nu(x,)=.\nu^{F_{x}}$ with a given $\nu$ and a family of transformations $F_{x}($.$) , then$

$$
D_{\xi} \nu_{x}=\nu^{\left(\xi, \nabla F_{x}(.)\right), F_{x}(.)}
$$

is the push forward of $\nu$ with respect to $y \mapsto\left(\xi, \nabla F_{x}(y)\right), F_{x}(y)(\nabla$ is the derivative with respect to $x$ ). On the other hand, if $\nu_{z, x}$ has a density, i.e. $\nu_{z, x}\left(d y_{1} d y_{2}\right)=\nu_{z, x}\left(y_{1}, y_{2}\right) d y_{1} d y_{2}$. then $D_{\xi} \nu_{x}$ has the density

$$
\lim _{h \rightarrow 0} h^{d} \nu_{x+h \xi, x}(y+h z, y)
$$

If the coupling is optimal (is given by minimizers in the definition of the $W_{2^{-}}$distance) this derivative is connected with the derivative of $W_{2}$ via the formula

$$
\int|z|^{2} D_{\xi} \nu_{x}(d z d y)=\left(\left.\frac{d}{d h}\right|_{h=0} W_{2}(\nu(x+h \xi ; .), \nu(x ; .))\right)^{2}
$$

We shall need further only the partial derivatives $D^{i} \nu_{x}=D_{e_{i}} \nu_{x}$ in the directions of the co-ordinate vectors $e_{i}$. The reason for introducing these derivatives lies in the observation that its action on Lévy measures corresponds to the derivation of Lévy processes. More precisely, the following holds.

Proposition A. 3 Let $Y_{t}(z)$ be the family of the Lévy processes in $\mathbf{R}^{d}, z \in \mathbf{R}^{d}$, specified by their generators (48). Suppose $G(x), b(x) \in C^{1}\left(\mathbf{R}^{d}\right)$ and $\nu(x,$.$) is smooth in the above$ sense (i.e. $D^{j} \nu$ are well defined with respect to a certain coupling). (i) Then the coupled random variables in $\mathbf{R}^{2 d}$

$$
\left(h^{-1}\left(Y_{t}\left(x+h e_{j}\right)-Y_{t}(x)\right), Y_{t}(x)\right)
$$

in $\mathbf{R}^{2 d}$ has a weak limit that we denote $\left(\nabla_{j} Y_{t}(x), Y_{t}(x)\right)$ and that has the distribution $Q_{D^{j}(x)}^{t}$ of the Lévy process at time $t$ with the characteristic exponent

$$
\begin{align*}
\eta_{x}^{j}(q, p)= & -\frac{1}{2}\left[\nabla_{j} \sqrt{G(x)} q+\sqrt{G(x)} p\right]^{2}+i\left(\nabla_{j} b(x), q\right)+i(b(x), p) \\
& \left.+\int\left(e^{i q z+i p y}-1-i p y-i q z\right)\right) D^{j} \nu_{x}(d z d y) \tag{49}
\end{align*}
$$

(ii) Moreover, if $g \in C_{\text {Lip }}^{1}\left(\mathbf{R}^{2 d}\right)$, then the partial derivatives $\nabla_{j} \mathbf{E} g\left(x, Y_{t}(x)\right)$ exist and

$$
\begin{equation*}
\nabla_{j} \mathbf{E} g\left(x, Y_{t}(x)\right)=\int\left(\nabla_{j} g(x, y)+\left(\frac{\partial g}{\partial y}(x, y), z\right)\right) Q_{D^{j} \nu(x)}^{t}(d z d y) \tag{50}
\end{equation*}
$$

( $\nabla_{j}$ means the derivative with respect to the variable $\left.x\right)$.
Proof. (i) The characteristic exponent of the Lévy process $T_{h}\left(Y_{t}\left(T_{h}^{-1}\left(e_{j}, x\right)\right)\right.$ is

$$
\begin{aligned}
\eta_{x}^{j, h}(q, p)= & -\frac{1}{2}\left[\sqrt{G\left(x+h e_{j}\right)} \frac{q}{h}+\sqrt{G(x)}\left(p-\frac{q}{h}\right)\right]^{2}+i\left(b\left(x+h e_{j}\right), \frac{q}{h}\right)+i\left(b(x),\left(p-\frac{q}{h}\right)\right. \\
& \left.+\int\left(e^{i y_{1} q / h+i y_{2}(p-q / h)}-1-i\left(y_{1}-y_{2}\right) \frac{q}{h}-i p y_{2}\right)\right) \nu_{T_{h}^{-1}\left(e_{j}, x\right)}\left(d y_{1} d y_{2}\right)
\end{aligned}
$$

which clearly converges to (49).
(ii) One has
$\frac{1}{h}\left[\mathbf{E} g\left(x+h e_{j}, Y_{t}\left(x+h e_{j}\right)\right)-\mathbf{E} g\left(x, Y_{t}(x)\right)\right]=\frac{1}{h} \mathbf{E}\left[g\left(x+h e_{j}, Y_{t}\left(x+h e_{j}\right)\right)-g\left(x, Y_{t}(x)\right)\right]$,
where the last expectation can be taken with respect to any coupling of $Y_{t}\left(x+h e_{j}\right)$ and $Y_{t}(x)$. Hence it can be written as

$$
\iint\left(\nabla_{j} g\left(x, y_{2}\right)+\left(\frac{\partial g}{\partial y}\left(x, y_{2}\right), \frac{y_{1}-y_{2}}{h}\right)+O(1) \frac{1}{h}\left(h^{2} \xi^{2}+\left(y_{1}-y_{2}\right)^{2}\right) P_{x+h e_{j}, x}^{t}\left(d y_{1} d y_{2}\right) .\right.
$$

By the property of the coupling (Proposition A.1) the term with $O(1)$ tends to zero as $h \rightarrow 0$. Consequently

$$
\begin{aligned}
& \left.\frac{d}{d h}\right|_{h=0} \mathbf{E} g\left(x+h e_{j}, Y_{t}\left(x+h e_{j}\right)\right)=\int \nabla_{j} g(x, y) P_{x}^{t}(d y) \\
& \quad+\lim _{h \rightarrow 0} \iint\left(\frac{\partial g}{\partial y}\left(x, y_{2}\right), \frac{y_{1}-y_{2}}{h}\right) P_{x+h e_{j}, x}^{t}\left(d y_{1} d y_{2}\right),
\end{aligned}
$$

implying (50) due to statement (i).
It is worth noting that statement (ii) implies that the distributions of the derivatives actually do not depend on coupling.

So far we have got only partial derivatives. We are now interested in their continuity which clearly is linked to the continuity of the measures $D^{i} \nu_{x}$. It turns out that the relevant notion of continuity is a bit finer than the $W_{2}$-continuity used above. Next two statements reveal two 'crucial bits' of this continuity.

Proposition A. 4 Under the assumptions of Proposition A. 3 assume additionally that $G(x), b(x) \in C_{L i p}^{1}\left(\mathbf{R}^{d}\right)$ and that the Lévy measures $D^{j} \nu_{x}$ are Lipschitz continuous in the following sense: for any $x_{1}, x_{2} \in \mathbf{R}^{d}$ and $j=1, \ldots, d$ there exists a Lévy coupling $D^{j}\left(x_{1}, x_{2}\right)$ of the Lévy measures $D^{j} \nu_{x_{1}}, D^{j} \nu_{x_{2}}$ such that

$$
\begin{equation*}
\int_{\mathbf{R}^{4 d}}\left[\left(y_{1}-y_{2}\right)^{2}\left(1+z_{1}^{2}+z_{2}^{2}\right)+\left(z_{1}-z_{2}\right)^{2}\right] D^{j}\left(x_{1}, x_{2}\right)\left(d z_{1} d z_{2} d y_{1} d y_{2}\right) \leq \kappa\left(x_{1}-x_{2}\right)^{2} \tag{51}
\end{equation*}
$$

with a constant $\kappa$. Let $Q_{D^{j}\left(x_{1}, x_{2}\right)}^{t}$ denote the distribution at time $t$ of the Lévy process that couples $\left(\nabla_{j} Y_{t}\left(x_{1}\right), Y_{t}\left(x_{1}\right)\right)$ and $\left(\nabla_{j} Y_{t}\left(x_{2}\right), Y_{t}\left(x_{2}\right)\right)$ according to Proposition A.1, i.e. the Lévy process in $\mathbf{R}^{4 d}$ specified by the characteristic exponent

$$
\begin{aligned}
& \eta_{x_{1}, x_{2}}^{j}\left(q_{1}, q_{2}, p_{1}, p_{2}\right)=-\frac{1}{2}\left[\nabla_{j} \sqrt{G\left(x_{1}\right)} q_{1}+\nabla_{j} \sqrt{G\left(x_{2}\right)} q_{2}+\sqrt{G\left(x_{1}\right)} p_{1}+\sqrt{G\left(x_{2}\right)} p_{2}\right]^{2} \\
& +i\left(\nabla_{j} b\left(x_{1}\right) q_{1}+\nabla_{j} b\left(x_{2}\right) q_{2}+b\left(x_{1}\right) p_{1}+b\left(x_{2}\right) p_{2}\right) \\
& +\int\left(e^{i y_{1} p_{1}+i y_{2} p_{2}+i z_{1} q_{1}+i z_{2} q_{2}}-1-i\left(y_{1} p_{1}+y_{2} p_{2}+z_{1} q_{1}+z_{2} q_{2}\right) D_{x_{1}, x_{2}}^{j}\left(d z_{1} d z_{2} d y_{1} d y_{2}\right) .\right.
\end{aligned}
$$

Then for any $\xi \in \mathbf{R}^{d}$
$\int_{\mathbf{R}^{4 d}}\left[\left(\xi+y_{1}-y_{2}\right)^{2}\left(1+z_{1}\right)^{2}+\left(z_{1}-z_{2}\right)^{2}\right] Q_{D^{j}\left(x_{1}, x_{2}\right)}^{t}\left(d z_{1} d z_{2} d y_{1} d y_{2}\right) \leq \xi^{2}+c t\left(\xi^{2}+\left(x_{1}-x_{2}\right)^{2}\right)$
with a constant $c$ uniformly for finite times, and for any $g \in C_{\text {Lip }}^{1}\left(\mathbf{R}^{2 d}\right)$ the function $\mathbf{E} g\left(x, Y_{t}(x)\right)$ belongs to $C_{\text {Lip }}^{1}\left(\mathbf{R}^{d}\right)$ (also uniformly for finite times).

Proof. The moment estimates (52) are obtained directly from the derivatives of the characteristic function as in Proposition A.1. For the second statement we write

$$
\begin{aligned}
& \left|\nabla_{j} \mathbf{E} g\left(x_{1}, Y_{t}\left(x_{1}\right)\right)-\nabla_{j} \mathbf{E} g\left(x_{1}, Y_{t}\left(x_{1}\right)\right)\right| \leq \int_{\mathbf{R}^{4 d}} Q_{D^{j}\left(x_{1}, x_{2}\right)}^{t}\left(d z_{1} d z_{2} d y_{1} d y_{2}\right) \\
& \quad \times\left|\nabla_{j} g\left(x_{1}, y_{1}\right)-\nabla_{j} g\left(x_{2}, y_{2}\right)+\left(\frac{\partial g}{\partial y}\left(x_{1}, y_{1}\right), z_{1}\right)+\left(\frac{\partial g}{\partial y}\left(x_{2}, y_{2}\right), z_{2}\right)\right|
\end{aligned}
$$

(the derivative $\nabla_{j}$ with respect to $x$ ), which does not exceed

$$
\int_{\mathbf{R}^{4 d}}\left(\left(\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{1}\right|\left(1+\left|z_{1}\right|+\left|z_{2}\right|\right)+\left|z_{1}-z_{2}\right|\right) Q_{D^{j}\left(x_{1}, x_{2}\right)}^{t}\left(d z_{1} d z_{2} d y_{1} d y_{2}\right)\right.
$$

and which in turn does not exceed $\sqrt{t}\left|x_{1}-x_{2}\right|$ due to (52) and the Hölder inequality.
In case $\nu(x,)=.\nu^{F_{x}}$ for a family of transformations $F_{x}($.$) the coupling D^{j}\left(x_{1}, x_{2}\right)$ can be obtained as

$$
\begin{gathered}
\int f\left(z_{1}, z_{2}, y_{1}, y_{2}\right) D^{j}\left(x_{1}, x_{2}\right)\left(d z_{1} d z_{2} d y_{1} d y_{2}\right) \\
=\int f\left(\nabla_{j} F\left(x_{1}, y\right), \nabla_{j} F\left(x_{2}, y\right), F\left(x_{1}, y\right), F\left(x_{2}, y\right)\right) \nu(d y)
\end{gathered}
$$

and the condition (51) is fulfilled whenever the derivatives $\frac{\partial}{\partial x} F(x, y)$ are bounded and Lipschitz continuous.

By $D \nu_{x}$ we shall denote the vector $\left\{D^{j} \nu_{x}\right\}$ and by $Q_{D \nu(x)}^{t}$ the vector $\left\{Q_{D^{j} \nu(x)}^{t}\right\}, j=$ $1, \ldots, d$.

Proposition A. 5 Under the assumptions of Proposition A. 3 assume additionally that $G(x), b(x) \in C_{\text {Lip }}^{1}\left(\mathbf{R}^{d}\right)$ and that the function

$$
\iint\left(y_{1}-y_{2}, e_{j}\right)\left(e^{i y_{2} p}-1\right) \nu_{x, z}\left(d y_{1} d y_{2}\right)
$$

is differentiable in $x$ around $x=z$ with uniform estimates, more precisely that

$$
\begin{gather*}
\iint\left(y_{1}-y_{2}, e_{j}\right)\left(e^{i y_{2} p}-1\right) \nu_{x, z}\left(d y_{1} d y_{2}\right) \\
=\left(\left.\frac{\partial}{\partial x}\right|_{x=z} \iint\left(y_{1}-y_{2}, e_{j}\right)\left(e^{i y_{2} p}-1\right) \nu_{x, z}\left(d y_{1} d y_{2}\right), x-z\right)+O(1+|p|)(x-z)^{2} . \tag{53}
\end{gather*}
$$

Then for a continuous function $g$ represented via the inverse Fourier transform as

$$
g(y)=\int e^{i y p} \hat{g}(p) d p, \quad(1+|p|) \hat{g}(p) \in\left(L^{1}\left(\mathbf{R}^{d}\right)\right)^{d}
$$

one has the estimate

$$
\begin{gather*}
\mathbf{E}\left(Y_{t}(x)-Y_{t}(z), g\left(Y_{t}(z)\right)\right)=\int\left(y_{1}-y_{2}, g\left(y_{2}\right)\right) P_{x, z}^{\tau}\left(d y_{1} d y_{2}\right) \\
=\iint(w, g(y))\left(Q_{D \nu(z)}^{t}(d w d y), x-z\right)+O(t)(x-z)^{2} \int(1+|p|)|\hat{g}(p)| d p . \tag{54}
\end{gather*}
$$

Proof. Comparing the r.h.s of (53) with the definition of $D \nu_{x}$ yields

$$
\begin{gather*}
\iint\left(y_{1}-y_{2}, e_{j}\right)\left(e^{i y_{2} p}-1\right) \nu_{x, z}\left(d y_{1} d y_{2}\right) \\
=\left(\iint\left(w, e_{j}\right)\left(e^{i y p}-1\right) D \nu_{x}(d w d y), x-z\right)+O(1+|p|)(x-z)^{2} . \tag{55}
\end{gather*}
$$

Now one has

$$
\begin{gathered}
\int\left(y_{1}-y_{2}, e_{j}\right) e^{i y_{2} p} P_{x, z}^{t}\left(d y_{1} d y_{2}\right) \\
=-\left.i \frac{\partial}{\partial q^{j}}\right|_{q=0} \mathbf{E} \exp \left\{i\left(Y_{t}(x)-Y_{t}(z)\right) q+i Y_{t}(z) p\right\}=-\left.i \frac{\partial}{\partial q^{j}}\right|_{q=0} \exp \left\{t \eta_{x, z}(q, p-q)\right\} \\
=t\left[i(\sqrt{G(z)}(\sqrt{G(x)}-\sqrt{G(z)}) p)^{j}+(b(x)-b(z))^{j}+\int\left(y_{1}-y_{2}\right)^{j}\left(e^{i p y_{2}}-1\right) \nu_{x, z}\left(d y_{1} d y_{2}\right)\right] \mathbf{E} e^{i Y_{t}(z) p} \\
=t\left(\frac { i } { 2 } \left(\nabla(G(z) p)^{j}+\nabla b^{j}(z)+\iint w^{j}\left(e^{i p y}-1\right)\left(D \nu_{x}(d w d y), x-z\right) \mathbf{E} e^{i Y_{t}(z) p}+O(t)(1+|p|)(x-z)^{2} .\right.\right.
\end{gathered}
$$

Consequently,

$$
\int\left(y_{1}-y_{2}, g\left(y_{2}\right)\right) P_{x, z}^{t}\left(d y_{1} d y_{2}\right)
$$

$$
\begin{gathered}
=t \int\left(\frac{i}{2} \nabla(G(z) p, \hat{g}(p))+\nabla(b(z), \hat{g}(p))+\iint(w, \hat{g}(p))\left(e^{i p y}-1\right) D_{\nu_{x}}(d w d y), x-z\right) \mathbf{E} e^{i Y_{t}(z) p} d p \\
+O(t) \int(1+|p|) \hat{g}(p) d p(x-z)^{2}
\end{gathered}
$$

Similarly

$$
\begin{gathered}
\iint w^{j} e^{i p y} Q_{D \nu(z)}^{t}(d w d y)=-\left.i \frac{\partial}{\partial q^{j}}\right|_{q=0} \\
\exp \left\{t \left[-\frac{1}{2}(\nabla \sqrt{G(z)} q+\sqrt{G(z)} p]^{2}+i\left(\nabla b(z) q+b(z)+\iint\left(e^{i q w+i p y}-1-i p y-i q w\right) D \nu_{x}(d w d y)\right\}\right.\right. \\
=t\left(\frac{i}{2} \nabla(G(z) p)^{j}+\nabla b^{j}(z)+\iint w^{j}\left(e^{i p y}-1\right) D \nu_{x}(d w d y)\right) \mathbf{E} e^{i Y_{t}(z) p},
\end{gathered}
$$

implying (54).
To differentiate the Lévy process for the second time, one needs of course the 'second derivative' of the Lévy measure defined similarly to the first one. Namely, one needs the existence of the limit
$\lim _{h \rightarrow 0} \int f\left(\frac{z_{1}-z_{2}}{h}, \frac{y_{1}-y_{2}}{h}, z_{2}, y_{2}\right) D^{j}\left(x+h e_{k}, x\right)\left(d z_{2} d z_{1} d y_{2} d y_{1}\right)=\int f\left(w, z_{k}, z_{j}, y\right) D_{x}^{k j}\left(d w d z_{j} d z_{k} d y\right)$
whenever $f\left(w, z_{k}, z_{j}, y\right) /\left(w^{2}+z_{j}^{2}+z_{k}^{2}+y^{2}\right) \in C\left(\mathbf{R}^{4 d}\right)$ with $D_{x}^{k j}\left(d w d z_{j} d z_{k} d y\right)$ belonging to $\mathcal{M}_{2}\left(\mathbf{R}^{4 d}\right)$. The following is a straightforward analog of Proposition A.3.

Proposition A. 6 Under the assumptions of Proposition A. 3 assume that $G(x), b(x) \in$ $C^{2}\left(\mathbf{R}^{d}\right)$ and the measures $D_{x}^{k j} \in \mathcal{M}_{2}\left(\mathbf{R}^{4 d}\right)$ are well defined by (56). (i) Then for any $j, k$ the process

$$
\left(\nabla_{k} \nabla_{j} Y_{t}(x), \nabla_{k} Y_{t}(x), \nabla_{j} Y_{t}(x), Y_{t}(x)\right)
$$

is defined weakly in $\mathbf{R}^{4 d}$ and has the distribution $Q_{D^{j k}{ }_{\nu}(x)}^{t}$ of the Lévy process at time $t$ with the characteristic exponent

$$
\begin{gather*}
\eta_{x}^{j k}\left(r, q_{k}, q_{j}, p\right)=-\frac{1}{2}\left[\nabla_{k} \nabla_{j} \sqrt{G(x)} q+\nabla_{k} \sqrt{G(x)} q_{k}+\nabla_{j} \sqrt{G(x)} q_{j}+\sqrt{G(x)} p\right]^{2} \\
+i\left[\left(\nabla_{k} \nabla_{j} b(x), q\right)+\left(\nabla_{k} b(x), q_{k}\right)+\left(\nabla_{j} b(x), q_{j}\right)+(b(x) p)\right] \\
+\int\left[e^{i r w+i q_{k} z_{k}+i q_{j} z_{j}+i p y}-1-i\left(r w+q_{k} z_{k}+q_{j} z_{j}+p y\right)\right] D_{x}^{k j}\left(d w d z_{k} d z_{j} d y\right) \tag{57}
\end{gather*}
$$

(ii) Moreover, if $g \in C_{\text {Lip }}^{2}\left(\mathbf{R}^{d}\right)$, the partial derivatives $\nabla_{k} \nabla_{j} \mathbf{E} g\left(x+Y_{t}(x)\right)$ exist and

$$
\begin{gather*}
\nabla_{k} \nabla_{j} \mathbf{E} g\left(x+Y_{t}(x)\right)=\int Q_{D^{k j}(x)}^{t}\left(d w d z_{k} d z_{j} d y\right) \\
{\left[\sum_{l, m=1}^{d} \nabla_{m} \nabla_{l} g(x+y)\left(\delta_{k}^{m}+z_{k}^{m}\right)\left(\delta_{j}^{l}+z_{j}^{l}\right)+\sum_{l=1}^{d} \nabla g(x+y) w^{l}\right]} \tag{58}
\end{gather*}
$$

( $\nabla$ means the derivative with respect to the variable $x$ ).
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[^1]:    ${ }^{1}$ Let a decreasing sequence of positive numbers $\epsilon_{n}^{1}$ be defined by the condition that $\nu_{1}$ can be decomposed into the sum $\nu_{1}=\sum_{n=1}^{\infty} \nu_{1}^{n}$ of the probability measures $\nu_{1}^{n}$ having the support in the closed shells $\left\{x \in \mathbf{R}^{d}: \epsilon_{n}^{1} \leq|x| \leq \epsilon_{n-1}^{1}\right\}$ (where $\epsilon_{0}^{1}=\infty$ ). Similarly $\epsilon_{2}^{n}$ and $\nu_{2}^{n}$ are defined. Then the sum $\nu=\sum_{n=1}^{\infty} \nu_{1}^{n} \otimes \nu_{2}^{n}$ is a coupling of $\nu_{1}$ and $\nu_{2}$ with a finite $\int\left|y_{1}-y_{2}\right|^{p} \nu\left(d y_{1} d y_{2}\right)$.

[^2]:    ${ }^{2}$ It states that if $\mu(x, d z)$ is a probability kernel from a measurable space $X$ to a Borel space $Z$, then there exists a measurable function $f: X \times[0,1] \rightarrow Z$ such that if $\theta$ is uniformly distributed on $[0,1]$, then $f(X, \theta)$ has distribution $\mu(x,$.$) for every x \in X$.

