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Abstract 

The central topic of this work has been synthesis, characterization and optimization of novel Ni-
Ga based catalysts for hydrogenation of CO2 to methanol. The overall goal was to search for 
materials that could be used as a low temperature (and low pressure) methanol synthesis catalyst. 
This is required for small scale delocalized methanol production sites, where installation of 
energy demanding compression units should be avoided. 

The work was triggered by DFT calculations, which showed that certain bimetallic systems are 
active towards methanol synthesis from CO2 and H2 at ambient pressure. Among them, Ni-Ga 
has been chosen, primarily due to low price of constituent metals. After the preliminary 
optimization work, an optimal catalyst composition and preparation method has been suggested. 
Indeed, for an optimal catalyst, which is a SiO2 supported Ni-Ga prepared from a solution of 
nitrates containing 5:3 molar ratio of Ni:Ga, the intrinsic activity (methanol production rate per 
active surface area) is comparable to that of highly optimised Cu/ZnO/Al2O3. 

Formation of the catalyst was investigated with the aid of in-situ XRD and in-situ XAS 
techniques. The mechanism of alloying was proposed. It was found that the Ni-Ga nanoparticle 
formation always proceeds through a more Ni-rich phase. These studies were backed up with the 
electron microscopy, x-ray fluorescence, thermogravimetric analysis and mass spectroscopy. 

The catalyst was found to deactivate both at normal reaction conditions (presumably due to 
carbon formation) and under accelerated ageing conditions (due to dealloying). However, the 
initial activity could always be restored after treatment in hydrogen flow at elevated 
temperatures. The work in the direction of suppression of deactivation and by-product formation 
is still in progress.      
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Dansk resume 

Det centrale emne i dette projekt har været syntesering, karakterisering og optimering af nye Ni-
Ga legeringer katalysatorer til hydrogenering af CO2 til metanol. Hovedmålet har været  at søge 
efter materialer, der kan anvendes som metanolsyntesekatalysator ved lav temperatur og lavt 
tryk. Dette er nødvendigt for små lokale metanol produktionssteder, hvor installation af 
energikrævende kompression enheder er uønsket. 
Arbejdet bygger på DFT beregninger, der viste, at nogle legeringer er aktive til metanolsyntese 
fra CO2 og H2 ved atmosfærisk tryk. Blandt disse er Ni-Ga valgt, primært på grund af den lave 
prise for metallerne. Efter det indledende optimerings arbejde, er en optimal 
katalysatorsammensætning og fremstillingsmetode blevet foreslået. Den bedste katalysator, som 
er en Ni-Ga legering på et SiO2 substrat, har en sammenlignelig aktivitet til de bedste kendte 
katalysatorer Cu/ZnO/Al2O3. 

Dannelsen af katalysatoren blev undersøgt ved hjælp af in-situ XRD og in-situ XAS teknikker. 
Mekanismen til formationen af legeringen blev foreslået. Det blev konstateret at dannelsen af Ni-
Ga nanopartikel altid forløber igennem en mere Ni-rige fase. Disse undersøgelser blev støttet af 
afelektronmikroskopi, røntgenstrålefluorescens, termogravimetrisk analyse og 
massespektroskopi. 

Det katalysatoren vidste sig at deaktiverer både under normale reaktionsbetingelser 
(formodentlig på grund af karbondannelse) og under accelererede ældningsbetingelser (som 
følge dealloying). Imidlertid kunne den oprindelige aktivitet altid genoprettes efter behandling i 
hydrogenstrøm ved forhøjede temperaturer. Arbejdet i retning af at undgå deaktivering og 
biproduktdannelse er stadig i gang. 
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1.  Introduction 
 

In this chapter I have made an attempt to set the stage for discussing the experimental results that 
are presented later in this manuscript. This includes a short literature review, brief summary of 
the preceding theoretical work and basic thermodynamic considerations.  

1.1. Background and general overview.  
 

The necessity to enhance the utilization of the so-called “alternative” energy resources is getting 
more and more obvious these days. One could list numerous reasons to support this statement, 
among which the next two seem to prevail: 

1. The threat of global warming and its consequences. Although some scientists still argue if 
there is any direct correlation between the level of CO2 in the atmosphere and climate change or 
not, many believe that immediate actions should be taken in order to reduce the amount of CO2 
emissions. 

2. Predicted depletion of easily available oil and gas resources in the near future and 
continuously growing prices on fossils. 

However, during next few decades the global energy market is predicted to rely on fossil-derived 
fuels mainly (which today provide nearly 85% of energy consumed worldwide (1). Hence, the 
more realistic objectives for the nearest future are: enhancing the efficiency of conventional 
energy sources, and resolving the problem of increasing concentration of carbon dioxide in the 
atmosphere (by means of for example carbon capture and sequestration). 

Generation of methanol could potentially contribute to addressing both of the above mentioned 
problems. It is widely known that methanol is produced industrially from syngas (a mixture of 
CO and H2) with addition of small amounts of CO2. The syngas, in term, is derived from natural 
gas or hydrocarbons (2). Meanwhile, it has been estimated that in 1998, some 3,8 trillion cubic 
meters of the so-called “stranded” gas (which is in principle a very valuable mixture of light 
hydrocarbons) has been vented to the atmosphere or burned near the wellheads. If it was 
processed under appropriate conditions, about 78 million tons of methanol could be derived, 
which is twice as much as the amount of methanol produced in 2009 worldwide (3). Further, 
methanol can be converted to dimethyl ether (DME) which is considered as a feasible fuel for 
diesel engines, or into higher hydrocarbons according to a well established methanol-to-olefins 
(MTO) process (4). Taking into account that methanol is a good fuel itself, and an important 
intermediate for chemical industry (its downstream products include coatings, adhesives, 
dyestuff, pharmaceuticals, etc), the efficient utilization of “stranded” gas would result in more 
sustainable industry. And this is only one example.  
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On the other hand, CO2 itself can be used as a feedstock for methanol production, again helping 
to address both problems simultaneously (actually carbon dioxide has a potential to being 
utilized as a starting material for production of great variety of chemicals and fuels, which are 
summarized in (5). Catalytic hydrogenation of CO2 is believed to be potentially one of the most 
promising countermeasures against global warming (6). In this line, it has been shown (7) that 
hydrogenation of carbon dioxide on copper surface leads to methanol production. Therefore, 
converting CO2 to methanol could be in principle considered as a separate process, as proposed 
in (8). But before going into details, one should have a look at the history of industrial methanol 
and related catalysis. 

The first synthetic methanol production technology has been developed and implemented in 
1923 by BASF, a German company that earlier pioneered in launching an ammonia synthesis 
process from nitrogen. Synthesis gas derived from German coal, and hence heavily contaminated 
by chlorine and sulfur (9), was used as a feedstock. A catalyst, based on zinc oxide on chromia 
(ZnO/Cr2O3) was found to be relatively resistant to poisoning, but possessed low activity. To 
overcome poor activity while maintaining reasonable equilibrium conversion to methanol, the 
process had to be carried out at very high pressures (250-350 bar) and elevated temperatures (up 
to 450°C) (2), (9). Although the operating conditions suggest high investment costs, the 
technology remained dominant for several decades.  

It should be mentioned that catalytic activity of Cu/ZnO towards methanol synthesis has been 
first reported in 1925 (10). But the process could not be commercialized due to poor lifetime of 
catalyst. Nevertheless, as syngas produced via steam reforming of natural gas and hydrocarbons 
started to prevail in the market, a new generation of processes were developed. In the 1960`s, 
Imperial Chemical Industries (ICI) finally succeeded to develop a “low pressure” process (35-55 
bar, 200-300°C) based on copper/zinc oxide catalyst, which is the only industrial-scale process 
for methanol production nowadays. Since 1960`s, numerous research groups have been investing 
a great deal of effort to continuously improve the performance of the copper-based catalyst. The 
main areas for investigations have been: improving and fine tuning the preparation procedure, 
enhancing performance by incorporating promoters, prolonging catalysts lifetime, etc. 

Unfortunately, the information on what has been done by chemical engineering companies is 
very scarce, obviously due to confidentiality reasons. Hence, it is quite difficult to make any 
comparison from the point of view of industrial catalyst preparation technology. According to 
(11), there are four catalyst suppliers and six companies offering complete proprietary processes 
for methanol synthesis, namely: Uhde, Lurgi, ICI, Haldor Topsoe, Mitsubishi and M.W. Kellogg. 

As mentioned above, a lot has been done since mid 60`s to enhance the characteristics of low-
pressure catalysts, and that the selectivity of modern industrial catalysts is usually higher than 
99,9% (9). In order to comply with such high requirements, catalysts should possess:  

1. Good hydrogen activation ability 
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2. Ability to activate C-O bond of CO/CO2 molecule without breaking it (to avoid 
undesirable methanation process) 

3. Less than 15 kcal/mol activation energy for the rate-limiting step to ensure reasonable 
reaction rate at 250°C 

4. Stability against reduction and sintering under reaction conditions 

5. Reasonably low stability of intermediate metal methoxide to avoid surface poisoning.  

6. Absence of active alumina, iron, nickel and alkali metals all resulting in side reactions 
and/or decreased activity (12). 

Although the activity and selectivity of commercial catalyst is reasonably high, a lot of effort is 
still being put to enhance its performance. Here (in table 1.1) I have made a humble attempt to 
classify the catalysts according to the type of support, active metal and promoter:  

 

  

Classification of methanol 
synthesis catalysts 

  

 

 

 

 

 
1. Type of active material 

 
2. Type of support 

 
3. Type of promoter 

  
  

 
  

- copper-based 
 

- ZnO or ZnO/Al2O3 
 

- non-promoted 
- palladium based 

 
- MgO 

 
- alkali metals 

- intermetallic 
 

- SiO2 
 

- non-metals 
  

 
- ZrO2, etc 

 
- transition metals 

 

Table 1.1. (Arbitrary) classification of methanol synthesis catalysts. 

 

1.2. Intermetallic compounds for methanol synthesis.  
 

Since the main focus of my research has been on investigations into catalysts based on bimetallic 
compounds, further I will only discuss alloy/intermetallic catalysts for methanol synthesis. As it 
has been pointed out in (13), there is a difference between using intermetallics in catalysis and as 
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catalysts. In the former case, the intermetallic phase could serve as a catalyst precursor, without 
being directly involved into the catalytic process.     

Remark. In the literature there seems to be no consensus on whether the term “alloy” or 
“intermetallic” should be used, when it concerns bimetallic catalysts. One can even encounter a 
term “intermetallic alloy” in the title of an article (see for example “Methanol synthesis catalysts 
derived from ternary rare earth, copper, zirconium and rare earth, copper, titanium intermetallic 
alloys” by Lambert R.M and Nix R.M. (14)). The definition of the two terms is given in (15): 
“… we understand hereafter an intermetallic compound as a chemical compound of two or more 
metallic elements adopting an – at least partly – ordered crystal structure that differs from those 
of the constituent metals … on the other hand, an alloy is – usually multiphase – mixture of 
elements or their solid solutions and intermetallic compounds”. Since the Ni-Ga systems studied 
in this work fall into the definition of “intermetallic” compound, the latter terms will be used 
when discussing the Ni-Ga catalysts. However, in the literature review section, both terms – 
“alloy” and “intermetallic” – are utilized, depending on the preference of the authors of the 
original article.  

The terms “alloying” and “dealloying” are used to describe the processes leading to formation 
and disintegration of the intermetallic phases, respectively. 

1.2.1. Intermetallics in catalysis. 
 
In late 70`s a group of researchers from New South Wales succeeded to perform methanol 
synthesis on a new type of copper-based catalyst, which was produced by leaching of Cu-Zn-Al 
alloy with sodium hydroxide solution. Since Al and Zn are soluble in NaOH, the resulting 
product was essentially a high surface area copper with small amounts of Zn and Al (16). Since 
then the different aspects of raney-type catalysts have been investigated: the influence of initial 
alloy composition, leaching conditions (basically temperature and pH), extent of leaching, etc. 
Again, some of the results suggest that under certain conditions raney copper derived catalysts 
exhibit better characteristics than commercially utilized ones. 
The approximate composition of the most frequently used alloys corresponds to: Cu/Al/Zn = 
2/2/1 (16), (17). In (17), a catalyst prepared from an alloy consisting of 43 wt.% copper, 39 wt.% 
aluminum and 18 wt.% zinc was compared to the commercial catalyst: the two showed almost 
the same activity per unit copper area. 
Some studies suggest (2) that underleached alloys exhibit better characteristics than their fully 
leached counterparts. The composition range of such catalyst is quite wide: 75-90% of copper; 4-
8% aluminum; 5.7-15% zinc.  
Moreover, the later work (18) resulted in even higher activity of raney catalyst towards 
methanol, which was explained by improved pore structure. Alloy derived copper was found to 
possess a superior network of macro- and mesopores compared to conventional pelleted catalyst, 
thus having improved mass transfer characteristics. Nevertheless, water to methanol ratio 
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obtained for raney catalyst appeared to be greater, which is disadvantageous for industrial-scale 
processes since separation costs are increased   

1.2.2. Intermetallics as catalysts. 
 
Alloys of copper with some transition and rare earth metals, which do not require to be leached, 
are making an alternative class of catalytic systems that might be used for methanol synthesis. In 
literature, catalysts derived from Cu/Ce or Cu/Th alloys are most frequently mentioned. For 
intermetallic catalysts, proper activation conditions in terms of feed gas composition are 
apparently crucial for catalysts performance. 
Thus in (19), a series of copper-lanthanide alloys have been studied, and the highest methanol 
yield was obtained for Cu2Ce at the temperature as low as 100°C and 50 bar. Nevertheless, the 
presence of even small amount of CO2 in the feed deactivated the catalyst irreversibly, which 
suggests that the mechanism for methanol synthesis is different compared to conventional 
catalysts. Moreover, even for CO2-free syngas these compounds exhibit significant loss of 
activity over time. Attempts were made to overcome poor stability by means of incorporating a 
third component. Ternary alloys of copper, cerium and one of the following elements: Al, Cr, 
Mn, Pd, Zn, were tested for MS reaction using a mixture of CO and H2 (20). The best 
performance was observed for aluminum containing alloys, which despite of being less active 
than binary systems, proved to be more stable. The proposed role of aluminum was stabilization 
of highly dispersed Cu/Ce phase. 
The addition of third component, namely rare-earth metal, into the Cu/Zr and Cu/Ti alloys is 
discussed in (14). The performance of catalysts was studied over a wide range of temperatures 
and pressures: 12 to 50 bar and up to 250°C using CO/H2 feed. The activity of Cu/Zr containing 
2% of Yttrium at certain conditions enhanced the activity of initial alloy twice.  
Quite interesting results are presented in (21), where certain Cu/Th alloys are claimed to possess 
the activity towards methanol which is 6-7 times higher than for industrial Cu/ZnO/Al2O3. In 
general, the results of research work in the field of intermetallic compounds suggest that 
potentially methanol could be produced at lower temperatures with higher yield. However, 
comparatively low selectivity, stability, and manufacturing issues need to be addressed before 
these systems are considered for industrial-scale processes.    

 

1.3. Rational approach to catalyst design: utilization of computational tools. 
 

The classification given in the table 1.1 is certainly not comprehensive, since the optimization of 
the Cu/ZnO/Al2O3 catalyst has been the center of attention of numerous research groups both in 
academia and industry for a few decades, which created a huge variety of catalytic systems. This, 
on the other hand, has set up very high standards in terms of performance and cost if alternative 
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catalysts should be utilized for this process. The only major drawback of the copper based 
catalysts is sintering, that is responsible for partial but irreversible deactivation (22). 

Therefore, it would be inefficient to use a common “trial-and-error” approach in an attempt to 
find a better catalyst for this process. Instead, reliable computational tools need to be developed 
and employed if the number of time consuming and costly experimental screening procedures 
should be minimized. Catalyst development from first principles is playing an increasing role 
nowadays. In particular, density functional theory (DFT) calculations are widely utilized to pick 
out potential candidates. For example, with the aid of DFT it has been explained why nickel is a 
good catalyst for CO methanation; moreover, Ni-Fe alloy was predicted and experimentally 
confirmed to be a good candidate for catalyzing this reaction (23). Another example is in 
ammonia synthesis, where the use of iron and ruthenium based catalysts has been theoretically 
rationalized (24). 
 
In order to assess the “goodness” of a potential catalyst candidate, one needs to estimate the 
kinetics of different reaction pathways leading to both desired and unwanted products. This 
provides insights into activity and selectivity. To achieve the goal, a complete reaction pathway 
that takes into account all intermediates and transition states should be calculated for every 
particular catalyst candidate. On top of this, the energy pathway depends on which surface sites 
are considered: flat surfaces, steps, kinks, various vacancies all have different interaction 
energies with reaction intermediates. However, this approach is very demanding in terms of 
computational power, as a realistic reaction pathway is described by tens to hundreds of 
elementary steps. Thus it is necessary to reduce the number of these “descriptors” in order to 
assess large numbers of various candidates in a reasonable time. For the carbon monoxide 
methanation reaction mentioned above, such descriptors are the adsorption energies of atomic 
carbon (ΔEC) and atomic oxygen (ΔEC) on metal (or alloy) surface. Apparently, for a variety of 
d-metals the values of ΔEC and ΔEO scale linearly with the adsorption energies of intermediate 
CHx species and transition state energy for CO dissociation, respectively (25). Hence, the 
turnover numbers can be estimated based on the values of ΔEC and ΔEO and thus potential 
catalyst can be depicted. The concept of linear relations was shown to hold for a number of 
reactions, examples of which are summarized in (26) .  

This concept has also been applied for pinpointing new catalysts for methanol synthesis prior to 
starting this work. However, computational work was performed within a different project, and 
therefore will not be addressed here in detail. Instead, only a simplified algorithm is given to 
show how the calculations were done. A more detailed description can be found in (27). 

a) A reaction scheme for CO2 hydrogenation, which consists of 8 steps, is proposed.  

b) Activation energies are calculated for each of the reaction step, assuming that fcc(211) 
stepped sites are active, thus mapping out a reaction energy diagram. 
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c) Scaling relations between the oxygen absorption energy (ΔEo) and the elementary reaction 
energies are established. This enables to calculate the reaction energies using only one 
parameter. 

d) A microkinetic model for CO2 hydrogenation is solved using only one parameter (ΔEo) as an 
input. In this way, a large number of potentially active surfaces are screened in a short time 

The resulting volcano plot where turnover frequency is calculated as a function of oxygen 
binding energy is shown in figure 1.1. One can notice that various surface geometries possess 
different activities for CO2 hydrogenation to methanol: for instance the step site with Ni atom on 
top is 2-3 orders of magnitude more active than the step sites with gallium on top. However, it is 
an experiment that would examine the validity of the calculations.   

 

Figure 1.1. Turnover frequency values for CO2 hydrogenation to methanol calculated as a function of oxygen 
binding energy. Reaction conditions are 500 K, 1 bar, CO2:H2 ratio 1:3 (27) 

 

1.4. Why “low temperature - low pressure”?     
 

An overwhelming majority of studies in the field of methanol synthesis are dedicated to 
optimizing processes that require relatively high pressures (50-100 bars). This pressure interval 
is relevant for industrial applications, but such processes involve large scale production units, 
high operational and investment costs. 

The ultimate goal of the CASE (Catalysis for Sustainable Energy) project is to develop small 
scale CO2 neutral fuel production processes, in particular involving the conversion of hydrogen 
to more easily transportable fuels, such as alcohols. Hydrogen, in turn, should be generated by 
electrolytic splitting of water using the electricity from solar cells or wind mills, i.e. a process 
involving renewable energy resources. Wind mills are particularly interesting for Denmark, as 

Ni on top 

Ga on top 
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this would offer an attractive way to store wind energy. If methanol has to be produced in 
decentralized units, a feasible “low temperature – low pressure” process needs to be developed to 
avoid large scale units operations.  

The low T process is also beneficial from thermodynamic point of view: methanol production is 
an exothermal reaction, both in case of CO2 and CO hydrogenation (equations 1.1 and 1.2). This 
implies that low temperatures should in principle favour formation of the alcohol. On the other 
hand, high pressure shifts the equilibrium to the right due to entropy considerations. Using HSC-
6 program, software for performing thermodynamic calculations, the equilibrium CO and CO2 
conversions at 4 different pressures for a wide range of temperatures were calculated (figure 1.2). 
Reactions enthalpies given below were calculated using standard thermodynamic data (28)     

dH = -57.3 kJ/mol   (1.1) 
dH = -96.7 kJ/mol       (1.2) 
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Figure 1.2. Calculated values of equilibrium CO and CO2 conversion from CO/H2 and CO2/H2 mixtures during 
methanol synthesis. 

It is clear from the figure that low temperatures and elevated pressures should favor formation of 
the desired product. For a constant temperature, the equilibrium methanol production is 
improved: however, it is also apparent that hydrogenation of CO should be preferred as this gives 
better results. But CO2, on the other hand, is a cheaper and safer option especially when it comes 
to small scale facilities. It would be very much desirable to have a methanol synthesis catalyst 
working below 200°C in order to make it feasible at lower pressures. But due to kinetic 
limitations, the optimal temperature window for the Cu/ZnO/Al2O3 catalyst is 250-300oC. 
Development of a catalyst active at lower temperatures is the primary subject of this work. 
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2. Before experiments were started: setting the stage 
 

Catalytic experiments are often quite lengthy and require that process parameters such as 
temperature, pressure, feed composition, etc are changed during the test. Moreover, the data from 
various sources needs to be synchronized and stored in a way easy to treat. In the present case, 
the following steps had to be taken before experiments were started: buildup and testing of 
equipment, automation of the process with the aid of Labview software, establishing a data 
collection routine, setting up a standard method for the gas chromatography measurements, 
performing benchmarking experiments using Cu/ZnO/Al2O3 catalyst. Finally, the validity of 
preliminary data was verified using thermodynamic calculations. In the following sections, I will 
describe these steps in more detail. 

 

2.1. Catalyst testing setup and data processing methodology 
 

The schematic diagram of the setup are presented in figure 2.1. The heart of the setup is a reactor 
made of quartz glass with a catalyst bed placed in the isothermal part of the oven, where       
Tmax-Tmin ≤ 1.5C. Two thermocouples are located on both ends of the bed to ensure that the 
temperature gradient across reaction zone is minimized. The gas flows are controlled by means 
of digital mass flow controllers, calibrated with a manual bubble flow meter. Five MFCs are 
integrated into the setup: H2, CO, CO2, CO2 low flow, and Ar. The later one is also used to feed 
1% O2/Ar or 0.4 % H2/Ar mixture whenever required. The pressure is measured at the upstream 
side of the system, and controlled by a manual back pressure regulator mounted at the outlet of 
the reactor. The reaction mixture, normally 100Nml/min of CO2/H2, is separated into two 
streams by means of needle valves, ensuring a constant flow of 25Nml/min of gas through the 
GC. This is needed to maintain a constant pressure in the GC sampling loop, to be consistent 
with the amount of gas injected with each sample. 

The analog readout data from MFCs, thermocouples and pressure transducer are continuously 
displayed, processed, and collected by a home-made Labview program. A graphical 
representation of the interface is shown in figure 2.2. The program is also responsible for reading 
a pre-made text file that contains temperature and mass flow setpoints as a function of time. 
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Figure 2.1. Schematic diagram of the methanol synthesis setup. 
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Figure 2.2. A front page of the labview-based process control program  

 

2.2. Gas chromatography: basic principles and operation 
 

The main analytical tool utilized throughout the entire duration of my project has been a Gas 
Chromatograph (GC). This instrument is very convenient in the sense that both qualitative and 
quantitative analysis of complex mixtures can be continuously performed in a relatively fast and 
easy way. The heart of the GC is a separation column (usually packed or capillary, depending on 
applications), which is placed in an oven to ensure fine temperature control. The inner diameter 
of the capillary column is coated with a microscopic layer of a so-called stationary phase. The 
sample of interest that is initially injected into the sample loop is flushed by a gas (helium or 
nitrogen), and carried into the column. As the sample enters the column, its components interact 
with the stationary phase by means of multiple adsorption/desorption cycles, determined by the 
physical properties of each individual compound. Consequently, the rate of these cycles will be 
unique for every compound at a given temperature, pressure and flowrate, as will be the time 
required for a particular component to be eluted. This value is called a retention time; it enables 
qualitative analysis. 

The effluent of the column is further analyzed by a detector, typically a TCD (thermal 
conductivity detector) or FID (flame ionization detector). The former one relies on measuring the 
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thermal conductivity of a substance by a filament, usually made of tungsten or ruthenium, and 
comparing this value with that of the reference gas. The area of the observed chromatographic 
peak is proportional to the difference in thermal conductivities and the concentration of the 
component in the analyzed mixture. This is a universal method that is in principle applicable to 
all compounds, but the use of TCD is often limited due to low sensitivity. In contrast, FID is 
much more sensitive, but its applications are confined to combustible substances. FID relies on 
burning the analyzed component in a hydrogen/air mixture, which results in formation of CHO+ 
ions detected as a current (29). This ensures very high sensitivity and accuracy of measurements. 
In practice, a combination of the two detectors is often necessary, which is also the case in the 
present work. 
The main advantages of the GC before other online analytical tools are versatility and a high 
quality of quantification. For example, a mass spectrometer has a much better time resolution but 
is hardly applicable when a mixture of hydrocarbons or other homologous compounds are 
present. Moreover, quantification is more cumbersome as the ion current corresponding to a 
particular molecular fragment might be dependent on the composition of reaction mixture. 
Fourier transform infrared spectrometer (FTIR) captures some of the advantages of both GC and 
MS: reliable quantification and excellent time resolution, respectively, but the method is only 
applicable for the analysis of polar compounds. GC and MS would be a very nice combination 
for this work, as this would draw a better picture of dynamical changes in the system during the 
process. However, a separate setup connected to a mass spectrometer was used to carry out 
certain experiments when required.    

The configuration of the GC (Agilent 7890A) was designed based on feed and expected reaction 
mixture compositions, namely: H2, CO2, CO, Ar, CH3OH, (CH3)2O, CH4 and higher 
hydrocarbons. Three columns in series are used in the TCD line: 80/100 HATESEP Q packed 
column is responsible for moisture removal, 19095P-QO4 capillary column for separation of 
CO2, and 19095P-MS6 molecular sieve column is dedicated to separation of H2, argon and CO. 
Organic products are separated with the aid of 19091J-413 capillary column in the FID line. A 
gas sample is withdrawn every 15 minutes and 5-7 measurements are taken at each temperature 
and for every gas composition to ensure stable reading. The schematics of the GC layout is 
presented in figure 2.3. 

The calibration of gaseous components, H2, CO2, CO, Ar and C1-C3 hydrocarbons, was 
straightforward, since their mass flows were finely controlled. Methanol was calibrated by 
bubbling a constant flow of argon through a vessel containing the alcohol. The vessel was kept in 
a melting ice bath at 0oC, implying that the vapor pressure of methanol was constant. The argon-
methanol flow was gradually diluted by a known amount CO2, which resulted in a calibration 
line. DME was not subjected to direct calibrations: effective carbon number concept was used 
instead (30) . This approach enables to calculate the response of an FID detector to various 
organic compounds, when they are not available.   
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Figure 2.3. Schematics of the GC flow system design. 

The frequency of sampling, which determines the time resolution of the experiment, is limited by 
the retention time of the slowest component in the analyte. In order to minimize the sampling 
time, the temperature of the GC oven can be increased. However, this might compromise the 
quality of separation, which is usually inversely proportional to the temperature. In the present 
case, the problem was partially circumvented by changing the temperature during the separation 
process, but still only one sample per 15 minutes could be withdrawn due to very slow rate of 
carbon monoxide elution. This method has been used throughout the project.              

When a labview program capable of handling the flow system was made and a GC method 
optimized for running the methanol synthesis experiments was established, a Matlab script 
taking care of synchronizing in time the process parameters with the GC data was written. The 
script is responsible for compiling all the data into a separate EXCEL sheet in an easily 
processible format. The concentrations of product gas components are calculated according to 
the following equation:  

         (2.1) 

Here Ai is the peak area, and Fi is the calibration factor for the ith component. For quantification, 
it is important to always check the mass balance, i.e. ∑Ai/Fi = 1. The product selectivity is 
defined as: 
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        (2.2) 

where Ni is the number of carbon atoms in the molecular structure of ith component. This way of 
expressing the selectivity is convenient as it shows how efficiently a carbon source is converted 
into a desired carbon containing molecule. With this, everything was ready to start an 
experiment. 

 

2.3. Cu/ZnO/Al2O3: benchmarking experiment and thermodynamic analysis          
 

Since Cu/ZnO/Al2O3 is widely accepted to be the best methanol synthesis catalysts and known to 
produce methanol in sufficient amount at atmospheric pressure, it was prepared and tested to see 
if the equipment was working properly and the data processing routine was giving adequate 
results. The details of the testing and preparation procedures are given in chapters 4.1 and 5.1.1; 
here only some of the data is presented in the light of thermodynamic analysis. 

Methanol and carbon monoxide production during CO2 hydrogenation is presented in figure 2.4: 
the yield of CH3OH at atmospheric pressure is increased for T < 205C, and diminishes at higher 
temperatures. This suggests that methanol production is limited by the approach to equilibrium at 
T > 205C. To verify this, calculations have been performed, according to the procedure 
described below.   

CO2 is hydrogenated to methanol according to the following reaction: 

 

Carbon monoxide is the only detectable by-product, formed in a reverse water gas shift reaction: 

 

However, other reactions leading to formation of water should be also considered, for instance 
methanation or DME formation: 

 

 

The equilibrium constant for the reaction 2.3 can be written as: 
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Where pi is the partial pressure of the i-th component. The GC columns utilized in this work are 
not capable of detecting water. However, equations 2.3 - 2.6 imply that P(H2O) = (P(CH3OH) + 
P(CO) + 2P(CH4) + P(DME)). With this, eq. 2.7 can be re-written as: 

 

On the other hand, the equilibrium constant can be calculated using Van`t Hoff equation: 

    (2.9) 

Gibbs free energy change for the reaction as a function of temperature is calculated using the 
values collected on table 2.1 (28). 

Compound ΔHf
298K [kJ/mol] Sf

298K [J/mol*mol] 
CO2 (g) -393.6 239.9 
CO (g) -110.0 212.8 
H2 (g) 0 145.7 
H2O (g) -243.8 206.5 
(CH3)2O (g) Dimethyl ether -184.1 266.4 
CH3OH (g) -207.8 266.3 
CH4 (g) -80.5 207.2 
Table 2.1. Standard thermodynamic data on the typical components of the product gas 

Here an assumption was made that the enthalpy and entropy values are constant in the 
temperature range of interest. Combining equations 2.8 and 2.9, replacing 

 = b and  = c, and solving the equation for methanol 
partial pressure, the following analytical expression is derived (full mathematical derivation is 
skipped): 

      (2.10) 

which allows to estimate the equilibrium methanol yield as a function of temperature at a given 
rate of reverse water gas shift reaction. It should be noted that the changes in the concentrations 
of the reactants, CO2 and H2, are neglected, since the overall conversion is very little. Also, it is 
assumed that fugacity coefficient is unity, i.e. the fugacities of all components equal to their 
partial pressures. The equilibrium partial pressure of methanol is thus calculated using the read-
out values of temperature, pressure and reaction mixture composition. Finally, equilibrium 
partial pressures are converted to concentrations and plotted together with experimental data, as 
shown in figure 2.4.  
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Figure 2.4. A typical methanol synthesis experiment on Cu/ZnO/Al2O3 catalyst at atmospheric pressure. Gas 
composition: 25 % CO2 and 75% H2, flowrate = 100 ml/min.   

At T > 220°C, the observed and equilibrium methanol production curves converge, meaning that 
the method gives adequate experimental results, i.e both GC and temperature calibrations are 
correct. The maximum production rate being 15-20°C below the equilibrium is a well known 
phenomenon; when reaction approaches equilibrium, the rate decreases exponentially. If several 
experiments with different conversion levels were performed and the data points corresponding 
to maximum production were connected, a so-called “optimal operation line” would be obtained. 
It would run in parallel to the equilibrium line, and look very similar for example to that of NH3 
synthesis (31). With this it was concluded that a newly built setup could be used to produce new 
exciting results.       

  



17 
 

3. Theoretical background 
 

In the present research project, various in-situ and ex-situ characterization techniques were used. 
This chapter is aimed to highlight the basics of these methods, as well as to rationalize why they 
were utilized. 

 

3.1. X-Ray Diffraction. 
 

The overview of the XRD and XRF methods is mainly based on the contents of the book by Leif 
Gerward, a professor at DTU Physics (32), chapters 5-8. XRD has been the main 
characterization method in this work, as it offers a fast and reliable “first check” of the catalyst. 
Both in-situ and ex-situ XRD measurement have proven to be a powerful tool in revealing 
catalysts properties, such as average crystalline size, crystallographic phase, dynamical changes 
of the catalysts structure during preparation, and to some extent in quantifying the phase 
composition. In the following, the principles behind such analysis will be briefly discussed. 

The fundamental phenomenon behind X-ray diffraction analysis is Rayleigh scattering, a process 
of interaction between the incoming electromagnetic radiation and the valence electrons of an 
atom. In this process the x-rays are elastically scattered by these electrons, implying that if there 
exists a long range periodicity in the atomic arrangement (crystallinity), a regular array of the 
scattered x-ray waves will be produced. In some directions, these waves interfere and reinforce 
each other; the later phenomenon can be detected as a diffraction peak. The simplified 
illustration of such interaction is shown in figure 3.1:  

               

Figure 3.1. A simplified illustration of the phenomena behind Bragg-Brentano (left) and Debye-Schearer (right) type 
diffractomers. (32).  

Conditions for constructive interference of the outgoing electromagnetic waves are given by 
Braggs law: 

      (3.1) 
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which is derived using simple geometrical considerations. Here, d is the distance between certain 
crystallographic planes, θ and λ are the angle of incidence and the wavelength of the incoming x-
ray radiation. For a single crystal, the d value is constant; this means that only at certain (and 
unique) incident angle the Bragg diffraction conditions are fulfilled, unless the sample is rotated 
to expose all possible crystal planes. In the case of powder diffraction, it is assumed that very 
large number of randomly oriented crystallites is present in a sample. Thus, for every possible 
[hkl] orientation, there will always be a fraction of crystallites whose [hkl] planes are exposed in 
a way that will result in constructive interference of the x-rays at a certain angle θ.  

The choice of the geometry of the detection system is usually made between Bragg-Brentano and 
Debye-Scherrer camera. The laboratory scale diffractometer was equipped with the former one, 
while the later was encountered at the synchrotron facilities (SNBL, Grenoble, France). The idea 
behind Bragg-Brentano geometry (figure 3.1, left) is to place the sample in the middle of an 
imaginary circle on a horizontal plane, while moving the x-ray tube and detector simultaneously 
over a range of angles. In contrast, the geometry of Debye-Scherrer camera enables to capture all 
scattered x-rays forming diffraction spots or diffraction rings (figure 3.1, right). When a 
polycrystalline sample is illuminated by the x-rays, they will be reflected by all sets of [hkl] 
planes and reinforce each other in angels defined by Bragg conditions. As a result, diffraction 
rings are formed on a photographic film or a CCD camera. In both cases, the resulting intensity 
can be plotted as a function 2θ. The width of the diffraction peak is used to estimate the average 
size of the crystals in the direction perpendicular to the reflecting plane: according to Scherrer 
law (equation 3.2), the peak broadening is inversely proportional to the crystallite size. 
Diffraction from linear grating is known to produce peak broadening which is proportional to 
λ/N, where N is the number of grating elements. Similarly, if a crystal is viewed as a grating, 
then it is obvious why smaller crystallites produce broader peaks. This is particularly useful in 
catalysis because the size of catalytically active crystallites is usually in the range of several 
nanometers.  

      (3.2) 

λ is the wavelength, θ is the Bragg angle, τ – nanoparticle size and β – full width at half 
maximum (FWHM) of the analyzed diffraction peak . 

Together with the more conventional ex-situ measurements, in-situ XRD facilities were heavily 
employed in this work. The corresponding equipment can in principle be viewed as a normal 
fixed-bed setup, where a flat surface of a catalyst bed is illuminated by X-rays. The gases are 
pre-mixed and forced through the catalyst, while the product stream is analyzed by a mass 
spectroscopy. However, in this design the normally preferred plug-flow conditions are 
compromised (the possible consequences of this difference will be discussed later).    
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When the quality of diffraction data is high enough (this is achieved either at the synchrotron 
light source facilities or by large exposure times, i.e. good counting statistics), Rietveld method 
can be employed to both qualitatively and quantitatively determine which crystallite phases are 
present in the sample. This is particularly relevant for analysis of intermetallics, to estimate the 
“phase purity” of targeted compound or relative abundance of coexisting phases. Rietveld 
method, however, is not a structure solution method, since it requires that a reasonable “first 
guess” is made on what crystallographic phases are present in a sample. The refinement 
parameters such as: background coefficients, structural parameters, profile parameters (peak 
shapes) are varied in a least-squares procedure until a good agreement between calculated and 
observed diffractograms is obtained.    

 

3.2. X-Ray Fluorescence 
 

However, apart from elastic scattering other processes might take place when x-rays interact with 
atoms: the energy of the incoming radiation could be used to excite an electron from atomic core 
levels. Upon relaxation of the excited atoms, photons with characteristic energy are produced in 
a process called fluorescence. In practice, the XRD machines are often equipped with a filter to 
remove these photons from the diffracted beam side. But this phenomenon can also be utilized 
for qualitative and quantitative analysis at dedicated x-ray fluorescence (XRF) machines, which 
has proven to be an easy and very efficient way to check the composition of the Ni-Ga 
compounds in the present work.  

 

3.3. X-Ray Absorption 
 

Another method based on interaction of an analyzed material with x-ray radiation, which has 
provided extremely useful insights into the structure of the studied catalysts, is X-Ray 
Absorption. This method relies on the ability of an atom to strongly absorb the incoming 
electromagnetic radiation, provided that the energy of the later is close to the so called 
absorption edge – an energy required to excite core level electrons of an atom under 
bombardment. In other words, the absorption coefficient of an atom is deviating strongly from 
Beer–Lambert law (equation 3.3.) close to the absorption edge (here α is absorption coefficient, l 
is the thickness of material that photons have to travel through, I and I0 are the intensities of 
transmitted and irradiated light). Depending on the energetic level of an excited electrons (1s, 
2s/2p, 3s/3p/3d, etc.), the edge is called K, L, M, etc. Since the binding energy of these electrons 
is unique for every element, the position of the absorption edge can be in principle used to 
identify the chemical composition of a material. In practice, the elemental composition is usually 
known a priori, and the method is mainly used to extract the information about the local 
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environment in the close vicinity of the absorber atom, its coordination number, oxidation state, 
etc, as will be discussed below. Analysis of the absorption around K-edge is the most popular 
choice, because it provides the most pronounced “edge jump”. 

 

In simple terms, a typical XAS experiment can be described as follows: a sample is irradiated 
with a flux of photons with a very narrow energy distribution. The starting energy of the 
electromagnetic flux is typically a few hundreds eV below the absorption edge of an atom under 
investigation; the energy is then gradually increased (by changing the position of the 
monochromator) to a value which is roughly 1000 eV above the edge. The intensity of 
transmitted photons is measured by a detector. In this way, variations of the value of absorption 
coefficient as a function of energy is tracked, as presented in figure 3.2a (a XAS spectrum 
obtained at the Ni K-edge of an as-prepared Ni5Ga3/SiO2 catalyst). The absorption spectrum can 
be divided into 3 main regions: pre-edge, where the absorption coefficient is linearly decreasing 
with energy; Near Edge X-ray Absorption Fine Structure (NEXAFS), which captures the “edge 
jump”, and the Extended X-ray Absorption Fine Structure (EXAFS), which reflects the 
variations in the absorption coefficient above the edge. The later oscillations are of particular 
interest as they contain information about the local chemical environment around the absorber. 
This, after proper mathematical treatment (the details of which are beyond the scope of the 
present work) enables to derive values of interatomic distances, coordination number, types of 
neighboring atoms, etc. The nature of these oscillations stems from multiple scattering of the 
electrons, emitted as a result of absorption of the photons (figure 3.2b) (33). These electros can 
be treated as waves, which reinforce or destroy each other, thus creating an EXAFS footprint.  
The magnitude of the edge jump can be used to assess the oxidation state of an element: the more 
oxidized is an atom - the more intense is the jump.  
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Figure 3.2. (a) A XAS spectrum of an as-prepared Ni5Ga3/SiO2 catalyst and (b) simplified illustration of a multiple 
scattering event (33).  

b) 
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The utilization of XAS method provides very useful complimentary information to XRD data. 
The later technique gives information on the long-range order of the crystalline phases, while the 
former method provides insight into the local surrounding of the absorber. Combining the two 
techniques is particularly advantageous when both crystalline and amorphous phases are present 
in a sample. This has been shown by (34), where dynamical structural changes of supported Pd 
catalysts have been studied. In this work, however, the XRD and XAS data were obtained 
separately. The exception is the accelerated ageing experiment conducted in SNBL beamline, 
Grenoble, as discussed in chapter 6.1.2.  

 

3.4. Transmission Electron Microscopy (TEM) 
 

The final method that will be discussed in this section, TEM, unlike X-ray methods, enables 
direct visualization of the catalysts in a nanometer (and even in sub-nanometer) scale. Various 
properties of supported nanoparticles, such as average particle size, dispersion and shape are 
convenient to investigate with the aid of TEM. Moreover, most of the modern commercial 
electron microscopes, including the one used in this work, are equipped with additional tools 
such as EDS (energy dispersive spectroscopy) and EELS (electron energy loss spectroscopy). In 
TEM, recording diffraction patterns is also possible, and hence the crystal structure can be 
revealed thanks to electron diffraction. This means that a modern electron microscope has 
absorbed some of the advantages of dedicated X-ray methods.  

This overview of the TEM method is based on the book by D. B. Williams and C. B. Carters 
(35). The basic principle of the method, as can be judged from the title, relies on transmission of 
highly accelerated electrons (usually 120-400 KeV) through an analyzed material. Due to wave-
like properties, electrons behave similar to light and thus some analogies with conventional 
visual light microscopes (VLM) can be pointed out. In the VLM, light is focused by means of an 
optical lens system, and a magnified image is projected on the ocular. In an electron microscope, 
electrons are used instead of photons, electromagnetic instead of optical lens system is employed 
in order to guide the electron beam down the microscopes optical axis, and a magnified image is 
formed on the fluorescent screen (or a CCD camera) instead of the ocular. Although VLMs are 
more simple and cheap, they utilize photons of the visible light spectra (300-700nm) as a probe 
and thus have a limited resolution, given by a Rayleigh criterion: 
 

        (3.4) 

Here λ is wavelength, μ is a refractive index of the medium and β is semi-angle of collection of a 
magnifying lens. When  is unity, then 500nm photons give approx. 300nm resolution, 
which is close to the fundamental limit to all VLMs. Since electrons can be accelerated to very 
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high energies and thus very short wavelengths, their resolving power is much better (down to 
sub-angstrom dimensions). 

The investigated material is usually supported on a sample holder, and the analyzed area is 
preferably below 100nm thick to ensure that a good portion of electrons is transmitted. This 
limitation is dictated by a mean free path consideration, which is in the order of a nanometer for 
medium energy electrons (such as those used for example in X-ray photoelectron spectroscopy) 
but increases to a few tens of nm for highly accelerated electrons. 

 

                         

Figure 3.3. (a) Schematic drawing of a TEM apparatus and (b) image formation scheme due to mass thickness 
difference (35). 

A schematic sketch of a TEM is shown in figure 3.3a. Electrons are emitted by a filament when 
high potential is applied to it, and further accelerated towards the condenser lens system. The 
lens is physically an electromagnetic field, which increases or decreases the spread of an electron 
beam. By changing the strength of the EM field, it is possible to control the size of the beam and 
thus choose the size of illuminated area. An image formed by interaction of electrons with the 
specimen is projected on the image plane of the objective lens. A set of lenses down the column 
are responsible for magnifying and projecting an image onto the fluorescent screen or a CCD 
camera. 

The contrast in the EM, which is defined as intensity difference between adjacent areas, is 
formed thanks to the difference in mass thicknesses and phase contrast when the microscope is 
operated in bright field mode. The mass thickness is defined by atomic number and actual 
thickness of the sample. Since heavier elements scatter electrons more efficiently, the area under 
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these will appear darker. Figure 3.3b schematically shows how intensity profile is affected by 
mass thickness. In addition to this, phase contrast can contribute to the image formation in the 
following way: upon interaction of an atom with the electron wave, the phase of the wave can be 
shifted. 
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4. Optimization of Ni-Ga catalysts. 
 

4.1. Introduction and first experimental results 
 

This work has been initiated on the grounds of theoretical calculations, and the potential 
candidates were chosen among the bimetallic systems close to the top of the volcano presented in 
figure 1.1. From the volcano plot, one can immediately see that copper and Cu-Zn are good 
catalyst for CO2 hydrogenation to methanol. Moreover, Ni-Ga looks very attractive since it lies 
even closer to the top of the volcano plot, and unlike for instance Pd-Ga comprises of relatively 
cheap metals. Therefore, this was chosen as a first candidate to begin with.   

By the time the project was started, no recipe in the open literature (to the best of our knowledge) 
was available on the preparation of well dispersed supported Ni-Ga nanoparticles. The fastest 
and easiest method would be to try incipient wetness impregnation, which might or might not 
work. Several high surface area support materials conventionally used in heterogeneous catalysis 
were chosen: Al2O3, ZrO2 (both Sigma Aldrich) and SiO2 (Saint Gobain). The later one is 
preferred when it concerns scientific investigation: it is X-ray amorphous (i.e. does not produce 
diffraction peaks in XRD), and it gives a good contrast with Ni and Ga when TEM imaging is 
required. However, in terms of industrial applications the high surface area silica might not be an 
optimal solution due to low density, since very often activity per volume of catalyst is one of the 
most important parameters to optimize. 

 

Figure 4.1. Ni-Ga phase diagram (36). 

The phase diagram (36) presented in figure 4.1 shows that a variety of Ni-Ga phases can be 
formed depending on composition and temperature. The DFT calculations were made for certain 
surface sites rather than bulk composition, therefore it was not obvious from the beginning which 
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Ni-Ga should be chosen. A 50/50 composition, which corresponds to β-NiGa phase, seemed to 
be an obvious first candidate. This phase has a relatively wide homogeneity range, and a simple 
cubic (bcc) crystal structure.   

The catalyst was prepared as follows: a mixed aqueous solution of nickel and gallium nitrates 
was impregnated on SiO2 bought from Saint Gobain Norpro (area = 241m2/g), then dried in air at 
100oC, calcined in air at 400oC and reduced in the flow of pure hydrogen. The mesh size of silica 
particles was chosen to roughly fit the criteria of d(reactor)/d(mesh) ≈ 10. This number is very 
practical because it ensures that the gas flow is equally distributed across the diameter of the 
reactor tube. On the other hand, the particles are not too small and the risk of upstream pressure 
build-up is minimized (31).  

During the first experiments, many of the above mentioned parameters (reduction/calcination 
temperature and time, gas composition, metal loading etc) were not optimal and a few 
unsuccessful attempts were made before methanol peak finally appeared on a chromatogram. No 
other peaks corresponding to organic compounds were detected; this meant that the choice of Ni-
Ga system was quite reasonable. Thus, two catalysts were prepared in a similar way for 
comparison purposes: Cu/SiO2 and Ni/SiO2.   

For direct comparison of the catalysts, one needs to define the normalization criteria, which is 
arbitrary and could be for example activity per mass/volume/active surface area of a catalyst, etc. 
Here, the starting point for choosing the amount of catalyst was based on the maximum mass of 
the SiO2 (mesh size 0.211 to 0.354 mm) that would fit into the isothermal zone of the oven, after 
being placed into a reactor tube with di = 6mm. Since the length of the isothermal zone, here 
defined as Tmin-Tmax < 1.5, was determined to be 5cm, it was decided that the length of the 
catalyst bed should not exceed 4cm. Hence, it was found that 0.4 grams of SiO2 should be used 
to fulfil this criterion. The total loading of Ni and Ga metals is this first successful experiment 
was 8.5 wt%, and the decision was to maintain the molar amount of metals per gram of support 
constant for the Cu/SiO2 and Ni/SiO2. The same normalization criterion was used throughout the 
project, although the mass loading was in the most cases different, as it will be mentioned 
further.  

Figure 4.2 shows the results of the first experiment, which already sheds some light into the 
peculiarities of the NiGa catalysts. In this experiment, three gas compositions were subsequently 
employed in a similar temperature program. It is immediately obvious that pure CO2/H2 feed 
gives the best results, while pure CO/H2 does not yield any methanol. Also at each temperature 
step, the activity is decreasing with time; the effect is most severe when CO and CO2 are 
supplied together. No other organic compounds were formed except some dimethyl ether (DME) 
at the highest temperatures from a CO/CO2/H2 mixture. 
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Figure 4.2. The influence of feed gas composition on methanol production. Catalyst: NiGa/SiO2; reaction 
conditions: P = 1bar, flowrate = 100ml/min. Every injection is equivalent to 15 minutes. 

In contrast, the behaviour of Ni/SiO2 catalyst was proven to be, as expected from the literature 
(37), very different. In this experiment, all three gas mixtures were employed as well, but in a 
slightly different fashion: at each temperature step, the gas composition was changed in the 
following order: CO2/H2/Ar (20%/75%/5%), CO/CO2/H2/Ar (10%/10%/75%/5%) and CO/H2/Ar 
(20%/75%/5%). Only methane production is highlighted in the figure 4.3, although an entire 
range of C1-C3 hydrocarbons was formed. Apparently, methane is formed more readily from the 
CO-free gas.  
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Figure 4.3. Methane production on Ni/SiO2 over a range of temperatures and feed gas compositions. P = 1bar. Black 
dots: CO concentration on the feed gas. Every injection is equivalent to 15 minutes. 
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The other reference catalyst, Cu/SiO2, turned out to be almost completely inactive, irrespective 
of the gas composition, and therefore the data is not presented here. Only ppm levels of methanol 
were detected at highest reaction temperatures (above 220°C).  

The difference in the behaviour between NiGa/SiO2 and Ni/SiO2 is a very good indication that 
upon alloying with gallium, the more “usual” methanation properties of nickel are significantly 
diminished. This is most likely due to the fact that nickel is no longer able to break the C-O bond 
which is the first step in hydrocarbon formation (38), (39).  

The catalyst was further characterized by means of TEM and XRD. During TEM session, EDS 
(energy dispersive spectroscopy) analysis was employed to check the Ni/Ga ratio. Only a few 
TEM images with rather low magnification were taken at that time, therefore size distribution 
analysis was not done for this sample. A typical image is shown in figure 4.4a, where both very 
small and large particles are seen (TEM was done in a dark-field mode). Whether these contain 
both metals or not was checked using the EDS detector: analysis was performed on 4 different 
areas, and the results are summarized in table 4.1. In all areas, the Ni/Ga ratio is as expected 
close to unity. The results of TEM and EDS suggest that both dispersion and distribution of 
metals in the volume of the support are far from being optimal: some areas barely contain any Ni 
or Ga (although one should have better statistics in order to claim this confidently). But 
nanoparticles with the desired composition seemed to be there. To finally confirm this, an ex-situ 
XRD measurement was done (figure 4.4b). The positions of the observed diffraction peaks do 
not perfectly match with any of the Ni-Ga reference patterns found in the ISCD (international 
crystal structure database (40) database. However, reference β-NiGa (50/50 composition) 
provides the closest fit, although the experimental peaks are shifted to the left with respect to the 
reference β-NiGa phase. From the broadening of the main peak at 2θ = 43 ([011] reflection), the 
average crystals size is estimated to be 12 nm. It is remarkable though that neither metallic 
nickel, nickel oxide or gallium oxide are detected with the XRD. This is a good evidence that a 
mixed Ni-Ga phase/phases were formed. 

Now, that a novel interesting catalytic system was found, an optimization work could be started. 
Optimization was performed in terms of catalyst preparation conditions (calcination/ reduction 
temperature and time), metal loading, Ni/Ga ratio and type of support. Further in the text, each 
step is described separately.  

But before proceeding further, it should be noted that optimization of Ni-Ga catalysts has been 
ongoing from the date of the first successful experiment, and it is still far from being completed. 
For this reason, the order of the chapters in the thesis does not necessarily reflect the 
chronological order: much of the work has been done in parallel, or, to be more precise, in an 
iterative fashion. One will notice that in-depth characterisation and deactivation studies were 
carried out on the samples that later turned out to be close to, but not on top of the “optimization 
hierarchy” in its present state. Such examples are for instance Ni/Ga ratio and alloying 
temperature, as will be described later. 
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Figure 4.4. (a) – Dark field TEM image of a collection of NiGa nanoparticles on high surface area SiO2 and (b) – ex-
situ XRD pattern of the same catalyst. 

 

  
No Atomic% O Atomic% Si Atomic% Ni Atomic% Ga 

  
Spectrum 1 63.4 31.9 2.5 2.2 

  
Spectrum 3 59.5 34.8 3.5 2.2 

  
Spectrum 4 53.4 29.6 7.9 9.1 

  
Spectrum 5 56.0 25.6 9.8 8.6 

Table 4.1. Summary of EDS analysis on NiGa/SiO2. 

 

To sum it up, the first methanol-active Ni-Ga catalyst was prepared in the following steps: 

 - incipient wetness impregnation of metal nitrates 

 - drying of the precursor (100°C, 24 hours), 

 - calcination in stagnant air (4 hours, 400°C) 

 - reduction in pure H2 flow (20 hours, 700°C) 

 - testing in stoichiometric CO2/H2 mixture (total flow 100ml/min, 25% CO2 in H2) at 
atmospheric pressure in the temperature range of 160-240°C 

                

 

a 
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4.2. First steps in optimization 
 

In this subchapter, several experiments will be described that led to development of a “standard” 
catalyst preparation procedure, that was further used through the entire duration of the project. 
One could view these tests as “trial-and error” first optimization steps, which set the stage for 
further and deeper investigations.  

 

4.2.1. Ni-Ga ratio and alloying time  
 

Figure 4.2 shows the variety of Ni-Ga phases that could potentially be tried for this reaction. To 
begin with, three compositions were prepared and tested according to the protocol described 
above, namely, NiGa, Ni5Ga3 and Ni3Ga. These compositions were chosen because they 
correspond to the β, δ and α` phases, respectively, for which the crystallographic data is 
available. The results presented in the figure 4.6 give a first overview of the influence of Ni/Ga 
ratio on methanol production rate.   
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Figure 4.5. Influence of Ni/Ga ratio on (a) activity and (b) selectivity of the SiO2 supported Ni-Ga catalysts 

It is now clear that the Ni/Ga ratio has a major influence on activity: these results suggest that 
CH3OH production could be the highest for a certain composition in between 50/50 and 75/25, if 
one makes a screening for the various Ni/Ga ratios. Whether the maximum will end up at the 5/3 
composition is another question, which has also been investigated later (chapter 5.3.1). At this 
point, the focus has been turned to further optimization of the Ni5Ga3 catalyst.  

The CH3OH production rate remained unchanged when the alloying time was reduced from 20 
hours (NiGa/SiO2 catalyst, figure 4.2) to only 2 hours (NiGa/SiO2 catalyst, figure 4.5). 
Therefore, the other two catalysts were prepared in the shorter time frame. 
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4.2.2.  Effect of calcination and metal loading     
 

Calcination is often a required step in catalyst preparation: it is necessary to decompose some of 
the components of the precursor, to allow solid state reaction between components, redistribute 
the active species or to enhance porous structure (41). In general, it is well known that the 
preparation history has a large influence on the catalytic activity (42). For example calcination of 
the methanol synthesis catalyst precursor, according to (42), is essential due to formation of the 
metastable amorphous hydrocarbonates and aurichalcite, that finally lead to formation of a very 
active catalyst.     

However, in certain cases the treatment of the precursor in air at elevated temperatures might 
promote undesired effects such as sintering. Previous studies on preparation of silica supported 
nickel nanoparticles starting from Ni(NO3)2 revealed that, if air calcination step is skipped and 
the nitrate is directly reduced in H2 flow after ageing in air at 90°C, the resulting dispersion of 
nickel is significantly improved (43). The detrimental effect of air calcination is assigned to high 
mobility of NiO at these conditions. Inspired by these results, a direct reduction of a mixture of 
Ni and Ga nitrates impregnated on SiO2 was performed.   

Optimization of the metal loading is required, as activity per unit volume is an important 
parameter when it comes to heterogeneous catalysts, especially for high pressure processes 
where reactor volume should be as small as possible due to high compression costs. In the 
incipient wetness impregnation method, the volume of the catalyst does not change notably when 
the metal loading in increased, because the metal salts occupy the internal pore volume of SiO2. 
Moreover, nickel and gallium are reasonably cheap metals, so one should in principle try to 
maximize their content as long as methanol production per amount of metal scales up 
considerably.  

Figure 4.6 represents an overview of the calcination effect and metal loading. First, it should be 
emphasized how significant the improvement is when the catalyst precursor is directly reduced: 
the amount of methanol is increased approximately 4-fold (compare the black and dark blue lines 
at T = 170-180°C). Further, an increase of metal content from 8.5wt% to 17wt% accounts for 
doubling of the activity, while 29wt% Ni5Ga3/SiO2 shows only slight improvement. Therefore, 
further experiments were carried out on the directly reduced Ni5Ga3/SiO2 catalysts with 17% 
metal loading.     
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Figure 4.6. Influence of the catalyst preparation conditions and metal loading on (a) activity and (b) selectivity of 
Ni5Ga3/SiO2 catalysts. 

 

4.2.3. Type of support 
 

Here a few conventional high surface area materials were tried as a support for Ni5Ga3 catalyst: 
γ-Al2O3, TiO2, and ZrO2. The catalysts were prepared in exactly the same way as those supported 
on SiO2. These tests were done before looking into the effect of metal loading, therefore the total 
amount of Ni and Ga was still 8.5 wt%. The activity results are presented in figure 4.7 which can 
be compared to the figure 4.6. The rate of methanol production in the later case is higher by an 
order of magnitude. Moreover, the methanol selectivity is diminished dramatically when metal 
oxide supports are used: this could be an indication that the alloying of Ni and Ga was not 
completed within 2 hours in H2 flow at 700°C, the resulting dispersion was poor, etc. However, 
no further attempts to optimize these catalytic systems were undertaken.   
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Figure 4.7. Influence of the support on (a) catalytic activity and (b) selectivity of Ni5Ga3/SiO2 
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Therefore, it was decided that high surface area SiO2 should be used as a support material for 
further studies. As mentioned earlier, the advantage of SiO2 is in its convenience for 
characterization using x-ray techniques and electron microscopy.  

At this point, the dynamic (or one might say, chaotic) part of the optimization was ended. 
Definitely many other things could be tried: preparation of Ni-Ga catalysts by co-precipitation 
through a hydrotalcite-like precursor as suggested in (44), calcination of the precursor in dilute 
NO flow which could improve the dispersion (45), optimization of the Ni-Ga catalysts 
impregnated on different supports. The idea was however to invest more time into investigation 
of Ni-Ga nanoparticles formation, and factors governing the activity, selectivity and stability of 
this novel catalytic system.    
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5. Further investigations into SiO2 supported Ni-Ga catalysts. 
 

Admittedly, the ability to synthesize supported Ni-Ga nanoparticles in such a straightforward 
way is an exceptionally fortunate situation. In many cases, this is not a trivial task. There are 
several systems where supported intermetallic nanoparticles with controlled size and morphology 
were synthesized following conventional chemical procedures. For example, Pd2Ga 
nanocrystallites were prepared by impregnation of the acidic solution of metal nitrates into 
carbon nanotubes and shown to be well dispersed (46). Another example is Pt-Bi, which is 
interesting as anode-side catalysts in formic acid fuel cells. The authors claim that nicely 
dispersed 3nm PtBi particles can be formed on mesoporous carbon support (47). But in general, 
despite the existence of a huge variety of intermetallic phases, preparation of well-defined 
supported nanoparticles in a sustainable and reproducible way is a major challenge (48). But why 
intermetallic and alloys are so interesting for catalysis? 

The analysis of the literature shows that attention drawn towards the utilization of alloys and 
intermetallic compounds for catalytic purposes is increasing: in a number of applications, they 
could represent attractive alternatives to conventional catalysts in terms of cost, activity, stability 
and selectivity. A good example is in fuel cells where platinum is commercially used as a 
catalyst for cathodic reduction of oxygen; however, the kinetics of this reaction is far from 
optimal (49). In this line, a Pt-Y intermetallic catalyst has been reported to possess 6-10 times 
higher activity than pure platinum. This is explained by modification of the bonding energies of 
the key reaction intermediates due to alteration of the electronic structure of platinum (50). 
Long-term stability of the alloy under reaction conditions has to be improved though. Alumina 
supported Pd-Ag alloy catalysts are widely used in industry for selective hydrogenation of trace 
amounts of acetylene to ethylene (51). It is believed that diluting palladium surface by silver 
atoms, i.e. breaking down the surface into smaller Pd islands, leads to partial suppression of coke 
formation, and hence, improved selectivity (52), (53). Recently, a novel Pd-Ga intermetallic 
catalyst (IMC) has been shown to have superior properties in terms of activity and selectivity for 
semi-hydrogenation of acetylene when compared to commercially used Pd-Ag alloy, as well as 
being more resistant to coking (13) (54). The reason for improvement is believed to stem from 
the chemical nature of the Pd-Ga intermetallic compounds. In PdGa, for example, no direct Pd-
Pd bonds are present in the structure and segregation is reduced due to strong covalent bonding 
between the two metals (55). In other words, both geometric and electronic structure of Pd-Ga 
IMC is much more defined then that of Pd-Ag alloy. Another interesting alternative material for 
C2H2 semi-hydrogenation is a recently proposed Al13Fe4 intermetallic phase, which is 
catalytically similar to PdGa but more attractive in terms of price (56). An enhancement of 
catalytic properties by using intermetallic compounds instead of metals is observed in the anode 
side of the formic acid fuel cells. When metallic platinum is used as a catalyst, the presence of 
large Pt ensembles leads to dehydration of the acid to CO, which acts as a catalyst poison (57). 
By using Pt-Bi catalysts, the undesired dehydration reaction is almost completely suppressed, 
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while the selectivity towards dehydrogenation (to form CO2 and H2) is greatly enhanced (47). 
Attempts have been made to utilize intermetallic compounds for methanol steam reforming 
(MSR) reaction, by utilizing PdZn-based catalysts. The currently used Cu/ZnO/Al2O3 is known 
to suffer from sintering under MSR conditions, and produce more than 1000 ppm CO as a by-
product (58).  

In general, utilization of intermetallic compounds offers a number of benefits for catalytic 
applications: they are structurally stable due to covalent nature of metal-metal interactions (59)  
and the electronic structure of the active metal can be modified depending on the nature of 
neighboring atoms. They are an excellent example of the concept of site isolation, which is 
believed to be required in a number of heterogeneous catalysis applications (60). 

In the end, it is the electronic structure of the active site that largely determines the reaction 
pathway in a catalytic process. In this line, it has been demonstrated that this structure can be 
fine tuned by means of alloying (61). The concept of tailoring the reactivity in this fashion is 
very attractive, as in principle there is an incredible variety of binary and ternary (and even 
higher order) alloys and intermetallics. But the question major challenges are: 

- How to pick out appropriate candidates for a particular reaction?  Theoretical screening 
tools such as DFT are used for this but they need further improvement  
 

- How to prepare well-characterized supported intermetallic phases?   

There are obviously other considerations general for all heterogeneous catalysts: stability, 
selectivity, cost est., which should be taken into account as well. 

 

5.1. Synthesis and characterization of Ni-Ga nanoparticles. 
 

5.1.1. Catalytic data. 
 

After a preliminary work described in chapter 4, a more detailed look into the structure and 
catalytic properties of Ni-Ga catalysts was required. Moreover, a conventionally used catalyst for 
methanol synthesis (Cu/ZnO/Al2O3) had to be prepared and tested in order to see how good or 
bad these Ni-Ga phases were. A good recepi for preparation of a good benchmarking catalyst 
was found in (62), where it is claimed that the activity of resulting Cu/ZnO/Al2O3 is comparable 
with that of commercial catalytic system.  

The catalyst was prepared according to a co-precipitation method as follows: an aqueous solution 
of copper, zinc and aluminum nitrates and a precipitating agent, Na2CO3, were added 
simultaneously into a millipore water, so that the pH level was maintained at 7±0.2. The 
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temperature during co-precipitation was 65°C and the entire suspension was constantly stirred. 
Co-feeding was stopped after 2 hours and aging process was started. During the aging, which 
lasted one hour, pH was still kept at 7 which required addition of more nitrate solution. The 
resulting gel was afterwards filtered, washed a few times with millipore water, dried overnight at 
room temperature, then at 80°C for 4 hours, and finally calcined in air at 300°C for 2 hours. The 
calcined precursor was pressed, crushed and sieved to obtain 0,212-0,354 mm grains.  

As described in section 4.1, the Ni-Ga catalysts were prepared by impregnation of the solution of 
nitrates into 0.4g of SiO2 mesh, to obtain 17 wt% loading of metals. Since the Cu/ZnO/Al2O3 
catalyst contained 48 wt% of copper after reduction, the total amount of the catalyst precursor 
used was 0,166g to match the molar amount of Ni+Ga and Cu in the two catalysts. Therefore, the 
Cu/ZnO/Al2O3 had to be diluted with silicon carbide in order to match the volume of silica 
supported Ni-Ga catalysts. Since reduction of copper oxide is an exothermal reaction (ΔHf

0 = -
84.5 kJ/mol) and local temperature gradients due to heat release could promote sintering of 
copper nanoparticles, the catalyst activation was performed under mild conditions: 200°C in 1% 
H2/Ar flow for 20 hours.  

As a quick benchmarking test, BET surface area of freshly prepared catalysts was determined. 
The measured value was somewhat lower than that reported in the literature (62) (92 m2/g 
instead of 110 m2/g for the). This could be attributed to the very high sensitivity of the structure 
of the resulting catalysts to process parameters (temperature, pH, ageing time variations could 
play a big role). But in general, the catalyst seemed to be suitable for comparison purposes.   
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Figure 5.1. Methanol (thick solid lines) and rWGS (thin solid lines) activity of Ni-Ga and Cu/ZnO/Al2O3 catalysts. 
Equilibrium methanol conversion presented in dotted lines.   



36 
 

In total, four catalysts were prepared for comparison: NiGa/SiO2, Ni5Ga3/SiO2, Ni3Ga/SiO2 and 
Cu/ZnO/Al2O3. These were tested under exactly similar conditions: 25% CO2 in H2, atmospheric 
pressure, GHSV = 6000. The activity and selectivity data is presented in figure 5.1 and 5.2. 

Although Cu/ZnO/Al2O3 catalyst is prepared following an optimal procedure, the Ni5Ga3/SiO2 is 
very similar in term of activity. This is remarkable considering that copper based catalyst tested 
here is reported to possess even higher activity than the commercial catalyst (62). Comparison 
between Cu/ZnO/Al2O3 and Ni5Ga3/SiO2 also reveals that in the later case, the equilibrium 
methanol conversion is shifted to the right in the temperature axis, as the rate of reverse water 
gas shift reaction is lowered. Apparently, copper catalyst produces CO much more readily than 
Ni-Ga catalysts at these conditions. This is reflected in the equilibrium methanol production 
curves, presented together with the activity data. Equilibrium calculations were made according 
to the equations 2.7 – 2.10. 
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Figure 5.2. Selectivity of Ni-Ga and Cu/ZnO/Al2O3 catalysts. Thick solid lines – selectivity to methanol; thin solid 
lines: selectivity to DME+CH4; dashed lines: selectivity to CH4. Neither CH4 nor DME is observed on 
Cu/ZnO/Al2O3 catalyst. 

Selectivity-wise, Cu/ZnO/Al2O3 catalyst is very difficult system to compete with, since it 
produces exclusively methanol (at least within the detection limit of the GC, no other organic 
compounds are observed). The selectivity has been calculated taking into account only organic 
substances, i.e. CO-free selectivity. The main organic by-products in the outlet gas are methane 
and dimethyl ether: while the first one is very undesirable, DME is actually not that bad. If 
methanol is considered as a fuel, then the presence of the ether should only add up to the 
calorific value of the fuel. For this reason, methanol selectivity has been plotted together with 
that of methane to show how much is actually lost due to production the truly undesired product.   



37 
 

When it comes to Ni3Ga/SiO2, the picture is completely different to both NiGa and Ni5Ga3: this 
catalyst bears a lot of similarities with metallic nickel: it produces mainly methane, especially as 
the temperatures goes up, although still generating some methanol at lower temperatures.    

To sum it up, it would be fair to assume that our attempt to synthesize a Ni-Ga catalyst for 
methanol production was successful.  The activity and selectivity are quite close to those of the 
highly optimized Zn promoted Cu-based catalyst, which requires a very complex synthesis 
procedure.  

 

5.1.2. Characterization: XRD and TEM  
 

The three Ni-Ga catalysts discussed above were also prepared using a lab-scale in-situ XRD 
setup. The idea was to expose the catalyst precursor to reduction/alloying program similar to that 
employed in the fixed-bed reactor: the impregnated SiO2 is reduced at 700C in pure H2, then 
cooled down and finally a diffractogram is collected at room temperature. The convenience of 
utilizing in-situ facilities is that the samples are not exposed to air between synthesis and 
characterization, which prevents possible re-oxidation or de-alloying. 

The diffraction patterns are represented in the figure 5.3, together with the reference patterns 
from ISCD database (40). The experimental diffractograms match pretty nicely with the ones 
reported in the literature, meaning that in all three cases the targeted Ni-Ga phase was formed. 
One could be tempted to immediately conclude that phase pure intermetallic compounds were 
synthesised upon reduction; however, it is known that XRD is usually “blind” towards very 
small crystals (less than 1 nm) and amorphous phases. It is also not possible to unambiguously 
state that all Ni and Ga were combined to form the right phase. But in general, the nature of the 
formed phase seems to be dictated by the Ni/Ga ratio in the impregnation mixture.  

The broadening of the diffraction peak can be used to estimate the average crystalline size of the 
nanoparticles. From the FWHM of the main peaks, the corresponding values were determined 
and summarized in table 5.1. 
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Figure 5.3. In-situ XRD patterns of the as-prepared Ni-Ga and Cu/ZnO/Al2O3 catalysts.  

As a next characterization step, the two catalysts: NiGa/SiO2 and Ni5Ga3/SiO2 were investigated 
by means of TEM. Since Ni3Ga/SiO2 hardly presented any interest from catalytic point of view 
(for methanol synthesis), it has not been analyzed by electron microscopy. The data on average 
size and size distribution was obtained after statistical treatment of the images: 219 and 120 
particles were analysed in case of Ni5Ga3/SiO2 and NiGa/SiO2, respectively. Slight differences 
are apparent: for Ni5Ga3/SiO2, average diameter is smaller and particles are more uniform in size 
(d = 5.1 1.4 nm), while NiGa/SiO2 exhibits broader size distribution: d = 6.2 1.3 nm (figure 
5.4). Energy Dispersive X-ray Spectroscopy has been used to confirm that the composition of 
particles corresponded to 1:1 and 5:3 ratios between Ni and Ga. Resulting TEM data is collected 
together with the XRD results in table 5.1. For TEM analysis, the values of surface- and volume 
weighted average diameters were calculated as well according to equations 5.1 and 5.2, 
respectively. The volume weighted diameters should be used to get an adequate comparison with 
the XRD data (63).  

ds =          (5.1) 

 dv =  
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The size increment (binning size) of ∆d = 0.5nm was used, and nanoparticles are counted in the 
intervals of  The data from the two complimentary techniques is in 
reasonable agreement, meaning that a first picture of how these catalysts look like was drawn at 
the point. 

      

  

Figure 5.4. Representative TEM images of (a) Ni5Ga3/SiO2 (b) and NiGa/SiO2 catalysts, and corresponding size 
distribution histograms (c, d). 

 

Catalyst 
particle diameter, nm 

TEM (size 
distribution) 

TEM (surface 
weighted) 

TEM (volume 
weighted) 

XRD 
(FWHM) 

NiGa/SiO2 6.1 ± 1.3  7.2 7.7 7.1 
Ni5Ga3/SiO2 5.1 ± 1.4 5.5 6.0 5.9 
Ni3Ga/SiO2 - - - 4.8 

Cu/ZnO/Al2O3 - - - 5.7 
Table 5.1. Average particle sizes determined by TEM and XRD methods. 
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Another interesting observation is that the average size of copper crystallites is very similar to 
those of Ni5Ga3/SiO2 and NiGa/SiO2. Moreover, the molar loading all the catalysts is the same. 
Consequently, the turnover frequency values (TOF, i.e. activity per surface area) for the 
Ni5Ga3/SiO2 and Cu/ZnO/Al2O3 catalysts are very similar. This is very remarkable since the TOF 
represents the intrinsic activity, which is an inherent property of a material. However, the 
fraction of the surface that is actually active is difficult to estimate. Even for the Cu/ZnO/Al2O3 
catalyst, which has now been studied for many decades, there are still controversies regarding the 
nature of active sites. However, DFT calculations do predict the rates of methanol synthesis per 
active site (which was modelled as a 211step site with Ni on top).  Now assuming that these 
calculations represent what happens on a real catalyst surface, it is possible to estimate what 
fraction of the surface should be covered by active sites in order to match the DFT-based TOF 
values. 

The experimental TOF calculations (amount of methanol produced per nm2 of metallic surface 
per second) are based on the assumption that: 

- all particles are spherical and uniform in size  

- the average particle size is adequately represented by the average volume weighted diameter 

Knowing the rate of CH3OH production, TOF values for all catalysts under investigation can be 
now calculated as a function of temperature. For instance, the most active Ni5Ga3/SiO2 catalyst 
makes 3.5*10-5 moles of methanol per nm2 per second. Comparing this value with the one 
presented in the figure 1.1 (approx. 5*10-9) implies that the density of active sites should be 
around 104 per nm2. This is definitely unrealistic since the atomic radii of Ni and Ga are 0.124 
and 0.135 nm, respectively (64), meaning that at maximum approx. 102 atoms can occupy 1nm2. 
Consequently, the calculated numbers are to a large extent underestimate of the real ones. A 
work is currently in progress in the direction of screening other possible surface configurations 
of the Ni-Ga. However, what DFT calculations do provide are the trends in reactivity, thus 
helping to choose the optimal candidate.     

 

5.2. Formation of Ni-Ga nanoparticles investigated by in-situ techniques. 
 

Here the focus will be on two in-situ characterization methods: in-situ XRD and in-situ XAS. 
These techniques complement each other nicely because the former one gives information on the 
long-range order of the crystalline materials, while the later one is convenient to study the local 
structures, including those of the amorphous materials. In-situ TEM investigations during the 
formation of Ni5Ga3 model system have been performed within the framework of a separate PhD 
project at DTU CEN (Centre of Electron Nanoscopy), and the reader is referred to a thesis 
written by Linus Duchstein (65) for further details.  
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5.2.1. In-situ XRD  
 

5.2.1.1. Brief introduction and practical notes 
 

The main idea behind in-situ XRD experiments was to follow the dynamics of Ni-Ga 
nanoparticles formation as a function of temperature. The aim was to be able to answer the 
following questions: 

- what are the intermediates during reduction/alloying? 
- what is the minimum temperature at which the desired phase is formed? 
- is it possible to optimize the preparation procedure further to get a better catalyst?  

The experiments were conducted using PAN Analytical X`PERT PRO diffractometer available 
at DTU Physics. Cu-Kα radiation was employed as X-ray source. In order to get a 
monochromatic beam, the incoming photon flux was monochromated by a nickel filter. For in-
situ XRD measurements, an Anton Paar XRK-900 cell was used and the catalyst precursor was 
reduced in pure H2 (total flow: 40ml/min) on the heated sample holder. The sample was heated 
up to 700oC in steps of 50oC or 100oC and the temperature was kept constant for 2 hours at each 
step. Short 15 min diffractograms (not presented here) were acquired before and after long 90 
min diffractograms, to check for possible phase transformations at isothermal conditions.  

The outlet from the in-situ XRD cell was analysed by a Quadrupole Mass Spectrometer (QMA 
125, Pfeiffer Vacuum). The ion currents corresponding to the components of the reaction 
mixture were not subjected to absolute calibration, and were only used for relative quantification. 

 

5.2.1.2. Experimental procedure and results 
 

As mentioned earlier, 2 out of 3 supported intermetallic Ni-Ga phases turned out to be interesting 
from catalytic point of view, namely, NiGa/SiO2 and Ni5Ga3/SiO2. Therefore, a series of in-situ 
XRD investigation during temperature programmed reduction (TPR) of the corresponding 
precursors were carried out. The evolution of phases is represented on figures 5.5. To assess the 
crystal structures that develop during TPR, the XRD data was compared to reference structures. 
Crystal data for these is collected in Table 5.2. 
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Figure 5.5. Evolution of crystallographic phases during temperature programmed reduction (TPR) to form (a) 
NiGa/SiO2 catalyst Ni:Ga ratio 1:1 in the catalyst precursor and (b) Ni5Ga3/SiO2 catalyst Ni:Ga ratio 5:3 in the 
catalyst precursor. Reflections are marked as follows: *(δ-Ni5Ga3), ¤(NiO), o(α`-Ni3Ga). Gas composition: 90% H2 
in Helium. Total flow rate: 40 ml/min.  

A mixture of nitrates containing 1:1 molar ratio of metals impregnated on SiO2, finally forms a 
β-NiGa phase. There are several distinct temperature intervals to point out during the TPR 
experiment, as shown by the in situ XRD data in figure 5.5a: at T > 200oC, formation of NiO 
crystallites starts. Decomposition of nitrates was also confirmed by mass spectrometry in a 
separate experiment: at 300oC, a complete transformation to oxides must be assumed, as judged 
from mass 30 in the figure 5.6. Between 300oC and 350oC, the intensities of the reflections due 
to NiO are further enhanced which is indicative of sintering during this step. At the same time, 
water is evolved due to reduction of the oxides. Increasing the temperature further leads to 
alloying of Ni and Ga, i.e. formation of α`-Ni3Ga, δ-Ni5Ga3, and finally β-NiGa phase, which 
corresponds to the Ni/Ga ratio in the initial impregnation mixture. The apparent evolution of 
water at the temperatures higher than 500°C is most probably an indication of water desorption 
from the internal surface of the in-situ XRD cell. Formation of Ga2O3 was not observed during 
in-situ XRD; this point towards the amorphous nature of the oxide. However, further XAS 
analysis revealed the presence of this intermediate (see chapter 5.2.2).   
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Figure 5.6.  Evolution of water (mass 18) and NOx (mass 30) during formation of the NiGa/SiO2 catalyst.  

In general, the onset of formation of intermetallic phases in the case of δ-Ni5Ga3 synthesis is 
observed at lower temperature than for NiGa/SiO2: NiO is formed at 250oC, and already at 300oC 
further changes are seen. At this point the catalyst is a mixture of Ni3Ga and NiO phases, with 
nickel oxide as dominant (70%). At 400oC, a mixture of intermetallic α`-Ni3Ga and δ-Ni5Ga3 
phases is seen, with further temperature increases leading to an increased fraction of the latter. It 
appears that, while the transformation of NiO and Ga2O3 into a nickel-rich intermetallic state is a 
relatively easy process, formation of the δ-Ni5Ga3 phase is much slower. The final diffraction 
pattern recorded after reduction at 700oC still does not represent a clear pattern of a phase-pure 
Ni5Ga3/SiO2 catalyst.  

phase diagram  ICSD reference (40) 

phase Ni, at.% space group ICSD 
code 

chemical 
structure 

crystal 
structure a [Å] b [Å] c [Å] 

β 42-69.4   Pm-3m (221) 103853   NiGa cubic (bcc) 2.886 2.886 2.886 
δ 62-67.5   Cmmm (65) 103861   Ni5Ga3 orthorhombic 7.53   6.72 3.77 
α` 70-77   Pm-3m (221) 103857   Ni3Ga cubic (fcc) 3.583 3.583 3.583 
Ni 77-100   Fm-3m (225) -    Ni cubic (fcc) 3.45   3.45 3.45 
NiO      -     Fm-3m (225)     9866   NiO cubic (fcc) 4.178   4.178 4.178 

Table 5.2. Reference data for the relevant Ni containing phases 

This is however in contrast to the catalyst prepared under the same conditions in a fixed-bed 
reactor, which shows a much more pronounced δ-Ni5Ga3 pattern with no traces other Ni-Ga 
phases (see ex-situ XRD spectra, figure 5.3). The reason could be the different nature of the flow 
through the catalyst bed in the two cases: reduction in a fixed-bed reactor occurs under plug-flow 
conditions (height to diameter (h/d) ratio of 7-8). Flow conditions during in-situ XRD 
experiments are remarkably different: the catalyst precursor is placed on a sample plate, where 
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the h/d value is close to 0.3, which could result in preferential flow path formation and hence 
longer time to reduce the entire volume of the sample. Apparently, this is not an issue in case of 
β-NiGa formation, whereas synthesis of a more complex δ-Ni5Ga3 requires longer time under in-
situ XRD conditions.  

On the other hand, the Ni5Ga3 diffractogram presented in figure 5.3 is also obtained in the in-situ 
XRD cell, but it matches much better with the reference pattern. Moreover, the diffraction 
pattern of another catalyst, NiGa/SiO2, only shows reflections of the pure β-NiGa phase. This 
phenomenon was very puzzling, and at this stage it is left for the conclusions section, where it is 
discussed in the light of certain experiments performed later. 

 

5.2.1.3. Rietveld refinement. 
 

After the experiments were done and the observed peaks could be qualitatively assigned to 
certain phases, quantitative phase analysis was preformed. For this, Rietveld refinement was 
performed using X-Pert High Score Plus software, which uses the refinement program based on 
the source code of the program LHPM (66). The procedure was done assuming Pseudo Voigt 
peak function for all peaks. Refinement was done by fitting various combinations of Ni-Ga 
phases, until a satisfactory agreement between the experimental and fitted patterns was achieved.    
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Figure 5.7. Rietveld refinement analysis of the phases formed during temperature programmed reduction of metal 
nitrates to from (a) NiGa/SiO2 and (b) Ni5Ga3/SiO2.  

Rietveld refinement of the intermediate phases during preparation of NiGa/SiO2 catalyst is 
presented in figure 5.7a.  It should be noticed that formation of the final β-NiGa phase goes 
through more nickel rich intermediate phases, and co-existence of two or more phases is possible 
at intermediate temperatures. The results of the refinement should not be used for absolute 
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quantification of the phase composition, since the diffraction patterns were not acquired at room 
temperature. However, the analysis allows following the dynamics of phase transformations. 

For the catalyst impregnated with a mixture of nitrates corresponding to Ni5Ga3/SiO2, the 
Rietveld refinement (figure 5.7) was more difficult to apply due to combination of several 
phenomena: more complex structure of the Ni5Ga3 phase, co-existence of phases with closely 
lying reflections at higher temperatures, and the absence (or amorphous nature) of reflections 
from certain crystallographic planes 

To sum it up: in the case of β-NiGa, the composition of the final phase corresponds to the Ni/Ga 
ratio in the mixture of metal nitrates. For δ-Ni5Ga3, some 15% α`-Ni3Ga is present together with 
a targeted phase. This means that given high enough temperature, a desired phase is formed in a 
relatively short time scale compared to the preparation of bulk Ni-Ga intermetallic compounds 
which requires much longer time due to slow diffusion rate (67). However, the presence of the 
α`-Ni3Ga implies that some gallium is present in an unalloyed state (approximately 4% of the 
total gallium loading).  

Metallic nickel has not been observed in either case meaning that reduction of the NiO 
crystallites must be immediately followed by incorporation of gallium into the crystal structure 
of nickel. Table 5.3 summarises the changes in average particle size during TPR, estimated from 
Rietveld Refinement analysis. For both systems under investigation, particle size increases 
during reduction, which should be expected due to incorporation of gallium to form an 
intermetallic phase. The average number of nickel atoms per particle at a given temperature was 
calculated, taking into account the phase composition derived from Rietveld analysis according 
to the equation given below: 
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where NT is a number of nickel atoms per average nanoparticle at the temperature T; ωi – weight 
fraction of phase i, found by Rietveld refinement; Vi – volume of the unit cell of the phase i; ni – 
number of nickel atoms in the unit cell of phase i; r – diameter of an average nanoparticle. 

When β-NiGa is synthesised, the number of nickel atoms per particle does not change 
significantly between 300oC and 500oC, meaning that at this temperature interval particle growth 
occurs primarily due to alloying. When the temperature is further increased, the NT value grows, 
implying that sintering occurs at T > 500oC. In the case of δ-Ni5Ga3 formation, the average 
number of nickel atoms per nanoparticle increases in the entire temperature range, suggesting 
that both sintering and alloying are contributing to the increase in particle size during TPR. As 

 

       (5.3) 
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discussed above, the results of Rietveld analysis should not be used for absolute quantification; 
however, it allows distinguishing between different particle growth mechanisms during TPR.         

Temperature, 
°C 

β-NiGa δ-Ni5Ga3 

average 
diameter, nm 

number of Ni atoms in 
the particle 

average 
diameter, nm 

number of Ni atoms 
in the particle 

300 4.4 2450 4.1 2100 
400 4.4 2700 4.9 3800 
500 4.7 2700 5.3 4900 
600 5.2 3200 5.9 6800 
700 6.1 4900 6.0 7100 

Table 5.3. Particle size as s function of temperature during TPR experiment.   

To explain the mechanism of the formation of intermetallic Ni-Ga nanoparticles, analysis of 
thermodynamic and crystal structure data is needed. Formation of Ni3Ga as a first intermediate 
compound at the lowest temperature can be explained taking into account the following 
considerations: both Ni and α`-Ni3Ga have the same crystal structure, namely face centre cubic 
(fcc). Hence, incorporation of gallium metal to form the Ni3Ga occurs without changing the 
crystal structure of nickel, and should be relatively easy process. According to both theoretical 
(68) and experimental (69) studies, the formation of nickel-rich Ni-Ga phases is an exothermal 
process: approximately -30 to -50 kJ/mol with increasing heat effect towards equimolar Ni/Ga 
ratio. However, there is apparently a significantly higher kinetic barrier for the formation of the 
δ-Ni5Ga3 and β-NiGa phases. This could be due to re-arrangement of the crystal structure to 
orthorhombic (δ-Ni5Ga3) and body centre cubic (β-NiGa), which requires a rather high activation 
energy.  

Although the interpretation of the experimental results does not seem to be straightforward, it is 
clear that the intermetallic phases are formed in a reasonable timeframe. In-situ XAS 
measurements were employed to get a deeper look into the alloying process. 

 

5.2.2. In-situ XAS 
 

5.2.2.1. Brief introduction and practical notes 
 

In order to get a better understanding of the formation of supported Ni-Ga nanoparticles, a series 
of in-situ X-ray adsorption experiments during temperature programmed reduction of the nitrates 
impregnated on the high surface area SiO2 support were carried out. The Ni5Ga3/SiO2 system 
was chosen, as it was shown to possess the highest activity among Ni-Ga catalysts tested so far. 
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The XAS measurements were carried out in transmission mode at the X1 beamline, in the 
DORIS III Synchrotron facility, Germany, using Si (111) double crystal monochromator. The 
XAS spectra were recorded at both Ni and Ga K-edges. The catalyst precursor was subjected to 
temperature programmed reduction in 90% H2/He mixture: the sample was heated in 5oC/min, 
while the temperature was measured by a thermocouple placed directly below the capillary. The 
sample was heated by a hot air blower. 

EXAFS data treatment was carried out using Athena and Arthemis software of IFEFFIT package 
(70). The spectra were energy calibrated from a reference metal foil, the background was 
extracted and then normalized. 

 

5.2.2.2. Analysis of normalized and Fourier transformed data 
 

The normalized spectra at the Ni and Ga K-edges during catalyst formation are presented in 
figures 5.8. As expected, the edge jump in both cases corresponds to the expected values of 
7478.2eV for nickel and 9251.6eV for gallium (71). Groups of absorption spectra corresponding 
to different temperature intervals can be pointed out; they are depicted here in different colours. 
These changes are invoked by the variations of the local environment around both absorbers: 
nickel and gallium.  
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Figure 5.8. Normalized absorption spectra recorded at the a) Ni K-edge and b) Ga K-edge during temperature 
programmed reduction of metal nitrates to form Ni5Ga3/SiO2. 

Analysing Ni absorption edge, 3 groups of spectra are clearly seen: between room temperature 
and 280°C, neither near-edge, nor oscillatory part of the XAS spectra is affected significantly. 
Between 280°C and 360°C, the intensity of the Ni edge is rapidly decreasing. Above 360°C, no 
further variations in the normalized absorption spectra are seen. At the Ga K-edge, four intervals 
can be distinguished: below 220°C, the initially present Ga(NO3)3 is converted to an intermediate 
substance that is apparently stable at 220C-280°C. Further transformations lead to formation of 
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gallium species in their final state. The first guess on the nature of the intermediate and final 
states can be made based on the already available in-situ XRD and mass-spectroscopy data. The 
reduction of Ni and Ga nitrates to oxides occurs roughly between 200°C and 300°C. Therefore, 
intermediate species seen at the Ni K-edge at 280°C and Ga K-edge at 220-280°C are most 
probably metal oxides (NiO and Ga2O3). After the reduction is completed, both metals are 
mainly present in an alloyed state according to Rietveld refinement data. Consequently, the steep 
decline of the edge height depicted in red and blue for Ni and Ga, respectively, can be attributed 
to reduction of oxides into metallic/intermetallic states.     

In order to appreciate how the local environment around the absorber atom is changing, R-space 
Fourier Transformed (FT) EXAFS spectra recorded at the Ni and Ga K-edges during TPR are 
represented in the figures 5.9. The temperature step between two consecutive spectra is 
approximately 10°C. The FT spectra allow distinguishing certain changes which are not directly 
apparent from the normalized spectra. In fact, the R-space spectra are changing continuously 
during the TPR experiment, at least due to the temperature effect (Debye-Waller factor). 

At the Ni K-edge, main variations of the local environment around nickel are becoming apparent 
already at 230oC (highlighted in red): the intensity of the main peak at 1.55Å vanishes and a new 
series of peaks at 2.1Å and 2.5Å emerge. The system is very dynamic between 230oC and 360oC, 
implying that main structural changes occur at this temperature range. At T > 420oC, the 
structure is stabilized, and only strong backscattering contribution at 2.1Å is seen. At the Ga K-
edge, a similar picture is observed: there are three distinct temperature intervals corresponding to 
different states of the system. Below 250oC, the local environment of the gallium is very similar 
to the initial mixture of nitrates. Between 250oC and 420oC, similar to that of nickel, local 
environment of gallium is changing drastically. At higher temperatures, only one strong peak at 
around 2.1Å is observed.  
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Figure 5.9. Fourier Transformed EXAFS profiles at the a) Ni K-edge and b) Ga K-edge during temperature 
programmed reduction of metal nitrates to form Ni5Ga3/SiO2 
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It is important to note that the main backscattering contribution to the final spectrum is observed 
at 2.1Å in the R-space representation of both Ni and Ga edges. This suggests that the average Ni-
Ga distance corresponds to the average Ga-Ni distance, which indicates that the two metals are 
intimately alloyed. Figure 5.10 shows the FT EXAFS spectra of metallic Ni, metallic Ga, as well 
as Ni and Ga in the Ni5Ga3/SiO2 catalyst after reduction. Nickel and gallium foils were used to 
obtain the corresponding reference spectra.  All spectra are acquired at room temperature.  

From the figure it is clear that the spectra at nickel and gallium K-edges of the as-prepared 
Ni5Ga3/SiO2 catalyst are quite different from those of metallic references: the position of the 
main peak in the case of gallium is shifted to lower values, which supports the idea that the state 
of Ga in the Ni5Ga3 is not metallic, but rather intermetallic. In the case of pure Ni, a lack of long 
range order is seen at the Ni K-edge of the Ni5Ga3. This cannot be explained by small particles 
size (a typical radius of the Ni5Ga3 nanoparticle is ≈ 2 5Å), but could be due to a complicated 
crystal structure of the ed compound. If a large number of various interatomic distances are 
present in the 2nd, 3rd, etc coordination shells, then relatively weak backscattered signals are 
expected. It is remarkable though that the position of the main peak, which represents the first 
coordination shell, is similar in the case of both Ni and Ni5Ga3. This implies that the average “Ni 
- Nearest Neighbour” distance is somewhat similar in the two cases. The result could provoke 
one to conclude that a footprint of metallic nickel is seen in both instances; however, crystal 
structure fitting analysis is required before drawing any conclusions. The later analysis will be 
presented in a publication that is currently under preparation (72); it shows that the fit between 
the reference (Ni5Ga3) and experimental structure is reasonably good. 
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Figure 5.10. FT EXAFS spectra of the pure metals and a Ni5Ga3 phase. 
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The problem is that another Ni-Ga phase, Ni3Ga, could also be nicely fitted to the experimental 
structure, meaning that EXAFS does not give an unambiguous answer on the nature of the final 
Ni-Ga phase. However, it does provide a strong evidence that both metals are reduced and 
alloyed after a TPR experiment. 

Now let`s turn attention back to the analysis of the normalized spectra. An onset of the reduction 
of gallium oxide (280oC) is slightly higher than that of nickel oxide (250oC), which could 
indicate that reduction of nickel oxide triggers further reduction of gallium oxide. The rather low 
reduction temperature of Ga2O3 is not directly intuitive; however, the XAS investigations of 
reduction of this oxide under similar conditions were unfortunately not carried out, as this would 
provide insights into the role of nickel. Armbruster et al (73) investigated the formation of Pd-Ga 
nanoparticles in a strongly reducing liquid media and suggested that the reduction of Ga takes 
place on the surface of already reduced palladium nanoclusters by atomically dissolved hydrogen 
therein. In other words, gallium oxide only starts to reduce after a certain amount of metallic 
palladium is formed. A similar scenario, where a freshly reduced platinum nanoclusters induce 
the reduction of copper to form Pt-Cu nanoparticles is proposed in (74). The mechanism might 
take place in the case of Ni-Ga nanoparticle formation, since metallic nickel readily chemisorbs 
hydrogen at these temperatures (75). The results of in-situ XRD experiments discussed earlier 
also shows that gallium is immediately incorporated into the structure of nickel as soon as the 
later specie is formed from nickel oxide, since no metallic nickel has been detected during TPR. 

 

5.2.3. Complementary TGA data 
 

Thermogravimetric data, i.e. the data on dynamics of mass loss during the temperature 
programmed reduction of Ni and Ga nitrates is relatively simple but informative technique to 
back up the in-situ XRD and in-situ XAS data. In an ideal case, when the exact composition of 
the catalyst precursor is known, it is possible to calculate the expected mass loss at different 
temperatures. For this, a mixture of nitrates supported on SiO2 would be subjected to a TPR 
experiment similar to that employed in one of the two in-situ techniques mentioned above. Then 
it should be straightforward to check if the phase composition of the Ni5Ga3 precursor found by 
means of Rietveld refinement, for instance at 300°C (figure 5.7), makes sense. Moreover, TGA 
could reveal if (and at which temperature) the metals are completely reduced to a metallic state. 
But in practice there are a few complications that limit such a detailed analysis. 

First of all, a catalyst precursor is prepared by means of incipient wetness impregnation of high 
surface area silica, which implies that the water content of the material is poorly defined. 
Secondly, the maximum H2 concentration in the reducing mixture could be as low as 4 vol.% due 
to technical limitations of the TGA apparatus. Moreover, previous studies on thermal 
decomposition of pure Ni and Ga nitrates have shown that these processes do not follow a simple 
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“nitrate-oxide-metal” route. Ni(NO3)2*6H2O goes through several intermediate hydrated states, 
followed by the formation of hydroxynitrates and oxides (76). The gallium nitrate case is even 
more complicated: the decomposition is accomplished by continuous mass loss starting already 
at 30°C (77). In the present case, the analysis is complicated by the simultaneous presence of the 
two salts, together with unknown amount of absorbed water which is expected to show a 
continuous desorption profile at low temperatures. 

However, certain information can be extracted from a TGA profile corresponding to formation of 
Ni5Ga3/SiO2 presented in the figure 5.11. In this experiment, a sample dried at room temperature 
was placed on a flat ceramic crucible and heated in 4% H2/N2 flow at 5°C/min. First, there is a 
significant mass loss curve at T < 130°C, indicating desorption of water and partial dehydration 
of the nitrates. Further, nitrates are decomposed to oxides (until 280°C), and oxides are reduced 
to metallic/intermetallic states at higher temperatures. The very distinct change in the mass loss 
kinetics at 280°C correlates very nicely with the changes observed at the normalized absorption 
spectra presented in the figure 5.8. At T > 280°C, reduction of oxides accomplished by the 
formation of intermetallic phases has been previously suggested (Rietveld refinement, figure 
5.7). At 650°C, mass loss reaches a constant value of 41.2%. Surprisingly, this is even lower 
than it would be expected for complete thermal decomposition of anhydrous metal nitrates 
(42.7%). This suggests that complete reduction of the oxides to metallic states was not achieved 
in this experiment, probably due to mild reduction conditions. Otherwise, a significant portion of 
the nitrates should be decomposed before the experiment, which is very unlikely as the precursor 
was dried at room temperature (76), (77).                
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Figure 5.11. Thermogravimetric analysis of the formation of Ni5Ga3/SiO2. Gas composition: 4% H2 in N2, flowrate: 
120 ml/min.    

A combination of in-situ XRD and in-situ XAS experiments provide a strong evidence that a 
desired Ni-Ga phase can be achieved given that the reduction temperature is high enough. 
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Comparative analysis of the results obtained from both techniques allows proposing the 
formation mechanism of the intermetallic Ni-Ga phases during reduction from nitrates. At the 
low temperature range (below 300oC), NiO nucleation sites are being formed, while at higher 
temperatures Ga is alloyed with Ni as it is reduced from Ga2O3. Alloying always proceeds 
through more Ni rich phase until stoichiometric composition is achieved, given long enough 
reduction time and high enough temperature. The proposed mechanism of the δ-Ni5Ga3 phase 
formation is summarized in figure 5.12. 

 

Figure 5.12. Proposed mechanism of Ni5Ga3/SiO2 formation during temperature programmed reduction form metal 
nitrates.  

 

5.3. Further optimization of the Ni-Ga catalysts 
 

5.3.1. Optimization of the Ni/Ga ratio 
 

In the previous chapters, the Ni5Ga3 composition (62.5% nickel and 37.5% gallium) 
corresponding to the δ-phase was assumed to be the most active among Ni-Ga intermetallic 
phases for methanol production from CO2 and H2. In order to check if this is really the case, a 
series of NiaGab/SiO2 catalysts with varying Ni/Ga atomic ratio were prepared and tested. Figure 
5.13 shows methanol production and selectivity as a function of nickel content for two different 
temperatures. Here only the selectivity towards organic compounds is considered, i.e. not taking 
into account CO formation in the reverse water gas shift reaction. The specific activity values are 
based on ex-situ XRD data that was collected after catalytic tests and further used to calculate the 
average particle diameter according to the Scherrer equation. The reason for presenting methanol 
production rate in two different ways is to compare both overall and intrinsic activity. In both 
cases, there is a clear maximum in methanol production at around 65-67% Ni, which falls into 
the δ-phase region and is very close to the Ni5Ga3 composition. Selectivity is 100% at 165oC 
except for Ni3Ga, whereas at 205oC in decreases with increasing Ni content. Interestingly, there 
is a selectivity plateau (approx. 98.5%) between 62,5% and 67,5% nickel, which are the 
boundary concentrations for the δ-phase (see table 5.2). 



53 
 

50 55 60 65 70 75

0

2

4

6

8

10

12
 

T = 165oC

T = 205oC

C
H

3O
H

 p
ro

du
ct

io
n,

 T
O

F*
10

6

m
ol

[C
H

3O
H

]*
m

-2
*s

-1
 

Nickel content / wt%

0

20

40

60

80
98.0

98.5

99.0

99.5

100.0

C
H

3O
H

 s
el

ec
tiv

ity
 / 

%

45 50 55 60 65 70 75 80
0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14
 

T = 165oC

T = 205oC

C
H

3O
H

 / 
m

ol
.%

Nickel content / wt%

50

60

70

80

98.0

98.5

99.0

99.5

100.0

C
H

3O
H

 s
el

ec
tiv

ity
 / 

%

 

Figure 5.13. Activity of the NiaGab/SiO2 catalysts normalized to (a) surface area of active metals and (b) molar 
amount of active metals.  

It is well know that metallic nickel is a good methanation catalyst (37) (38). Our results could 
suggest that with increasing concentration of Ni in the bulk, an increasing amount of free 
metallic nickel (or, alternatively, other sites capable of methane production) is present on the 
surface of nanoparticles. On the other hand, methanol production trend suggests a correlation 
between the bulk composition and the number of active Ni-Ga sites on the surface, which are 
apparently maximized for Ni/Ga ratio of approx. 5:3.  

DTF calculations have shown that the rate of methanol synthesis is dependent on oxygen binding 
energy (∆EC and ∆EO) on the surface of the active material. In this line, step sites comprised of 
both Ni and Ga atoms were found to be close to optimum in terms of binding energies (27). For 
the Ni-Ga compositions investigated, the nature of active sites is probably not influenced by the 
Ni/Ga ratio; however, the relative abundance of active sites for both methanol synthesis and 
methane formation seems to be a function of bulk Ni-Ga composition. In other words, there is 
actually a correlation between the bulk composition and surface structure, which is reflected on 
selectivity in a more pronounce way than on the activity. 

All the catalysts were analysed using XRF after the catalytic test. The idea was obviously to 
confirm that the composition of the catalyst did not change upon reduction&alloying procedure 
(i.e. no metal was lost during preparation). Initially, Ni and Ga standard solutions containing 1 
mg/ml of metals in a 5% HNO3 solution were bought from Sigma Aldrich. Different volumes of 
these solutions were mixed to obtain various Ni/Ga ratios, ranging from 40 at% to 80 at% of 
nickel relative to gallium. The solutions were then impregnated into the high surface area SiO2, 
dried, and used for the calibration of the XRF apparatus. This procedure resulted in a straight 
calibration line, but all of the experimental points were significantly off. Apparently, not only 
relative Ni/Ga ratios but also the total loading of the metals should be in the same order of 
magnitude for the samples under investigation and “standard” samples, if an adequate XRF 
calibration should be done. This was realized later and standard custom-made Ni and Ga 
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solutions containing 100mg/ml of Ni and were purchased from SPECs LTD. A new calibration 
line was constructed, which proved that the Ni-Ga ratio in the tested catalysts actually 
corresponded to the targeted values. The results are summarized in figure 5.14 and table 5.4.   
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Figure 5.14. Quantification of the Ni/Ga ratio in the NiaGab/SiO2 catalysts using X-Ray Fluorescence. 

  Ni50Ga50 Ni55Ga45 Ni60Ga40 Ni62.5Ga32.5 Ni65Ga35 Ni67.5Ga32.5 Ni70Ga30 Ni75Ga25 
nominal Ni content, 
mol% 50 55 60 62,5 65 67,5 70 75 
observed Ni content, mol 
% 50,31 55,46 60,65 63,14 66,08 68,12 71,08 76,04 

Table 5.4. Comparison of the nominal and actual compositions of the NiaGab/SiO2 catalysts determined by XRF. 

The concentration dependence of the XRF signal can be explained by the nature of fluorescence: 
the energy of the Ga-Kα (9.2 keV) photons emitted by the primary x-ray beam is higher than Ni-
Kα (7.47keV). This implies that the fluorescent Ga-Kα photons can be used to excite some of the 
core Ni electrons. As the concentration of the metals in a sample increases, the probability of 
such an excitation goes up. Consequently, the intensity of Ni-Kα radiation will be enhanced on 
the expense of Ga-Kα radiation, resulting in higher Ni/Ga signal ratio observed when the total 
metal loading in increased (even if the Ni/Ga atomic ratio is conserved). This effect, which is 
briefly explained in (32) for various Fe-Ni alloys, seems to hold for the Ni-Ga system as well.     

The slightly higher nickel content with respect to the nominal could be due to inaccuracy during 
determination of water content of the metal nitrates. The actual composition of the synthesised 
nanoparticles deviated at most 1,1% from the expected value. 
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5.3.2. Investigations into calcination effect 
 

Earlier in chapter 5.1.1 it was suggested that the best results from catalytic point of view are 
obtained when a dried catalyst precursor (metal nitrates impregnated onto SiO2) is reduced 
directly, skipping the calcinations step. It was concluded that the key reason was the dispersion.  

In an attempt to establish a correlation between particle size and reactivity, further investigations 
into the influence of calcination conditions on dispersion of nanoparticles, resulting phase and 
catalytic activity were done. For this, the catalysts prepared in three different ways were tested 
and characterized:  

a) calcined in stagnant air during 4 hours at 400oC prior reduction 

b) calcined in stagnant air during 4 hours at 700oC prior reduction  

c) prepared directly by reduction of nitrates.  

Although the directly reduced catalyst was prepared and characterized earlier, it was decided to 
perform the earlier measurements again due to the following reasons: 

- The XRD pattern in the figure 5.3 and a TEM picture in the figure 5.4 were obtained 
using SiO2 batch that was very soon exhausted. A second SiO2 batch, according to 
documentation, had similar properties (total surface area, pore size distribution, etc). 
However, it never allowed obtaining a clear δ-Ni5Ga3 diffractogram, as pointed out in the 
discussion of the in-situ XRD results (chapter 5.2.1). Note that the Ni5Ga3 samples 
discussed below are prepared in the fixed-bed reactor, subsequently passivated and 
characterized by ex-situ XRD.  

- The average crystal size of the Ni-Ga nanoparticles was slightly smaller when the second 
batch of SiO2 was used. Although the decrease (as concluded from the in-situ XRD 
experiments) was not dramatic, the idea was to exclude the effects that were possibly 
coming from SiO2.  

Figures 5.15 and 5.16 summarize the results of activity tests and post-reaction XRD profiles of 
the three catalysts prepared in a different way. XRD data was acquired after the catalysts were 
passivated in 1% O2/Argon flow at room temperature; hence, partial oxidation of the Ni5Ga3 
nanoparticles can be expected. In this line, slight oxidation is evident from a very broad peak at 
2θ = 63o and 2θ = 37o, which is a footprint of small nickel oxide crystallites.  

Very distinct Ni5Ga3 profiles are observed for the calcined samples, whereas for the directly 
reduced catalyst some of the reflections (at 2θ = 55o and 2θ = 71o) corresponding to [040] and 
[402] planes are not seen. This could be due to combination of at least two effects: very small 
particle size (below 5 nm), and a relatively weak overall signal from these crystallographic 
planes, as expected from reference pattern (78). For such small crystals, a lack of long range 
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order in certain dimensions of the crystal could be expected, which might lead to very weak (or 
no) signal in the diffraction pattern. However, a preferred orientation phenomenon or strong 
metal-support interactions could also play a role.   
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Figure 5.15. Activity dependence of a Ni5Ga3/SiO2 catalyst on calcination temperature. P = 1 bar, CO2 (75%)/ H2 

(25%) mixture. 
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Figure 5.16. Ex-situ XRD patterns of the Ni5Ga3/SiO2 catalysts.  

Pre-treatment conditions have a remarkable influence on the final state of the catalytic system 
(figure 5.16): the catalyst calcined at 700oC exhibits the lowest activity and the largest Ni5Ga3  
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Figure 5.17. (a, b, c)  post-run TEM images and (d, e, f) size distributions of non-calcined, 400°C-calcined and , 
700°C-calcined Ni5Ga3 catalysts, respectively. Calcination was done in static air. 
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crystallites, as confirmed by the XRD analysis. Catalyst calcined at 400oC has an intermediate 
activity and particle size, while non-calcined Ni5Ga3 possesses the highest CH3OH activity and 
consists of the smallest nanoparticles. Average particle sizes were calculated by Scherer 
broadening analysis of the main reflection (2θ = 43o), [211] reflection, and the data is 
summarized in table 5.5. 

calcination 
temperature, oC 

              particle diameter, nm 
TEM (size 

distribution) 
TEM (surface 

weighted) 
TEM (volume 

weighted) XRD (FWHM) 

N/A 4.7 ± 1.2   5.3  5.6  5.4 
400 5.2 ± 2.0   6.8  7.9  5.6 
700 8.8 ± 2.5 10.3  10.9  8.5 

Table 5.5. Comparison of the average size of the Ni5Ga3 nanoparticles estimated from XRD and TEM analysis   

Figure 5.17 summarizes the size distribution results obtained by TEM investigation of the 
catalysts, and supports the results of XRD analysis discussed earlier: pre-treatment by calcination 
leads to bigger Ni5Ga3 crystallites with broader size distribution. The average crystal size values 
found by XRD analysis are slightly lower, which is indicative of sintering that was apparently 
not taken into account appropriately by the Sherrer equation. In order to correlate the particle 
size with the resulting methanol yield, the specific activity of the catalyst was calculated. 
Activities were compared at 165oC and 180oC where the conversion is sufficiently far from 
equilibrium. The specific activity is defined as activity per geometric area, derived from the 
value of a surface weighted average diameter (63), as found by statistical analysis of TEM 
images according to the equation 5.2. 
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Figure 5.18. Catalytic activity towards CO2 hydrogenation to methanol: influence of pre-treatment conditions. Feed 
composition: 25% CO2 and 75% H2; pressure: 1bar. 

Figure 5.18 shows that smaller particles are more active per unit area, in accordance with the 
trend in activity per unit mass of Ni5Ga3 intermetallic nanoparticles. Here it is assumed that the 
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particle morphology does not change as a function of calcination temperature. In general, the 
fraction of undercoordinated sites (corners, kinks and step sites) on the surface is enhanced as the 
dimensions of the nanoparticles decrease, while the fraction of flat terraces is higher for larger 
particles. Previously it was suggested that methanol synthesis reaction occurs at the Ni-Ga step 
sites (27), which implies that the activity should increase when the particle size is scaled down. 

The reason for detrimental effect of calcination on particle size and, consequently, catalytic 
activity is likely due to high mobility of Ni during calcination step. Previously it was shown (79) 
that, calcination of nickel in air leads to formation of larger NiO crystallites. Assuming that NiO 
crystallites serve as nucleation centers for the formation of Ni-Ga nanoparticles, avoiding the 
calcination step decreases the average particle size significantly and thus increases the activity 
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6. Deactivation of the Ni-Ga catalysts 

 

The loss of activity over time is a common phenomenon for many reactions involving 
heterogeneous catalysts. Sintering, poisoning, thermal degradation, fouling, mechanical 
instability are only a few possible reasons causing degradation of a catalyst. In order to minimize 
these effects, an in-depth understanding of the processes leading to activity loss should be 
achieved (80). For example, the problem of severe deactivation of Pd/Al2O3 catalyst due to 
carbon deposition during selective hydrogenation of acetylene was addressed by “breaking 
down” the surface of palladium nanoparticles into smaller islands by adding silver (52). For 
group 8 transition metal catalysts, sulfur is known to be a major poison in steam reforming (81), 
hydrogenation (82) and Fischer-Tropsch (83) applications. For instance, blockage of the active 
sites of nickel catalysts leads to reduction of the activity by 3-4 orders of magnitude even at ppb 
levels (84). However, addition of small quantities of molybdenum and boron was shown to 
significantly increase the poisoning threshold (85).  

Deactivation is also an issue when it comes to catalysts based on intermetallic compounds: 
although such catalysts were shown to be beneficial compared to conventional catalysts in a 
number of applications (13), (47), many of them suffer from activity loss with time. Intermetallic 
compounds are thought to generally possess high intrinsic stability towards sintering and 
decomposition due to covalent nature of binding between the metals (15); however, it is either 
complete dealloying (86) or alternation of surface composition (87) under reaction conditions 
that often causes the deactivation. A recently proposed PdGa catalyst for methanol steam 
reforming, was reported to lose activity due to surface dealloying and oxidation of gallium (88). 
Another intermetallic MSR catalyst, NiZn, is converted into a complex mixture of initial 
compound and metal oxides under reaction conditions (86).      

In general, when it comes to intermetallic catalysts, there is always a potential for additional 
source of deactivation compared to monometallic catalysts – structural disintegration of the 
active phase. From the examples described above it is clear that many intermetallic phase are 
prone to decomposition under reaction conditions. Therefore, it is important to study the 
deactivation of the Ni5Ga3/SiO2 catalyst during methanol synthesis from carbon dioxide and 
hydrogen. Understanding the mechanism behind activity loss is a key step to suppressing the 
undesired processes leading to catalyst degradataion. 

The following 2 sub-chapters provide insights into the deactivation of the Ni5Ga3/SiO2 catalyst in 
two temperature regimes; the low temperature (LTD) and high temperature deactivation (HTD). 
This classification is arbitrary; it is proposed with respect to the processes leading to catalysts 
degradation. In the LTD regime, the loss of activity seems to mainly stem from surface 
phenomena while in the HTD regime bulk effects such as dealloying are observed. The main 
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tools used to investigate the deactivation were gas chromatography, mass spectroscopy, in-situ 
XRD, in-situ XAS and TEM.    

 

6.1. High temperature deactivation  
 

6.1.1. Catalytic and XRD studies  
To draw a full picture of deactivation behaviour of a catalyst, a long-term tests is always 
required, despite the high investments in terms of price and time (89) . In this work, due to time 
and equipment constrains, a different “deactivation screening” concept has been chosen. The 
catalysts were subjected to the so-called “accelerated ageing” test procedure, which has been 
adopted from (90) with some modifications. The main idea behind such tests is to facilitate the 
deactivation kinetics, usually by increasing the temperature. One could argue that such 
procedures do not truly represent the “accelerated” version of the real phenomena occurring 
during long-term exposure of a catalyst to reaction conditions; however, they at least provide 
insights into how the catalysts performance might change when it is subjected to extreme 
reaction conditions.  

The experimental procedure consisted of several “activity testing - aging cycles”, where activity 
was always measured at 180°C. This temperature was chosen since methanol yield is far from 
equilibrium at such conditions. During the aging cycle, the catalyst was treated in the reaction 
mixture at temperatures higher than normal. These aging - testing cycles were repeated with 
increasing aging temperature from 300°C to 450°C in step of 50°C. The total flowrate was 
decreased by a factor of five (down to 20 ml/min) during aging, while keeping the gas 
composition constant. The gas mixture employed was 25% CO2 in H2. The graphical 
representation of the test is shown on figure 6.1a. 
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Figure 6.1. (a) Graphical representation of the accelerated ageing experiment design and (b) deactivation of 
Cu/ZnO/Al2O3 and Ni5Ga3/SiO2 catalysts during accelerated ageing. 
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The detrimental effect of ageing is apparent already after the very first step (figure 6.1b). Upon 
keeping the catalysts in the CO2/H2 flow at 300C, the methanol activity of the Cu/ZnO/Al2O3 
catalyst has decreased twice, while the activity of the Ni5Ga3/SiO2 has dropped by an order of 
magnitude. Further ageing steps suggest that there is a linear deactivation behavior exhibited by 
both catalysts. For the Cu/ZnO/Al2O3, the reason for deactivation is most probably sintering, as 
suggested in (90). High mobility of copper nanoparticles at elevated temperatures leading to the 
loss of active surface area is a well known phenomenon. However, the stability of Ni5Ga3/SiO2 
catalyst under such conditions appears to be even worse. This was a rather disappointing surprise 
as the initial hope was that the intermetallic phase could be more stable due to slower sintering 
kinetics. The slow rate of agglomeration of Ni5Ga3 can be expected because these nanoparticles 
are formed at 700°C with a relatively narrow size distribution (see figure 5.17a,d) 

40 50 60 70 80

 

In
te

ns
ity

 / 
a.

u.

2θ / o

reference Ni3Ga

 

Figure 6.2. Ex-situ XRD test of the Ni5Ga3/SiO2 catalyst after the accelerated ageing test. 
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Figure 6.3. Accelerated ageing of the Ni5Ga3/SiO2 catalyst in the in-situ XRD cell: (a) evolution of phases with 
temperature and (b) methanol production after different ageing steps.   
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The Ni-Ga catalyst was analyzed with the aid of XRD after the ageing experiment. From figure 
6.2, dealloying of the active phase to form α`-Ni3Ga looks like a straightforward interpretation of 
the catalyst deactivation. However, the onset temperature of dealloying cannot be derived from 
post-run XRD analysis, and therefore other mechanisms could cause the activity loss. 

In order to investigate the ageing process in more detail, in-situ XRD experiments were carried 
out according to a protocol similar to that described above. For the sake of a more efficient 
utilization of the XRD time, the duration of both ageing and reaction steps were decreased to 2 
hours, and the flowrate of reaction mixture was kept constant throughout the experiment. 
Moreover, only 2 ageing steps: at 300°C and 400°C were employed. At each step, both short 
(2x20 min.) and long (2x40 min) diffraction patterns were acquired. The initial diffractogram in 
figure 6.3a exhibits a clear pattern of a δ-Ni5Ga3 phase, which is actually not affected by the first 
ageing step, neither in terms of crystallographic phase nor particle size. At the higher 
temperatures, the initial phase is transformed into the more Ni-rich α`-Ni3Ga phase, in 
accordance to the previous ex-situ investigations. In line with the steady state activity results 
presented in figure 6.1, the methanol signal followed by the mass spectroscopy (M/Z = 31) drops 
as a function of ageing temperature (figure 6.3b). The activity test followed by a 400°C ageing 
step is not shown here as the methanol signal was undetectable. 

Comparison of the in-situ XRD and steady-state ageing results point towards a very interesting 
conclusion. Deactivation of a Ni5Ga3 catalyst at 300°C is very dramatic, but this is not due to 
bulk dealloying or sintering. The explanation could be surface phenomena, for example 
poisoning of the surface by the impurities in the feed, carbon (or carbonaceous species) 
deposition, dealloying of the surface or/and sub-surface, partial segregation of one of the 
components which is not detected by the XRD, etc. 
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Figure 6.4. Accelerated ageing of the Cu/ZnO/Al2O3 catalysts investigated by in-situ XRD. 
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The main reason for deactivation in the case of Cu/ZnO/Al2O3 catalyst was, as expected, 
sintering of metallic copper. The corresponding in-situ XRD experiment is presented in the 
figure 6.4. Notice how the width of the peak at 2θ = 43° is decreasing with time: the average 
copper particle size calculated from the Scherrer equation is estimated to increase from 5.7 nm 
for the fresh to 10.0 nm for the aged catalyst. In principle the more thorough analysis of the 
copper sintering dynamics could give a correlation between the particle size (or surface area) and 
methanol production, but that was beyond the scope of this study. The main conclusion at this 
point is that the nature of deactivation in the case of Ni5Ga3/SiO2 and Cu/ZnO/Al2O3 is different. 

 

6.1.2. Deactivation of Ni5Ga3/SiO2 studied by synchrotron facilities 
 

As pointed out above, the process of de-alloying is accomplished by formation of the Ni3Ga 
phase as in-situ XRD results indicate, meaning that a certain amount of “unalloyed gallium” 
should be released according to the following reaction: 

3Ni5Ga3 ―> 5Ni3Ga + 4”Ga” 

Moreover, one can not a-priori exclude that a certain fraction of nickel could be released in the 
unalloyed form as well. To look into the influence of accelerated ageing on the local atomic 
structure, similar studies were carried out by means of XAS technique. The main purpose of 
employing XAS method was to investigate the changes in the oxidation states of both nickel and 
gallium, as well as to study the dynamics of dealloying process. The observed collapse of the δ-
Ni5Ga3 phase is most probably related to the presence of CO2, as in pure H2 the catalyst is very 
stable. 

The ageing studies were performed at the SNBL (Swiss-Norwegian BeamLine) in Grenoble, 
which was capable of doing in-situ XRD in parallel with in-situ XAS. The wavelength of the x-
ray radiation was 0.503357Å. 20 ml/min of gas was flown through the capillary filled with the 
catalyst.    

Formation of the Ni5Ga3 phase followed by in-situ XAS is discussed in the previous chapter. The 
ageing protocol adopted here is exactly the same as the one used for the in-situ XRD studies. 
Figure 6.5 demonstrates how the intensities of the whitelines at the Ni and Ga K-edges respond 
to the changing atmosphere and temperature. Apparently, a certain fraction of gallium is getting 
oxidized already at 200°C, as soon as the feed gas composition is changed from pure H2 to 
H2/CO2 mixture; this is concluded from the increased whiteline intensity. This could be the 
reason for the rather significant deactivation of the catalyst at 200°C (see figure 4.3). 
Interestingly, the whiteline intensity is almost constant upon ageing at 300oC. Another significant 
jump of the whiteline is seen as a result of the ageing at 400°C, which should be interpreted as 
further oxidation of gallium. 
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Figure 6.5. Noramlized XAS spectra recorded at the (a) gallium and (b) nickel K-edges as during accelerated ageing 
test. 

Conversely, no remarkable changes in the normalized spectra recorded at the Ni K-edge are 
observed as a function of ageing temperature, implying that the oxidation state of nickel is not 
affected by ageing. Only at the highest temperature, a minor increase in the whiteline intensity 
could indicate that nickel becomes slightly oxidized.  

It is more convenient to compare the Fourier transformed spectra at various ageing steps, since it 
helps to appreciate how the average local chemical environment around a particular absorber is 
changing. These data are presented on figure 6.6. Upon introducing CO2/H2 reaction mixture, the 
formation of gallium oxide is apparent form the backscattering contribution at 1.6Å (figure 6.6a): 
this has been earlier shown to stem from Ga-O distance in the Ga2O3 and Ga(NO3)3 (the presence 
of the nitrate can be safely excluded). Again it is clear that some oxide is formed already at 
200°C, and at higher temperatures its amount is increased. At the Ni K-edge, no signs of 
structural changes are apparent before the last ageing step, where some indications of the long-
range order occur as indicated by peaks at 3.4Å and 4.2Å.  
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Figure 6.6. Fourier transformed EXAFS spectra recorded at the (a) gallium and (b) nickel K-edges as during 
accelerated ageing test. 
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A careful comparative look into the figure 6.6a and 6.6b reveals an interesting trend: the 
intensity of the main backscattering contribution at both K-edges is changing as a function of 
temperature. In the case of Ga, the main peak gets lower, while that of the Ni increases (green 
lines on both spectra). This is nicely in line with the hypothesis that gallium is being pulled out 
for the bulk and oxidized to gallium oxide, leaving Ni in the form of Ni3Ga. First of all, when 
gallium oxide is formed (figure 6.6a), the average number of gallium atoms in the intermetallic 
state is diminished, causing the observed decrease of intensity. At the same time, Ni5Ga3 is 
transformed into Ni3Ga. The later compound has a more ordered structure, as can be judged from 
figure 6.7, and this could explain why the intensity of the main backscattering contribution is 
enhanced.   

                        
Figure 6.7. An fcc structure of the Ni3Ga phase (left) and a more complex orthorhombic structure of the Ni5Ga3 
phase (right) (40). Green spheres – nickel atoms, grey spheres – gallium atoms.  

Unfortunately, Quick EXAFS spectra were not acquired during the heating and cooling steps in 
between long EXAFS acquisitions at the isothermal conditions. Although it was possible to do 
both in-situ XRD and in-situ XAS in parallel, only one of the two had to be selected during 
heating/cooling cycles due to technical limitations. It was decided to try in-situ XRD which 
turned out to produce diffractograms of rather low resolution that could not be further used. 
Otherwise, it would be interesting to look at the changes (especially at the Ga K-edge) of the 
normalized and FT EXAFS spectra as a function of time. This might for instance have provided 
a correlation between the catalyst deactivation at 200°C and the extent of Ga oxidation.  

The positive thing is that at the isothermal conditions, both in-situ XRD and in-situ XAS data 
were collected. This time the signal to noise ratio of the diffractograms was enhanced due to 
longer acquisition times. In this way, a deactivation model derived from XAS data could be 
directly validated with the diffraction data. Figure 6.8 shows the complementary in-situ XRD 
patterns. The 2θ values were re-calculated using Bragg equation, for the sake of easier 
comparison with the data collected using Cu K-alpha radiation. The results are very consistent 
with those presented in figure 6.3a: ageing at 300°C does not have any detectable effect on the 
bulk crystal structure while ageing at 400°C leads to phase transformation. 

Gallium oxide has never been detected with the XRD, implying that it has an amorphous nature. 
An attempt has been once made to force the crystallization of Ga2O3 after the total deactivation 
of the catalyst. For this, the spent catalyst was calcined in argon flow at 700°C during 12 hours; 
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however, the oxide phase did not show up. The only technique used in this work that provided 
evidence of Ga2O3 formation was therefore EXAFS.   
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Figure 6.8. Accelerated ageing of the Ni5Ga3/SiO2 catalyst investigated by the synchrotron X-ray radiation (SNBL, 
Grenoble). 

 

6.1.3. Reactivation of the aged catalyst 
 

When a substantial amount of data had been collected on deactivation of the Ni5Ga3 catalyst, the 
obvious question arose whether it was possible to regenerate the catalyst after ageing. If the 
dealloying is promoted by high temperatures in the CO2/H2 feed gas (400°C), is it then a 
reversible process? To answer this question another experiment was designed, which was 
basically a modified and extended version of an accelerated ageing test. The experiment 
consisted of four steps (I, II, III and IV), and each step was made of an “ageing (1)-testing (2)-
regeneration (3)-testing (4)” cycle, as shown in figure 6.9. A constant flow of 100 ml/min of a 
stoichiometric CO2/H2 mixture was used for ageing and testing, while regeneration was 
accomplished in a pure H2 flow. Compared to the rapid ageing test described in chapter 6.1.1, the 
duration of ageing steps were decreased from 8 to 2 hours. But the main difference is the 
regeneration (3) procedure that was introduced in the current version of the experiment, which 
was followed by another activity test (4). The regeneration temperature was always the same as 
that of the ageing, in order to investigate the reversibility of the processes leading to loss of 
activity.   
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Figure 6.9. Extended accelerated ageing experiment. Reaction mixture: CO2 (25%) and H2 (25%) 

The very first 2 hours of the experiment are carried out on a catalyst that had been already tested 
for 20 hours, which explains a very stable reading of the methanol signal. In the present case, this 
will be regarded as a measure of the initial methanol production rate (although in some of the 
later tests the concept of initial activity is different: it refers to the methanol production rate in 
the first hour after catalyst preparation). After ageing at 250°C, roughly one third of the initial 
activity was lost; however, regeneration enabled to bring the methanol production rate fully back 
to initial level. Ageing at 300°C diminishes half of the methanol, but again regeneration 
successfully restored the catalyst. A similar behaviour is observed at the steps III and IV.  

Interestingly, there seems to be a linear correlation between the ageing temperature and the level 
of activity loss. However, the decrease of the rate of methanol production after ageing is 
significantly lower than that observed in the figure 6.1b (compare for instance the 7-fold activity 
loss at 300°C and only a 2-fold drop observed here). This should be due to shorter ageing time, 
which probably also correlates with the level of deactivation (although not necessarily in a linear 
fashion). It should also be noted that the methanol production rate immediately after the 
regeneration is slightly higher than the initial. It actually has a positive correlation with the 
regeneration temperature, since the activity after 400°C regeneration is the highest.  

The behaviour of the catalyst in terms of selectivity deserves a separate discussion. First of all, 
the selectivity is roughly the same irrespective of which testing step is considered, suggesting 
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that the structure of the surface is more or less similar throughout the experiment. This is to a 
certain extent counterintuitive, as it has earlier been shown with the aid of in-situ XRD and in-
situ XAS techniques that the Ni5Ga3 phase is disintegrated and converted to Ni3Ga. The later 
one, when synthesised directly from metal nitrates as a Ni3Ga/SiO2 catalyst, bears a lot of 
similarities with metallic nickel in terms of syngas conversion: figure 4.4 shows that it is highly 
selective towards methane from CO2/H2 feed and rather poor for methanol production. This 
implies that after ageing at 400°C, the catalyst should be expected to lose its selectivity to 
methanol, but apparently it does not. The explanation could be that the surface structures of a 
directly prepared Ni3Ga/SiO2 catalyst, and the one formed due to ageing are grossly different. 
Gallium oxide has a very negative dGf° value, -998.3 kJ/mol (64); this could suggest segregation 
and at least partial oxidation of gallium upon dealloying. Segregated gallium might cover the 
surface of the nanoparticles, thus blocking the sites that would otherwise be very active towards 
methanation. The reversibility of the deactivation process is another indication that the oxidized 
gallium is preserved in the close vicinity to the nanoparticles, most probably covering them. 
Nickel oxide has a significantly less negative dGf° value, -211.7 kJ/mol (64), and therefore the 
oxidation potential of CO2 at elevated temperatures might not be enough to pull out Ni from the 
Ni-Ga intermetallic phases. Although in-situ XRD suggests that the Ni5Ga3 phase is dealloyed, 
there could still be a certain fraction methanol-active sites on the surface that survive ageing. 
However, the catalyst has to be investigated using in-situ surface sensitive techniques in order to 
shed more light into this interesting phenomenon.  

The selectivity variations under test conditions will be discussed in more details in the following 
sub-chapter. The by-products detected by the GC are carbon monoxide, dimethyl ether and 
methane. The relative amount of these substances is rather constant between various testing 
steps, which is another strong evidence that the same active sites are present irrespective of the 
state of the catalyst: it looks like only the amount of these sites is affected as the temperature is 
increased.  

 

6.2. Low temperature deactivation 
 

6.2.1. Long term stability 
 

With the experiment described above, one can most certainly exclude that deactivation 
mechanism is irreversible. Since it is more interesting from practical point of view to look into 
the deactivation under normal operating conditions rather than extreme, another test was 
performed as demonstrated in the figure 6.10. Here, methanol is synthesised at 200°C for 20 
hours, then the catalyst is flushed with argon during 8 hours and finally regenerated at 250°C. 
This procedure is repeated once again to see if the catalysts performance has changed with time. 
Thus, the catalyst was exposed to reaction conditions three times. Trace amounts of the products 
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observed during flushing steps are not shown here in order to keep the figure “cleaner”. The idea 
behind introducing the flushing step was to remove all traces of reaction products and feed gas 
components before the regeneration experiment. This would enable one to see if carbonaceous 
species (possibly present) on the catalysts surface are converted to methane during the 
regeneration in H2 flow, without risking that the gaseous residuals are hydrogenated. 
Unfortunately, in this particular experiment the quantification of the amount of CH4 produced 
during regeneration was not possible, so this question was addressed in a separate experiment 
discussed further in this chapter.  
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Figure 6.10. Methanol synthesis experiment followed by flushing and further regeneration of the catalyst. Reaction 
conditions: 25% CO2 in H2, atmospheric pressure. 

First of all, the rate of methanol production is decreasing rapidly within several hours. The rate 
of deactivation is slowing down with time, and within 20 hours the level of CH3OH is almost 
stabilized accomplished by the loss of approx. 25% of the initial activity. However, regeneration 
at 250°C leads to complete reactivation of the catalyst: almost exactly the same initial activity 
and deactivation trend are observed as for the fresh catalyst. This procedure was repeated for the 
3rd time to get an even stronger evidence that deactivation phenomenon was fully reversible. 
Notably, not only methanol activity but the levels of CO, CH4 and DME production were 
restored after hydrogen treatment of the catalyst. Moreover, the activity of the Ni5Ga3/SiO2 
catalyst towards these by-products as a function of time is also very similar after the 
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regeneration. The minor difference between the reaction steps is that the amounts of methane and 
dimethyl ether are slightly lowered.  

It should be noted that deactivation profiles of CO and CH4 follow that of methanol, while the 
rate of DME production approaches a constant level with time after the initial activation period. 
This could suggest that CH3OH, CO and CH4 are produced on either the same or similar catalytic 
sites. DME is most probably synthesised from methanol on the surface of SiO2, as this reaction is 
known to take place on the acidic sites; these sites could be present on the surface of SiO2 as well 
(91). Assuming that catalytic properties of SiO2 are not affected by the reaction time, the rate of 
DME production should be stable as long as sufficient amount of CO2 is converted to methanol. 
This is what figure 6.10 clearly illustrates. 

But is there a quantitative interplay between the amounts of CH3OH, CO and CH4 produced? To 
answer this question, the ratios between these components as a function of time on stream were 
plotted in the figure 6.11. Such analysis reveals a few interesting trends. The ratio between CO 
and methanol is stabilized within 2-3 hours, indicating that the surface of Ni-Ga nanoparticles 
reaches a steady state. Apparently, the amount of rWGS active sites on the surface of the fresh 
catalyst is greater than the number of methanol-active sites. Another interpretation could be that 
the same sites are active towards methanol and CO synthesis from CO2 and H2; however, the 
surface gets modified in a way that rWGS activity is decreased with time.  

On the other hand, the ratio between CO and CH4 is constant from the very beginning of the 
experiment, especially when the 2nd and the 3rd reaction cycles are considered (dashed and dotted 
blue lines, figure 6.11). This implies that methane production rate directly follows the rate of 
rWGS reaction. The later argument is supported by (38), where it is proposed that the presence 
of H2 facilitates the formation of CO on a Ni/SiO2 catalyst, followed by dissociation of carbon 
monoxide into atomic carbon and oxygen. Carbon, in turn, is further hydrogenated to form 
methane. However, in the present case the amount of CO is 400 times greater than the amount of 
CH4, which is a consequence (and at the same time yet another evidence) of the huge difference 
between pure metallic nickel and Ni-Ga surface from catalytic point of view. Otherwise, for a 
Ni/SiO2 catalyst, a much higher conversion of CO into methane would be expected at this 
temperature (37).  

Atomic oxygen from CO dissociation, as well as water produced in rWGS reaction, could both 
contribute to the partial oxidation (or even segregation) of gallium. The later phenomenon has 
been proposed analysing the x-ray absorption data (figure 6.5, section 6.1.2). However, XAS is a 
bulk technique and therefore one cannot exclude that catalytically inactive gallium atoms (the so-
called “spectators”) are primarily oxidized.  
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Figure 6.11.  The ratios between the reaction products as a function of time during a 20hour test. Reaction 
conditions: 25% CO2 in H2, atmospheric pressure. 

 

6.2.2. Effect of CO 
 

Initially, DFT calculations were made for CO hydrogenation, but apparently carbon monoxide is 
a really unwanted compound in this reaction. The effect of addition of 5% CO into a CO2/H2 
mixture is illustrated in two separate experiments, presented in the figure 6.12. In the first 
experiment, the partial pressure of CO2 was varied by blending the CO2/H2 mixture with a 
subsequently decreasing amount of argon, keeping the flowrate of H2 (50ml/min) and the total 
flow (100ml/min) constant (red points, figure 6.11) until a 50%CO2/50%H2 composition was 
achieved. Afterwards, the CO2 partial pressure was decreased back to the initial level of 0.35bar 
by diluting the CO2/H2 mixture with carbon monoxide.    

It is remarkable that for a wide range of CO2 partial pressures the rate of methanol production is 
constant; so is the rate of the rWGS reaction. This implies that the total flowrate of the gas 
mixture could be decreased, without compromising the amount of methanol synthesized. On the 
other hand, the detrimental effect of CO is very pronounced: introducing 2% of CO kills approx. 
35% of the activity. Increasing the concentration of CO further deteriorates the catalysts 
performance until almost no methanol is observed at 15% of CO. This is a very strong indication 
of the CO poisoning of the catalysts surface.  
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Figure 6.12. (a) Methanol production as a function of CO2 partial pressure and reaction mixture composition. Total 
flowrate: 100 ml/min, T = 200°C, atmospheric pressure. (b) Methanol activity and methane selectivity of 
Ni5Ga3/SiO2 catalyst as a function of reaction mixture composition. 

In another test, a long experiment was intentionally ”interrupted” by co-feeding of 5% CO into a 
stoichiometric CO2/H2 mixture. This was immediately followed by a sharp drop of the methanol 
signal, and an increase of CH4 production. As soon co-feeding of CO was stopped, the ”normal” 
rate of CH3OH synthesis as well as methane selectivity was restored. The direct correlation 
between the presence of CO and the CH4 production rate is yet another evidence that 
methanation reaction is followed by rWGS during the CO2 hydrogentation to methanol.  

 

6.2.3. Carbon formation under normal operation conditions 
 

Just a reminder: under normal operation conditions, a CO2 hydrogenation test utilizing a 
(25%CO2 + 75%H2) mixture at atmospheric pressure and 200°C and a total flowrate of 
100ml/min should be understood. As discussed above, a significant amount of CO and CH4 is 
produced within 20 hours. It was argued that CO is partially split into atomic oxygen and carbon, 
and the later is hydrogenated to methane. But until now, it was not possible to tell if all atomic 
carbon is converted to CH4 under reaction conditions: one could speculate that there could be a 
carbon built-up responsible for the observed deactivation of the catalyst. Earlier it has been 
observed for supported nickel catalysts, that surface carbide was formed under reaction 
conditions similar to those discussed here (80)   

To check if this was the case, an experiment comprising of 20-hour methanol synthesis, 10 hour 
argon flushing and finally regeneration in H2 was performed (until methane level went below the 
detection limit of the GC). The regeneration process was performed at 300°C to facilitate the 
process. Figure 6.13 shows the methane evolution profile: upon regeneration, a significant 
amount of methane is released and its level exponentially drops with time. Integrating the area 
under the methane evolution curve show that 0.526 ml of CH4 are formed. This number allows 
calculating the carbon coverage under the following assumptions: 
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- catalyst consists of spherical Ni5Ga3 nanoparticles with the diameter of 5.5nm (this is 
consistent with XRD and TEM data)     

- carbon is adsorbed in an atomic sp2 state (atomic radius 73 pm)  

- all carbon is hydrogenated off the surface to form methane during regeneration 

- the stoichiometry of the surface is similar to that of the bulk at 200°C 
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Figure 6.13. Methane evolution upon regeneration of the Ni5Ga3/SiO2 catalyst. T = 300°C, pure H2 flow. 

Provided that these assumptions hold, an atomic coverage of 8.7% is calculated. Assuming that 
in the present case the active sites are preferentially blocked by carbon, the accumulation of 
carbon could account for the catalyst deactivation.   

In an attempt to see if an appreciable amount of carbon is formed on the surface, a model Ni5Ga3 
catalyst supported on 200 nm SiO2 nanospheres was prepared (the so-called Stoeber silica). The 
nanospheres with a controlled size were synthesised following a simple sol-gel process, 
described in (92). The idea was to have the Ni5Ga3 nanoparticles on a low surface area support, 
which would be more suitable for electron microscopy investigations, especially high resolution 
TEM. In this way, the chance of observing surface carbon would be higher.  

The Ni5Ga3/SiO2
(200nm) catalyst was prepared according to a conventional incipient wetness 

impregnation protocol, followed by drying and reduction in the flow of pure hydrogen. After 
that, the catalyst was subjected to CO2/H2 mixture for 20 hours, which was supposed to leave a 
substantial amount of carbon on the surface. Finally, the system was cooled down to RT and 
passivated in a 1% O2/Argon flow before TEM analysis. The new catalyst contained the same 
amount of metals as the one prepared using high surface area SiO2. Figure 6.14 confirms that 
utilizing a low surface area SiO2 support does not change the catalysts behavior in terms of 
deactivation: the activity is decreased continuously as a function of time. Only the overall 
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methanol production rate is lower than usual, which is explained by the relatively bad dispersion 
as judged from statistical TEM analysis (figure 6.15a).   
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Figure 6.15. Catalytic activity of the Ni5Ga3 catalyst supported on SiO2 nanospheres. 

                 
Figure 6.15. (a) TEM and (b) HRTEM images of the Ni5Ga3 catalyst supported on SiO2 nanospheres. 

A few HRTEM images were acquired along with conventional ones. A representative 
nanoparticle is shown in figure 6.15b. First, lattice fringes are seen, proving that the material 
under investigation is crystalline. Second, the determined distance between the lattice fringes, 
which is approx. 2.5A, correlates well with the [021] and [220] planes of the δ-Ni5Ga3 phase. 
However, the presence of deposited carbon - the main target of the investigation - is not directly 
evident. An amorphous, 1-2 nm thick layer covering the nanoparticle could easily be an oxide, 
formed during passivation. On the other hand, the amount of deposited carbon is way below a 

a b 
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monolayer (remember the 8,7% coverage calculated above), therefore it is probably not 
surprising why TEM could not unambiguously reveal its presence.  
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Figure 6.16. Deactivation behavior of Ni5Ga3/SiO2 and Cu/ZnO/Al2O3 catalysts. 

It is always nice to compare a new catalyst with the one that is well studied. In the present case, 
the long-term stability of the Ni-Ga catalyst is compared to that of the Cu/ZnO/Al2O3, as 
demonstrated in figure 6.16. Both tests were performed at 190°C which is not completely 
consistent with the temperature employed in the previous tests (200°C). Nevertheless, this does 
not change the overall discussions. The main conclusion is a high stability of the copper based 
catalyst, which is not prone to either carbon deposition.      

 

6.2.4. Proposed mechanism of a low temperature deactivation 
 

To sum up the picture of low temperature deactivation, the following schematic illustration of 
the various processes occurring under reaction conditions is given in the figure 6.17: 

CO2 is converted either to methanol due to direct hydrogenation or CO in a reverse water gas 
shift reaction; CO is mainly released as a gas-phase product but partly dissociated to C and O. 
Most probably, the rWGS reaction takes place on certain Ni-Ga surface sites: if it was produced 
on pure Ni then the rate of CH4 formation would be much higher (37). However, the Ni-Ga 
surface is apparently not completely inactive for the cleavage of C-O bond.  

It is well known that Cu catalyst is highly selective to methanol (>99.9%) (12). The high 
selectivity has been explained with the aid of DFT calculations in terms of optimal binding 
energy of reaction intermediates: the cleavage of C-O bond is energetically unfavourable 
reaction on the Cu surface (93). Nevertheless, certain amount of hydrocarbons is present in the 
reaction mixture under industrial reaction conditions (2). In the case of Ni-Ga, the energy 
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pathway for CO2 hydrogenation to methanol is still favourable, but the dissociation pathway 
leading to CO and then CH4 formation is apparently more probable compared to copper. 

 

 
Figure 6.17. Proposed mechanism of the low temperature deactivation of the Ni-Ga catalysts. Red spheres – gallium 
atoms, blue spheres – nickel atoms, black spheres – carbon atoms, green spheres – oxygen atoms.      
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7. Conclusions, summary and outlook 
 

The central topic of this work has been synthesis, characterization and optimization of novel Ni-
Ga based catalysts for hydrogenation of CO2 to methanol. The overall goal was to find a material 
that could be used as a low temperature (and low pressure) methanol synthesis catalyst. This is 
required for small scale delocalized methanol production sites, where one cannot afford to install 
expensive and energy demanding compression units.  

The work was initialized by theoretical screening of a large set of binary metallic compounds, or, 
to be more precise, their surface geometries. The screening was performed using DFT 
calculations according to the algorithm briefly described in chapter 1.3, and suggested that 
certain bimetallic systems were promising catalysts for the methanol synthesis reaction. DFT 
calculations, in general, rely on several simplifying assumption, such as ignoring metal-support 
interactions or modelling extended surfaces which might look different from the real ones (94). 
These assumptions may or may not be applicable to a particular system, and experimental work 
involving model and real catalysts is always needed to see how far is the theory from reality. 
Therefore, the absolute values obtained from DFT calculations should be considered rather 
critically. However, DFT has been shown to be good in predicting the trends in reactivity, and 
pinpointing the catalyst that have the highest chance of being optimal for a particular reaction. 
And this is exactly how Ni-Ga has come into scene. 

Although initial calculations were made assuming hydrogenation of CO into methanol, it has 
been experimentally observed that the catalyst is much more active towards hydrogenation of 
CO2. Co-feeding of even small amounts of CO has a deteriorate influence on activity, which is 
restored after CO is removed from the feed. This suggests that the surface gets reversibly 
poisoned by CO: carbon monoxide bind relatively strongly, and at the same time the activation 
barrier required for hydrogenation of adsorbed CO is too high on the Ni-Ga surface. On the other 
hand, the binding energy of CO2 is apparently lower and therefore poisoning of the active sites 
by carbon dioxide is not observed. These early finding served as an input for an improved DFT 
model that was utilized to describe conversion of CO2 to methanol. The new calculations 
resulted in a volcano plot shown in the figure 1.1. The real TOF values were calculated based on 
the knowledge of the average sizes of copper and Ni-Ga nanoparticles in the corresponding 
catalysts. The calculations were performed assuming that: 

- Nanoparticles are spherical 

- All surface atoms are catalytically active, i.e. turnover numbers per surface atom are 
estimated 

The resulting plot for the Cu/ZnO/Al2O3, NiGa/SiO2 and Ni5Ga3/SiO2 are presented in figure 7.1: 
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Figure 7.1. TOF values estimated from experimental methanol production rates and average sizes of Ni-Ga and Cu 
crystallites. 

One can immediately see that the discrepancy between the DFT calculated and real TOF values 
is very significant (approximately four orders of magnitude). This cannot be accounted for by an 
intrinsic error of DFT calculations, which is close to 20-30 eV when estimating the adsorption 
and transition state energies (95). At this point, additional calculations are being performed 
assuming different geometries of the active sites.  

But even though the theory predictions were not completely correct at the first place, they 
enabled to choose the right candidate for investigations. Indeed, for an optimal catalyst, which is 
a SiO2 supported Ni-Ga intermetallic compound prepared from a solution of nitrates containing 
5:3 molar ratio of Ni:Ga, the intrinsic activity (methanol production rate per active surface area) 
is comparable to that of highly optimised Cu/ZnO/Al2O3. Even more remarkably, CO-free 
selectivity of the catalyst is very high: the total selectivity towards methanol and dimethyl ether 
(both resulting from hydrogenation of CO2) is higher than 99% at the conditions close to 
thermodynamic equilibrium (figure 5.2), implying that the selectivity to methane (due to splitting 
of CO molecules) is less than 1%. This is rather counterintuitive for a bimetallic compound 
containing up to two thirds of nickel (in moles), as nickel is a famous for its methanation activity 
(see figure 4.4). Clearly, alloying with gallium changes the catalytic behaviour of nickel 
dramatically.             

As a result of initial optimization work, a Ni5Ga3/SiO2 catalyst was chosen as a subject for 
further investigations. In-situ XAS and in-situ XRD studies provided a strong evidence that 
formation of the desired phase goes through decomposition of metal nitrates to oxides, followed 
by further reduction of oxides accomplished by alloying. In fact, nickel oxide species seem to act 
as “immobile” centres where alloying takes place: gallium oxide only starts to reduce after a 
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certain amount of metallic nickel is formed. Reduction of Ga2O3, in other words, is triggered by 
the reduction of NiO, probably thanks to formation of a very active nickel hydride that has a 
reduction potential high enough to convert gallium oxide into gallium. Indeed, it has been shown 
that reducibility of silica supported Ga2O3 is limited at the temperatures as high as 500°C, 
leading to only partial reduction of gallium (Gaδ+ formed, δ<2) (96). In the present case, 
however, most of the gallium is already alloyed at 500°C (see Rietveld refinement, figure 5.7). 

The results of the Rietveld refinement suggest that when a 1:1 molar ratio of the metals 
impregnated on SiO2 is reduced in H2 flow, a clear pattern of the β-NiGa intermetallic 
nanoparticles is observed, with no observable trace of other crystalline phases. However, as a 5:3 
ratio of nitrates is reduced, the resulting diffractogram does not fit to a reference δ-Ni5Ga3 
pattern (figure 5.5b), although the catalyst prepared in exactly the same way earlier represents a 
clear δ-Ni5Ga3 diffractogram (figure 5.3). The only difference between these two samples is the 
SiO2 support: two different SiO2 batches were used in the two cases. Although in both cases the 
support was provided by the same company (Saint Gobain), there could be slight differences in 
the SiO2 preparation conditions. These variations might result in alternation of the way in which 
the surface of silica interacts with the metals/oxides/intermediates during reduction. On the other 
hand, the Ni5Ga3 catalysts prepared in the fixed-bed setup using the second SiO2 batch show a 
more clear pattern of the δ-Ni5Ga3 phase, when investigated with the aid of ex-situ XRD (figure 
5.16). Below (figure 7.2) the 3 diffractograms are presented: two of them were recorded after in-
situ reduction and subsequent cooling to room temperature, while the third one is measured ex-
situ. 
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Figure 7.2. Ni5Ga3/SiO2 diffractograms collected at room temperature after TPR. 
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Batch 
number 

Surface area, 
m2/g 

Crush 
strength, kg 

Packing density, 
kg/m3 

Total pore 
volume, Hg, cc/g 

Median pore 
diameter, Å 

1 257 5.6 424.5 1 111 

2 241 5.5 420.8 1.04 112 

 Table 7.1. A table summarizing the characteristics of the two SiO2 batches. 

 

Comparison of the lower and upper diffractograms shows that in the later case, there is a 
significant shoulder on the right side of the reflection at 2θ = 48°. This shoulder can be attributed 
to the presence of the α`-Ni3Ga phase, which was not completely converted to Ni5Ga3. The 
shoulder is, however, not so pronounced in the case of median diffractogram. This could be due 
to oxidation of the very small Ni3Ga crystallites when a sample is exposed to air or as a result of 
passivation in 1% O2 flow (remember that this was acquired ex-situ).  

Another difference between the catalysts prepared from the two SiO2 batches is the average 
particle size, which is slightly bigger for the first batch. The difference is reflected both in the 
XRD- and TEM-derived particle sizes (compare tables 5.1 and 5.5), which can be noticed from 
the comparison of the main peak broadening (figure 7.2). 

In fact, the different SiO2 supported Ni-Ga intermetallic phases were thoroughly investigated by 
means of STEM-EELS (scanning transmission electron microscopy – electron energy loss 
spectroscopy) and EDS (energy dispersive spectroscopy), in a separate project dedicated to 
quantification of the composition of individual nanoparticles (97). It was shown that, the Ni/Ga 
ratio of the NiGa and Ni3Ga nanoparticles always corresponded to the targeted values of 1:1 and 
3:1, respectively. However, the Ni5Ga3/SiO2 catalyst was found to contain a certain fraction of 
Ni3Ga nanoparticles as well.     

What is peculiar is that the catalytic properties are not different between the catalysts represented 
by the diffractograms No1 and No3: both activity per molar loading of metals and the product 
distribution (selectivity) are very similar. This could mean that the incomplete alloying is 
compensated by formation of smaller particles. Another explanation could be that the surface of 
the Ni3Ga, when formed together with the Ni5Ga3 phase, is different to the intentionally prepared 
Ni3Ga/SiO2 catalyst. In the later case, the catalysts behavior is similar to that of pure nickel (i.e. 
methane is the main product), while in the former case the apparent presence of the Ni3Ga does 
not worsen the selectivity. This could be explained by the presence of the unalloyed gallium, 
decorating/blocking the methanation sites. The influence of gallium decorating the surface of 
Ni3Ga could either be in killing the activity of these nanoparticles, or in a lucky situation even 
making them active towards CO2 hydrogenation. The loss of gallium during reduction can be 
excluded, as confirmed by the XRF investigations (figure 5.14) 
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A correlation between the bulk and the surface composition could present itself in a way that the 
surface is always enriched with nickel. To explain the huge difference in the catalytic behaviour 
of Ni5Ga3/SiO2 and Ni3Ga/SiO2 it could be proposed that for the later catalysts, the surface 
comprises almost exclusively of nickel, with very minor amount of gallium that is responsible 
for tuning the catalysts behaviour. For the Ni5Ga3 phase, the surface composition is close to 
Ni3Ga as calculated by the DFT (modelled Ni3Ga surface is very close to the top of the volcano 
as seen in figure 1.1). This idea is supported by the results presented in the figure 5.13: the more 
Ni-rich phase is synthesised, the larger number of the active (presumably Ni3Ga) surface sites are 
formed until a Ni67.5Ga32.5 composition is achieved, which is the border of the δ-phases. Beyond 
the Ni67.5Ga32.5 composition, the concentration of pure Ni on the surface is growing very fast, 
leading to a pure Ni like behaviour at the 75% Ni in the bulk.   

Comparison of the two SiO2 batches does not reveal any significant differences in material 
properties; therefore the reason behind variations in the crystallographic patterns described above 
is not completely clear. The absence of certain reflection (for example form [040] plane at 2θ = 
55°) can be attributed to very small size of the crystal, which makes these reflection look 
amorphous at the XRD. The later argument is supported by the XRD patterns presented in the 
figure 5.16: pre-treatment of the catalyst precursor by calcination leads to larger Ni5Ga3 crystals 
formation, with all reflections in the right place.   

In-situ x-ray absorption spectroscopy has provided additional insights into the formation of the 
Ni5Ga3/SiO2 catalysts. Currently, a publication is being prepared (72), where the crystal structure 
of the catalyst is successfully fit to the reference Ni5Ga3. However, mathematical treatment of the 
EXAFS data does not reveal if other nickel containing species are present after reduction or not.  

In terms of deactivation, the Ni-Ga catalysts suffer from loss of activity both under normal 
working and accelerated ageing conditions. After a 20 hour methanol synthesis test, a catalyst 
looses approximately 25% of its initial activity. Analysis of how the activity and product 
distribution changes with time, the results of the experiment involving regeneration and XAS 
data suggest the following scenario of activity loss: 

1.  Deactivation through blocking of the active sites with carbon. The later is formed as a 
result of CO dissociation. Carbon monoxide stems from reverse water gas shift reaction 
(the “CO2 – CO – C” route). In this case, the catalyst is presumably modified to a certain 
degree to form surface nickel carbide, as suggested in (80). Formation of carbon is 
confirmed by the evolution of methane during the regeneration of the catalyst 

2. Deactivation through partial oxidation of the surface and/or segregation of gallium. This 
is concluded from analysis of the normalized XAS spectra upon exposure of the catalyst 
to reaction condition: the whiteline at the Ga-edge is increased (figure 6.5) 

3. A combination of the two above mentioned scenario 

At this stage, it is not completely clear whether methanol synthesis and rWGS reaction are 
occurring on the similar sites or not. It has been proposed (figure 6.16) that these reaction are 
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parallel, since the CO/CH3OH ratio is not constant over time. The continuous drop of the ratio 
could imply that the rWGS-active sites are deactivated faster than those responsible for methanol 
synthesis. At the same time, the CO/CH4 ratio is constant from the beginning, indicating that CO 
and methane are formed at the same site. 

Both CO and CH4 are undesired products from the point of view of conversion of H2 into liquid 
fuels. One could argue that catalytic conversion of CO2 into CO is an interesting reaction, but 
this should then be a separate process with a much higher selectivity. From engineering point of 
view, it would be desirable to block the rWGS pathway without compromising methanol 
production rate. Provided that the mechanism proposed in the figure 6.16 is adequate, this would 
simultaneously address the other two problems: methane formation and deactivation by carbon 
formation. Moreover, thermodynamic analysis shown that the equilibrium methanol production 
would be then significantly improved, as evident from the figure 7.3.  
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Figure 7.3. Experimental vs equilibrium methanol production, assuming observed and completely suppressed CO 
concentration. 

The CO-free equilibrium conversion is calculated according to the following equation:  

      (7.1) 

which is a way of re-writing the equation 2.10 when methanol is the only reaction product. 
Figure 7.1 shows that there is indeed a potential for improving the methanol yield if the reverse 
water gas shift reaction is suppressed.  Also note that experimental methanol production curve 
starts bending already at 200°C, leaving the gap between the equilibrium line. The gap remains 
even at higher temperatures where the two lines are expected to converge, indicating that the 



84 
 

methanol active sites are poisoned, presumably by carbon monoxide. This is yet another 
motivation for “killing” the rWGS-active sites. 

The later task does not seem to be trivial. But under the assumption that methanol and CO are 
produced by different surface sites, there should be a chance to preferentially poison one before 
the other. For example, nickel is known to be sensitive to sulfur (80); if there is a variation in 
sulfur binding energy of the two nickel-containing sites, then a careful dosing of H2S might do 
the job. This is something that will be tried in the nearest future. 

Indeed, if the CO and carbon formation could be suppressed, then the Ni-Ga catalyst might be 
considered even as a higher temperature (and higher pressure) methanol synthesis catalyst. The 
Ni-Ga nanoparticle do not suffer from sintering or dealloying at the temperatures at least as high 
as 300°C (see figure 6.3 and 6.7). Copper, on the contrary, loses its surface area irreversibly due 
to sintering (figure 6.4). The rate of sintering is often correlated with the so-called Tamman 
temperature, which is approximately half of the materials melting point. For copper, TTamman ≈  
400°C (98). The melting point (and consequently the Tamman temperature) of intermetallic 
compounds is, in general, higher than those of the individual metals due to high degree of 
covalency of the metal-metal bond (15). This could be the reason for higher sintering resistance 
of the Ni-Ga catalysts (remember that these catalysts are prepared at 700°C) 

To sum up, it should be confessed that the Ni-Ga catalysts for methanol synthesis cannot be 
considered for practical applications at this stage. Likewise, they cannot compete with 
commercially used Cu/ZnO/Al2O3 catalysts when considerer for high pressure applications. The 
later one has been optimized for many decades by numerous research groups and companies all 
around the world, whereas the history of Ni-Ga catalysts for CO2 hydrogenation has started in 
December 2010. But given that certain limitations of these intermetallic catalysts are 
surmounted, they might form a separate class of methanol synthesis catalysts in the future.      
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