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Multibody motion in implicitly constrained director format with links
via explicit constraints
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Technical University of Denmark, Department of MechanicalEngineering, Nils Koppels Allé,
DK-2800 Kongens Lyngby, Denmark:mbni@mek.dtu.dk, sk@mek.dtu.dk

Abstract

A conservative time integration algorithm is developed forconstrained mechanical systems of kinematically linked rigid
bodies based on convected base vectors. The base vectors arerepresented in terms of their absolute coordinates, hence
the formulation makes use of three translation components,plus nine base vector components for each rigid body. Both
internal and external constraints are considered. Internal constraints are used to enforce orthonormality of the three base
vectors by constraining the equivalent Green strain components, while the external constraints are associated with the
presence of kinematic joints for linking bodies together. The equations of motion are derived from Hamilton’s equations
with an augmented Hamiltonian in which internal and external constraints initially are included via Lagrange multipliers.
Subsequently the Lagrange multipliers associated with internal constraints are eliminated by use of a set of displacement-
momentum orthogonality conditions, leaving a set of differential equations in which additional algebraic constraints are
needed only for imposing external constraints. The equations of motion are recast into a conservative mean-value and finite
difference format based on the finite increment of the Hamiltonian. Examples dealing with a hanging chain represented
by a four body linkage serve to demonstrate the efficiency andaccuracy of the algorithm.

Keywords: multibody dynamics, implicit constraints, conservative time integration

1 Introduction

Integration of finite rotations plays a major role in dynamicanalysis of multibody systems. In particular, conservative in-
tegration schemes have been the scope of extensive researchduring the last two decades. These are based on an integrated
form of the equations of motion, and thus they can be designedto obey major conservation laws such as conservation
of energy and momentum by a proper discretization, often in terms of a combination of mean values and increments.
The basic idea is illustrated in [1] for rigid body dynamics and extended to non-linear elastic models by introducing the
concept of finite derivatives in [2]. Furthermore application to constrained multibody systems is presented in [3].

While numerical procedures for translations are fairly well established, special parameterizations accounting for the
fact that finite rotations do not combine in the form of incremental vector addition have to be used. A common way
is to represent rotations in terms of four quaternion parameters supplemented by a normalization constraint. In [4] the
constraint is enforced via a Lagrange multiplier, while it is demonstrated in [5] that the constraints are embedded implicitly
in the evolution equations, when a projection operator is introduced on the external potential gradient. Alternatively,
the kinematics can be formulated directly in terms of the time derivatives of the director components with holonomic
constraints, [6]. This leads to a very simple formulation, but at the expense of a considerable increase of the original3
translation and3 rotation variables to3 translations,3 × 3 director components, plus6 or even12 Lagrange multipliers
for enforcing the constraints.

In the present paper the kinematics of the rigid body is formulated in terms of the instantaneous angular velocity,
which takes a particularly simple form when expressed in terms of directors, [7]. This approach has the advantage that
the incremental form of the internal director constraints can be embedded in the equations of motion by generalizing the
concept of implicit constraints introduced in connection with quaternion parameters in [5], and thus the explicit use of
Lagrange multipliers is limited to the external constraints associated with connecting multiple bodies.

The equations of motion are derived from an augmented Hamiltonian where internal and external constraints initially
are included via Lagrange multipliers. However, the special form of the inertial tensor based on director components
serves to identify six orthogonality conditions between the director components and their conjugate momentum vector,
which can be used to eliminate the Lagrange multipliers associated with the internal constraints. This leads to a modifica-
tion of the dynamic equation where the effect of internal constraints is represented by a projection operator acting on the
unconstrained potential and external constraint gradients.
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The equivalent discretized system of equations follow by forming a finite increment of the Hamiltonian. This pro-
cedure defines a proper choice of increments and mean values leading to an algorithm with energy and momentum con-
serving properties. In particular, constraints are introduced in incremental form, whereby the Lagrange multipliersserves
the role as effective reaction forces needed to uphold the constraints over the interval. The accuracy and conservative
properties of the presented algorithm are illustrated in terms of a hanging chain formed by four kinematically linked rigid
bodies.

2 Convected base vector representation

Let the orientation of a rigid body be expressed in terms of anorthonormal director frameq1, q2, q3 centered at a pointO
defined by the position vectorq0. The global componentsx of a point located inside the rigid body with local coordinates
x0 can then be expressed as

x(t) = q0(t) + Q(t)x0, (1)

in terms of the deformation gradient tensorQ, defined by

Q = [ q1, q2, q3 ] =
∂x
∂x0

. (2)

The global components of the vectorq = [qT
0 , qT

1 , qT
2 , qT

3 ]T constitute the independent variables of the present formu-
lation. The base vector components are conveniently collected in the vectorq = [qT

1 , qT
2 , qT

3 ]T . In order to represent
a proper rigid body rotation, the base vectorsqj must remain as an orthonormal triple, as expressed by the kinematic
constraints

e =
1

2




qT
1 q1 − 1

qT
2 q2 − 1

qT
3 q3 − 1

qT
2 q3 + qT

3 q2

qT
3 q1 + qT

1 q3

qT
1 q2 + qT

2 q1




= 0. (3)

In principle, this quadratic set of constraints is equivalent to vanishing of all Green strain components. In the present
formulation the kinematic constraints appear via their time derivatives in the form

ė = C(q) q̇ = C(q̇) q = 0 , (4)

whereC(q) is the gradient matrix associated with the constraints (3),given by

C(q) =
∂e
∂q

=




0 qT
1 0 0

0 0 qT
2 0

0 0 0 qT
3

0 0 qT
3 qT

2

0 qT
3 0 qT

1

0 qT
2 qT

1 0




. (5)

By selecting the originO of the convected base vectors such that it coincides with thecenter of mass, the kinetic energy
takes a particularly simple form where the contributions from translational and rotational motion decouple. The kinetic
energy of rigid body can then be expressed in terms of the linear velocityv and global components of local angular
velocityΩ, as

T = 1
2M vT v + 1

2Ω
T J Ω , (6)

whereM andJ are the mass and the constant inertia tensor, respectively.
The translational velocitiesv follow directly by time differentiation of the position vector componentsq0, while the

local components of the angular velocities in terms of base vectors can be obtained by projection of the derivativeq̇i on
the vectorsqj . This can be expressed in the compact matrix form

[
v
Ω

]
=

[
I 0
0 − 1

2G(q)

] [
q̇0

q̇

]
= G(q) q̇ , (7)
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in terms of the3 × 9 matrix

G(q) =




0 −qT
3 qT

2

qT
3 0 −qT

1

−qT
2 qT

1 0


 . (8)

The G-matrix has the same structure in terms of the base vectorsq as the skew symmetric matrix associated with the
vector product, hence the very structure implies orthogonality with respect toq. It is an important property that the
columns of the matrixG(q) spans the null-space of the constraint matrixC(q) whenq constitutes an orthonormal base.
This can be expressed by the orthogonality condition

C(q) G(q)T = 0 . (9)

In the particular case when the vectorsqj are orthonormal, the matrix furthermore satisfies the relation

G(q) G(q)T =

[
I

1
2 I

]
, (10)

which serves to identify a generalized inverse of the matrixG(q).
Upon substitution of the velocity, expressed in terms of theindependent coordinates via (7) into (6), the kinetic energy

for a rigid body takes the form

T = 1
2

[
v Ω

] [
MI

J

] [
v
Ω

]
= 1

2 q̇T G(q)T J G(q) q̇ , (11)

where the inertia tensorJ is introduced as a block diagonal form of the massM and the local components of the moment
of inertia tensorJ . The relation (11) thereby represents the kinetic energy for rigid body motion when the base vector
componentsqj satisfy the constraints (3).

3 Constrained rigid body motion

The equations describing constrained motion of a rigid bodyare derived via Hamilton’s equations based on a set of gen-
eralized displacements, here expressed in terms of the vector componentsq, and their conjugate momentum variablesp.
This leads to a set of first order evolution equations forq̇ andṗ, see e.g. [8].

3.1 Hamilton’s equations

The generalized momentum vectorp = [pT
0 , pT

1 , pT
2 , pT

3 ]T associated with the generalized coordinatesq, follow by
differentiation of the kinetic energy (11) with respect to the generalized velocitẏq, as

p =
∂T

∂q̇T
= G(q)T J G(q) q̇ . (12)

Since Hamilton’s equations are based on the generalized coordinatesq and their conjugate momentum componentsp it is
convenient to use this relation to eliminate the velocityq̇ from the kinetic energy (11). This task can be performed by use
of the inverse relation of (12), which is easily obtained by pre-multiplication withG(q). For a rigid body the base vectors
qj are orthonormal, hence use of the orthogonality relation (10) leads to the following relation for the kinetic energy

T (q, p) = 1
2pT G(q)T

[
M−1I 0

0 4J−1

]
G(q) p = 1

2pT G(q)T J−1G(q) p . (13)

Here, the effect of the factor12 in the lower block matrix of (10) has been embedded in the inverse inertia tensorJ−1 by
multiplication of the lower3 by 3 block matrix representing the inertia tensorJ−1 by a factor4.

The present formulation for constrained rigid body motion makes use of an augmented form of Hamiltonian’s energy
functional where the sum of the kinetic energyT (q, p) from (13) and potential energy functionV (q) is supplemented by
a set of internal constrains in the form (3), and external constraintsΦ(q) associated with the presence of kinematic joints.
The augmented Hamiltonian hereby takes the form

H(q, p, γ, λ) = T (q, p) + V (q) + Φ(q)T λ − e(q)T γ . (14)
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The external constraints enter via a vector of Lagrange multipliers λ. Similarly, the zero strain constraintse(q) from
(3) are initially introduced via the six component vector ofLagrange multipliersγ. However, a particular feature of the
present formulation is these can be eliminated by using a displacement-momentum orthogonality relation.

The equations of motion now follow by differentiation of theextended Hamiltonian (14) with the kinetic energy
expressed by (13) in terms ofq andp, whereby

q̇ =
∂H

∂pT
= G(q)T J−1G(q) p , (15)

ṗ = − ∂H

∂qT
= − G(p)T J−1

0 G(p) q − ∂V

∂qT
−

( ∂Φ

∂qT

)T

λ + C(q)T γ . (16)

Here, the matrixJ−1
0 = diag[0, 4J−1] is introduced in the dynamic equation (16) since the translational kinetic energy

only depends on the momentum componentsp0. Furthermore, the matrixC(q)T is the derivative of the internal constraint
relation with respect toq as expressed by (4). For a constrained mechanical system thekinematic equation (15) and
dynamic equation (16) must be supplemented by additional algebraic constraint equations. For the external constraints,
these follow by differentiation with respect toλ, as

∂H

∂λT
= Φ(q) = 0 . (17)

Similarly the constraint equations associated with internal constraint could be obtained by differentiation with respect to
γ. However, as illustrated in the following section the Lagrange multipliersγ associated with internal constraints can be
eliminated, hence no additional equations are required.

3.2 Elimination of internal constraints

A key point in the present formulation is the elimination of the Lagrange multipliersγ, which can be performed by using
a set of orthogonality relations betweenq andp, [7]. These can be established by pre-multiplication of therelation (12)
defining the momentum componentsp with the constraint matrixC(q). This leads to the following relation

C(q) p = 0 , (18)

when the relation (9), valid for orthogonal base vectorsq, is accounted for. It is important to notice that the displacement-
momentum orthogonality condition (18) constitutes an independent complement to the kinematic relation (4), rather than
a simple reformulation, and serves the basis for eliminating the Lagrange multipliers. The actual elimination processis
performed via the time derivative of (18), given by

C(p) q̇ + C(q) ṗ = 0 . (19)

By substitution of the derivatives from (15) and (16) an explicit equation for the Lagrange multipliersγ can be established.
The structure ofC(q) eliminates contributions from translational components.Furthermore, the contributions from the
first terms in (15) and (16) cancel since the roles ofq andp can be interchanged due to the structure of the lower block
G(q) in (8) associated with rotational components, whereby the Lagrange multipliersγ can be determined as

γ =
[
C(q) C(q)T

]−1
C(q)

[
∂V

∂qT
+

(∂Φ

∂q

)T

λ

]
. (20)

It is noticed that the Lagrange multipliers associated withinternal constraints vanish in the absence of external loads and
external constraints, which implies that the homogenous equations could be solved directly without explicit imposing
internal constraints. When the Lagrange multiplier vectorγ expressed by (20) is inserted back into (16), the modified
dynamic equation takes the form,

ṗ = − G(p)T J−1G(p) q

−
(

I − C(q)T
[
C(q) C(q)T

]−1
C(q)

)[
∂V

∂qT
+

(∂Φ

∂q

)T

λ

]
.

(21)

It is seen that the effect of eliminating the Lagrange multipliers via the orthogonality relation (18) is equivalent to in-
troduction of a projection operator in front of the gradients of the external potential and the external constraints, which
eliminates their projection on the deformation modes from the unconstrained gradients.
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4 Conservative time integration

In essence, conservative integration amounts to ensuring that the discrete form of the equations of motion reproduces
the correct incremental change of energy and momentum over afinite time increment. This is different from collocation
based methods where the typical procedure is to solve the equations of motion at discrete points in time via truncated series
expansions. Similarly, when it comes to enforcements of constraints in conservative schemes via Lagrange multipliers,
the role of the multipliers is to ensure that the work performed by constraints over the interval vanishes. Hence rather than
enforcing constraints explicitly at the interval boundaries, the Lagrange multipliers can be interpreted as intervalbounded
quantities ensuring that the incremental change vanishes.By initiating a numerical integration from a state that satisfy
constraints, the correct representation of the incremental form over each interval, will ensure satisfaction of the constraints
at any later stages within the iteration tolerance.

A conservative discretization of the equations of motion (15) and (16) follows directly by equating the finite increment
of the Hamiltonian (14) to zero. This can be expressed in the form

∆H(q, p, λ) = ∆qT ∂H∗
∂qT

+ ∆pT ∂H∗
∂pT

+ ∆λT ∂H∗
∂λT

= 0 , (22)

where the asterisk denotes discrete derivatives ofH , which combined with the increments∆q and∆p, lead to the correct
finite increment of the Hamiltonian. The individual terms follow by taking the increment of (14). The kinetic energy
(13) is a bi-quadratic form inq andp, hence its increment can be expressed as twice the product ofthe first factor and
the mean of the second factor. The external potentialV (q) and the external constraintsΦ(q) are introduced via their
finite derivatives, [2], while the discrete form of the internal constraints (3) can be expressed explicitly by a combination
of increments and mean values due to its homogeneous quadratic form. The Lagrange multipliers are represented by
constants over each interval and serves the role as the effective reaction forces needed for upholding the constraints over
the considered interval. The discrete equations of motion thereby follow as

∆q =
∂H∗
∂pT

= h G(q̄)T J−1G(q) p , (23)

∆p = − ∂H∗
∂qT

= − h G(p̄)T J−1
0 G(p) q − h

[
∂V∗
∂qT

+

(
∂Φ∗
∂q

)T

λ − C(q̄)T γ

]
, (24)

along with incremental form of constraint condition

∆Φ =
∂Φ∗
∂qT

∆q = 0 . (25)

The equations (23), (24) and (25) constitute the discrete equivalent to the continuous equations (15), (16) and (17), and
satisfy conservation of energy by construction when derived via the finite increment of the Hamiltonian.

Similar to the continuous case, the Lagrange multipliersγ associated with the internal constraints in the discrete
dynamic equation (24) can be eliminated via the incrementalform of (3), yielding

C(p̄)∆q + C(q̄)∆p = 0 . (26)

Substitution of the increments ofq andp from (23) and (24) then leads to an explicit equation for the Lagrange multipliers
γ, which can be used to eliminateγ in (24). Hereby the dynamic equation takes the form

∆p = − h G(p̄)T J−1
0 G(p) q + h C(q̄)T γ0

− h
(

I − C(q̄)T
[
C(q̄) C(q̄)T

]−1
C(q̄)

)[
∂V∗
∂qT

+

(
∂Φ∗
∂q

)T

λ

]
,

(27)

where the term

γ0 =
[
C(q̄) C(q̄)T

]−1
[
C(q̄)G(p̄)T + C(p̄)G(q̄)T

]
J−1G(p) q . (28)

follows from the direct discretization and is needed for ensuring the conservative properties.
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Table 1. Conservative time integration algorithm for multibody system.

1) Initial conditions:

uT
0 = [qT , pT , 0T ]0

2) Prediction step:

u = un,

3) Residual calculation:

r = r(q, p,λ) from (30).

4) Update incremental rotation parameters:

δu = −K−1
∗ r, with K from (33).

u = u + δu,

If ‖r‖ > εr repeat from 3).

5) Return to 2) for new time step, or stop.

5 Multibody systems

The above derived equations of motion for a single rigid bodycan easily be generalized to account for multiple bodies
connected by kinematic joints. Consider a system consisting of n bodies linked together bym external constraints via
Lagrange multipliers. For each bodyI the12 generalized coordinates are collected in the vectorqI , while the conjugate
momentum components are stored in the vectorpI , I = 1 . . . , n. The phase-space vector for each body is then introduced
as uI = [(qI)T , (pI)T ]T , while m Lagrange multipliers associated with external constraints are collected in vector
λ = [λ1, . . . , λm]T .

For each bodyI, the equations of motion are given by (23) and (28). The kinematic equation (23) only depend on the
variablesqI andpI , while the coupling between the motion of different bodies occurs in the dynamic equation (28) trough
constraint relations of the form (25). It is therefore convenient to arrange all the independent variables of the multibody
system in the system vector

uT =
[

(u1)T , (u2)T , . . . (un)T , λT
]

. (29)

The full system is solved by means of Newton-Raphson iterations, where the elements of the residual vectorrI are defined
as the difference between the left and the righthand side of (23), (28) and (25). These are conveniently organized in the
system residual vectorr, given by

rT =
[

(r1)T , (r2)T , . . . (rn)T , rT
λ

]
, (30)

where the last elementrλ holds the residuals associated with them constraint equations of the form (25). The residual is
reduced iteratively to zero via the linearized incrementδu, which is obtained by solving the equation

K∗δu = −r . (31)

The system tangential matrix can be obtained by partial differentiation as

K∗ =

[
Kij

(
∂Φ/∂uI

)T

∂Φ/∂uI 0

]
, (32)

where the matrixKij is a block-diagonal form of the contributions from each of the bodies in the system given by

Kij =
∑

I

∂rI
i

∂uI
j

. (33)

It is noted that a symmetric structure in (32) has been obtained by embedding the time steph in the system vector (29) on
λ.

The implementation of the algorithm is illustrated in pseudo-code format in Table 1 with a convergence criterion
specified in terms of the parameterεr. In particular, the Lagrange multipliers are constant within each interval and may
be discontinuous over the intervals, hence the initial value λ0 = 0 included in the initial conditions is merely a formal
construct to establish the full vectoru0 needed for initiating the iteration process.
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Figure 1. Lower-pair joints: (a) Spherical joint, (b) Revolute joint.

5.1 Kinematic constraints

In the present context only lower-pair kinematic joints expressed by holonomic constraints of the form (17) are considered.
Often these are used to describe a distance or an angle by relations, which are at most quadratic in the generalized
displacements, hence explicit expressions for the finite derivative with respect toq can be obtained. In particular two
commonly used joints are presented: Spherical joints and revolute joints.

A spherical joint between bodyI and bodyJ prevents relative motion of the bodies with respect to a common point
S, but allows the bodies to rotate freely relative to each other. This is illustrated in Fig. 1(a), and can be expressed in
terms of the three algebraic equations

Φ(S)(q) = qJ
0 + xS,J

j qJ
j − (qI

0 + xS,I
j qI

j ) = 0 , (34)

wherexS,I
j andxS,J

j denote the local coordinates of the pointS in the bodiesI andJ , respectively. The corresponding
constraint Jacobian follow from differentiation as the3 × 24 constraint matrix

∂Φ(S)

∂q
=

[
−I −xS,I

1 I −xS,I
2 I −xS,I

1 I I xS,J
1 I xS,J

2 I xS,J
1 I

]
. (35)

This is constant with respect toq, hence (35) constitute an explicit expression for the finitederivative∂Φ∗/∂q needed for
ensuring the conservative properties of the discretized equations of motion.

A revolute joint between bodiesI andJ as illustrated in Fig. 1(b) only permits relative rotation about a fixed axis,
hence the three constraints imposing equal position at a global pointR equivalent to (34) are supplemented by two orthog-
onality conditions restraining relative rotation of the bodies about two orthogonal axis. This is conveniently described by
means of an unit vectorn fixed in bodyI with constant componentsnj with respect to the base vectorsqI , as

n = nj qI
j . (36)

The five constraint equations can then be expressed in the form

Φ(R)(q) =




qJ
0 + xR,J

j qJ
j − (qI

0 + xR,I
j qI

j )

(nI)T qJ
2

(nI)T qJ
3


 = 0 , (37)

with the5 × 24 gradient matrix, given by

∂Φ(R)

∂q
=




−I −xR,I
1 I −xR,I

2 I −xR,I
1 I I xR,J

1 I xR,J
2 I xR,J

1 I
0T n1(qJ

2 )T n2(qJ
2 )T n3(qJ

2 )T 0T 0T (nI)T 0T

0T n1(qJ
3 )T n2(qJ

3 )T n3(qJ
3 )T 0T 0T 0T (nI)T


 . (38)

It is seen that contrary to (35), the gradient matrix for a revolute joint depends on the current configuration.

6 Numerical examples

The accuracy and conservative properties of the present algorithm for multibody systems are illustrated in terms of a
hanging chain represented by4 rigid bodies connected by revolute joints and spherical joints, respectively.
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6.1 Hanging chain with revolute joints

First the case where the bodies are linked together by revolute joins is considered. Each body is represented as a box with
side lengths[1, 0.5, 3] and massM = 12. The principal moment of inertia tensor with respect to the center of mass is then
given byJ = diag[9.25, 10.0, 1.25]. The motion of the chain is initiated by releasing it from theinitial position illustrated
in Fig. 2(a) where the bodies1 and2 are inclined by an angleθ1 = π/4 with respect to vertical. The bodies3 and4 are
rotated by3π/4, thereby forming a right angle with the bodies1 and2.

t = 0

x1

x2

x3

θ1

t = 1

x1

x2

x3

t = 2

x1

x2

x3

t = 3

x1

x2

x3

Figure 2. Motion of chain with revolute joints at selected points in time.

The chain is located in a uniform gravitational field with accelerationg = 9.81 in the negativex3-direction acting at
the center of massqI

0 for each bodyI. This corresponds to the potential energy

V (q) =
∑

I

M IgT qI
0 , (39)

with the gravitational acceleration vectorgT = [0, 0, −g]. The considered constrained system is indeed conservative, and
thus the total mechanical energy as well as the3-component of the angular momentum vectorl3 are conserved quantities.
The angular momentum with respect to the origin of the globalx1, x2, x3 coordinate system can be evaluated as

l =
∑

I

qI
0 × M IvI + QI(JI ΩI) , (40)

where the first term accounts for translational motion of thecenter of mass, while the second term represents the rotational
motion.

The external constraint equations associated with the revolute joints can be expressed by (37) withnj = [1, 0, 0]T . It
is important to notice that since the gradient (38) depend onthe director componentsq, its algorithmic form is represented
by its finite derivative. The constraint equations (37) are quadratic inq, hence their incremental form can be expressed as
twice the product of the mean of one factor plus the incrementof the other as

∆Φ(R)(q) = ∆qT ∂Φ∗
∂qT

= ∆qT ∂Φ(R)(q̄)

∂qT
, (41)

whereby the algorithmic form of the constraints gradient follows as

∂Φ∗
∂q

=
∂Φ(R)(q̄)

∂q
. (42)

In the present rigid body formulation each body is represented by12 redundant coordinates along with6 internal con-
straints of the type (3). However, these are included implicitly when the modified dynamic equation (28) is used. Further-
more, each revolute joint yields a set of5 external constraint equations of the form (37). Since theseare imposed explicitly
via Lagrange multipliers, the constrained mechanical system under consideration yields12n + m = 68 unknowns.

The motion of the chain after initial release is illustratedin Fig. 2(a)-(d) at consecutive instances in time. The
development of the total mechanical energy is illustrated in Fig. 3(a) for a time step ofh = 0.01. Algorithmic conservation
is obtained within an accuracy of10−12, which is well below the convergence tolerance ofεr = 10−8. Furthermore, the
components of the angular momentum vectorl are shown in Fig. 3(b) withl1 as the only non-zero component as motion
is limited to thex2x3-plane.
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Figure 3. Chain with revolute joints: (a) Total mechanical energy,E (–), T (- -), V (-·-), (b) Angular momentum.l1 (–), l2 (- -), l3 (-·-).
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Figure 4. Satisfaction of constraints: (a) Internal constraints,e(q) (•), C(q)p (×), (b) External constraints.

The algorithmic satisfaction of the internal constraints,i.e. the zero strain constraints (3) and the displacement-
momentum orthogonality relation (18) is illustrated in Fig. 4(a). Similarly the violation of the external constraints
associated with the spherical joints, (34) is shown in Fig. 4(b), and it is seen that the errors in all three cases are belowthe
iteration tolerance.

6.2 Hanging chain with spherical joints

In this example the hanging chain illustrated in Fig. 5(a) isconsidered. The properties of the chain are equivalent to
the ones described above. However, now the revolute joints between the rigid bodies are replaced by spherical joints
allowing free relative rotation between adjacent bodies attheir common points. Theses are expressed in the form (34),
hence problem has12n + m = 60 unknowns. The finite derivative∂Φ∗/∂q is given directly by (35).

The motion of the chain is initiated from an initial state similar to the previous example as illustrated in Fig. 5(a).
However, the chain is now rotated an angleθ2 = π/4 about thex2 axis, thereby introducing out-of-plane motion.
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t = 1
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t = 3

x1
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Figure 5. Motion of chain with spherical joints at selected points in time.

The motion at selected points in time is illustrated in Fig. 5, while the development of energy an angular momentum
are presented in Fig. 6(a) and 6(b) for a time step ofh = 0.1. The total mechanical energy and thel3-component of
the angular momentum are conserved within an accuracy of10−12 and10−10, respectively, for an iteration tolerance of
εr = 10−8. Similarly internal as well as external constraints are satisfied to well below the iteration tolerance as shown
in Fig. 7(a) and (b).
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Figure 6. Chain with spherical joints: (a) Total mechanical energy,E (–), T (- -), V (-·-), (b) Angular momentum.l1 (–), l2 (- -),
l3 (-·-).
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Figure 7. Satisfaction of constraints: (a) Internal constraints,e(q) (•), C(q)p (×), (b) External constraints.

7 Conclusions

A momentum and energy conserving time integration algorithm has been presented for constrained mechanical systems
consisting of multiple rigid bodies. The independent variables are the three translation components and a convected set
of 3 × 3 orthonormal base vectors components for each rigid body. The equations of motion are derived from Hamilton’s
equations where internal constraints enforcing orthonormality of the base vectors and external constraints associated with
the presence of kinematic joints are included initially viaLagrange multipliers. Subsequently the Lagrange multipliers as-
sociated with the internal constraints are eliminated by a set of displacement-momentum orthogonality relations, leaving
only a projection on the potential gradient and external constraint gradient. A consistent discretization satisfyingconser-
vation of energy and momentum is identified by equating the finite increment of the Hamiltonian to zero. In particular,
constraints are enforced in incremental form, whereby the corresponding Lagrange multipliers can be represented as con-
stant effective mean values associated with the interval. This approach is illustrated for systems including both internal
and external constraints.
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