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We present a numerical formalism for solving the Lippmann—Schwinger equation for the electric field in three
dimensions. The formalism may be applied to scatterers of different shapes and embedded in different background
media, and we develop it in detail for the specific case of spherical scatterers in a homogeneous background
medium. In addition, we show how several physically important quantities may readily be calculated with
the formalism. These quantities include the extinction cross section, the total Green’s tensor, the projected local
density of states, and the Purcell factor as well as the quasi-normal modes of leaky resonators with the associated
resonance frequencies and quality factors. We demonstrate the calculations for the well-known plasmonic dimer
consisting of two silver nanoparticles and thus illustrate the versatility of the formalism for use in modeling of
advanced nanophotonic devices. © 2013 Optical Society of America
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1. INTRODUCTION

Realization of optical devices based on optical micro or
nanostructures such as photonic crystals [1-3] or plasmonic
nanoparticles [4-6] rely on a prolific interplay between
advanced fabrication techniques and accurate numerical
methods. The latter paves the way for the design of advanced
optical functionalities as well as systematic studies and in-
depth understanding of the physical mechanisms at play.
Additionally, numerical modeling serves as an indispensable
tool in the interpretation of experimental results, and the
study and development of numerical modeling methods there-
fore remain an important and integral part of modern nano-
photonics research. Propagation of light, in the form of
electromagnetic fields, is governed by Maxwell’'s equations,
and in spite of being known for more than a century, these
equations remain very difficult to solve and display rich
behavior. Analytical solutions are available only for a limited
number of geometries, and numerical solvers are thus indis-
pensable in the design of practical devices. Each numerical
scheme has advantages and limitations, as analyzed, for
example, with photonic-crystal-based vertical-cavity surface-
emitting lasers as benchmark structures using four different
methods in [7]. The most prominent advantages of the integral
equation approach that we present in this paper are versatility
in the form of easy access to figures of merit and high accu-
racy with a built-in error measure.

The most popular numerical methods in the field of
nanophotonics are the finite-difference time-domain (FDTD)
method [8] and the finite element method (FEM) [9], which
are both based on spatial discretization of Maxwell’s equations.
FDTD uses a rectangular grid and a simple time-stepping
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procedure to evolve the fields in time, whereas FEM uses anon-
uniform triangular meshing, which can more easily adapt to
curved surfaces, and is most often used for frequency-domain
problems. As a powerful hybrid approach, discontinuous
Galerkin methods use a variant of FEM based on nonoverlap-
ping basis functions, leading to improved performance in time-
domain calculations [10]. These methods can easily be adapted
to treat arbitrary structures, but the necessity to discretize the
entire space may in practice lead to large requirements in terms
of memory and computational power, in particular for three-
dimensional (3D) problems. Alternatives include modal expan-
sion techniques such as the Fourier modal method [11] and the
Rayleigh multipole method [12], in which the fields are ex-
panded on a chosen set of basis functions, and the electromag-
netic boundary conditions (BCs) are satisfied to determine the
expansion coefficients. In FDTD, FEM, and modal expansion
techniques the need to minimize parasitic reflections from the
calculation domain boundaries usually entails the introduction
of perfectly matched layers (PMLs) [13]. Another class of meth-
ods is based on surface or volume integrals [14]. One advantage
of this procedure is that only bounded parts of space need to be
discretized, which prompts faster computations. Typical ap-
proaches employ expansions of the fields on orthonormal sets
of basis functions, and the integral equations are converted into
systems of linear equations for the expansion coefficients. A
popular choice of basis functions is the so-called pulse basis
functions [15] that form the foundation of the discrete dipole
approximation [16]. The simplicity of these piecewise-constant
basis functions allows a simple treatment of arbitrary geom-
etries, but their simplicity in turn leads to very large
systems of equations. More severely, the pulse basis functions
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induce fictitious current densities, which lead to inaccurate
results for high-index contrasts [15].

In this work, we present a volume integral formulation
based on the Lippmann-Schwinger equation [17] and the
electromagnetic Green’s tensor for the electric field. In this
approach, the electric field satisfies the radiation condition
[18] by construction, and artificial BCs like PMLs are not
needed. Known results for the Green’s tensor may be used
to model inhomogeneities embedded in different background
environments such as homogeneous space or layered media
[14,19,20]. As an alternative to the pulse basis functions, we
employ expansions in scalar wavefunctions that are solutions
of a homogeneous Helmholtz equation [21]. The method was
developed for 2D structures in [22]; in this work we generalize
the method to 3D structures and elaborate on the versatility of
the method for calculating various physically important quan-
tities. The general procedure can be applied to scatterers of
different shapes in different background environments, but
we focus here on the specific example of spherical particles
embedded in a homogeneous background medium. In this
case the calculation of the ensuing matrix elements dramati-
cally simplifies and can be expressed analytically. The special
case of scattering by a single particle is described by Mie scat-
tering theory [23], and generalized Mie theories for several
spherical particles have been developed [24-26]. Common in-
gredients in these schemes are expansions in scalar (or
spherical) wavefunctions as well as the use of addition and
translation theorems. These functions and theorems are also
employed in the present formalism, but whereas the general-
ized Mie theories rely on explicit fulfillment of the electromag-
netic BCs to determine expansion coefficients, our approach
exploits the Lippmann—-Schwinger equation that implicitly sat-
isfies the BCs. The present formalism is advantageous as it
gives direct access to a large number of physically relevant
quantities, such as the electric field, including the near- and
far-fields [14]; the extinction, scattering, and absorption cross
sections [27]; the total Green’s tensor for background medium
plus scatterers [19,28]; the projected local density of states
(LDOS) [14,29]; and the Purcell factor [30] as well as quasi-
normal modes (or cavity modes) with their associated @
factors [14,31,32]. Additionally, the formalism contains an
explicit error estimate that we demonstrate and discuss. As
an application of the formalism, we consider a plasmonic
dimer. This system has been widely studied, both experimen-
tally and theoretically, and we choose this well-known
material configuration to display how the different physically
important quantities can be directly analyzed with the method.
Calculation examples using up to 20 particles are demon-
strated in [33].

The article is organized as follows: Section 2 presents the
details of the formalism, including the introduction of the
Lippmann—-Schwinger equation, the expansion of the electric
field, and the evaluation of the matrix elements. It is shown
how the extinction efficiency, the Green’s tensor, and the pro-
Jjected LDOS are obtained within our framework. Section 3
provides example calculations for a plasmonic dimer. Specifi-
cally, plane wave scattering on the dimer is demonstrated via
the excitation of localized surface plasmons (LSPs) in the
vicinity of the dimer, and extinction efficiency spectra are
presented and discussed. Furthermore, calculations of the
Green’s tensor and the Purcell factor for the dimer are
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performed, and two different modes of the dimer are deter-
mined and visualized. Finally, Section 4 concludes the work.
A number of appendices give various definitions and detailed
expressions, and it is our hope that the interested reader will
be able to implement and apply the formalism with a relatively
small effort.

2. MULTIPLE-SCATTERING FORMALISM

A. Lippmann-Schwinger Equation
We consider scattering of an incoming electric field, Eg, on N
spherical scattering objects embedded in a homogeneous
space of relative permittivity eg(w). The scattering objects
have relative permittivities ¢;(w), j = 1,2,...,N, and we as-
sume nonmagnetic, isotropic scatterers throughout. Figure 1
shows an example with N = 3.

We assume time-harmonic fields of the form
E(r;t) = E(r; w) exp(-iwt), where o is the angular frequency
and where the fields E(r; ) solve the wave equation

V x V x E(r; 0) - K2eg(0)E(r; w) = k2Ae(r; )E(r;w), (1)

in which ky = w/c¢, ¢ being the speed of light in free-space, and
Ae(r; ) = e(r; w) — eg(w) are the free-space wavenumber and
the relative permittivity contrast, respectively. We suppress
the explicit frequency dependence onward. The solution of
Eq. (1) is the sum of the incoming field and the scattered field,
giving rise to the Lippmann—Schwinger equation [17,28]

E(r) = Eg(r) + k(z)[/ Gg(r,r)Ae(r)E(r)dr, @)

scat

where Gg(r,r') and V., are the electromagnetic Green’s ten-
sor of the background medium and the volume of the scatter-
ing objects, respectively. The former satisfies Eq. (1) with the
right-hand side replaced by I5(r - r'), I being a unit dyad. The
elements of the homogeneous background Green’s tensor can
be expressed as [14]

1
G%d (r’ r,) = (5(1(1' + k7 aaa(/)gB (rv r’)’ (33)
B
. exp(ikg|r-r
gu(e.r) = SRUBI D, (30)

4z|r - ']

where gg(r,r') and kg = ,/egk are the scalar Green’s function
and the wavenumber of the background medium, respec-
tively, and where d, = d/oa with a, o' € {x,y,2}, and 4,y de-
notes the Kronecker delta. Gg(r,r’) diverges at r = r', and
since we are interested in determining the field inside the
scattering objects, this singularity must be isolated. This
is done using the following altered Lippmann—-Schwinger
equation [34]

E(r) = Eg(r) + k2 /

Gg(r,r)Ae(r)E(r)dr’ - LAE—mE(r).
Vocar=8V B

€))
The integral is now evaluated as a principal value, omitting the

point r = r’, which is compensated by the introduction of the
source dyadic L. We choose spherical exclusion volumes 6V,
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Fig. 1. Example of scattering geometry where an incoming field, Eg,
impinges on N = 3 spherical scatterers embedded in a homogeneous
material of permittivity eg. The scatterers have permittivities ¢;, and
the local coordinate systems are indicated.

for which L* = §,,/3 [34]. We note that Eq. (4) is implicit for
r € V., and explicit for r & V... Therefore, the majority of
the computational work will concern the calculation of the
field inside the scatterers. Once the field is known in these
regions, it is straightforward to calculate the solution at all
other points. In Sections 2.B-2.E, we present the procedure
for solving Eq. (4); in Section 2.F the steps in the procedure
are summarized.

If the field can be well approximated by constants inside
each of the scatterers, Eq. (4) may be solved simply by pulling
the field outside the integral. This transforms the implicit
Lippmann-Schwinger equation into a system of algebraic
equations for the 3N field values inside the scatterers, which
may be solved directly. We refer to this approximate solution
scheme as the dipole approximation (DA), and in Section 3.A
we compare it to the full formalism that we develop below.
Note that we take the finite extent of the scatterers into ac-
count by evaluating the integrals over the elements of the
Green’s tensor analytically in the DA presented here. This ap-
proach is therefore more elaborate than the well-known point-
scatterer model [35] that is often employed in the literature.
An extensive work on point-scatterer modeling can be found
in [36].

B. Expansion of Electric Field
To solve Eq. (4) inside V.., we employ an expansion of the
field and the background field inside scatterer j,

E@r) = uny] (e, (5a)
al.m

Ep(ry) = Y b, wi(r)e,, (5b)
alm

where >, =% >, ande, is a unit polarization vector
of the Cartesian direction a. The basis functions y},, (r;) and
1//{2 (r;) are so-called spherical wave functions defined in the
local coordinate system of the jth scatterer (coordinate axes
in Fig. 1). These functions are defined in Appendix A and each
includes a spherical harmonic, Y7"(6;,¢;). The parameters
jaim (aﬁﬂm) are unknown (known) expansion coefficients,
and the analysis is concerned with finding all a;,,. We define
an inner product
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(flg) = f T} g, ©)

where {f(r)}¥ implies that f(r) is complex conjugated in the
spherical harmonic only. We then have

(W;m|w;’,m’> = (?ii’(sll’émm’ﬁ (73)
(Wgy?L'Wi:y}i') = 5]']"511’5mm’s (7b)
Whlvhm) = M185500 S (70)

where ]lﬂ is the overlap integral of two spherical Bessel
functions. Inserting the expansions in Egs. (5) into Eq. (4),
projecting onto yfgm (r;)e,, and summing over all free indices
produces the matrix equation

L
a = Mgag + (k(z)GAe - —Ae)a, ®
€B

where a and ag contain the expansion coefficients of the field
and the background field, respectively. L = 1/3 is a diagonal
element of L, while My and Ae are diagonal matrices with
diagonal elements M7 and Ae; = ¢; - ep, respectively. Finally,
G is a matrix with elements of the form

a | — j Y ~ad / J /
[ij]”, = [/ : K/ v {w) (1)) G (rj,rj,)y/{,_m,(rjr)drj,drj.
®)

The expression for the matrix element in Eq. (9) is indepen-
dent of the shape of the scattering objects. As we demonstrate
in the following section, the integrals can be solved analyti-
cally for spherical scatterers, but arbitrarily shaped scatterers
can in principle be handled by evaluation of the integrals in
Eq. (9). This is an advantage of the use of a volume integral
formulation as compared, for instance, to the generalized Mie
scattering theories that rely explicitly on the spherical shape
of the scatterers.

C. Green’s Tensor Matrix Elements

The matrix elements in Eq. (9) fall in two classes: When j # 5,
one has r # 7' by construction, and there is no need for a
principal volume. Conversely, when j =j we must treat
the principal volume integral with care. We term these two
classes of matrix elements scattering terms and self terms,
respectively.

1. Scattering Terms

Figure 2 illustrates two spherical scatterers with indices
7 andj'. The displacement vector between two arbitrary points
inside the scatterers, R (dashed vector), may be expressed
using the three full vectors as R=r; +b - r; This allows
an expansion of the scalar Green’s function gg(r,r’) using
the two-center expansion [21]

ga(r.r) = ikgy Y SO, @) i), 10)

Pt v
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(@]

Fig. 2. Two scatterers Wlth mdlces J and j', sketched in 2D. The
centers of the scatterers, r] and rj and two arbitrary local points in-
side the scatterers, r; and r’;, are indicated. The displacement vectors
between the two points, R, and between the centers of the scatterers,
b, are shown.

where i/ (r;) = ) (r;)/N}°. The normalization constants
NJ Band separation matncesSp"D (b) are defined in Appendices A
and G, respectively. In this way we have essentially represented
gp(r,r’) using the local background basis functions. The ele-
ments of the Green’s tensor then follow from Eq. (3a) as

Gl (r.r) = kg Y SpL 0, ()}

Pl vn

1 4
. (5 +@aaa,,f)w%,ﬁ(rj). an

The Cartesian partial derivatives of the spherical wave functions
may be expressed as sums of other spherical wave functions.
We express this symbolically as

0uOu WL () = Y 0y L0,y () (12)

Yad

Where U aa) EV+ 7Y,y a0 ulyeq) Ep+ 7, 4, wWith v, , and

¥, Deing integers. The sum contains a finite number of terms,
and the coefficients 9y, depend both on the two polarizations a
and o, and on the basis function indices v and p. The latter
dependence, however, is suppressed for brevity. The detailed
expressions for g,  are discussed in Appendix B. Combining
Egs. (9), (11), and (12) and exploiting the orthogonality in
Eq. (7¢), we have an explicit expression for a generic scattering
matrix element

(G5 |1 = ikpht] Ml (N PN

(S"’ o)+ LY S (b)) (13)

B Yoo

The computation of the separation matrices involved in the scat-
tering matrix elements may be rather time consuming and in
practice accounts for the majority of the computation time.
These calculations, however, can be optimized [37].

2. Self Terms

To evaluate the self terms where j = ', we split the rj’- integra-
tion into two parts, in analogy with the procedure in the 2D
case in [22]:
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ad mn’ a@ M o |
e ] = [ o - (B ] (14

where

[ Ao ]m m
L

j Y ~ad ’ j ’ ’
/ / Wl (@)} GE* (x;, vy, () drdry,
V; JR3-5V;

(152)

[ny“]mm’ / / {wim( M GE (. ) (K drdr;.

L

(15b)

The integration domains for the two different cases are
sketched in Fig. 3. In both cases, gray shading indicates
volumes that are excluded from the r]’» integrations.

The left panel in Fig. 3 illustrates the integration procedure
for the elements A;’? For any fixed r;, we may equally well
integrate R’ or r; over the entire space minus the principal
volume. To this end, we expand z//gm (r;) around r; as [21]

W) () = NI (D8 (e il (RDY (16)

with the separation matrices 8™ ( r;) defined in Appendix C.
To express the elements of the Green’s tensor we write the
scalar Green’s function as an outgoing spherical wave func-
tion (see definition in Appendix A) as

ikp
gs(r.r) = gp(R’) = \/4—¢00(R’) an

The outgoing spherical wave functions satisfy a relation sim-
ilar to Eq. (12). Using this fact, and collecting from Egs. (15a)
and (16), we may express the elements analytically as

ad m,m’' l]{:B m R —(3V ’
[ 1" = TN (ST 4 Yo 1

L Vi ' B Voo
i le™ e\ R0V,
X(%,m Sl’,y' , >Iy )’ (18)
. R3-6V; . .
where the integral I; ~/ is defined and expressed in
Appendix D.
7 ]
/ N/
/ Y
/
|
\
\
\
N

,1m.m/ , m,m’
Ao ] [ng ]
75 J:7
{ S R Ly

Fig. 3. Integration domains for evaluation of self terms. Gray shading
indicates a volume that is excluded from the r integration. Left panel:
integration domain for AJ";‘ , extending over all space minus the
principal volume. Right panel: integration domain for B]‘*f , extending
over all space minus the scatterer volume.
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For the elements BJ"’;, by construction we have [r;| < [r}], as
illustrated in the right panel in Fig. 3. Therefore, the singularity
of the Green’s tensor is never crossed, and we may readily
expand the scalar Green’s function as [21]

gs(R)) = ikp Y Wl (r){el, (X))} (19)

Using this expansion to express the elements of the
Green’s tensor, we may write the elements B;’j in closed
form as

o | i R3-V; o i j.B
By 1" = ikad1y N N

1
X (6aa' 6ll’ 6mm’ + k_z Zgymr 61—}/:1 s 6m—~/l y m’) s (20)
B Yy ' '

3_YV/.
where [ lﬂ’k V7 is defined and expressed in Appendix D. We refer
to Appendix B for details of the sum Zy Iy

D. Field Outside Scatterers

Having determined the electric field inside the scattering ob-
jects, the Lippmann—-Schwinger equation is explicit for the
field at positions outside the scatterers, for which we find

N
E“(r) = E§(r) + k3 ) Ae;y HI(r), (21a)
j=1 o
HJ‘.""(r) = / | G (r, r})Ed (r)dr). (21b)

J

The integrals H' ;’"' (r) can be evaluated analytically following a
procedure similar to the evaluation of Bﬁ, as discussed in
Section 2.C.2.

E. Background Field

To solve Eq. (8) for a we need the expansion coefficients
of the background field, ag; cf. Eq. (6b). In the following
sections, we list these coefficients for different types of
excitations.

1. Plane Wave
We consider an incoming plane wave of the form

Eg(r) = Ey exp(ikg - reg, (22)

where kg and eg are the wave vector and the unit polarization
vector, respectively, satisfying kg-eg = 0. The expansion
coefficients of this field on the background spherical wave
functions are [21]

b, = [EoefAni{Y " (0. dp)}* / (V] ®)] exp(ikp - 19),  (23)

Jjalm

where 6, and ¢, are the polar and azimuthal angles of kg,
respectively.
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2. Dipole Emitter—Background Green’s Tensor

The Green’s tensor G(r, r') is proportional to the electric field
at the point r produced by three dipoles, with dipole moments
along a € {x,y, 2}, positioned at r'. Consequently, we deter-
mine G(r,r’) by using the homogeneous background medium
Green’s tensor Gg(r,r’) as the background field in the
Lippmann-Schwinger equation [28]. To that end, we need
an expansion of the background Green’s tensor on the back-
ground basis functions. As shown in Appendix E, the expan-
sion coefficients are

0B, = ik (~1)" (V) (5 oF ()

1
B ’
+ 2 D 1Py, o ) (rj)) : 24

Yad

From G(r,r’), the projected LDOS of the dipole emitter may
readily be obtained as [14]

4
p(15 dg) = e Im(G*(r,1)). (25)

Since, in general, p*(r; 1) is different for different orientations
of the emitter, a, Eq. (25) is in fact a projected LDOS. Never-
theless in the remainder of the article we shall refer to Eq. (25)
simply as the LDOS. The LDOS gives the number of modes per
unit volume and frequency that the emitter can decay sponta-
neously into, and an important figure of merit is therefore the
relative enhancement of the LDOS, p*(r; 49) /p% (o), due to the
presence of the scattering objects. The relative LDOS is
known also as the Purcell factor Fp [30]. As an example,
we compute this quantity for a plasmonic dimer in Section 3.B.
Assuming that emissions from the individual dipoles are inde-
pendent, we may include several dipole emitters at distinct
positions by summing over the expansion coefficients in
Eq. (24), with different r} for each dipole emitter. An example
of such a calculation, with a single spherical scattering object,
is presented in [38]. In this case, however, the resulting field
does not represent the Green’s tensor.

3. No Background Field—Quasi-normal Modes

The formalism of this work treats open systems where no
boundaries enclose the structures. The modes of such open
systems are inherently leaky and appear as solutions of
non-Hermitian eigenvalue problems that give rise to complex
eigenfrequencies @;. These modes are referred to as quasi-
normal modes [39]. The quasi-normal modes f;(r;®;) may
be determined as self-consistent solutions of an “excitation-
free” Lippmann—Schwinger equation [32],

f;(r; ;) = k?)(&’i)/‘;GB(ra v’ ;) Ae(r'; wy)f; (s ;)dr’. (26)

In the above, we have absorbed the technical detail of the
source dyadic in the integral for brevity. Likewise, we have
written the frequency dependence explicitly, and using
the expansion technique developed in the previous sections
and an iteration of the eigenfrequencies, we determine the
quasi-normal modes by solving Eq. (26) self-consistently.
Due to their leaky nature, the quasi-normal modes give
rise to finite @ factors [14] that we can calculate as
Q; = -Re(®;)/(2Im(;)).
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F. Summary of Formalism
We summarize the steps in the procedure for solving Eq. (4):

1. We expand each component of the total electric field
E(r) and the incoming field Eg(r) inside each of the N scat-
terers on orthonormal sets of basis functions in Egs. (5).

2. The expansions are inserted into Eq. (4), projected
onto an arbitrary basis function, and summed over all free in-
dices to yield the matrix equation for the expansion coeffi-
cients of the total electric field a in Eq. (8).

3. The matrices in Eq. (8) are calculated: The diagonal
matrices My and Ae are constructed directly by means of
the orthonormality of the basis functions in Egs. (7). The non-
diagonal matrix G is evaluated using a number of expansions
of the Green’s tensor as discussed in Section 2.C.

4. The incoming field is expanded. Examples for several
types of excitation fields are given in Section 2.E.

5. We finally solve Eq. (8) for the expansion coeffi-
cients a.

Subsequently, depending on the choice of incoming field,
derived quantities at positions outside the scatterers may
be calculated straightforwardly using Egs. (21).

G. Far-Field Radiation Pattern and Extinction Cross
Section

The scattered field, that is, the second term on the right-hand
side of Eq. (2), must satisfy the radiation BC in the far-
field [18],

Egeat(r) ~£(0, 9)Ey s 1 < kgr, @27

exp(ikpr)

¥
where (0, ¢) is the far-field radiation pattern at the polar and
azimuthal angles, 6 and ¢, of r. The scattered field outside the
scattering objects is represented by the second term on the
right-hand side of Eq. (21a), and these terms are all propor-
tional to a spherical Hankel function of the first kind hl(l) (kgr).
Expanding these functions asymptotically as [40],

(=D"*" exp(ikpr)
ks 7

" o) ~ .

, 1 < kg, (28)

and using the definition of the far-field radiation pattern in
Eq. (27), we may write (6, ¢) analytically.

The extinction cross section is defined as the power re-
moved from an incoming plane wave, P, relative to the mag-
nitude of the incoming Poynting vector, C. = P/|Sg|. P can
be computed by brute force evaluation of the energy flux
through a sphere enclosing the scattering objects but may
be more elegantly expressed using the optical theorem
[18,27] as

4
Coxt = é (E(6;, ) - €5)- (29)

The extinction cross section C., has the dimension of
area and can be interpreted as an equivalent area over which
the incoming radiation interacts with the scattering objects.
It is therefore customary to normalize it to the geometric
cross section, giving rise to the extinction -efficiency
Qext = Coxi/(N7R?), where R is the radius of each of the N
spheres.
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H. Error Estimate

As discussed in [22], the Lippmann-Schwinger equation
provides a direct error estimate of the computed field.
Rearranging Eq. (4), we may define the local error at a point
r inside a scattering object as

Ae(r)

E(r) = |Eg(r) - E(r) - LE—E(r)
B

oy / Gp(r, ¥)Ac()E()dr|.  (30)
Vieat—0

In this expression, E(r) is the approximation to the electric
field, that is, Eq. (5a) with a finite number of basis functions
retained. We also define the global relative error

_ Jry E1@dr

&= ,
¢~ Ji.. [E@]dr

€2y

which represents an explicit error estimate of the field.
In practice, the set of basis functions is truncated by truncat-
ing [ at l,,,x, and a specific calculation of &; is presented in
Section 3.A. In the case of spherical scatterers, as considered
in this work, all matrix elements are expressed analytically,
and the truncation of the set of basis functions therefore rep-
resents the most significant approximation in the formalism.

3. EXAMPLE CALCULATIONS: PLASMONIC
DIMER

It is well known that metallic nanoparticles may sustain
collective oscillations of free charges known as plasmons.
A special type of plasmon is LSPs, bound to the interface
between a metal and a dielectric, that give rise to strongly en-
hanced near-fields [41]. The plasmonic dimer that we examine
in the following sections may support LSPs, and it has been
demonstrated that the resonance wavelengths of these de-
pend sensitively on parameters such as the distance between
the particles and their sizes [6]. The LSP occurring at the larg-
est excitation wavelength is known as the dipole LSP [42,43],
while resonances at shorter wavelengths are higher-order
LSPs. It has been shown that the dipole resonance redshifts
or blueshifts for decreasing distance between the metal
nanoparticles for parallel or perpendicular polarization (with
respect to the dimer axis) of the incoming field, respectively
[44]. For parallel polarization, it has been suggested that
the relative shift of the resonance wavelength for the dimer
depends exponentially on the gap distance between the par-
ticles. This analysis was based on a qualitative description for
the dimer as an electric dipole [45]. For gap sizes below the
radius of the particles, however, the strong coupling of
the near-fields between the particles makes this simple de-
scription invalid [46], and modeling including higher-order
wavefunctions, as in the present approach, is needed to cor-
rectly analyze the closely spaced nanoparticles.

The dimer consists of two Ag particles aligned along the
y axis, each of radius R = 25 nm and spaced a distance d
apart, as shown in Fig. 4. In all calculations, R = 25 nm is
fixed while d is a parameter. The particles are embedded in
SiOy (eg = 2.25), and the permittivity of the Ag spheres is
given by the Drude model e(w) = 1-w2/(0* + iyw) with
hw, = 7.9 eV and ay = 0.06 eV [47].
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Fig. 4. Schematic of plasmonic dimer consisting of two Ag spheres
aligned along the y axis. Each particle has radius R = 25 nm, and the
surface-to-surface distance between the spheres is d.

A. Plane Wave Scattering

We illuminate the dimer by plane waves polarized parallel
(eg = #) or perpendicular (eg = &) to the dimer axis. In both
cases, the incoming field propagates perpendicularly to the
dimer axis (kg = kp2).

Two LSPs excited by the plane waves are displayed in Fig. 5,
showing the relative enhancement of the electric field intensity
in a log-scale, in the x—y plane at 2 = (. The distance between
the spheres is d = 10 nm. The maximum relative intensity en-
hancement is roughly an order of magnitude larger for parallel
than for perpendicular polarization. For parallel polarization
the enhancement occurs in the gap, while for perpendicular
polarization maximum enhancement occurs at the surfaces
of the particles. This is caused by the charge oscillations in
the metal particles that move in phase with the exciting field
[45]. In the parallel case, this produces a charge difference
across the gap, which gives an enhanced field between the par-
ticles, while in the perpendicular case the charge distributions
give strongly enhanced fields on the individual particles.

Figure 6 shows the extinction efficiency spectrum for a
dimer with spacing d = 50 nm that is excited by parallel

-1 -0.5 0 0.5 1 1.5 2 2.5 3

-4 -3 -2 -1 0 1 2 3 4

Fig. 5. Relative enhancement of the electric field intensity,
logo(|E|?/|Eg|?), for scattering of a plane wave on a dimer, shown
in the x—y plane at z = 0. The spacing between the particles is
d = 10 nm. The incoming plane wave propagates along the z direction
and is polarized parallel (top panel, 4, = 505 nm) or perpendicular
(bottom panel, 1y = 412 nm) to the dimer axis. Note that different
color scales are used in the two plots.
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Fig. 6. Extinction efficiency Q. versus excitation wavelength for
scattering of a plane wave on two Ag spheres spaced by d = 50 nm.
The incoming field is polarized parallel (top panel) or perpendicular
(bottom panel) to the dimer axis. The spectra have been obtained
using the full formalism with [, = 8 and the DA.

(top panel) and perpendicular (bottom panel) plane waves.
The spectra are computed using the full formalism developed
in Section 2 (I, = 8, full curves) and using the DA (dashed).
We have also computed the spectra using [, = 10, and com-
paring these with the [, = 8 spectra we find a vanishing rel-
ative deviation on the dipole resonance wavelength for both
polarizations and a relative deviation on the resonance values
of ~10713, The spectra obtained using the full formalism and
using the DA look qualitatively the same: They predict the di-
pole resonances at 4y ~ 450 nm and at 4y ~ 425 nm in the par-
allel and perpendicular cases, respectively. The relative
deviations of the DA calculations for the dipole resonance
wavelengths are in both cases 4%, while the relative deviation,
on resonance, of the extinction efficiency is 7% and 4%, re-
spectively. These relative errors increase for decreasing spac-
ing d (not shown), illustrating the limitation of the DA for
closely spaced nanoparticles. Another shortcoming of the
DA is that it is inherently monomode; it only predicts the dipole
resonance and not the higher-order mode occurring at
Ao ~ 340 nm. Inline with the DA, the quasi-static approximation
is another popular approximate scheme for solving Eq. (1). In
[48], Chen et al. analyzed the electrodynamic coupling between
a quantum dot and a plasmonic nanowire. In particular, it was
demonstrated that the characteristic size of the scatterer (plas-
monic nanowire) needs to be smaller than the skin depth of the
metal for the quasi-static approximation to accurately model
the coupling. The results in Fig. 6 and in [48] demonstrate
the need for full vectorial solvers for modeling nanoplasmonic
structures when these contain small features, such as small
spacings as in the example of this section.

To further investigate the impact of truncating the basis set,
Fig. 7 shows the global relative error £ of the electric field for
the dimer as a function of d/R and for three values of [,,.. The
system is illuminated by a plane wave as detailed in the cap-
tion of the figure. At the largest spacing, d/R = 30, the global
relative error decreases by five to six orders of magnitude
when [, increases by three units. As d/R decreases, the
global relative error increases for fixed [,,,;. This reduction
in accuracy is caused by the introduction of an increasingly
smaller length scale, namely the distance between the
particles, and more basis functions are needed to resolve this
correctly. As an example, with /., = 2 and for d/R = 1 and
d/R = 0.5 the global relative errors equal 36% and 80%,
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Fig. 7. Global relative error of the electric field as a function of dis-
tance between two Ag spheres, d/R. Results for three different trun-
cations of the set of basis functions are shown. Illumination by plane
waves at 1, = 800 nm with oblique incidence and polarization.

respectively, which supports the conclusion that vectorial
solvers are needed to correctly model closely spaced nanopar-
ticles. Similar results were obtained using a different solution
technique in [46]. We note that in the limit d/R < 1, nonlocal
effects [49] become important and must be included to cor-
rectly model the field. For fixed particle distance, the expo-
nential decay of the relative error in Fig. 7 enables highly
accurate calculations with a modest number of basis func-
tions, and in the following sections we use [, = 8.

B. Dipole Emitter and LDOS

We embed a dipole emitter with dipole moment along the di-
rection «a in the vicinity of the plasmonic dimer. The field radi-
ated by the emitter equals the ath column of the Green’s
tensor G(r,r’) where r’ is the dipole position. Figure 8 shows
the imaginary part of the Green’s tensor Im(G¥ (r, r')) relative
to Im(G¥’(r', x')) for two positions of the dipole r’ (indicated
by dots in the figure) and at two different wavelengths, 1, =
505 nm (top panel) and 1y = 447 nm (bottom panel). In the
top panel, the imaginary part of the Green’s tensor is strongly
enhanced relative to the background Green'’s tensor at the po-
sition of the emitter. Conversely, the imaginary part of the
Green’s tensor is not enhanced at the emitter position in
the bottom panel. From the expression for the LDOS in
Eq. (25) we know that the LDOS is proportional to the imagi-
nary part of the Green’s tensor at the emitter position. To fur-
ther investigate the emission properties of the dipole emitter,
we analyze the Purcell factor in the following.

We compute the Purcell factor for two orientations of the
dipole moment, a € {x, ¥}, and at the two positions from Fig. 8,
producing the spectra in Fig. 9. At the symmetric position r =
r; (top panel), the Purcell factor has a single peak at 1y ~
290 nm for an x-oriented dipole (full curve). In contrast, for
a dipole moment along the dimer axis, a = y (dashed curve),
the Purcell factor is larger than unity over most of the consid-
ered wavelength range, 280 nm < A, and exhibits a maximum
at Ay ~ 505 nm, resulting in the enhancement that was noted in
the discussion of the top panel in Fig. 8. At the asymmetric
position r = r, (bottom panel), the Purcell factor is generally
smaller than at r = r;. For x orientation of the dipole (full
curve), the Purcell factor is larger than unity in the range
290 nm < 4y $500 nm and exhibits multiple peaks in this
range. For a dipole moment along the dimer axis, a =y
(dashed curve), the Purcell factor is larger than one in a
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Fig. 8. Imaginary part of Green’s tensor Im(G¥(r,r’)) relative to
Im(G¥ (r',r')) for the dimer with two Ag spheres (d/R = 0.4). The
two panels show results with different positions of the dipole emitter,
r’, (black dots) and different wavelengths 4, = 505 nm (top) and 4, =
447 nm (bottom). Note that different color scales are used in the
two plots.

narrow bandwidth, 300 nm S 4, < 350 nm, but is otherwise
suppressed, in particular at iy ~447 nm in agreement with
the discussion of the bottom panel in Fig. 8. In conclusion,
the results in Fig. 9 show a rich display of peaks, each of which
we can associate with a quasi-normal mode of the dimer. In the
following section, we focus on two of these as noted in Fig. 9.

C. Bright and Dark Modes

The dimer introduced in Fig. 9 was analyzed by Koenderink in
[47], using the method of [26]. In particular, Koenderink found a
mode of that structure with a quality factor of @ = 5.7 at
4o ~ 506 nm. However, no rigorous definition of the mode
was given. The plasmonic dimer supports both bright and dark
quasi-normal modes; the former can be excited both from the
far-field (plane waves) and the near-field (dipole emitter),

4000
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Fig. 9. Spectra of Purcell factor for dipole emitter at two positions, r;
(top panel) and r, (bottom panel), in the 2 = 0 plane in the vicinity of
the Ag dimer with d/R = 0.4. Two orientations of the dipole moment
of the emitter, a € {x,y}, have been employed. Note that different
scalings are used in the two plots.
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Fig. 10. Real part of y components of quasi-normal modes of plas-
monic dimer, as specified in Fig. 9, in the x—y plane. The modes, found
at Re(40"®") = 505 nm (top panel) and Re(23%*) = 447 nm (bottom
panel), respectively, are bright and dark modes, respectively. Note
that different scalings are used in the two plots.

while the latter can only be excited from the near-field [50].
Each of the peaks in the Purcell factor spectra correspond
to the existence of a quasi-normal mode. For the dimer of Fig. 9,
we find two of the lowest order modes at Re(igﬂght) = 505 nm
and Re(1J) = 447 nm, as indicated in the figure, with low
quality factors of QP1ight = 5.7 and Qk = 22.1, respectively.
The bright mode is the mode that Koenderink found, demon-
strating a quantitative agreement between our method and that
of [26].

Figure 10 shows the real parts of the y components of the
two modes in the x—y plane; the top and the bottom panels
show the bright and the dark mode, respectively. In the
two cases, the surface charge distributions that act to sustain
the modes are indicated schematically. The bright mode is uni-
form in the gap between the particles due to the charge differ-
ence across the gap. This charge distribution gives rise to a
finite dipole moment of the dimer which is excitable by incom-
ing plane waves. In contrast, due to the asymmetry in the
charge distribution the dark mode changes sign inside the
gap, as shown in the figure. This charge distribution implies
a zero net dipole moment of the mode, and consequently it is
not excitable by plane waves.

4. CONCLUSION

We have developed a formalism for solving the Lippmann-—
Schwinger equation for the electric field in a 3D background
medium with inhomogeneities. We have in detail explained
the solution procedure for the specific example of spherical
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scattering objects, and based on expansions in spherical wave
functions and addition and translation theorems we have
expressed all parts of the formalism analytically. We stress
that other shapes of the scatterers as well as inhomogeneous
background media can be treated within the presented frame-
work, although it may not be possible to express the matrix
elements analytically. We have presented an explicit error es-
timate for the calculated electric field and illustrated how this
is an important tool for assessing the accuracy of the calcu-
lations. Using the formalism, we have shown how to calculate
a number of physically important quantities, including the far-
field radiation pattern, the extinction cross section, the total
Green’s tensor, the projected LDOS, the Purcell factor, and
quasi-normal modes with their associated @ factors. In par-
ticular, the analysis of LSPs as quasi-normal modes provides
additional physical insights, and we believe that more com-
plex structures can benefit from this modal approach. Similar
analyses of more complicated systems such as larger arrays of
plasmonic nanoparticles or photonic crystals can readily be
carried out; see [33] for an example.

We believe that the versatility of the formalism will be use-
ful for a variety of computational problems within nanopho-
tonics. The formulation may benefit from known expressions
for the background Green’s tensor for different background
media, for instance for modeling of layered 3D structures [20].
As another perspective, we mention that the present formal-
ism may be used for simulating electron energy loss spectros-
copy (EELS) on plasmonic nanospheres. The incoming
electron beam in EELS gives rise to a background electric
field, and expanding this field on the background basis
functions [51], the EELS field may be straightforwardly deter-
mined with the formalism developed in this paper.

APPENDIX A: SPHERICAL WAVE
FUNCTIONS

The basis functions used in the expansions in Egs. (5) are
defined as follows:

W) (1) = S, (DN (k) Y10, ), (Ala)
wio (1)) = S;(0N] (kg1 Y1(6;. ). (Alb)
where
_ |1 reVv;
Sj(r) = { 0 otheriivise ’ (A2)

ensures that basis functions of different scatterers are
orthogonal by construction. NJ and NJ® are normalization
constants, determined to satisfy Egs. (7a) and (7b), and k; =
ko and kg are the wavenumbers of the jth scatterer and of
the background medium, respectively. Finally, j;(x) and
Y7 (0. ¢) are the spherical Bessel function of order [ and
the spherical harmonic of degree [ and order m, respectively;
these functions follow the conventions of [21].

For representing the scalar Green’s function, gg(r,r’), we
introduce the outgoing spherical wave functions:

WP, () =1V (kpr) Y0, ). (A3)
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where hl(l)(chrj) is a spherical Hankel function of the
first kind.

APPENDIX B: DERIVATIVES OF SPHERICAL
WAVE FUNCTIONS

We define the following functions:

i ! (1)
7] () = L5 (Bla)
1, J N{
B
iy =" @)
l

and let "(r) be any of these functions or the outgoing
spherical wave functions

Q) € {u?{,m(r,»),w{;mr,-),(p}?m(r)}. (B2)

We also define the following differential operators [21]:

1

Df = (0, %10,). (B3a)
,_ 1

Dy =- 0. (B3b)

where k is k; for yﬂm (r;) and kg for y}ﬁl (r;) and @f, (r).
The action of these differential operators on Q;"(r) can be
expressed as [21]

lEm+2)I+tm+1
Dmﬁ(r)ﬂ(\/ : (yzriﬂigzzﬁ,) o

IFm)(IFm-1)

Qi (r)) , (B4a)

42 -1
@+ 1)2 —m? 2 -m?
'DOQM — Qm _ Qm .
90 = ey e g n® o™

(B4b)

Combining Egs. (B3) and (B4), the detailed expressions for
a(,adlpf;‘lﬁ(rj), for example, may be obtained.

APPENDIX C: SEPARATION MATRICES

The separation matrix, SZ{‘D (b), introduced in Eq. (10), can be
expressed as follows [21]:

Q
Syu(b) = dn(-1 1 Y (<1} oy, (b)
q=0

x G(p, bv, —p;q0 + 2q), (CDH

where we have employed the following definitions:
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_b+v-a

C2
Q 3 , (C2a)
g0 = Q0. L v, —p), (C2b)
Ip - vl if [p-v| > [t + 4
Ip + ul if [p-v| <[t +pl and
Q(p. tv,p) = p+v+|t+puliseven
|p+pul+1 if [p-v| <|t+pl and
p+v+|t+ plis odd
(C2¢)

G(p. t;l/,ll;Q)E(—l)H"LY;(Q, HYLO. )Y (6. $)dQ
(c2d)

with dQ =sin(#)dfd¢, and Q denoting 4z steradians. G is a
Gaunt coefficient that is evaluated as follows:

Gp. v, s q) = (-1)1* (2p + l)(2V4jr' D2g+1)

p v oal(p v q
><(0 0 0)(t u —t—y)’ (C2e)

where the two last factors are so-called Wigner 3-j symbols.
S;;{‘b(b), introduced in the expansion in Eq. (16), can be
expressed as follows [21]:

N Q )
Sy (b) = dm(-1y 4@ 3 " ()% L, (b)
q=0

x G(p, tv, —p; q0 + 2q). (C3)

APPENDIX D: RADIAL INTEGRALS

3_5V-
We first consider the integral I fg WJ, which is defined as

7 = lim ( I hl(l)(kBT’)jz(kﬂ’)r’Zdr’). (o1
SR' =0\ Jsr'

Expanding the integrand for small arguments, we find
tinn (" (k%) = 0. D2)
This implies that the integrand is bounded in the limit »’ — 0,

and consequently we may evaluate the limit before expressing
the integral

R3-6V; by N N2 Aot
I :A RyY (e’ )i (k' yr'2dr

/3 (e8]
=—— H kgt')J kyr'dr. D3
ZMA o2kt o ) (03)
The remaining integral has been expressed in [52]
R3-5V, i 1 (k].)l
1 T=e—a1[-]). (D4)
! kg K — kg \kp
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Next, we express the finite part radial integral [40]

Vi (B o om ., ML x| 11

I’ = by (kg?)g (kr)r'edr = —= —

! A i (kgr')gi(kyr') N}N;.‘B—Hz -
X {[ijj Yy 1/2(kpRy) 3/0(kiR;)

“-1/2 2
= kR o R Y 1 ) = 5l ™ ;}. (D5)

Finally, using the integrals expressed above, we have the
radial integral needed to express the B]‘?j integrals,

s / Z RO e i 2 =1 -1 (D6)

J

APPENDIX E: EXPANSION COEFFICIENTS
OF Gg(r,r)

To expand Gg(r,r’) on the background spherical wave func-
tions, y/f_’fjl(rj), cf. Eq. (bb), a slightly modified version of
Eq. (19) for expressing the scalar Green’s function, gg(r,r’),
is applied:

gp(r.v) = ikp Y (!l ()@l (). (E1)

v

We then express the elements of the background Green’s
tensor by the differential operators acting on wﬁ,ﬂ (r)):

Gy (r,ry) = ik Y _ (-l () /(NP

J 1 J
x (%' Pea) + 27D s W0 (rj))’

Yad

(E2)

where p* (o) = —-u + 724’ - This relation is what we wanted:
an expansion of the elements of the background Green’s ten-
sor on 1//1‘,]3 (r;). The expansion coefficients are thus as given

in Eq. (29).
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