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A rate equation theory for quantum-dot-based nanolaser devices is developed. We show that these rate equations
are capable of reproducing results of a microscopic semiconductor theory, making them an appropriate starting
point for complex device simulations of nanolasers. The input-output characteristics and the modulation response
are investigated and the limits of the rate equation approach are discussed.
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I. INTRODUCTION

In the emerging field of photonic signal processing there
is an expressed need for small and efficient light emitters that
can be integrated in photonic circuits. Semiconductor lasers
are central to a number of optical technologies. They are most
prominently used in optical communications and optical data
storage involving compact disks, digital versatile disks, and
Blu-ray disks. Recently, semiconductor active regions coupled
with nanoscale optical resonator schemes, such as micropillar
or photonic-crystal cavities, have opened an additional level of
miniaturization and facilitated the implementation of photonic
integrated circuits. In the past two decades process technology
has matured sufficiently to enable fabrication of active cavities
with high quality factors and low mode volumes,1 where the
Purcell enhancement of spontaneous emission2 can become
large enough to affect the dynamics of the device. For
practical applications, semiconductor quantum dots (QDs)
have proven to be an interesting system, as they possess
a discrete energy spectrum that can be engineered to a
large extent. They are considered as gain material for next
generation optoelectronic devices and for fundamental studies
of light-matter interaction.3–5 The advent of photonic crystals
allows one to combine QDs with high-quality cavities,6–9

which opens a multitude of possibilities for guiding and
modifying the emission properties of QD-based devices via
Purcell enhancement of emission rates.9 Therefore, the laser
dynamics of nanocavity-based laser devices has been a much
debated topic in recent years (see, e.g., Refs. 10–16).

Early predictions of the properties of nanolasers by Altug
et al.17 were based on an analysis of the laser rate equations
with a phenomenological Purcell enhancement of the sponta-
neous emission rate. While most studies of the input-output
characteristics are based on phenomenological rate equation
approaches, microscopic theories have also been developed.18

These theoretical models have been used in the past to study
the emission properties of QD-based microcavity lasers18–20 as
well as correlation functions such as g(2)(0),19,21 that contain
information about the coherence properties of the emitted light.
Several of these works included comparisons to experiment,
that showed good agreement of the microscopic model with
experimental data and we therefore choose the microscopic
model as a benchmark for the rate equation theory. The correct
way to implement Purcell enhancement into the rate equations
seems unclear in the literature. Early work22–24 accounted for
the cavity induced enhancement of the spontaneous emission
rate, as originally suggested by Purcell, but also included

enhancement of the stimulated emission rate, motivated by the
Einstein relation between these rates. Experimental evidence
for Purcell enhancement of stimulated emission was presented
in Refs. 25 and 26. In recent work, however, only the
rate of spontaneous emission was considered to be Purcell
enhanced,12,17 neglecting the influence of Purcell enhancement
on stimulated emission, which violates the Einstein relations
and is problematic from a microscopic viewpoint, as we will
see in what follows. Employing such a rate equation model
for fitting experimental data will lead to a wrong estimation
of parameters, e.g., the threshold, β factor, and modulation
bandwidth. The intention of this paper is to clarify this situation
by bridging the gap between a purely microscopic approach
and a rate equation model that is suited for implementation
in large-scale device simulations. We thus present the detailed
derivation of our recently published rate equation model,16

which naturally extends our previous models valid in the LED
regime of spontaneous emission,14,16 to account for sponta-
neous and stimulated emission rates in a self-consistent way.

The paper is structured as follows: In Sec. II A we describe
the microscopic theory used as a benchmark for the rate
equation model presented in Sec. II B. In Secs. III A and III B
the rate equation approach and the microscopic theory are
compared in terms of their predictions for the steady-state
behavior as well as the modulation response.

II. THEORY

A. Microscopic description

We consider an ensemble of InGaAs QDs embedded in
an optical nanocavity and take into account the two lowest
confined shells for electrons and holes, that due to their angular
momentum properties are labeled s- and p-shell, respectively.
The optical mode is assumed to be on resonance with the s

shells of the QDs, and for computational simplicity we neglect
inhomogeneous broadening in the microscopic model. The
QD s shells act as the laser levels, while a continuous wave
pump is applied to the p shells. To study the dynamics of a
nanocavity with a high enhancement of spontaneous emission,
and for comparisons of nanoLEDs with nanolasers, we rely on
a fully quantized description of the photon field.18,21 Within
the cluster expansion scheme, we derive equations of motion
for the photon number in the mode q, 〈b†qbq〉(

h̄
d

dt
+ 2κq

)
〈b†qbq〉 = +2 Re

∑
ν ′

|gqν ′ |2〈b†qv†
ν ′cν ′〉, (1)
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and the electron and hole population of the state ν, f e,h
ν

h̄
d

dt
f e,h

ν

∣∣∣∣
opt

= −2 Re
∑

q

|gqν |2〈b†qv†
νcν〉

+ Se,h
ν + (

1 − f e
ν − f h

ν

)
Pν. (2)

Here κq/h̄ is the inverse photon lifetime, giving the quality
factor Q, Pν is the pump excitation at the state ν, and

Se,h
s = (

1 − f e,h
s

)
f e,h

p se,h (3)

denotes population changes due to carrier scattering. We
will treat the scattering rate se,h as a free parameter in this
work. Microscopically, it has contributions from Coulomb
interaction13,27 and carrier-LO-phonon interaction.28,29 We
only consider the scattering from the p shell to the s shell,
which has proven to be a good approximation under laser
conditions.

Both 〈b†qbq〉 and f e,h
ν couple to the photon assisted

polarization 〈b†qv†
νcν〉,18

(
h̄

d

dt
+ κq + γ + i

(
ε̃e
ν + ε̃h

ν − h̄ωq

)) 〈b†qv†
νcν〉

= f e
ν f h

ν − (
1 − f e

ν − f h
ν

) 〈b†qbq〉
+ δ〈b†qbqc

†
νcν〉 − δ〈b†qbqv

†
νvν〉, (4)

where γ is an effective dephasing rate and ε̃e,h
ν are the electron

and hole energies of the QD s shell. The free evolution of
〈b†qv†

νcν〉 is determined by the detuning of the QD transitions
from the cavity resonances h̄ωq . In a semiconductor, the source
term of spontaneous emission is described by the expectation
value of four carrier operators 〈c†αvαv†

νcν〉 (see Ref. 30). For
uncorrelated carriers, the Hartree-Fock factorization of this
source term leads to f e

ν f h
ν , which appears as the first term on

the right-hand side of Eq. (4).
It should be noted here, that in the microscopic theory, both

spontaneous and stimulated emission appear Purcell enhanced,
since both are proportional to the light-matter coupling con-
stant in Eq. (1) via the photon assisted polarization in Eq. (4).
The coupling constant includes the Purcell enhancement via
the vacuum field strength.

The higher correlation functions, δ〈b†qbqc
†
νcν〉 and

δ〈b†qbqv
†
νvν〉 obey the equations of motion,18(

h̄
d

dt
+ 2κq

)
δ〈b†qbqc

†
νcν〉

= −2|gqν |2Re
[
δ〈b†qb†qbqv

†
νcν〉+

(〈b†qbq〉 + f e
ν

) 〈b†qv†
νcν〉

]
,

(5)(
h̄

d

dt
+ 2κq

)
δ〈b†qbqv

†
νvν〉

= +2|gqν |2Re
[
δ〈b†qb†qbqv

†
νcν〉 + (〈b†qbq〉+f h

ν

)〈b†qv†
νcν〉

]
.

(6)

In this equation a quadruplet function enters, which rep-
resents a correlation between the photon-assisted polarization
and the photon number. For the corresponding equation of

motion we obtain(
h̄

d

dt
+ 3κq + γ + i

(
ε̃e
ν + ε̃h

ν − h̄ωq

))
δ〈b†qb†qbqv

†
νcν〉

= −2|gqν |2〈b†qv†
νcν〉2 − (

1 − f e
ν − f h

ν

)
δ〈b†qb†qbqbq〉

+ 2f h
ν δ〈b†qbqc

†
νcν〉 − 2f e

ν δ〈b†qbqv
†
νvν〉

+ 2〈b†qbq〉(δ〈b†qbqc
†
νcν〉 − δ〈b†qbqv

†
νvν〉), (7)

that couples to yet another correlation function, whose equa-
tion of motion is(

h̄
d

dt
+ 4κq

)
δ〈b†qb†qbqbq〉 = 4

∑
ν ′

|gqν ′ |2 δ〈b†qb†qbqv
†
ν ′cν ′〉.

(8)

It should be noted, that the latter is closely related to the
intensity correlation function g(2)(τ = 0) via

g(2)
q (τ = 0) =

〈
n2

q

〉 − 〈nq〉
〈nq〉2

= 2 + δ〈b†qb†qbqbq〉
〈b†qbq〉2

. (9)

To derive a rate equation model, an adiabatic elimination of
the photon assisted polarization has to be performed. From the
formal solution of Eq. (4), it can easily be seen that an adiabatic
elimination of the photon assisted polarization corresponds to
a Markov approximation, i.e., the neglect of memory effects
in 〈b†qv†

νcν〉. As the Markov approximation is trivially correct
in steady state, a rate equation model should be able to capture
the most relevant physics for these conditions.

B. Rate equations

For many applications and for inclusion in full-scale device
simulation a rate-equation (RE) formulation that captures the
essential features of the microscopic theory is advantageous.
While there have been formulations of REs for nanocavity
devices (see, e.g., Refs. 12 and 15–17) there is some confusion
in the literature about the correct implementation of Purcell
enhancement. In this work we bridge this gap by establishing
a correct RE model that fits the results of the microscopic
theory.

We start by defining the reduced electronic density of states
(eDOS) for the combined system of NQD quantum dots of
total volume VQD and including the continuum of wetting layer
states,

ρr (E21) = 2NQD

VQD

√
2πσ 2

e
(Es−E21)2

2σ2 + mr

h̄2πW
�(E21 − EWL).

(10)

Here, Es is the transition energy of the s shell, VQD is the
QD volume, mr is the reduced effective mass, W and EWL

are the wetting layer width and transition energy, and � is the
Heaviside function. The factor of 2 takes into account the two
electron spins. Included is additionally the inhomogeneous
broadening σ , due to composition and size fluctuations of the
QDs.

In Appendix A a general expression for the local density
of states (LDOS) is given. In the following calculations, we
employ a cavity LDOS, ρc, of the cavity mode at energy h̄ωc,
with linewidth δωc = ωc/Q and with Purcell factor Fp given
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by

ρc(h̄ω′) = Fp

B21h̄ωτ21

(δωc)2

4 (ω − ωc)2 + (δωc)2 , (11)

at a field antinode. Here the differential recombination lifetime
τ21 is chosen such that the bulk spontaneous emission time
τhom is recovered in the absence of a cavity.14 The intrinsic
Purcell factor is defined as Fp = 3Q

4π2V
with the mode volume

V given in units of (λ/n)3, where n is the refractive index.
The Purcell factor simply describes the increased LDOS at
the resonance frequency, and it should not be mistaken for the
Purcell enhancement describing the total emission rate into
the cavity. This rate depends not only on the Purcell factor but
also the details of the electronic DOS.14

Using these definitions, we can write the laser REs for the
photon number np and the total excited carrier number ntot as

ṅtot = P − rc − rb − rst , (12)

ṅp = rc + rst − np

τp

, (13)

where P is the pump current and τp = (δωc)−1 is the photon
lifetime. Here, the rates of spontaneous rc and stimulated rst

emission into the laser mode are

rc =
∫

ρc(d̂,r,ω′)h̄ω′B21ρr (r,E21)

×fv(1 − fc)L(E21 − h̄ω′)drdE21h̄dω′, (14)

rst = np

∫
ρc(d̂,r,ω′)h̄ω′B21ρr (r,E21)

× (fc − fv)L(E21 − h̄ω′)drdE21h̄dω′. (15)

In these equations, fv and fc are quasi-Fermi functions for the
valence and conduction bands, respectively. The homogeneous
broadening γ , which is caused at high carrier densities by
excitation induced dephasing,31 is taken into account with the
introduction of the Lorentzian function L having linewidth γ .

The background emission rate rb can be obtained by
replacing the LDOS ρc in Eq. (14) with a background LDOS
ρb. However, in the subsequent calculations we instead employ
a background rate given by

rb = rc

(
1

β
− 1

)
. (16)

This definition of rb is used so that the basic definition of
the β factor,

β = rc

rc + rb

, (17)

is observed. The definition (16) for the background emission
is necessary for subsequent comparison with our microscopic
model which requires a fixed β, i.e., independent of the carrier
number. In Appendix A we present the general procedure for
computing the β factor.

The total carrier density is found by evaluating

ntot =
∫

ρr (r,E21)f2(E21)L(h̄ω′ − E21)h̄dω′dE21dr, (18)

and we assume that the electron and hole populations in the
QDs are identical such that f2(Es) = 1 − f1(Es). In these REs,

TABLE I. Parameters used in the calculations.

Parameter Device A Device B

Q 10 000 10 000
Purcell factor Fp 25 50
Homogeneous broadening (γ ) 100 μeV 100 μeV
Number of QDs (NQD) 100 100
β factor 0.3 0.1
QD volume (VQD) 4000 nm3 4000 nm3

not only spontaneous emission but also stimulated emission
is Purcell enhanced. This can be seen as ρc appears both in rc

and rst .
The basic limitations of the RE formalisms are, that they

only work if the adiabatic elimination in Eq. (4) is appropriate,
which is the case if the system is not in the strong coupling
regime. Moreover, by determining the QD carrier populations
using Eq. (18), we fix the carrier populations to be Fermi
functions and therefore assume infinitely fast carrier scattering.
While not being an intrinsic limitation, this assumption limits
the applicability of the RE models for the analysis of dynamical
quantities like the modulation response. However, as the
modulation response is a small-signal quantity, the REs are
applicable if the predicted modulation bandwidth does not
exceed the inverse of the characteristic time of the scattering
process that was neglected.

III. RESULTS

In this section we will compare the results of the mi-
croscopic theory to those of the modified REs presented in
the preceding section. For the comparison we will employ
two model devices labeled device A and device B. The
parameters can be found in Table I. We will start by comparing
steady-state results, that is, input-output characteristics. For the
comparisons inhomogeneous broadening has been neglected
for simplicity. The pump rates are scaled such that rates of
carrier generation are the same in the two models.

A. Steady-state results

Figure 1 shows the input-output characteristics for device
A with parameters according to Table I. The kink at the laser
threshold in the input-output characteristics is clearly visible,
although it should be emphasized that unlike in atomic rate
equations, the height of the kink is not a direct measure of
the β factor.18 The modified rate equations agree well with
the microscopic theory with the exemption of extremely high
pump rate, where additional saturation of the pump levels leads
to a different behavior of the microscopic theory. Also it should
be noted that the influence of carrier-photon correlations,
Eqs. (5)–(8), is negligible for the input-output characteristics
for these parameters. Were we to model these I/O curves using
an RE model without Purcell enhancement in the stimulated
emission, a much higher optical gain, thus a higher number
of QDs and a higher Q factor would be needed to reach the
lasing regime. This accentuates the need to include Purcell
enhancement in the model to correctly infer the parameters
from comparisons between theory and experiment.
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Microscopic with corr.

FIG. 1. (Color online) Input-output curve for device A. The RE
theory (solid) is compared to the microscopic model with (dashed)
and without (dotted) the inclusion of correlations according to
Eqs. (5)–(8).

We want to point out that the connection between Fp and
β is more complicated than in conventional edge emitting or
VCSEL semiconductor devices and cannot be estimated by the
simple expression β = Fp

Fp+1 , but rather is given by

β = Fp

Fp + Rnl
Rhom

. (19)

Here, Rhom and Rnl are the emission rates into the homoge-
neous medium and into the nonlasing modes, respectively.
For details see the article by J.-M. Gérard in Ref. 32. The
connection between the β factor and the Purcell factor is more
involved as some of the nonlasing modes, which lower the β

factor, may be cavity modes of the same nanocavity as the
laser mode. Therefore, they will possess the same low mode
volume and the emission rate into these nonlasing modes will
also be “Purcell enhanced,” which lowers the β factor.

In Fig. 2 the comparison between RE analysis and micro-
scopic theory is presented for device B. The conclusions are

0.0001 0.01 1 100
Pump

0.001

1

1000

1e+06

<
n>

RE
Microscopic with corr.
Microscopic w/o corr.

FIG. 2. (Color online) Input-output curve for device B. The RE
theory (solid) is compared to the microscopic model with (dashed)
and without (dotted) the inclusion of correlations according to
Eqs. (5)–(8).
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FIG. 3. (Color online) Input-output curves for the RE model with
and without Purcell enhancement of the stimulated emission.

similar, the two theoretical models agree extremely well up
to high pump rates, where deviations due to saturation effects
occur. This suggests that our modified RE scheme is well
versed to reproduce the essential features of the microscopic
model and thus of the experiment. The advantage of the RE
scheme is the ease with which arbitrary optical and electronic
DOS can be incorporated in the model, which represents a
major computational challenge for the microscopic model.

To demonstrate the importance of Purcell-enhanced stimu-
lated emission (PEStE), model calculations with and without
PEStE are presented in Fig. 3 in the framework of the RE
model.16 For both devices considered, the lasing threshold is
not reached using the parameters employed in the microscopic
theory. Here, we consider only the cavity contribution to
light emission and not the background contribution Rb. Below
threshold, the systems including PEStE also experience cavity
enhanced absorption, and for a weak pump the photon numbers
are thus lower than in the absence of PEStE. However, in
the absence of PEStE the gain provided by the QD ensemble
is insufficient to obtain lasing. The flattening of the curves
do not indicate a threshold but simply a saturation of the
photon number as the Fermi energy moves past the QD
transition linewidth and starts feeding the wetting layer. We
thus conclude that proper inclusion of Purcell enhancement is
necessary to correctly predict parameters of the laser like, e.g.,
the threshold or material gain in nanocavity devices.

B. Modulation response

To use nanolasers in high-speed data communication appli-
cations, it is mandatory that they not only possess a beneficial
input-output characteristic with low threshold current and high
quantum efficiency, but also a high modulation bandwidth, as
this is a key quantity for the realization of high-speed data
communication applications. Therefore, we will investigate
the modulation response of the two devices studied in the last
section. The modulation response is evaluated by probing the
system in steady state with a weak ultrashort test pulse. The
modulation response function h(ω) = H (ω)/H (0) is defined
from the Fourier transform H (ω) of the response to the
test pulse. As discussed in Sec. II B, the assumption of
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FIG. 4. (Color online) Modulation response for device A at
various pump rates, as calculated from the microscopic model.

instantaneous carrier scattering limits the applicability of the
RE model to modulation bandwidths lower than the inverse
of the scattering rate. As our predictions for the modulation
bandwidth are consistently below 100 GHz, we can conclude
that we are well within the applicability range of the model.
However, it should be mentioned that for high power levels the
effect of nonlinear gain, mediated by a finite scattering time,
may further damp the modulation response.

The modulation bandwidth is defined as the frequency for
which h(ω) has decreased by 3 dB. The modulation response
for device A, calculated from the microscopic model, is shown
in Fig. 4. Up to P = 0.03/ps, the resulting 3-dB frequency
increases with pump rate, while for higher pump rates the
3-dB frequency is reduced again.

The dependence of the 3-dB frequency on the pump rate is
shown in Fig. 5, where results for both the microscopic and the
RE model are shown. It should be noted that for intermediate
pump rates the agreement between the microscopic model
and rate equation approach is less satisfactory than for the

0.0001 0.01 1 100
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1

10
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3d
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 f
re

q.
  [

G
H

z]

Microscopic w/o corr.
Microscopic with corr.
RE

FIG. 5. (Color online) 3-dB frequency as a function of pump rate
for device A as obtained from the RE model (solid black line) and the
microscopic model including (blue dashed line) and neglecting (red
dotted line) carrier-photon correlations.
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FIG. 6. (Color online) 3-dB frequency as a function of pump rate
for device B as obtained from the RE model (solid black line) and the
microscopic model including (blue dashed line) and neglecting (red
dotted line) carrier-photon correlations.

steady-state results. This is caused by non-Markovian effects
[cf. Eqs. (1)–(4)] and the additional influence of carrier-photon
correlations, which are not included in an RE formalism. The
slight lowering of the modulation response at extremely high
pump rates in the microscopic model stems from the saturation
effects in the input-output characteristics.

The general fact that the modulation response can be
lowered at higher output intensities has been predicted for
nanolaser devices also as a function of scattering33 rates, and
is caused by a critical damping effect. In other words, for high
pump or scattering rates the relaxation oscillations become
overdamped, leading to a slower time recovery in the pulse
response and hence to a reduced modulation bandwidth.

Figure 6 shows the 3-dB frequency as a function of pump
rate for device B. Again, the conclusions drawn from the two
models are similar, though it should be noted that the influence
of non-Markovian and correlation effects in the laser transition
regime is stronger than for device A. Moreover, the reduction
of the 3-dB frequency with pump rate is also visible in the RE
model.

The detailed shape of the 3-dB versus pump curve can be
understood by analytical expressions that are derived for the
microscopic model by means of a small-signal analysis in
Appendix B. For pump powers sufficiently above threshold,
this procedure yields simple analytical expressions. The 3-dB
frequency is dominated by stimulated emission and is only
limited by the photon escape rate, i.e., f3dB = 2κ/(2πh̄).
Below threshold, spontaneous emission dominates and Rb is
the largest loss term, giving 3-dB frequencies that can become
larger than the above threshold result. The maximum 3-dB
frequency is found below threshold at

fs,max = 1

2

1 + 2
h̄

τ
h̄

κ+γ

NQD

1 +
√

κ
κ+γ

β

1−β

, (20)

which is below threshold if δ
αNQD

< ( 2κ
h̄

)2 as detailed in
Appendix B, i.e., independently of the Purcell enhancement.
The excellent agreement between our two models suggests that
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FIG. 7. (Color online) Input-output characteristics for various
scattering rates se = sh = s in [1/ps] for device B, calculated using
the microscopic model.

quantitative predictions about QD nanolasers can be obtained
using the simpler RE model.

C. Influence of carrier scattering

In this section we investigate the influence of carrier
scattering on the laser properties. In the rate equation presented
here, carrier scattering is assumed to be instantaneous, as
Fermi functions are assumed for the carrier distributions. In
the microscopic model, carrier scattering is included via a
phenomenological parameter, whose influence on the input-
output characteristics is presented in Fig. 7. We clearly see a
reduction in output power with decreasing scattering rate. This
is intuitively expected, as the carrier scattering effectively acts
as a pump rate for the laser levels. It should be noted that
the s = 100 case is not physically realizable but is chosen
for the comparison to the REs. As already mentioned, the
generalization of the RE model to a more realistic scattering
model can be easily performed, only at the cost of an increase in
numerical demand. We refrained in this work from doing so, to
clearly show the comparison between the two parts regarding
the optical part of the theory. The scattering-rate-dependent

0.0001 0.01 1 100
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1
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f 3d
B
  [
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H

z]

s=100
s=10
s=5
s=3
s=1

FIG. 8. (Color online) 3-dB frequency as a function of pump
rate for various scattering rates se = sh = s in [1/ps] for device B,
calculated using the microscopic model.

results for the 3-dB frequency are shown in Fig. 8. The
modulation response is much less influenced by the carrier
scattering than the input-ouput behavior for the parameters
investigated here. This behavior stems from the fact that in
this case we are in a parameter regime, where the reduction
of the modulation bandwidth with scattering rate takes place
at very low scattering rates. For the higher rates investigated
here, the 3-dB versus scattering rate curve becomes flat. For a
detailed discussion of the reduction of modulation bandwidth
with carrier scattering we refer to Ref. 33.

IV. CONCLUSION

In conclusion, we have developed a rate equation model for
quantum dot nanolasers that incorporates details of the optical
and electronic density of states and treats Purcell enhancement
of spontaneous and stimulated emission on an equal footing.
The predictions of the rate equation model were compared
to simulations based on microscopic laser theory, which is
proven to compare well to experimental data, and very good
agreement was found both for the input-output characteristics
and the modulation response. The derived model is well suited
for implementation into large-scale device simulations. The
range of validity for these rate equations has been discussed
and possible improvements highlighted.
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APPENDIX A: DERIVATION OF THE RATE EQUATIONS

The Einstein density rate equations for the spontaneous
emission Rsp,21, the stimulated emission R21, and the stimu-
lated absorption R12 at the frequency ν21 are34

Rsp,21 = ρo(ν21)hν21B21N2, (A1a)

R21 = W (ν21)B21N2, (A1b)

R12 = W (ν21)B21N1, (A1c)

where N1 and N2 are the state pair population densities
available for upwards and downwards transitions, respectively,
and ρo is the optical DOS. For a lasing device, the spectral
energy density W (ν21) is usually34 given as

W (ν21) = hν21Npδ(νc − ν21), (A2)

and B21 is defined by

B21 = 1

2h̄2nngε0
|d|2, (A3)

where ng is the group index and |d|2 is the dipole moment.
Insertion of (A3) into (A1a) gives

Rsp,21 = 2π

h̄2

h̄ω21

2nngε0
|d|2ρ0(ω21)N2, (A4)

205310-6



THEORY OF NANOLASER DEVICES: RATE EQUATION . . . PHYSICAL REVIEW B 87, 205310 (2013)

where the additional factor of 2π is due to the replacement
of ρo(ν21) with ρo(ω21). In the expressions (A2) and (A4) the
dependence of the spontaneous emission rate on the spatial
position of the emitter in the optical environment is absent.
This is strictly valid only in the case of a homogenous optical
medium where the DOS is uniform in space.

A suitable generalization of (A) for an inhomogeneous
optical environment at the frequency ω21 should involve the
local density of states (LDOS), which by definition is

ρL(d̂,r,ω21) =
∫

|d̂ · Eα(r)|2δ(ω21 − ωα)dα. (A5)

Here, d̂ = d/|d| is the dipole orientation and α is an index
labeling all optical modes Eα normalized according to∫

εr (r)E∗
α(r) · Eα′ (r)dr = δ(α − α′), (A6)

where εr = n2 is the dielectric constant.
It is practical to split the full mode index α = (α⊥,β) into

a longitudinal part β and a lateral part α⊥ containing the
remaining indices. The mode can also be specified using the
frequency instead of β as α = (α⊥,ω).

Labeling the cavity mode α⊥,c, we now define separate
contributions from the cavity ρc and the background ρb to the
total LDOS as

ρc(d̂,r,ω21) =
∫

|d̂ · Eα⊥,c
(r)|2δ(ω21 − ωα⊥,c,β)dβ. (A7)

ρb(d̂,r,ω21) =
∫

α⊥�=α⊥,c

|d̂ · Eα(r)|2δ(ω21 − ωα)dα⊥dβ, (A8)

such that ρL = ρc + ρb.
Our generalization is now given by

rsp,21 =
∫

ρL(d̂,r,ω21)h̄ω21B21N2dr, (A9a)

r21 =
∫

W (d̂,r,ω21)B21N2dr, (A9b)

r12 =
∫

W (d̂,r,ω21)B21N1dr, (A9c)

with

W (d̂,r,ω21) =
∫

W (d̂,r,ω21,α⊥)dα⊥, (A10)

B21 = π

h̄2ε0
|d|2. (A11)

The integration over volume is carried out in (A9) such
that the dimension of the rates is [s−1]. Often, the photon
density is considered but this is only practical if the optical
field distribution can be approximated to a constant. If not,
the photon number is more suitable, and the spatial photon
distribution is then described correctly by the electromagnetic
field intensity.

In (A9a), the spatial dependence of the SE rate on the
optical environment is taken into account using the LDOS
ρL(d̂,r,ω21). Accordingly, we have introduced the posi-
tion and dipole-orientation-dependent spectral energy density
W (d̂,r,ω21) in the expressions (A9b)–(A9c) for the stimulated
emission and absorption. It is given as an integration over an
α⊥-dependent part W (d̂,r,ω21,α⊥). The energy density in (A2)

depends only on frequency and contains no spatial or modal
dependence. To implement these, a α⊥-dependent occupation
function fO(α⊥) should be considered, and we should use

W (d̂,r,ω21,α⊥) = fO(α⊥)h̄ω21

∫
|d̂ · Eα⊥,β(r)|2

× δ(ω21 − ωα⊥,β)dβ, (A12)

for the spectral energy density. (A12) is the direct extension of
(A2) now including spatial dependence and mode-dependent
occupation. If every mode is occupied by exactly one photon,
fO(α⊥) = 1, and the integral (A12) becomes simply propor-
tional to the standard expression for the LDOS (A5). On the
other hand, if only one lateral mode α⊥,c is predominantly
excited, as is the case for a nanolaser cavity, we have

fO(α⊥) = npδ(α⊥,c − α⊥), (A13)

and the energy density becomes

W (d̂,r,ω21) = nph̄ω21

∫
|d̂ · Eα⊥,c,β(r)|2δ(ω21 − ωα⊥,c,β)dβ,

(A14)

where np is the number of photons in the mode α⊥,c.
Equation (A14) corresponds to the one-dimensional case
where no lateral mode index α⊥,c is necessary, and we will
skip the index α⊥,c in the following. In this case the relation
between the spectral energy density and the LDOS is simply

W (d̂,r,ω21) = nph̄ω21ρc(d̂,r,ω21). (A15)

The differential total stimulated emission rate drst =
dr21 − dr12 at the frequency ω21 per unit volume from the
differential population densities dN1 and dN2 are

drst (ω21) =
∫

W (d̂,r,ω21)B21(dN2 − dN1)

×L(E21 − h̄ω′)drh̄dω′, (A16)

where the line-shape function L(E) is included and
E21 = h̄ω21. The infinitesimal contributions of the number
of state pairs for the upwards and downwards transitions is
related to the electronic DOS ρr (r,E) by

dN2 = f2 (1 − f1) ρr (r,E21)dE21, (A17a)

dN1 = f1 (1 − f2) ρr (r,E21)dE21, (A17b)

where fi is the Fermi level and ρr is the reduced electronic
DOS. Inserting (A17) into (A16) and integrating over all
energies E21 we obtain the total stimulated emission rate given
by

rst = np

∫
ρc(d̂,r,ω′)h̄ω′B21ρr (r,E21)

× (f2 − f1)L(E21 − h̄ω′)drdE21h̄dω′. (A18)

The expression (A18) shows that the stimulated emission
rate is proportional to the number of photons np in the
cavity as expected, but it is also proportional to the cavity
contribution to the LDOS at the position of the dipole
emitter. Using a similar derivation, we obtain the spontaneous
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emission rate into the cavity:

rc =
∫

ρc(d̂,r,ω′)h̄ω′B21ρr (r,E21)

× f2(1 − f1)L(E21 − h̄ω′)drdE21h̄dω′, (A19)

and the corresponding expression for the background rb is
obtained by replacing ρc with ρb.

The rate equation for the photon density including sponta-
neous and stimulated emission and a cavity loss characterized
by τ−1

p = δωc = ωc/Q is given by

d

dt
np = rc + rst − np

τp

. (A20)

We will be using the generalized emission rates (A9) where
the position-dependent LDOS is included. Using (A18) and
(A19), we can express the rate equation (A20) as

d

dt
np =

∫
ρc(d̂,r,ω′)h̄ω′B21(f2(1 − f1) + np(f2 − f1))

× ρr (r,h̄ω′)L(E21 − h̄ω′)drdE21h̄dω′ − np

τp

,

(A21)

and from this equation it is apparent that Purcell enhance-
ment affects both spontaneous and stimulated emission.
Equation (A21) is our generalized rate equation for the photon
number in the cavity taking into account possible Purcell
enhancement of both the spontaneous and the stimulated
emission.

For ω′ ≈ ωc close to the resonance, the cavity contribution
ρc(d̂,r,ω′) given in (A7) can be related to an antinode r0 at the
cavity frequency ωc as

ρc(d̂,r,ω′)= ρc(d̂0,r0,ωc)
(δωc)2

(δωc)2 + 4(ω′ − ωc)2

|d̂ · E(r)|2
|d̂0 · E(r0)|2 .

(A22)

In the following, we for simplicity assume a dipole orien-
tation d̂ aligned with the electric field. The cavity contribution
ρc at an antinode r0 at the cavity frequency ωc is given by

ρc(r0,ωc) = 2Q

εrV πωc

, (A23)

where Q is the quality factor of the cavity and V its mode
volume defined by

V ≡
∫

εr (r)|E(r)|2dr
εr (r0)|E(r0)|2 . (A24)

When integrated over all space, this integral diverges and
instead a generalized mode volume35 should be used. However,
in high-Q cavities one can usually limit the integration to the
geometry with negligible error.

Inserting (A23) into (A21) we obtain

d

dt
np =

∫
2Qh̄ω′B21

εrV πωc

(δωc)2

(δωc)2 + 4(ω′ − ωc)2

× |E(r)|2
|E(r0)|2 (f2(1 − f1) + np(f2 − f1))

×ρr (r,E21)L(E21 − h̄ω′)drdE21h̄dω′ − np

τp

.

(A25)

To take into account the spatial dependence of the electric
field profile, we can introduce the effective dielectric constant
εeff and the confinement factor �36 given by

εeff ≡
∫

εr (r)|E(r)|2dr∫ |E(r)|2dr
, (A26)

� ≡
∫
Va

|E(r)|2dr∫ |E(r)|2dr
= εeff

∫
Va

|E(r)|2dr

V εr (r0)|E(r0)|2 . (A27)

We then carry out the spatial integration in (A25) and obtain

d

dt
np =

∫
2Q�h̄ω′B21

εeffπωc

(δωc)2

(δωc)2 + 4(ω′ − ωc)2

×(f2(1 − f1) + np(f2 − f1))ρr (E21)

×L(E21 − h̄ω′)dE21h̄dω′ − np

τp

. (A28)

In this rate equations model the spontaneous emission rate
is computed directly, and there is no need for the introduction
of a phenomenological β factor. However, if evaluation of β

is required, we can compute it as

β = rc

rc + rb

. (A29)

APPENDIX B: ANALYTICAL EXPRESSIONS
FOR THE MODULATION RESPONSE

Approximate analytical expressions can be derived for
special pumping regimes using a simplified version of the
CEM. The simplifications consist of the assumptions fp = f h

p

and fs = f h
s , neglecting the higher order correlations in Eq. (4)

and replacing the CEM pumping term 2s (1 − fs) fp by P eff
p ,

effectively neglecting Pauli blocking of the pump contribution.
With these modifications, the steady-state photon assisted
polarization can be written after adiabatical elimination as

〈b†v†c〉 = 1

κ + γ

(
f 2

s + (2fs − 1)np

)
. (B1)

This results in a simplified version of (1) and (2) that can be
written in a form that is similar to the LREs,

ḟs = P eff
p − (α + δ) f 2

s − α (2fs − 1) np, (B2)

ṅp = αNQD

(
f 2

s + (2fs − 1)np

) − 2κ

h̄
np, (B3)

where

α = F

τ

κ

κ + γ
, (B4)

δ = F

τ

(
1

β
− 1

)
. (B5)

Linearizing the equations, the matrix elements can be written
as

γff = 2 (α + δ) fs + 2αnp, (B6)

γf n = α (2fs − 1) , (B7)

γnf = 2αNQD(fs + np), (B8)

γnn = 2κ

h̄
− αNQD (2fs − 1) . (B9)
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The 3-dB frequency is calculated as

ω2
R = γff γnn + γf nγnf , (B10)

γR = γff + γnn, (B11)

f3dB = 1

2π

√√√√
ω2

R − γ 2
R

2
+

√(
ω2

R − γ 2
R

2

)2

+ ω4
R. (B12)

It turns out that in most cases γR � ωR and we can use the
approximation,

f3dB ≈ 1

2π

ω2
R

γR

= 1

2π

γff γnn + γf nγnf

γff + γnn

. (B13)

Above threshold, we have np � fs which allows for the
following approximations:

γff ≈ 2αnp, (B14)

γnf ≈ 2αNQDnp, (B15)

γnn ≈ 0. (B16)

The last approximation is clear from the above threshold
steady-state equation for np, i.e.,

ṅp = αNQD
(
f 2

s + (2fs − 1) np

) − 2κ

h̄
np = 0,

0 ≈ αNQD (2fs − 1) − 2κ

h̄
. (B17)

Thus we have

f3dB ≈ 1

2π

γf nγnf

γff

= 1

2π

α (2fs − 1) 2αNQDnp

2αnp

= 1

2π
αNQD (2fs − 1) = 1

2π

2κ

h̄
. (B18)

This corresponds exactly to the observed above threshold
behavior when Pauli blocking is neglected.

Below threshold it is found that γff γnn � γf nγnf so that
we can write

f3dB ≈ 1

2π

γff γnn

γff + γnn

= 1

2π

[
1

γff

+ 1

γnn

]−1

. (B19)

Equation (B19) is controlled by the matrix elements γff and

γnn, the latter of which can be rewritten as γnn = αNQDf 2
s

np
. For

below threshold operation where the photon density is low, γnn

will be larger than γff and Eq. (B19) therefore simplifies to

f3dB ≈ 1

2π
γff = 1

2π
2 (α + δ) fs + 2αnp

≈ 1

2π
2δfs, (B20)

where the last approximation is valid for α � δ, which is the
case for low β factors. From Eq. (B20) we can see that for
devices with sufficiently low β the below threshold behavior
is controlled by the spontaneous emission into the background.
This is reflected in the difference between the 3-dB frequency
for the device with β = 0.3 and the device with β = 0.1,
where f3dB is significantly higher for the low β device. For
sufficiently low β and high Fp, the below threshold 3-dB
frequency can even surpass the cavity photon loss which
usually determines the upper limit of the bandwidth. This
gives rise to the maximum in Fig. 5 which can be found from
dfs

df3dB
= 0,

fs,max = 1

2

1 + 2κ
h̄αNQD

1 +
√

δ
αNQD

. (B21)

The maximum f3dB can be found by inserting Eq. (B21) back
into Eq. (B19), but it does not result in a simple expression.

Equations (B19) and (B18) closely reproduce the behavior
of the 3-dB frequency sufficiently far away from threshold.
The dip in the 3-dB frequency at transparency can also be
approximately described by assuming γff � γnn, which is
fulfilled close to threshold. Then,

f3dB ≈ 1

2π

(
γnn + γf nγnf

γff

)
, (B22)

where we have from the steady-state equations and Eqs. (B6)–
(B9):

γnn = 2κ

h̄
− αNQD(2fs − 1) = αNQD

f 2
s

np

,

γf nγnf

γff

= 2α2NQD(2fs − 1)(fs + np)

2(α + δ)fs + 2αnp

=
2κ
h̄

− αNQD
f 2

s

np

1 + δ
α

fs

fs+np

.

(B23)

Thus, the 3-dB bandwidth becomes

f3dB ≈ 1

2π

2κ
h̄

+ αNQD
f 2

s

n
ε

1 + ε
, (B24)

where ε = δ
α

fs

fs+np
= dfs Rb

dfs (Rc+Rs ) . From this we see that above

threshold, where np � fs , ε ≈ 0, so that f3dB = 1
2π

2κ
h̄

. Below

threshold ε ≈ δ
α

and therefore f3dB = 1
2π

αδ
α+δ

NQD
f 2

s

np
, so that

f3dB first increases and then decreases as np becomes compa-
rable to f 2

s . For np � 1, the above threshold expression for
the bandwidth is recovered.
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