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Abstract  This report describes the development and evaluation of differcnt
methods for predicting the wind locally. The look-ahead time of the forecasts
ranges from 3 to 36 hours. The main model developed here is based on forecasts
from a numerical weather prediction model. In this study HIRLAM (HIgh Resolu-
tion Limited Area Model) has been used. The HIRLAM forecasts are transformed
to the surface using the geostrophic drag law and the logarithmic wind profile in
their neutral versions. To take local effects i * » account, corrections output from
WASP (Wind Atlas Analysis and Application Program) are used. The conclusion is
that the model developed here performs significantly better than persistence. The
model performs best when applied to sites in Northern Europe (having high wind
speeds). When using MOS (Model Output Statistics) it is possible to improve the
forecasts, mainly those that do not perform well.

This report is - with a few minor changes - a copy of my thesis submitted to
the University of Copenhagen in partial fulfillment of the requirements for the
PhD-degree.
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1 Introduction

The purpose of this study is to develop and evaluate methods to predict the wind
speed, but also the direction, locally. The maximal lock-ahead time (ie the max-
imal forecast range) is 36 hours. The predictions can be used in many different
situations, eg on the site of a wind farm or in connection with chemical, radioactive
and biological warning systems. Most attempts to sclve this problem base them-
selves on statistical methods. This project will, however, use a physical model.
Two ‘tools’ will be used:

¢ The High Resolution Limited Area weather prediction Model (HIRLAM)
which was developed during the last few years as a joint effort between the
meteoi ological institutes in Denmark, Finland, Iceland, Norway, Sweden and
The Netherlands. see Machenhauer (1988).

o The siting model WASP which was developed at Risp National Laboratory in
connection with the now completed European Wind Atlas project, see Troen
and Petersen (1989) and Mortensen et al (1993).

The basic idea is that in order to make forecasts, a prognostic model is needed.
This model must cover an area, which is so big, that within the maximal forecast
range (+36 hours) the weather systems that are found when the model is initiated
are not advected out of the area, and its modelling powers must be such that it
can model meteorological events happening in the area within its prediction range.
A model that fulfills these criteria for Europe is the HIRLAM model.

Because of the size of the HIRLAM model domain it is impossible now, and also
in the nearer future, to obtain a resolution so fine that local effects, such as the
speed-up on small hills, the shelter from obstacles, and the change in roughness
lengths on a local scale (say tens to hundreds of metres) are modeled - if one
wants to predict in real time. This is mainly limited by the available computer
technology. Since the local effects are of crucial importance in calculating the
wind locally, we introduce the WASP model, which takes exactly the effect of these
phenomena into account. WASP is a diagnostic model, 30 it is necessary to use
both models in order to make forecasts on a local scale.

The idea laid out here is thus building on state-of-the-art models, ie the best
models presently available. Whether using this is good enough for the applications
is another question, this study will try to answer.

The reason why this work is carried out here and now, is that in the World,
but within the European Community, especially, it is foreseen that an increasing
amount of electricity will be produced by wind energy. To be able to harness this
energy, it is necessary to know, in advance, the expected power produced by the
wind energy plants. This is done in order to save conventional fuel (oil, gAs) more
efficiently.

In Part I the basic equations will be derived, Part Il covers the applied models,
and in Part I1I the forecasting model will be developed. The evaluation will also
be done in Part Il

Since quite a few models are presented and tested, an overview of all the models
is given in Section 16.

Rise-R-702(EN) 7
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Part I

Basic Equations



2 The geostrophic drag law

The geostrophic drag law is a result of a merging (or matching) of the wind in two
different layers of the atmosphere: the surface layer and the free atmosphere (see
Figure 1). This matching is necessary because the wind is geostrophi- (ie derived
from the pressure field only) in the free atmosphere, and the gecstrophic wind
does not fulfill the boundary conditions at the surface (the no-slip condition).
The exact mathematical solution to this problem, which will be given in the next
section, is based on the singular perturbation method, and is very elegantly given in
Blackadar and Tennekes (1968). For a short non-rigorous derivation, see Tennekes
and Lumley (1983), Chapter 5. In passing, it should be mentioned that the results
obtained in the following, were first found in a somewhat different form by Rossby
and Montgomery (1935) in a very thorough paper.

U,.Vy) free atmosphere
f Ekman layer

h
¢, 2 surface layer

Figure 1. The planetary boundary layer (PBL) (or the atmospheric boundary layer
(ABL)) of height b with sts different layers, and some characteristic quantities
Raving influence in each of the layers. Some name, what here is called the PBL,
the Ekman layer, in that case the layer nemed the Ekman layer here, 1s called the
outetr Ekman layer.

2.1 The velocity-defect law

The equations of motion in the free atmosphere (ie the part of the atmosphere
where the presence of the surface is not felt), express the balance between the
Coriolis force and the pressure gradient force, called the geostrophic balance, and
are given by, assuming that the flow is steady, horizontal, barotropic', adiabatic
(no heat is exchanged with the surroundings), and homogeneous in horizontal
planes:

1dp
—fV, = -;.... 1)
and
=_1%
Uy = . (2)

where f = 22sin ¢ is the Coriolis pasameter, 12 the angular velocity of the Earth,
¢ the latitude, U, and V, are the r- and y-components of the geostropbic wind,
respectively, and p the pressure.

1A barotropic atmosphere is an atmosphere where the density is a function of pressure only,
# = #(p), a8 opposed 1o a baroclinic atmcephere where the density is a function of temperature,
m.mmnmdtnmmmzwmmﬁmumww
wind is constant with height.

Rise-R-702(EN) 1n



m»‘mwmm-ummmpmmwﬁuu
theu:ﬁee(iethnthevildspeadmhhatbeu)nnumonhy«-mum.
vmmm.djuuwthhmdithn.Mhmhcdhdlbemm(d
Figurel).'l\eequtinsolmotioninthhhyetm;imby

18 4
-V = p83+dz( ) )
and
__16p d _
U= p5+|(w‘ (4)

vheteUudethcz-ndreompmntdthmtudﬁnd,udﬁndﬂm
theeom:htio.oﬂhez-udy-oouponatoﬁlnhctuﬁolohhehoﬁnuhlwind
with the vertical wind, respectively. These quantities are also called the Reynolds
stresses. It is through the Reynolds stresses, that the presence of the suriace is
felt. Usingtheexpreuioulonhegeonmpﬁcvind.theeqwmcubemmm
as

-HV V) = E(-ww) (®)
and
S -U)) = 3 (-T0) ©

We assume that lhemdinat&mtemismuedinmhanythu,nthe
urﬁce.tbestmvecto:hunoyconpoml.sothainthelimit,z—oo,

-EW =, and, -70=0 (7)

Ge.enny,whellowintk-icinayofnbomd«vhw,nispuﬁbkm
deﬁwahv.darﬁ&uthbehmdtbem-dwdheddi&nwebam
the velocity (properly scaled) in the layer influenced by the boundary and the
velodtyhtheuinlueleedhyerutflmio-oﬂleclnaﬂeﬁmcaah.this
type of law is called a velocity-defect law, and has the form

L) - Fim (8)
whueqisam—dimﬂmdthdistmﬁmthem.ndu.
- in this case - is a characteristic velocity scale.
Weumedbylmwﬁdthwmmbbttheqwmm
whhmw.hthvdodtbwmtmmmwbdty.
l.,htheonlychumhﬁcnle’.thisisdmmtmhlonvbaew
transfer occurs, where other scales, such 88 w, = (90Qo2,)'/?, ate in effect. The
Rzynddln_mdotdetui.Aanuhnglei;h.tbelei;hthdtheEkmu
mhm.mmiw-mmmbemm.n
hmmwmmmhmqu;

ﬂ(v-mz d (%8

T W a/a(-z

®

and

MU-U) d (-
.—.—:.-L’ivi(?‘) a0
the beight A is chosen to be

A= c.T. (ll)

) can be shown (Blackadar and Tonnehes, 1968) that the malching in the Rext section is
possible, of MRQ:&M&--M&-:W:-.(-II-.)".MXB-
m.ﬁmuk-.mhwh&omhdhﬂ-‘hu

surface.

the
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where ¢ is a constant. Now it can be seen that Eqs. 9 and 10 can be written as a
velocity defect law

U-U,

T'- = Fu(zf/v.) (12)
and
Y=Y - i) (13)

Instead of using the geostrophic wind, the actual wind components at the top
of the PBL can be used, see eg Byun (1991) and Clarke and Hess (1974).

2.2 The law of the wall

Generally, it is also possible to derive a non-dimensional relation for the same kind
of fiow as the one mentioned in the previous section, for the velocity in the flow
in the layer directly affected by the boundary, this relation is called the law of the
wall, and has the general form:

:’—_ = f(a)

where a is a dimensionless distance parameter.

In the surface layer the proper height scale is not A, because now the flow is
under influence of the presence of the rough surface. Rather, the height scale is
the roughness length 2z, if the condition that zow./v » 1 is fulfilled, where » is
the kinematic viscosity. »/u. is another combination of characteristic scales that
has the dimension of a length. Now the nondimensional equations of motion in
the boundary layer read

-z (F) 0
and
d -5
Ho-v-zm (F) 9

Determining the order of the left-hand side of the equations, using atmospheric
valwes, gives that it is small (of order 3 x 107%), 50 small that the left-hand side
can be set equal to zero. This leads to the fact that the suriace layer is a layer of
constant stress, and thereby independent of the Coriolis parameter, f. To make
the picture of the surface layer complete, it bas to be noted that at the surfece the
frictional force is balanced solely by the pressure gradient force, see Arya (1985).
The ouly independent non-dimensional parameter left is z/zo. The law of the wall
therefore reads, remembering that the coordinate system is rotated 30 that the y
compoment of the siress at the surface is zer0

2 = et ()
and
Yy =0 an

Rise-R-702(EN) 13



2.3 The matched equations

Mnchingthemhndeﬁvedinthepmiousnctiouisdonebyusingthehct
that there exists a layer where the equations describing the large-scale flow and the
small-scale flow are valid simultaneously (see eg Blackadar and Tennekes, 1968).
This layer, called the matched layer, is situated at the bottom of the Ekman layer,
and at the top of the surface layer (cf. Figure 1). Iis existence is based on Kaplun's
extension theorem (Van Dyke, 1964).

The following notation is now introduced:

: nf_ of _
= ;;- ‘—.—“RO), e —(¢

where Ro = Gf/z is the Rossby number, and G the modulus of the geostrophic
wind.

The two expressions for U/u, are now matched, by inserting the equations for
the law of the wall into the equations for the velocity defect law:

Fco) = 10 -

Doing a partial differentiation with respect to the two independent variables, Ro
and (, we get

8/8¢:  oFL(Ce) = £u(O)
and

. B =4 Ez)

ojoRe: (H&-Fiico) = - g (2
where prime indicates differentiation of the function with respect to its argument.
Eliminating F?, gives

0 =-(4a2) " 5 (%)

It can be seen from this equation that the left-hand side is only a function of (,
and the right-hand side only of Ro. This implies that the two sides are constant.
The constant is traditionally set equal to 1/x. If the left-hand side of the equation
is integrated with respect to ¢ from (o(= 20/L) to ¢, and inserted in Eq. 16, and
the differential equation on the right-band side is solved, we get

Z = in(Z)+c (1)
o - (i) o

The logarithmic profile is ideatified in Eq. 18 by setting C = 0. It therefore reads:
U 1 z
o= (2) o
where x is the Von Kérmén constant equal to 0.4 + 0.01 (Hogstrom, 1988).
wnwmmhmMMdmm,hhmtm
since V vanishes at the surface, F, must be equal to a comstant:
{fs-g ()]
ltimpmdbhwdeiwnthhthemlpitudedlbewtmphk
wild.G-—-\/U}+V,’,byeonhhh;E¢. 19 and 21>

G 1 .. 2
:*:‘f['-(,—,.)-*'] i @)
3Nots that there dess ROt exist & cowvemtion for naming the constants A and B, here the
conveation of Blackadar and Tennches (1968) is camplied with.
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this equation is called the geostrophic drug law. The angle, a, between G and the
z-axis (pointing in the direction of the velocity at the surface) is given by

-B

Vv,
!ma=4v’;=m (23)

To resolve any directional ambiguity this angle is compared with the angle
calculated by

a=sn"!

AV
G . 2
In(=—-)-A] +B?
\/[ " Fao ]
. Another way of writing the drag law, also found in the literature, is

lmRo—A= (#)’—B’—In%} (24)

and

. —B U, 0
sina= —= (25)

As can be seen form Eq 22 is it not possible to use the drag law at (or near)
Equator, where / = 0. In WASP (described later) this is handled by setting all
lattitudes, less than +5 degrees equal to plus or minus 5. Whether this can be
justified in this study, has not been tested, since no stations near Equator were
available.

The neutral value of A and B

A great deal of experiments have been carried out to determine the neutral values
of the two constants, A and B, in the geostrophic drag law, see eg Clarke and
Hess (1974) (the Wangara experiment) and Billard et al (1981) (the ‘VOVES’
experiment). A complete overview of these estimates up until 1988 is given by
Zilitinkevich (1989), these values are plotted in Figure 2. In this figure the aver-
age values of these A's and B’s (1.7 and 4.5, respectively) are also plotted. It is
interesting 0 note that no single experiment fnds these values. In another recent
study by Troen and Petersen (1989) it is found that the best fit to the data from
the stations in the European Wind Atlas is obtained with

A=18 and B=45

this point is also shown in the figure. It is this last set of values that will be
wsed in the neutral model, see Part 11, because the observations wsed to evaluate
the model are takea from this set of stations and because the stations are repre-
sentative of a wide range of landscapes, areas dominated by local-thermal effects
etc.

Rise-R-702(EN) 15
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2.4 Theory for the stability dependence of A and B

The stability dependence of A and B have been derived by several using the
matching technique, see eg Csanady (1972) and Zilitinkevich (1975). The following
is derived along the lines in Long and Guffey (1977), since they have reported their
derivation in some detail.

The stability dependence of the drag law is given by the variation of A and B
with stability, as proposed by Kazanski and Monin (1960), in their Rossby sim-
ilarity theory®. Another competing theory is the similarity theory proposed by
Deardorff (1972), the major difference between this and the Rossby similarity the-
ory is that in the latter, the height of the boundary layer, k, is considered as an
independent variable. This latter line of thoughts is not followed here, because
there is evidence based un measurements (see Clarke and Hess, 1974) that scal-
ing the height by u./f is more relevant than by h. Furthermore, because of the
layered structure and relatively coarse resolution of any (gridpoint-based) numer-
ical model, it is difficult to get an accurate estimate of k. An objection to the
Rossby similarity theory is that due to the action of the buoyancy source at the
surface, and the thereby connected origin of an unstable stratified zone, it is very
unlikely that the PBL will reach an equilibrium height in daytime unstable condi-
tions (see eg Byun, 1991 and Zilitinkevich, 1989). Despite these arguments Arya
(1975) compares A and B as functions of s and s, = h/L and finds (in agreement
with Clarke, 1970, and Billard et al, 1981) that there is no improvement in the
correlation of empirical data, when using 4, instead of p. The equations therefore

reads

v, _ 1 u. \ _ A(p)

l—: T K In (]:o) « (26)
§ _ B(u) @n
"™ K

where the stability parameter is defined as g = su./fL; L = ul/s | B, | the
Monin-Obukhov length®, and B, the near-surface value of the vertical buoyancy
flux, defined as

B, = 315- +0.6082HL (28)

pP Lep

where 3 = ¢/ is the buoyancy parameter, Hg the sensible heat flux, c, the heat
capacity of air at constant pressure, p the density, ¢ the gravitational acceleration,
H_ the latent heat flux, and L, the latent heat of condensation.

The atmosphere is now divided into 3 regions: Ry: z ~ 2, Ry: 2z ~ L, and
Ra: ; ~ h, where A is the height of the planetary boundary layer. The governing
equation in region R, is the law of the wall, Eqs. 16 and 17. In region R; the
equation is a velocity defect law similar to Eqs. 12 and 13, given by

2oy =0 (29)

where AU = U(z = L) is the value of the mean wind at z = L and { = z/L.
Tt is assumed that 2o € L <« h, thereby excluding the near-neutral case (where
L>h).

Matching the equations in R, and Rj, ie using the principle laid out in the
previous section, assuming that

AU
- =m™n.p) (30)
$For completeness it should be mentioned that the stability dependence of the temperature
profiles is found 10 be dependent on a third function: C. Not to be confused with the constant
C in the previous section.
$Thie definition renders L positive for both the atahle and the usstable case.

Rise-R-702(EN) 17



where 5 = z/L, which is a quite general expression, gives the logarithmic profile
for the mean wind, U, see Eq. 20. For AU, the following equation is found

AU 1
w Sxrith @1)
where A, is a universal constant. As can be seen from this, AU/u, does not
explicitly depend on stability.

Differentiating the logarithmic profile with respect to 2, gives

U0 1
-k 32)
In region R the velocity defect law can generally be written
U-AU _ fz
= F (“_.m n) (33)

Since p is very large and n very small, they can be neglected in F by doing a proper
scaling of the velocity defect and the height. n (ie 2¢) is not a scaling parameter
in this case, but p is. We therefore write

g;&:pmp_( Iz')‘ .V;‘_,l="vnp.( fz.) (34)
U KU, i e [ ¥

where h = xu.p*/f. The same exponent (n,) on the multipliers of F, and F,
have been used, because contrary to regions R; and Ry, the two components of
the wind is expected to be of the same order of magnitude in Rj.

Generally the geostrophic wind can be written

U V.
;f- = pi(ss.n), ;{- = pa(ps, M) (35)

In region R; it can be seen from Eq. 29 that U’ is not a function of z0%. Therefore
U’ can be written as a function of ¢ only:

v=510. V=0 (36)
Integrating from ¢ = 1 to ¢ using Eq. 31 we get

T = - mnea (37

\ 4

-u—‘ =0 (38)
where

h() = /l(!(()dc

with f1(1)=0.
So far it has not mattered whether the atmosphere was stable or unstable, from
now on, however, a distinction has to be made.

The unstable case

Using similarity arguments dating back to Prandtl (1932) and Priestly (1859), the
function f, for an non-rotating, unstable atmosphere can be written

L) =B -1) 9)
SAlbeit U is dependent of 25, because at 7 = L it is equal to AU, given by Eq. 31.
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where B, is a universal constant. Using this and matching regions R; and R;, we
get

w™F, (;‘%) = Bi(CV*-1- %lnn+Ax - pi(un) (40)

u™ F, (‘-‘,—Cﬁ) = -pa(u,m) (41)
Differentiating these with respect to 7, gives

om__1  %m_

Fr (42)

Integrating, assuming that pi(u,n) can be regarded as a combination of two func-
tions, the one being dependent on 7, and the other, v;, on g, yields

1
pp,n) =-—lnn+ 4 - By +n(p) (43)

Hence the equations in the matched region are

s F, (#) = B¢V - () (49)

wF () = -mw (45)
Eliminating F, by cross-differentiation with respect to { and u gives

m1 [Bic - ()] +ituon = —g s + DB (46)

Comparing terms dependent on ¢ reveals that n; = —4(s + 1), and of p that
41 = Dy~ ¥+ where D, is an universal constant. Combining Eqs. 35 and 43
yields
b ll (zi) + A, - B + Dy~ e+ (a7)
0

o, K
Comparing this with Eq. 26, the following expression can be derived
Alg)=Inp+ar. + Brup~ YD (48)

where a,, = lnx - (A, - B)) and 3. = —«D,. For the y-component it can be
seen from Eq. 45 that F, = constant = —D;, where D; is a universal constant.
Inserting this in Eq. 34 and comparing with Eq. 27 leads to

B(p) = Brup™ (49)

where 3, = -xD;.
To close the unstable case a determination of s is needed: The equation of

motion can be written

dr, _

T=-fv-v) (50)
where the kinematic momentum flux is given by 7, = —'w’. Integrating from 2=0
to z=A, and using the fact that 7, vanishes at h by definition, gives

1 1
~r(z=0)=-f /o (V -V, dz (51)

Estimating the integral by using Eq. 34 it is found to be of order u.u™ h, this
yields

.E ~ fu,u™h (52)
since —71.(z = 0)=u2. Using that A is of order u, 1’/ f gives
w2 ~udgmt (53)
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the conclusion of this being that n, = —s. Note, that this is not dependent on
stability, and is therefore valid for both the stable and the unstable case.

For the unstable case (where n; = ~3(s +1)) n, = -4 and s = }, and the
stability dependent similarity functions can be written’

A(p) Ing +ae + Bup™/? (54)
B(p) Baups™/? (55)

The stable case

The derivation for the stable case proceeds much like that for the unstable case;
the matching of R, and R; gives the logarithmic profile:

U 1 z

c=(2) (56)
and

AU 1

& e tmnth (57)

where E; is a universal constant. Using the theory of Obukhov (1946), that as
z/L becomes large, U’ becomes a constant, and therefore that U can be written
as a constant times (, yields
1

U lun+E+RE-D (58)

u, K
with F; being a universal constant. Matching now regions R, and Rj gives

%" = —'—ltlllﬂ+E| -FR +H”l.+l (59)
{1 = Hyp'" (60)
where the exponent of s + 1 comes about using the fact that A/L ~ u**!, and
therefore that n; = s + 1 for the stable case, H, and H; are universal constants,
using that n, = —s, it can be seen that for the stable case n, = 1ands = -1
Comparing these equations to Eqs. 26 and 27, the similarity functions for the
stable atmosphere reads

Alp) Inp +ay, + B’ (61)
B(u) Ba.p'? (62)
where a;, = — lnx - s(Ey — F1), b, = —«H), and $3, = -xH;> .

2.5 Empirical expressions for A(s) and B(x)

Having the great scatter of the experimental values of A and B's neutral value in
mind.wenwptooeedwobtﬁnatinnmdthemwdependeneeohheoetw
meﬁcienu.misimpaumnineetheumphenhverynldominnmtnl
state, and the effect of stability on the fow, especially the direction, is strong.
Here

K%,

LT,

is used as a measure of stability, where xu./ is the boundary layer height, and L =
—w?/xB, is the Monin-Obukhov length. Note that this is the standard definition
7Long and Guffey (l’ﬂ)mthﬂthmdmﬂwm‘vbﬂtwu

¢%1, would lead 10 terms Srou'/? and fg, u'/2. They aleo note, however, thet in comparison
with atmospheric observations of A and B this ia found to be a negligible effect.

(63)
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of L, so now L is positive for stable conditions and negative for unstable, because
B, is positive, when the flux is directed upwards.

In order to determine the stability dependence of the 4-, B-, (and C-) functions
a number of experiments have been carried out, many of which can be found in
the list of experiments to determine the neutral value of A and B. There are
two ‘classical’ experiments: the WANGARA experiment near Hay, Australia (see
Clarke et al, 1971, for details) analysed by Clarke and Hess (see eg Clarke and
Hess, 1974), and the Great Plains experiment carried out near O’Neil, Nebraska
(see Lettau and Davidson, 1957, for details) analysed by Zilitinkevich and Chalikov
(1968). However, the two stability dependent functions found in these two papers
differ significantly, originally explained by the large experimental scatter. This
issue was taken up by Arya (1975) who completely reanalysed the twc data sets,
including a procedure to reject ‘bad’ runs, and he found that the scatter was
significantly reduced. The functional dependence of A and B on stability found
by Arya (1975) is given in Table 1 for the stable case, and in Tahle 2 tor the
unstable case. The functions are fitted to the WANGARA data, whi_h a:> found
to be taken in a more homogeneous terrain than the Great Pla'y- -ata. Note
again that the neutral values of A(=1.01) and B(= 5.14) are dikerciat rom the
ones commonly used.

There have been a number of other attempts, theoretical as well as experimental,
to determine A{u) and B(g). the results of which are shown in Table 1 for the
stable atmosphere and in Table 2 for the unstable atmosphere.

Table 1. Different empirical evaluations of the A and B functions in Egs. 26 and
27, for the stable case.

Arya (1975) A(p) = 1.01 — 0.1054 — 9.9 x 10744 + 8.1 x 10~ p?
Blu) =514 +0.142u + 1.17 < 107342 + 3.3 x 10783
Arya (1977) A(p) = 2.96 + Iny'/? - 1.52u"/2

B(pu) = 1.1+ 182172

Billard et al (1981)" A(p) = —0.024p — 1.67
B(p) = 0.051 + 8.06

Jensen et al (1984) Alp) =1-1.58p'/2
B(u) =5+ 1.584/2

Long and Guffey (1977) A(u) = Inp + 23.3 — 5.284!/
B(u) = 2.55u1/?

Zititinkevich (1975)} Alp) =Inp -~ 442
B(u) = 4p*/?

Zilitinkevich (1989)Y  A(y) = In(1+0.884"/?) - 2.554"/2 4 1.7
B(u) = 1.76u"/2 + 4.5

* linear regressional fit to data.

! Note, that the Zilitinkevich curves are from the O'Neil data set, before the
correction by Arya (1975).

9 Not shown in figures since only the dependence in the stable case is given.

Here two things are worthwhile taking notice of: firstly, that the functions are
discontinuous in zero (neutral), and secondly, that again the neutral values are not
equal to the ones normally chosen. Note, however, that in cases of near-neutral
stability, the neutra) version of the drag law should be used. A plot of the different
A’s and B’s is shown in Figures 3 and 4.

As can be seen from hoth figures, the different functional expressions give some-
what different results. Since this is the case, and there exists no single commonly
acknowledged profile, it has been found necessary to test all these different mod-
els, in order to find the one that will give the best results for the set of stations
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Table 2. Different empirical evaluations of the A and B functions in Eqs. 26 and
27, for the unstable case.

Arya (1975)} A(g) = 1.01 — 0.1054 — 9.9 x 10~ 4p? + 8.1 x 10~ 74®
B(y) = 514 4 0.1425 + 1.17 x 107342 + 3.3 x 107%°
Arya (1977)} A(w) =In|p| +058

B(u) = 0.72exp(0.2u)
Billard et al {1981)" A(p) = -0.07u + 1.08
B(p) = —0.033y + 1.42

Jensen et al (1984) 1 A(u) =1+ In(1 —&/p)

Bl = 25 4t (1+ _1_) (1 . _l__)"’
1 -ap/x f\z wff/\h ulff
Long and Guffey (1977) A(p) = In| p| ~1.47 + 11.7u7'/2
B(p)=184|p|'/?

Zilitinkevich (1975)} A =In ol _
B(p) =10 |p|"}/?

" 1On the very unstable side (ie for 2 <~50) A approaches 3.69 and B 1.38.
§ Where the A in the paper has been approximated with xu./f.
* linear regressional fit to data.
1a= 1/25.
1 Note that the Zilitinkevich curves are from the O'Neil data set, before the.
correction by Arya (1975).
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Figure 3. The functional dependence of A on stability, p = su./ |V L.

2 Rise-R-702(EN)



eseee Arya, 1975 (WANGARA data)
00000 Billord et al, 1981

ooBeD Zilitinkevich, 1975

AdASA Arya, 1977

90000 Long and Guifey, 1977
esees Jensen ef al, 1984

_2c..“....Al......“.L......L..l .........

=100 -50 0 50 100
o

Figure 4. The functional dependence of B on stability, u = su./ | fIL.

studied here. This will he done in Part III.

Influence of baroclinicity

Many researchers (see eg Yordanov and Wippermann, 1972) have suggested that
the large scatter still present can be lessened by including baroclinicity dependence
in the A and B functions, viz. A = A(s,S), and B = B(n,8), where

K3 [Ou, v
= = - | =2 2
$=(5.5)=7 (a;' az) (64)
represents the linear effect of baroclinicity. Billard et al (1981) tried to take this
effect into account, and they conclude that it is not very likely that baroclinicity is
an important parameter in Rossby similarity theory. They note also, however, that
their conclusions are based on & rather limited set of data, and as a consequence of
this that more experimental evidence is needed to sustain their statement. Clarke
a1 * Hess (1974) assumed that A and B depend on baroclinicity in the following
way:

A , O0A a4

A =a—“y +5-53;+a—5'5;
and
B = aB“,+QS, +£s’

alt T 85,77 85,

The least-squares technique is used to determine the coeflicients. Clarke and Hess
(1974) emphasise that these values are tentative, because of measurement difficul-
ties and the effect of unsteadiness in the atmosphere. They compare their values to
the ones found by Wippermann (1972) and find considerable disagreement; they
find qualitative agreement with Blackadar (1965) and Fiedler (1972). Because of
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the weak dependence (maximum value of the coeficients is = 0.2) and the dis-
agreement found in the literature, the effect of baroclinicity will not be taken into
account in this study.

2.6 Stability dependence of the velocity profile

Contrary to the A- and B-function there is better agreement concerning the sta-
bility dependence of the velocity profile. The most recent and reliable profiles are
the ones given by Hogstrom (1988). They have been found by using reported pro-
files from almost all known measurements, and modified to take dynamical flow
distortion into account, since this is suspected to be the single major cause of the
differences in the different profiles. The profiles are given by:

2% 140 (65)

u. 0z K

where ¢ = z/L is a non-dimensional measure of stability, and

_{1+4.8( for (20
Pm =\ (1-193¢)°5 for (<0

is the modified Dyer gradient (Dyer, 1974). Hogstrom (1988) concludes that the
expression for the stable case could as well be: ¢, = 1+ 6¢, which is the modified
Kansas profile. For neutral stratification (( = 0}, it can be seen that these expres-
sions collapse to the logarithmic profile. Integrating Eq. 65 fiom z = zp (where
u = 0) to z, we get the velocity profile as:

(66)

w)= 2 [ £) ~on© +vm (3)] "
where

. = | —BmC for¢20

Ym = { 21n(1 + z) +In(1 + %) — 2tan™ () for( <0 (68)

and 3, = 4.8 and z = (1 - 19.3{)V/4.
These profiles will replace the logarithmic profile in the stability dependent
versions of the neutral model, to be developed in the following.
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3 Introduction

In ovder to predict local winds up to 38 hours ahead, two things are needed:

1. A forecast model taking synoptic scale systems into account. To do this for
Europe a model covering all of Europe and most of the Atlantic Ocean is
needed. This is to ensure that systems that are likely to affect the site will be
present in the initial analysis.

2. A model taking the local effects, such as the local topography, the local rough-
nesses and changes in roughness, and the sheiter from nearby obstacles (such
as houses, trees, etc), into account.

The reason why these two models cam not be combined into ome, generally, is
that this would demand computer power and storage of data, far beyond the
poasibilities of today's technology.

The idea is thea 10 do the forecast in two steps: First to calculate the general
large-scale flow pattern, and then calculate the detailed flow pattern at the site
oaly. To do this, two recently developed models are used. They are:

HIRLAM High Resolution Limited Area Model, developed by the meteoralogical
institutes in Deamark, Finland, lceland. Norway, Sweden, and The Nether-
lands (Machennauwer, 1968).

WASP Wind Atlas Analysis and Application Program, developed by Riss Na-
tional Labotatory (Mortenses et al, 1993).

In the following sections these two models will be described. with most of the
weight on the theory behind WASP. At the end of this Part a short summary of
the theory hehind neural networks will also be given, since these will be used in
some of the prediction models.

4 WASp

WA'P is & program to make wind atlases. A wind atlas is a gemeralised wind
climate for an aren. The idea behind the program is 10 talie measurements from
a specific site (eg a meteorological mast at aa airpart), calculate the sector-wise
distribution of the wind (described by the two-parameter Weibull distribution, cf
Weibull, 1951). and ‘clean’ this for the following effects, in the order stated:

1. Shelter from obstacks in the vicinity of the site.
2. Changes in the roughness of the surface.
3. Orography.

The corrected distribution is called a wind oties, and it can be regarded as the
generalised wind climate valid within as ares surrounding the measurement site.
The siae of this area is dependent on the complexity of the terrain and the type
of the domimating weather systems; in eg Denmark (fat tesrain, dominated by
the passage of low-pressure systems) it can be several thowsands of km?, but ia
mountainons areas and areus dominated by local thermally driven circulations
(sech as many arces around the Mediterranean), it can be dows to only tens of
km?. Within this area it is possible 10 horisontally extrapolate the measured wind
climate. This is doae by taking the local descrigtion of the new site, and agplying
the aforementioned procedure to the atles in reverse order. This gives the expected
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GENERALIZED REGIONAL WIND

CUMATOLOGY ____]

MOUNTAINGUS TERRAN

)

BOPUT: NEIGHT CONTOUR LIES

MOOEL POR:
ROUSHMNESS OF TERRAIN

Frgure 5. The basic idea of WASP and the European Wind Atlas From Trien and
Petersen (1989).

wind climate at the new site. The procedure. called the uind atlas mecthodology.
is depicted 1n Figure 5.

Since WASP operates on wind speed distributions, and nut, as is needed in this
investigation, on time series, it is necessary to extract intermediate results from
the models in \WVA'P. This is done by using the dump option in WASP*

The WASP model consists of 3 main parts, modelling the aforementioned effects.

1 A model for flow in complex terrain

~

A model for taking roughness and roughuness-changes ito account
3 A model describing the influence of obstacles on the flow

M Technscally speaking by setting pasameter Fos in WASP . PAR equal t0 3 and using the ' -dump
command
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Furthermore, the climatic variation of the stability is taken imto account. The
theory, which theoe 3 models are based upon, will be described in the following,
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5 The model for flow in complex
terrain

When the wind passes a topographical feature, such as a hill, an escarpment, or
a valley, its magnitude and direction will undergo a change. In the case of a hill,
the wind will accelerate at the top and decelerate at the foot; while part of the
wind will be defiected. The fact that the wind is accelerated at a hill top, is used
extensively in the siting of wind turbines. In a valley the wind is decelerated,
and channeled in the direction of the valley. The flow over an escarpment is also
accelerated at the top, and decelerated at the foot, however, no change in direction
is found, because of the two-dimensional nature of the problem.

The fact that the flow separates after the passage of a hill/escarpment, steeper
than a certain value, has a firm empirical background. see eg Finnigan (1988) and
de Baas (1990); however, this effect is not modeled in the model described below.
This is due to the fact that this model models potential flow only (ie based on
equations dependent on a potential only), because it is meant to be simple in order
t0 get a fast calculation of the right answer (in most cases). More complex models
(as the K-¢ model) are able to simulate the separation, see eg de Baas (1990).

The idea for modelling potential fiow, presented here, was first laid out by Jack-
son and Hunt (1975) and has sinve then been used and refined by several: Mason
and Sykes (1979), Mason and King (1985), Taylor et al (1983), and Walmsley et al
(1986). The idea has also been used in the complex terrain model in the European
Wind Atlas (Troen and Petersen, 1989).

In the Jackson and Hunt paper (Jackson and Hunt, 1975) the flow over a two-
dimensional hump was considered. Their idea was that there existed two different
fiow regions: an inner region, where the flow is influenced by the hill, resulting in
a flow perturbation increasing with height, caused by turbulent transports, and
an outer region, where the basic flow is independent of height, and the perturbed
fiow is inviscid and decaying with height. The height separating these two flow
regimes is of order I, = Cu, /U, where L is a characteristic horizontal length scale,
U a characteristic flow speed, and u. the friction velocity

The derivation of the expressions in this model is described very clearly in
Troen (1990). Starting from the governing equations for the hornuzontal flow in a
neutral atmosphere a scale analysis (see eg Holton, 1979, Chap. 2) gives that these
equations read:

av 19p

w V= ;5 (69)
= TV =3y (70)

Q)

where U and V are the 7- and y-componest of the horizontal wind, respectively,
 the Coriolis parameter, p the density, and p the pressure.

Writing now the equations of motion in their flux form, using the contimuity
equation and averaging (see eg Holton, 1979, Chap 5), we get the following equa-
tions for the mean flow:

w_ ., . 1% 10
d!_lv - p8:|:+paz (72)
L4 = 19 195
a+IU = ’8,4»’82 (73)
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where all quantities are mean quantities, and 7 = (7., 7y) = (=¥, —pv'v?), T
denotes averaging of 7, and ' the deviation from the mean caused by the turbulent
eddies.

Assuming that the Coriolis terms (ie terms containing f) can be neglected,
since we are very close to the surface where the frictional force is balanced by the
pressure gradient, and assuming that the flow is stationary, the equations read

W o ol 181,

v vy w11

ar dy 0z = pox pz (74)
av ov v _ 19 10n
V=tV Ve = swtee: ()

Assuming now that the effect of a bill on the fiow can be described as a pertur-
bation (u = (u,v,w)) to the known horizontal mean flow (Uo = (Up(2), Vo(2),0))
(ieU =Ug+u, V =Vy+v, W = w) we get, where, for convenience, we only look
at the z-component of the equation
(s 402+ ®) Ho+w), Oa+u) _ 13p

ox dy 9z pa:r p az
Expanding this, we get

+ (Vo +v)

W, 00, Ko, Bu 3o you, 0o, O, 2L
an +L°_+"a: +“8z+v°ay+v°a, a’ ay —-— 4w
-1,

T pox paz

Since Up = Upy(z), all derivatives with respect to z and y are zero, and further
assuming that products of penmbations are small (== 0), the equation becomes

Ou S 8Uo 1 8p
an *V"ay I paz P 8:
Using K -theory, stating that
= pul
and
O _ %
9z w2
which combined with the definition that
r = pKou/dz
gives
K=wu.x:

and neglecting vertical advection terms (ie terms of the form wf ), we finally get
U.E 0!- ;8’+K-a? (78)
If the same procedure is followed for the y— and z-compoments, we get
v ov 19 Pv

U.5;+V°a'——;8'+’(8:’ (77
and

ow w l&p Pw

Uo-a—;-'-Voa' az Kazz (78)
The continnity equation becomes

S v w

E-’-b—'-&a:o (m9)
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since Up = (Un(2), Va(2),0).

Wehnveww&eqwmmburuknovnpmlub&tiou:u,u,w,udp.The
perturbations are now transformed into Fourier integrals in the two horizontal
directions.

Applying this procedure to the terms and equations, gives the following set of
equations for the wave number k = (k,[), where the phase-space perturbations,
for convenience, are now written using the same notation as for the perturbations
in physical space:

8y

—ikUpu —ilVou = ikp+ Kﬁ (80)
. . . &
—ikUpv —ilVov = ilp+ Ka—;; (81)
kUow — i - o g%
-ikUgw - ilVow = s +K 77 (82)
—tky —ilu 4+ iw— =0 (83)

9z
where p now is redefined as the pressure divided by the density, p.

The solutions to these Lquations are a sum of exponentials of the form: exp(a, z).
This can be seen by inserting the expression in the equations. The a,’s can be
determined from the following set of matrices

n o o0 -ik o

0o Q o0 -i v

0 0 N1 a w

-tk -il a 0 p

where 0 = —ikUp - ilVo — Ka?. This matrix has solutions if the determinant of
the coefficient matrix is equal to zero:

(e’ k) =0 (85)
This equation has two solutions

=0 (84)

o = ki (86)

ay = yf-it ":" @7
where the positive root in the a,-solution is discounted, because it leads to non-
physical exponential growth.

The two solutioas, a; and a3z, represeats two ‘canonical’ scales induced by the
equations of motios: an outer scale, L = —1/a; and an inner £ = 1/a;.

If the outer scale is examined first, o =|Kk| is inserted into the w-compoment of
the equation of motion, giviag

v = ikp (88)
where
Q= -ik- Up(lki™") - K |kf? (89)

assuming that the relevast height is z ={k|~', and therefore that the advection
wumwntmmt.umm,mumukuimm,
we get
0= —ik- U(|k|™') — xu. |k| (90)
The two terms in () can now be evaluated

k- Ug(L) In(L
: n.x.lkl - (.430) |cos ol 1 on
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where cos¢ = Uy -k/ |Ug || k|. The inequality is valid if L (the outer scale) is
much greater than zq (the roughness length), which is the same as saying that
the horizontal scales in question have to be much larger than 2. Furthermore, the
wave number vector must not be perpendicular to the background wind ~ making
cos¢ = 0. The following analysis will show that the perturbation in this case is
exactly zero. This means that for the outer scale, L, the diffusion term may be
neglected.

The inner solution can be written, assuming this time that the height is equal
to !l

k- Ug(?)
———

u.xl
It is now possible to establish a relation between the outer scale L, and the inner
scale ¢, viz.

XL =¢In(l/2) (93)
Looking back at the equations of motion, it is seen that since the inner scale is
associated with Q = 0, the pressure (perturbation) must be equal to zero. Meaning
that the pressure is determined solely by the outer solution.

The lower boundary condition for flow over complex terrain is that the terrain
undulations induce a vertical flow, proportional to the slope of the terrain, see
Figure 6. Since it is the pressure field that drives the flow, and only the outer flow
has a non-zero pressure field, it is the outer scale that is the relevant scale, and
thereby the outer velocity scale, Ug(L). The boundary condition can be written

wo = Ug - Vh(z,y) = —ik - Us(L)A(k) (94)
where h(z,y) is the altitude of the surface, and A(k) is it’s Fourier transform.
From this equation it can be seen that if k - Ug = 0, the perturbation will be
exactly zero.

ag = (92)

hill

Figure 6. Nlustration of the boundery condition induced on flow over compler
terrein.

The solution for the pressure field is then given by
. 2

) = S Ay expi /1)
Following Mason and Sykes (1979) in solving for w and v, the pressure field is
introduced in the original equations: (76) to (79). For the outer acale (ie z « L)
the result for the horizontal velacity is

wk,2) = - o LNy gy Lyn(k)exp(-2/L) (95)

’ {k] |Us(2)]

For the inner scale the same procedure can be followed obtaining analytical
solutions. A simpler solution is attained, however, in the BZ-model (Troen and
Petersen, 1989) used in WASP. It assumes that Eq. 95 is valid dowa to z = £, and
below this height the direction of the perturbation wind vector does not change
significamtly, and the relative speed change is constaat.
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5.1 Zooming grid

A special feature of the flow model in WASP is that it uses a zooming grid, ie
a radial grid where the radial resolution decreases away from the center with a
constant factor of 1.06. Using this grid has two advantages:

1. Near tne station the resolution is very high, typically around 1 metre
2. A large area can be covered

To use the zooming grid the equations need to be transformed into a polar
coordinate system. In this coordinate system the velocity perturbation is related
to a potential by:

u=Vyx

and the potential is, assuming that it vanishes at a given outer model radius, H,
expressible as a sum with terms of the form
T . nZ
x; = KajJn c;-l—t) exp(ind) exp (-cJ l—i)
where K are arbitrary coefficients, J.. the Bessel function of nth order, r radius,
¢ azimuth angle, z height, and c} are the jth zero of J,.

5.2 Verification of the flow model

As a result of the Workshop on Modelling of the Atmospheric Flow Field, held at
ICTP, Trieste, Italy in May 1988, an article (Walmsley et al, 1990) was published,
comparing four models (one of which being WASP) of surface boundary-layer flow
with measurements made at Blashaval Hill, North Uist, Scotland. The experiment
is described in Mason and King, 1985. In summary, the results of this test are
that 1) the models are very alike in performance, and 2) that all of the models
compare well with the measurements, both with respect to the speed at the top of
the hill and the distribution of the wind. For WASP the largest error in the speed
balf way up the hill normalised with the speed at the foot, was 3%.

The analysis of the shape of the hill resulted in that separation of the flow could
be expected in the wake of the hill. Since WASP (and the rest of the models)
petfotmedwell,thenepuation—ifitindeetloccuned—hdnoeﬂ’ectonthelow
at the measuring points.
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6 Model for the effect of rough-
ness changes

When the roughness of the terrain changes, say from water (smooth) to land
(rough), the surface stress chau jes immediately (in this case it rises), this results
in an upward convergence of momentum, leading to a deceleration of the air.
Decelerating air causes a fal' 11 the surface stress, which therefore falls toward
its original value, a new equilibrium is reached with a surface stress higher than
the original. When the air decelerates, the vertical wind shear in the layers above
grows, causing an increase in turbulence intensity, and as a consequence the stress
higher up increases, too, resulting in upward convergence of momentum, and so
on.

If the situation is as in Figure 7, with the change of roughness along a line
at right angles to the wind, the air can conceptually be divided into two layers:
a layer where it has ‘felt’ the change, and a layer where it has not. An intemnal
toundary layer, IBL, is said to have developed. The vertical speed with which this
layer grows is, according to Miyake (1965), proportional to the friction velocity:

dh U,
& = 5w
where A is the height of the internal boundary layer, and B a constant.

(96)
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Figure 7. Illustration of the growth of an internal boundary layer, IBL. The hine
where the roughness of the surface changes is perpendicular to the wind. The
dashed line refers to the rule of thumb saying that the IBL grows as 1:100.

If the stability of the boundary layer is assumed neutral, the logarithmic wind
profile can be substituted for (k) in Eq. 96. Integrating this, we get
L) (lni-l) =A< (97)
o\ 2o 2
where h is the height of the IBL at distance r from the change, and A a constant
equal to 0.6 in Panofsky (1973). Later experiments gave a value of 0.9 (Larsen et
al, 1982). The best fit of the equation is obtained, if zq is set equal to the roughness
leagth of the rougher terrain.
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It is now possible to find the surface friction velocity inside the IBL, u.;. It is
empirically found to be

v _ In(h/z01)

Y In(h/z02)

where ., is the frictional velocity outside the IBL. This is equal to matching two
neutral logarithmic profiles at the height A.

In one of the first papers on this subject (Panofsky, 1973) the resulting velocity
profile was composed of two logarithmic profiles: one with the roughness length
equal to the upstream roughness outside the IBL, and one equal to the down-
stream roughness length inside the IBL. Recent measurements (Sempreviva et al,
1990) and numerical simulations {Rao et al, 1974) have shown, however, that the
perturbed wind profile is more likely to have the following form

(98)

Yl 10 (_z_ for z 2 c1h
K 201 N
u(z)=¢ v’ +(w'- u")li?,((—’;{%% forch<z<ah (99)
a2 0 (L) for = < cah
K 202

where u' = (u.;/x)In{c1h/z01) is the velocity at the boundary of the upper layer,
u" = (u.3/x)In(c2h/z0z) is the velocity at the boundary of the lower layer, ¢ =
0.3, and ¢ = 0.09.

In other words, the experiments show that the height of the layer influenced by
the downwind roughness length is only 0.09h. The layet influenced by the upwind
roughness length penetrates down to 0.3h. The velocity in between these two layers
is found by interpolation.

If there is more than one roughness length change, Eq. 99 is used successively.
There are, however, some limitations: roughness changes must not occur too close
to each other, since the flow must have been in contact with the new surface for
some time, for the flow to reach equilibrium and - as a consequence - for Eq 99
to be valid The following rule applies (Troen and Petersen, 1989): If z,, is the
distance to the nth change in surface roughness, then the upstream roughness
must be estimated as an average covering the area between the distance x, and
21, in the azimuth sector considered.

The factor 2 is more or less arbitrary, and the rule may be deviated from in
cases where clear roughness boundaries are found, eg at a coastline.

As mentioned in the beginning of this section the boundary layer reaches equi-
librium with the new surface after some time, this is not incorporated in Eq. 99.
To take the weakening influence with distance into account, a weighting factor is
included. The idea is that the roughness change looses importance as z/D, where
D is the equilibriam distance. Typically this distance is taken to be 10 km. So
instead of considering a change from zgn t0 Zon+1 At 2 distance ., the value

In(z00) + €XP (-%") In (-‘:—:'—) (100)

substitutes In(zon41)-
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7 Shelter from obstacles

Wheun an undisturbed flow meets an obstacle (eg a house or a shelter belt) the flow
is disturbed by the presence of the abstacle. The main effect is that downstream
(in the wake) of the obstacle lee is generated. This effect has been used by many
(eg agriculturalists, architects), but has not been studied in great scientific detail,
until just a few decades ago. The picture that has emerged is that for 2-dimensional
objects the flow (ie the stream-lines) is lifted above the object. In front and behind
of the object exists a separation zone in which the fiow is confined. Further down-
stream a turbulent wake is generated. The flow near the object is highly dependent
on the shape of the object, whereas the flow in the wake fulfills a general theory.
In the 3-dimensional case the picture is more or less the same, with the important
difference that vortices are generated at the edges of the object, and that the
separation zone is not a cavity, so mixing close to the object is driven by convection.
A sketch of the 3-dimensional flow is shown in Figure 8. As the porosity (ie the ratio
of the open area to the total area) increases this recirculation eddy is weakened,
and it disappears when the porosity gets above 0.3.

In the following sections the theory, measurements, and the application in WASP
will be described.

e
“Ta

b _\:}‘h

Figure 8 A sketch of the flow around ¢ 3-dimensional obstacle in a turbulent
boundary layer, from Hunt et al (1978).

7.1 Theory

The cornerstone in the theoretical work regarding two-dimensional wakes in tur-
bulent flows is the work by Counihan et al (1974)°. This work has its basis in the
theory for wakes in laminar flows by Hunt (1971). It assumes thai the flow around
the obstacle is as depicted in Figure 9.

Furthermore the following assumptions are made:

o Ifk, h and & are the heights of the roughness elements in the incident boundary
layer, of the obstacle, and of the boundary layer, respectively, then

k€h gt

Moreover the shape of the obstacle must be such as to cause a well-defined
turbulent separation bubble in its lee.

e At some distance (greater than the length of the wake, X, but not so great
that the structure of the boundary layer changes) downstream, the mean
velocity returns to its value in the undisturbed layer.

9 Actually, Couniban did the experiment. and Hunt and Jackson the theoretical work.
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Figure 9. The flow around an obstacle in a turbulent boundary layer, from Couni-
han et al (1974).

e The velocity profile in the upstream boundary layer can be described by a
power law:
U(z) = Uool(z — 21)/8}*
where U, is the wind speed outside the boundary layer, and z; the zero
displacement. However, very close to the roughness elements (ie when z = k)
the logarithmic profile

oo-2u(:52)

must apply. & (=0.4) is the von Kérman constant, u, the friction velocity,
and 2o the roughness length.

¢ and finally, that the low can be divided into 3 regicns, marked E, M, and W
for External, Mixing, and Wall region, on the sketch. Each region has its own
physical interpretation.

Theregiono{interesthereisthelllegion.Thisisbeuuseagenenlmoddis
wanted and the flow close to an obstacle (less than 10 h away) is very dependent
on the actual shape of the obstacle, see eg Taylor (1988) and Peterka et al (1985)
for an overview.

In the Mngionthepertnlwbnmfhumberdaedtotbepenurhﬁon
meuvelodties.Thinehtionisfoudbymﬁuoonﬁdenﬁonudismumedto
be

Te: = p2wp(z = N)Ow/0z

where n.(z=h)=T..I(WIdz).udT,,themnmintbe undisturbed
boudnyl;yet.Thismpﬁonilbuedoamloniubandshv(lﬂl)ud
Townsend (1972) concerning the eddy viscosity.

These assumptioas lead to that the equation of motion can be written

2w\ O -\ v 1% s

U () e+ Ven (5 )i= s+ g ten)
viththedirplmenldghtz.oumed.vhichhd-owmm
M region is 30 far from the surface that 2 > 2.
T\eﬂlo'ilcsdutbltothheqmio.ilpmpmdz

. s df

o = e (102)
v % zdl i

s = w - 1av-) () (100)
P ipy !\

W) 'i-'-'(—r.-,,) (104)
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where 2 = z/{h — ;) and n = z/I(Z). It can be seen that these equations desacribe
a self-preserving flow, ie a flow in which (citing Townsend, 1956) “mations at
different sections differ only in velocity and length scales, and are dynamically
similar in those aspects of motion controlling mean velocity and Reynolds stress”.

After elaborating quite a bit on this, the foilowing solution for the velocity
deficit in the M region is found

.« _ ¢/I(n) h-z\d 2-n n+s -9t
U(h)"mh-z.)ﬁm(h)( z )dq["""" (2+n‘z+n‘(n+z)=)]“°5’

where

(1 +n)(2 + n)e+n/a+m T (ﬁﬁ) r (iﬂ)
1+2n r (ﬁ)
baving a typical value of 7.08 for n = 0, and 7.95 for n = 0.2, C is a constant
given by
- / U (z)adz

0
which is only valid if the wall region is ignored; this can be shown to cause only a
small error. | F; is the confluent hypergeometric function, defined in Abramowitz
and Stegun (1964). This solution for the velocity deficit is the basis for most
theoretical and empirical work done in wake theory.

Note that Eq. 105 implies that the efficiency of the shelter belt, s = —u/U(h),
is proportional to (z/h)~!. Another result from the theoretical model is that the
perturbation shear stress in the A-region, —(7s.).=0, is proportional to (z/h)~3/2
A plot of the velocity deficit in the M region versus the height 7 is shown in
Figure 10.

I(n) =

¥ = (WNNKxA\ oo
e &
L v

Figure 10. The velocity deficit plotted versus height, from Counikan el al (1974).

Porosity

The porosity, P, of an obstacle is the ratio of the open area to the total ares,
a solid wall therefore has a porosity of 0. It is an important quantity, both in
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wind-tunnel experiments (where it is easily controlled, by for instance holes in the
plﬂes),mdinfull-scl.ledmo.}lentbeprobhmisthnilisdiﬁcnlttonun
the porosity exactly: there will always be a certain amount of subjectivity in the
determination. A more objective method has been tried by Lindholm et al (1988).
Tbeyusedpmdthevindbmhuhnnim,mdpmoemdthaew
with a computer-based image analysis system, to determine the proportion of the
background. They found that oaly “2-dimensional” gaps were registered, rendering
the optical porosity smaller than the real porosity.

As a general guideline the following table for the porosity of windbreaks can be
used (Troen and Petersen, 1989):

Apperance  Porosity, P

Solid 0
Very dense <0.35
Dense 0.35-0.50
Open 2080

The effect of the porosity of an obstacle on the velocity deficit, is that it is
decreased by multiplication with the factor (1 - P).

7.2 Measurements

Most of the research regarding shelter has been done experimentally. In the fol-
lowing, resuits from a few experiments will be presented. They are divided into
experiments carried out in wind-tunnels and full-scale.

Wind-tunnel experiments

When conducting experiments in the wind-tunnel it is critical that the flow fulfills
a similarity constraint; namely that the ratio of the height of the fence to the
m;hnesslengthistheuneuinmll-scdeexpeﬁmenu.

Couniban et al (1974) also conducted experiments in coanection with the theo-
retical derivation, referenced above. The experiments werse carried out in & wind-
tunnel at C.E.R.L. (Central Electric Research Laboratories), for details see Couni-
han (1969). The power-law and the logarithmic law fitting the measurements best,
with the logarithmic law being marginally better, were found to be

ue)

= 0.965(z/8 — 0.02)°1 % (106)
v zfs—ao
o = o.ush( 50003 ) (107)

Cmpﬂuthmmwllththheuﬂ-m
hmhh.hvebdwmmwmnudmbehm.mﬂe
scaiter of the data showed no indicative systematic deviation, the value of n being
'8 Moreover, they found that the theoretically derived expressions, for velocity
deficit and shear stress, were in good accordance with the measurements. They
also found that the maximum valve of u(z) falls off as z71.

Perera (1981) did wind tunnel measurements of a simulated rural atmospheric
hnndnyhmwithwﬁdudpuus(upto?zo.s)mmwudhit.'rl:ey
tried different forms of holes in the fence, and found that for the same porosity, the
form of the holes had no influence. Furthermore, and more important, they found
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am empirical formula for the velocity deficit in the constant-stress layer using the
self-preserving formala by Counihaa et al (1974):

§ = 9.75(1 - Pyyexp(—0.67y"*) (108)

where & = —[#6(z)/Sa(h)] - T is the normalised velocity deficit, §%(z) the velocity
deficit dedined as the difference between the reference velocity (measured ia the
sheence of the fence), Una(A), and the actwal measured velocity, P is the porosity,
and

= i_:_‘(n)-l/(-#zl
where n is the exponent of the approach velocity profle, normally takea to be
betweea 0.125 and 0.14 (comventional), A the height of the fence (obstacle), d the
sero displacement leugth, T = z/(h - d), and

2‘2
In((h - d)/2)
Perera (1981) also gave an empirical formula for the shear stress perturbations.

A piot of Eq. 108 can be seen ia Figure 11.

K=

0 10 20 30 40 50

h

Figure 11. MM(h’)dﬁ’c‘A-mﬂMhuMﬂ
height A, cf Eq. 100. Along the 3-as3s is plotied the Aorisontal distance from the
shetacie normelivsed by A, and along the y-asw the height above ground level, also
normaliced by A.

Pull-ecale experimments

Bradiey and Mulboarn (1983) cartied out measuremants in Bungeadore, New
South Wales, on & 1.2 m high fence haviag a 50 % poresity. Th> ratio of A/z
was about €00 (29 = 2 mm). Only messurements whea the atmosphere was new-
tzal (here defimed as 2 Monin-Obuihov leagth within the range [160 m,-20 m}'®),
weve wed. They found that the noa-dimensionalisiag (self-preserving) scheme of
Counihan ot al (1974) collapsed the data ronsonsbie well in the outer part of

The caymmetey is dus to the fart that the webe bebavious is mese sansitive to slightly stable
than to enstable conditions.
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the Sow. They found that Au/ua |max is propoctional to (2/A)~!. However, they
found that the Reynolds stress perturbation data did not agree with the (z/h)?
decay found by Castro (1979) and Perera (1981), but more along the lines of the
theoretical prediction ((x/R)~3/3, Couniban et al, 1974) with an even more rapid
decay.

In another experiment, Nord (1991) did in situ full-scale measurements at 4
different locations in southern Sweden. Only horizontal profiles were considered,
the measurements were taken at 2 m. Both single and multiple rows of trees
were chosen. The porosity was determined by two methods: the aforementioned
photographic method by Lindholm et al (1988) and in & wind tunnel, where the
measured profiles were reconstructed by changing the porosity. An interesting fact
appeared, namely that it was necessary to have different porosities in the lower
part. than in the upper part of the shelter belt The resulis were not compared
quaatitatively to other measurements, but some interesting findings were done.
Firstly. they found that the reduction of the wind in the summer in the lee of the
shelter belt was dependent on the incoming wind speed: the higher the wind the
higher the porosity (i the less dense). This was more pronounced for a thin single
row of trees than for dense multiple rows. This can be cxplained by the presence
of the leaves. Another finding was that this effect was dependent on stability, in
the scnse that under unstable conditions the influence was less than under neutral
conditions.

7.3 WASP

In WASP the empirical formula by Perera (1961) is used, but some modifications
had to be applied because the formula was derived for a 2-D obstacle and obstacles
are generally considered 3-dimensional in WASP. Fixst of all, were situations in the
mear wake (ie never closer than 5 obstacle heights and in the first one half obstacle
beight, not closer than 10 heights) not taken into account, since the flow here is
entirely dependent on the actual shape of the obstacie To take the finite extension
of the obstacle into account, a reduction of the shelter because of lateral mixing
at the edges was taken into account. Furthermore. the fact that several objects
could generate shelter from the same direction (when viewed from the site) was
treated by adding the shelter from the individual obstacles.
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8 HIRLAM

All forecasting of the wind in this work, based on physical models, will be done
by HIRLAM (HIgh Resolution Limited Area Model). The development of this
model was started in 1985 as a joint project between the meteorological insti-
tutes in Deumark, Finland, Iceland, Norway, Sweden and The Netherlands. The
main objective was to develop an operational high resolution data-assimilation and
forecast model system to be utilised for short-range forecasting, see Machenhauer
(1988).

HIRLAM is primarily based on ECMWF's (European Center for Medium-range
Weather Forecasts) operational analysing system!! and grid point model. HIR-
LAM has been operational in Denmark since autumn 1990.

8.1 The equations

The basic equations in HIRLAM are the primitive equations, which have the
following form in the (z, y, o) coordinate system.:
Momentum equation:

dav a od
7+!kXV——V’+;:Vp,5;

Continuity equation:

T (pV) +ps + 0

oo
Hydrostatic approximation:
% +a=0
Thermodynamic energy equation:
oo ,00 0ds
§+V~V0+a$ = :;z

where ¢ = p/p,, p the pressure, p,(z,y,t) the surface pressure, V the horizontal
wind, f the Coriolis parameter, k the vertical unit vector, # the geopotentiai,
0 = (po/p) "> (pa/R) the potential temperature with py being equal to 1000 hPa
(mormally) and a = 1/p. Here the total derivative is defined as

d 9 L)

E—ﬁ‘.‘y V+o;
The advantage of the o coordimate system over the isobaric is that the prob-
lem with the lower boandary coadition is solved by haviag a nondimensionalised

vertical coordinate. The boundary condition now reads

é=0 at o0=01
In ovder to close the system, a last equation is needed, it combines the boundary
conditions with the continuity equation, and it reads

_=_/ V- (p.V)de

The vertical grid in HIRLAM is actually a o /pressure hybrid coordinate sysiem,
30 the equations wsed in the model differ somewhat from the ones here stated.

11This system was used until the spectral ion of the tional model was impl ded

L ¥
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8.2 The model

The time schedule for HIRLAM is shown in Figure 12, the model used in this
project is GR-HIRLAM (GR for Greenland), which has the bigger of the two model
domains shown in Figure 13. This model is used for duty work for Greenland, and
is run twice a day at 00Z and 12Z. The reason why the model based on observations
from 00Z is not run until 4:30Z is that observations (made at 00Z) for areas critical
for the forecast for Greenland are not received till this time. The reason that GR-
HIRLAM is used is that forecasts are wanted out to 36 hours, and therefore it is
important to have as great an area as poesible, ip order to catch systems advected
into the area.

The horizontal grid consists of 162 x 136 grid points with a mesh width of 0.51°
(approx. 57 km), and it is rotated so that the pole is at 180° E, 25° N, which means
that the grid is almost equidistant over Europe. The vertical grid has 16 levels.
The time step is 6 min (5 min in the winter time), and the physical tendencies are
computed every third time step.

As boundary values are used the newest available ECMWF forecasts with 6 hour
intervals. To get values in between the ECMWF forecasts linear interpolation is
used.

DMI LIMITED AREA FORECASTING SYS1EM
GR-HIRLAM and DK-HIRLAM

New ECMWF boundery velues
ox00 aroo ’ oxz | eanz
277 pas re o3¢ | ren
T p——————y gr————t. Y1 ' ¥ ¥ L -
22 O00 02 04 O 10 12 " 10 18 20
TIME SCHEDULE

Figure 12. The time schedule for the HIRLAM model.

8.3 Accuracy of HIRLAM

MmyupectsdeI.AM'lpredicﬁonabﬂitiuhvebmevdmedbymd
(Joelsen (1990), Autzen (1991) and Hall (1987)). A recent survey of, among others,
the 10 metre wind has been given in Machenbauer et al (1991), where the 10 m
forecast of HIRLAM was compared to that of UK Limited Area Model (grid
resolution in the comparison: 1.25 degrees). It is found that the biases, the mean
absolute error, and the RMS error were geserally of smaller or equal size as those
of the UKLAM.

8.4 New version of HIRLAM

mﬂ,.mmdw.mﬁlhuhuwulhbu-
ﬂMMMthuu,mSuMSm(IM).mmddbun
improved resolution: 194 x 163 grid points (resulting in a mesh width of 0.42 deg
otappnn.l?km)mdl!lvmiullweh.Tbetimestepiaredocedtolmi-. The
aforementioned values are valid for GRV-HIRLAM.

hhexpectedtlﬂmiuthbmmﬁonvﬂlinpmthewgminthe
Mhlhmm.htmwthmmt,nthemmdum
UK MESO model used in Section 15.3.
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Figure 13. The domain of the HIRLAM model
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9 Neural networks

A neural network is a (large) number of simple computational units (called Jormal
or model neurons) massively connected. The idea behind neural networks is based
on how the brain was thought to work in the fifties and early sixties. Neural net-
works have been described in several publications, see eg Rumelhart et al (1986).
For publications describing applications of neural networks to time series, see eg
Lapedes and Farber (1987) and Landberg (1992).

9.1 The formal neuron

A formal neuron can have a number of inputs and one output. The output can be
(and normally is) transferred to several other neurons. A sketch of a model neuron
is shown in Figure 14.
The resulting input, net;, to the ith neuron is given by
net, = E w,,0; - T,
7

where W;; is the weight applied to the output from neuron j, O,, and T, is the
threshold of the ith neuron.
The output from the ith neuron, O,, is given by

O, = f i(nc'l)
where f, is a function specific to the ith neuron, called the activation Junction.
Normally two different functions are used: a linear function for the input and
output neurons'?

Mx)=1x
and a sigmoid'? for the hidden neurons, given by

f(z) =0.5(1 + tanhx)

[0 -

01 :\2 0= fi(ml)
0,

Figure 14. A sketch of the ith formal nexron. This newron has 3 inputs: the output
from newron 1, Oy, from newron 2, O,, snd from newron 3, O;. Each of these
inputs is weighted with an individual weight, .1, Wi, Wiy, respectively. The output
from this newron, O;, is here given by fi(net, = )., ©,,0, - T.).

9.2 The neural network

When a number of neurons are connected, a neural network is formed. A neural
petwork is characterised by the following

o The architecture
o The signal propagation
e The trainiag algorithm

"1por a dehuition of input, hidden, and output neurons, see later.
138igmoid means shaped Kbe aa S.
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The architecture The architecture of a neural network determines which neu-
rons are connected to which. For networks solving problems in connection with
time series a layered network is normally used. A layered network is a network
where the neurons form layers connected with each other, the neurons in a layer
are not inter-connected, see Figure 15. The layer where the time series is being
presented to the network is called the input layer, and the layer from which the
output from the network comes is called the output layer. Avy layer which is not an
input nor an ontput layer is called a hidden layer. A layered network is identified
according to the following syntax:

(#input, #hidden layer 1,. .., #hidden layer N -1, #output)

where #input is the number of neurons in the input layer, #hidden layer k the
aumber of neurons in the kth hidden layer, and #output the number of neurons
in the output layer. A (1,5,1) network would therefore be a three layered network,
with 1 neuron in the input layer, one hidden layer with 5 neurons, and 1 cutput
neuron, cf Figure 15.

output

hidden

input

Figure 15. A (1,5,1) neural network with a direct connection from the input layer
to the oulput layer. See tert for details.

The signal propagation There are two possible ways that the signal can tra-
verse from the input layer to the output layer: either it can go directly from layer
to layer. or it can return to a layer it has already been sent out from. The first
case is called feed-forward, and the second recursion. A feed-forward layered neural
metwork is also called a perceptron, and it is networks constructed in this way that
will be used in the following.

The training algorithm One of the characteristic features of neural networks
is that they, in order to perform any task, must be trained. This can be done in
several ways, the ome utilised here is the delta rule or steepest descent method.
The idea is 10 minimise the error that the neural network makes when presented
to a known pattern. This is done by minimising the total error given by

Ew=3 K,
[ 4

where the esvor made by the network when presented for the pth input/output-pair
is given by

E, =3 (0 - targ”y?

where O'” is the actual output from the ith output neuron and targ!” is the
weanted output from this output neuron.
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The minimisation algorithm states that a minimum of any quadratic function,
S(z1,%2,...,Zx), can be found by moving one step in the opposite direction of
the gradient, 50 the new position in phase-space, zf'“’, is given by

€
]

where ¢ is a small positive number.

In the case of neural networks the quadratic function is the total error, i,
which is a function of the weights, W;,, and the thresholds, T;. Finding the deriva-
tive of Eyo with respect to W;; and T, gives that the weights and thresholds one
step closer to & minimum are given by (see eg Landberg, 1992)

Wit = W)+ AW,
and
T =T! + AT,

2+ = g0 _ as

where

AW, = ew (-3%) =ew :65”0;”
and ’

AT, = et (—%E;_-?‘-) = —‘72':65”
where

6(’) - _2(0(’) - ‘ud’))f'(w("))
t [} 1 £ *
if the ith neuron is in the output layer, and

87 = Line”) 3 87V,
€M
if the ith neuron is not in the output layer. For a definition sketch see Figure 16.

layer N (output)

layer N —1 (hidden)

layer 1 (hidden)

layer O (input)

Figure 16. A generalised neural network with N +1 lagers. Layer 0 is the input
layer, and layer N the output layer. Only a few of the connections are shown.

The minimising method nsed here (the steepest descent) has some problems
in connection with it. Firstly, the method finds the nearest minimum, this is not
wecessarily the wanted global misimum. To avoid that the training of the neu-
ral network is being trapped in a presumed local minimum, a method has been
developed. When a situation occurs where the error seems to converge (this can
mean two things: the global minimum has been reached, in which case the weights

48 Riss-R-702(EN)



and thresholds have been stored, or that a local minimum is encountered), the
weights and thresholds are stored, and a big (10 times the present) step is taken,
this should take the error out of the local minimum. The error is said to con-
verge when it has not changed significantly during a certain period (normally 50
presentations). The iteration is then continued from the new position. The big
step normally leads the system to a position with a higher error, and the system
will oscillate for some time before a new minimum is reached. In order to keep
the system stable, the time after which the algorithm allows another big jump is
made longer and longer. Normally it is not a big problem with local minima, and
the method proposed here seems to take care of the problem when it occurs.

Another problem with steepest descent is that the convergence is slow. A method
for speeding up the convergence is therefore utilised here. The method is as follows:
every time a step is taken and the error decreases, ¢ is muitiplied'* with 1.05. This
larger value sometimes increases the error, in which case ¢ is divided by 1.10. After
a number of iteration (normally 500) ¢ is not allowed to change, since it is assumed
that the system is converging, and only finer and finer steps are needed. A plot of
a training session using this method is shown in Figure 17.

300 IS EsEeRSEARARERRRSEAREne SRR RARARAA RS RRREERARE] 003
] 300 grvrrrrrrrrrrerrg 0.63
] 2003 J0.02 1
: I __J ]
! 100 3 bon 30.01
200 phh 40.02
- ] Juawmemw S ]
o ] 0 3————r+1+r++30.00 ]
el ] 0 250 500 |
Q 1 1 w
o UM 4
o 18 4 ]
<100-;§ 5 ~0.01
E -
Bl | —— ]
.+ rrereerrrrrerrrerrrerrrrerr 0.00
0 2000 4Luv 5000 8000 10000

lteration

Figure 17. An example of the error (solid line) and ¢ (dashed line) plotted versus
the number of iterations for a complete training session of a neutal network trained
on the Fiegenbaum series (ie 2,4, = 42,(1—2,)). The left y-axis refers to the error
and the right to ¢. The peaks in the ervor are where the error is about to diverge
(ezplode), as seen this is detected by the training algorithm and e is decreased. The
insert shows the first 500 itevations in more detail.

14in the traditional steepest descent ¢ is constant.
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Part III

Prediction of Local Wind
Conditions

st



10 Introduction

In this part models for forecasting local wind conditions will be developed and
evaluated. They are all based on the theory laid out in the preceding sections. It
must be kept in mind that the goal is that any of the models must be able to run
on a PC, so that they can be used practically anywhere (as eg by the operator
of even a small power plant). The time spent doing the calculations must also be
small, to be of any practical use. In order to determine the quality of one mode!
as opposed to another, a framework for evaluating model results is constructed.

Trying to predict the wind locally is not a new thing, especially with the ad-
vancement of NWP (Numerical Weather Prediction) models. Using HIRLAM (also
used in this study) Machenhauer et al (1991) predicted ~ among others - the
wind speed at two stations (Copenhagen and Paris) using the 10 m wind from the
model. They found high correlations (>0.8) between the observed and predicted
wind speeds at the two stations, for the +24 hour forecast. Forecasting of the wind
with relation to wind energy has also be done by Watson and Halliday (Landberg
et al, 1993) using a linear regression model, regressing cn the wind speed, wind
direction, time of day, rainfall output from the UK Met. Office mesoscale model.
Anothe: method, similar to the one presented here, was used by Palutikof et al
(1988) . predict the wind for a selection of stations in the UK. Finally, a study
by Sider (1988) was carried out to assess the influence of using forecasts of the
wind energy produced power in Sweden.

This part begins with a section on evaluation. Since several models will be pro-

posed it is necessary to develop & common framework for measuring the quality
(ie how well they predict the observed values) of the models. To that ¢nd, observa-
tions from 50 (originally 60) stations scattered all aver Europe have been obtained.
Three measures have been chosen in the quantitative evaluation: the mean of the
error, the absolute value of the mean error, and the root-mean-squared (rms) er-
ror. There is a certain overlap between the rms error and the absolute value of the
error.
Thereafter 3 models will be described and evaluated. The first is a model build-
ing in essence on the neutral geostrophic drag law, the second is a model based
on the stability dependent drag law. The third is & model using either neural
networks or a linear relation for MOS (Model Output Statistics) on the neutral
model. Furthermore, the neural networks and the linear model will be used to do
forecasts, having knowledge only of the timeseries itself. Finally, a conclusion will
be given, including a proposed model to do short-term prediction of local wind
oconditions.
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11 Evaluation of the models

In this section the framework, within which the different models will be evalu-
ated, are presented. In order to make the evaluation as representative as possible,
o number of stations scattered all over Europe have been selected, situated at
differcnt geographical locations. The stations can be grouped as follows:

o coastal/non-coastal,

» mountainous/non-mountainous,

o in areas where local thermally driven winds (anabatic/katabatic ) prevail.

TheaelectednmionamahowninFiguulSudlhtedinhbk&umon
detailed listing can be found in Appendix A. As can be seen, stations from all
the countries in the EEC are present. The stations are all stations analysed in the
European Wind Atlas (Troen and Petersen, 1989). A complication is that one of
the stations (Exeter) has been moved during the period, this station will therefore
be dealt with separately in Section 12.2.

Figure 18. Map showing the location of the selected stations. The numbers refer
to the numbers used in this study. See Tabie 3 for names.

The obaervations cover the period from December 1st, 1990 to Novembers J1st,
1991. The metecrological observations of speed and direction are takea every 3
m(dmullomuaw)dmmmmmmﬂcbhl
MSym).MmdthmmmﬁuWOmMMupmn
10 m agl.; for exceptions, see Appeadix A.

The data flow in this study, during the year whea data was collected, was as
follows: the Danish Meteorological Institute gets the observations from the GTS-
network, the data are callected here and seat o — together with the output from
HIRLAM - to Riss National Laboratory every mouth. For & shetch of the data
flow, ses Figure 19.
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Table 3. The selected stations, the numbers in parentheses are the numbers as-
mdwmamminmﬁ:m,ammuducﬁpﬁoumkjmm
Amndi:A.SmiommrHMnnuuﬁsk()cnsmtimMmoﬁgmdh
selected, but later rejected because of lack of data.

jum Middelkerke(17) ~ Florennes(18)
Denmark Beldringe(10) Kastrup(11) Ronne(12)
_Aborg(9)
France Brest(21) Cherbourg(20)° Abbeville(19)
Bordeaux(23) Istre(26) Carcassonne(25)
Lyon(22) Mont Aigoual(24)*
" Germany List/SyR(37) Bremen(38) Hannover(39)
Miinchen(41) _Berlin(40)
Great Britain  Benbecula(52) Birmingham(57) Blackpool(55)
Bournemouth(60) Eskdalemuin(53)  Exeter(59)
London(58) Manchester(56) Valley(54)
Wick(1) -
Greece Naxos(50) Rodos(51) Kerkyra(48)
Athina(49)
Ireland Belmullet(7) Valentia(5) Shannon(6)
Roches Point(4)* Malin Head(8)
Tealy Brindis(44) Pisa(42) Caghari(a7)
Alghero(46) Gioia del Colle(43)°  Lecca Galatina(45)"
“The "Schipol(13) Eindhoven(16) Eelde(15)
Netherlands _ Terchelling(14)°
Portugal Braganca(35) Lisboa(36) Sagres(32)
Viano do Castelo{34)  Sines(33)" _
Spain Albacete(30) Almeria(31) Zaragoza(28)
Sant. de Compos.(27)° Salamanca(29)
S
T
A DT
T .
S ] [ Tooe ]
Xg HIRLAM

Figure 19. The data flow from the meteorologicel stations to the Denish Meteoro-
logical Institute via the GTS-network, and from DMI to Riss National Laboratory
by mail.

When assessing the accuracy of the differeat models it must be borne in mind
that the data are reported to the GTS-metwork with a resolution of 1 knot (w0.Sm/s)
only.dl"i.mzo.m“uthlevuapubuhmdﬁeudwkl.m
have an absolute error of 0.25x1 knot (=0.13 m/s) and a rms error of 1/(2-v3)
(=0.15 m/s). These numbers are calculated assuming that the distribution is step-
wise uniform, see Appendix D. The direction is given with a resolution of 10

An analysis of the statios data quality, Q, defined here as the ratio of the
sumber of available measurements to the total sumber of possible measurements
hndmwhhnm.thMmlmummm
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11.1 Evaluation parameters

To evaluate the quality of the different models, they were run for each of the above-
mentioned stations for one year ranging from December 15t 1990 to November 30th
1991, and the forecasts were compared with the observations, using the following
quantities as a measurement of the quality:

® The mean value of the error for the sth station,
"N
l .
=52 e (109)

=l
Mthhnubcdmu(Wymmewbob
ahead time), ¥ = =8, — 28, tkmdthithmmh.z:).“ the
ith forecast made by the model, and 2{{ the corresponding observation.

o The mean value of the absolute error for the sth station,
1 &,
|e.|=ﬁ§|e"| (110)

where |e(?)] is the absolute value of e(*).
o The root-mean-squared (rms) error of the forecast for the sth station,

N
RMSE, = \jﬁZ(;ﬂ“-z{;’_y (11)

® The standard deviation of the error for the sth station,

L X
o =I5 St ~e?

For the more general evaluation of the different models a number of compound
quantities are also defined:

« The average mean error for all stations,

1 S

(Cc)"s'gca
where {) indicates averaging over all stations, and S the aumber of stations
(=s 50).

o The standard deviation of the mesn esror for each station with respect to the
mean ervor,

1 )
o = Jm ,Z(" - (e

@ The average over all stations of the root-mean-squared errer for cuch station,

k-4
m"%z.m
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Othetwmetenmnhotypiunyundwenlutepndictmdwindspeed
and direction (eg the vector error), but since we are dealing solely with wind
predictions for wind turbines, which turn themselves into the wind, the above-
mentioned parameters (all focusing on the speed) have been chosen.

In wind energy meteorology, the wind is often weighted by a typical power-
curve for a wind turbine (ie a curve giving the power output from a turbine
as a function of the wind speed). This means that wind speeds below a certain
threshold, the cut-in speed, will not be taken into account, because the turbine will
not be rotating. Speeds above the cut-out speed will also be rejected, because the
turbine is stopped to avoid structural failures. In between these two speeds, the
wind energy is converted into power, according to the power-curve of the turbine.
An example of a power-curve is give in Figure 22. This method has not been used
in this study. An example of its use on the forecasts generated in this study, can
be found in Landberg and Ingham (1992).

A more elaborate evaluation of the performance of the forecasts from this study
can be found in Landberg et al (1993), where the forecasts have been used as input
to the Reading University/Rutherford Appleton Laboratory National Grid Model,
which is & model modelling the English and Welsh electric grid. This model has
been run with different degrees of penetration of wind energy (up to 40 per cent).

T T T T T Y T YTy T T T T A T v Y Y T Y YTy
H .

4

200

P R N G SO T S S

A a4

:.LA.119A .4'..*..210...; u_.ﬁ._.__‘_
Wind Speed, m/s

Figure 22. A power-curve for o typical 225 kW wind turbine (Vestas V27). The
cut-in wind speed is 3 m/s, and the cut-out speed is 25 m/s.

The estor in direction is not directly assessed, but since the correct prediction
dthewindkﬁ(hdylinbdtothedmcﬁon(becunmmiothA'Pm
direction dependent) it is evaluated through the evaluation of the speed. To get
an idea of the enor in the forecasted direction, scatter plots of forecasted versus
cbeerved direction will be used.

The cosrelation coeficient has also been looked into; it was found, however, that
it was mot able to distinguish well betweea good and bad predictions.
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11.2 Persistence

In order to establish a reference model, the persistence model has been chosen. The
persistence model is the worst enemy of any forecast model in meteorology (and
in many other fields, too!). It has the advantage of bein" simple (very simple),
and that it quite often gives good resuits. The model is as ollows:

Wt = W (12)
[ (113)

This equation can easily be stated in words: the quantity one waats to forecast is
the same ¢ hours shead as it is now. The reason why this is a good approximation to
flow in the atmosphere, is that the atmosphere can be considered quasi-stationary,
je changing very slowly. A characteristic time scale in the atmosphere is !,
where f is the Coriolis parameter. Using 10~* s=! for f gives that this scale is
approximately 3 hours.

In this study the persistence model will be used as a frame of reference, because
if the developed models are not better than persistence, they can not be considered
as modelling the actual process, and certainly not be recommended for forecasting.
Another reason is that most predictions for scheduling purposes presently are using
this model.

In the statistical evaluation following, the mean error of the persistence model
will typically be very small; this can easily be explained, since it follows from the
definition of the error that:

1 ¢ N
emsl—v-_—l(z:z;- E I.)
=] inN-041

where ¢ is the Jook-ahead time and r, the ith value of the timeseries. As can be
seen from this expression, the mean error depends only on the ‘head’ and ‘tail’ of
the time series, 50 is the series of a certain extent, ie N large, { € N, and the
head of the series is of the same magnitude as the tail, the mean error will be very
small. The rms error, on the other hand, can get quite big: when ¢ is 50 large that
the series can be considered un{auto)correlated the persisience model’s standard
deviation of the error, becomes equal to the standard deviation of the timeseties
times V2.

Mumﬂdlhwﬁthdthmm,thmmut
for Wick (station 1) is shown in Figure 23. As can be seen from this figure the rms
ervor is quite small for the first 6 hours, it then rises to a certain level and stays
there. For all the stations there seems to be a small dip at 24 hours, this is also
seen in the figure. A possible explanation of this is that the atmoephere to a very
mdqxeehpuiodk(witltupecﬂo:ubility.wi:dm),vitha“hurp«iod
(dximbytbeaolubenh().ltilmhmaﬁummpnlhenbﬂitbdthe
models developed in the following to the abilities of the persistence model, this
will be dome in several places in the followiag.

Orae
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Error (m/s)

Hours ahead

Figure 23. The mesn ervor, e, mean sbsolute error, | ¢ |, end rms ervor, RMSE,
(dlﬁu/s)mulmmkuﬁhmlwlhemudd[or Wick
(m:)mmmnﬁd(mm:munmxm).uﬁm
Jor legend.
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12 Input to the models

In the following the input to the different models used to predict the wind locally
will be desctibed. The input to these models, are the cutput from HIRLAM and
WASP.

12.1 Output from HIRLAM

All models using meteorological forecasts use the output from HIRLAM. In order
to have the possibility of trying out different models, as eg stability dependent
models, or models using different winds (geostrophic/non-geostrophic), the fol-
lowing quantities have originally been selected:

At the surface:

» The surface temperature over land, T1and

o The surface temperature over water, T_‘"“e'

o The sensible heat flux over land, H!““d

o The sensible heat flux over water, H¥ater

e The latent heat ux over land, H}and

e The latent heat fux over water, HVateT

o The z- and y-components of the geostrophic wind, U:o)

In the model levels at 30, 137, 359, 729, 1266, 1979 m above the suxface in the
HIRLAM grid:

o The z- and y-components of the actual HIRLAM wind, U{"
e The 1- and y-components of the geostrophic wind, U:"

o The potential temperature, 8

o The pressure, p

e The humidity, @

o The vertical wind, w

For each station all of the above quantities are extracted in the four surrounding
grid-points, and then interpolated to the location of the station, using bi-linear
interpolation (cf Figure 24).

Coaversion of the HIRLAM data

Since the physical quantities of HIRLAM are reported following normal mathe-
matical conventions for vectors (ie the direction of the vectors are in the direction
they point, angles are defined sc that 0 degrees is due east and increasing counter-
clockwise) and the observations are reported using the meteorolugical conventions
(ie the direction of the vector is from where it is coming, having 0 degrees due
north and angels increasing clockwise) it is necessary to transform from the one
system (0 the other. This is done in the following way:

In the HIRLAM cootdinate system we have the z- and y-components of the
wind, (U,V), these are converted into polar coordinates by:

r = VIt V3 (114)
¢ = tan! (5-) (115)

Converting this sct of equations into polar coordinates in the meteorological coor-
dinate system, we get
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Figure 24. mwdwilhomtion(soﬁdcimk)mdthe4mmtgﬁdmmu (cir-
cles) weed to interpolate the physicel quantitics at the stations. The interpolation
is done by bi-linear interpolation.

Tmet = T (116)
Opet = 90-0+180 (117)
vbere+wudtheminmonlmtoeonveﬂlotbemoootdlutelysm,
and +180 is to comply with the meteorological definition of the directian, ic the

ditectionﬁomvhichtbewindcomu.'l‘hhbﬂdlm,twtbe:-udy-eonponut-
of the wind in the meteorological system, (Umet Vinet ), are given by

met ©8(0met)

= rcos(90 — &+ 180)

= —reia(f)

= -V (118)

Unmet

Vet = Tmet $i8(®met)
r5in(90 — # + 180)

= —rcos(0)

= U (119)
respectively.

L]

6 Riss-R-702(EN)



12.2 Output from WASP

The WASP model is run for each of the 50 stations to make a correction matrix
for the local effects at the site. Note that this is not the normal way of using
the program, since no horizontal extrapolation is made, only a calculation of the
different jocal effects at the site. To perform these calculations a description of the
following is needed for each station:

o The dimensions (height, width, depth, and porosity ) and positions of close-by
obstacles.

o The roughness rose, ie the sector-wise distribution of the roughness, of the
site.

® The orography of the surrounding tesrain, in the form of a digitised map.

All the information concerning the stations is taken from the work done in
preparing the European Wind Atlas (Troen and Petersen, 1989). For each of the
stations a file containing the effect of the aforementioned information (as calcu-
lated by WASP) plus a ‘meso-scale’ roughness (calculated using the formula in
Eq. 100) in twelve 30-degree sectors has been generated, the matrices are listed
in Appendix B. Note, that an implicit assumption, is that the free-stream wind is
blowing in a flat terrain, with no obstacles, and a uniform roughness.

The only station that has been analysed in this study is station 59 (first Exeter),
since this station has been moved during the selected period. The analysis of the
new site, RAF Dunkeswell, will be described in the following.

WASP analysis of RAF Dunkeswell

In the following the station will be analysed along the lines Iaid out in the European
Wind Atlas. Such an analysis includes: an overview description of the site, and
description of the orography, roughness and obstacles.

To carry out this analysis, the site has been visited and photographed and
1:50000 and 1:25000 scale maps have been studied and digitised.

Description The metcorological station at RAF Dunkeswell (WMO code 3840)
is situated at position: 3° 14’ W and 50° 52’ N (UTM: 312782 mE, (6)107 496 mN),
the height above mean sea level is 250 m. The mast is 10 m high and is equipped
with a cup anemometer and a wind vane both at 10 m agl. The station stasted
operating on of June 1st, 1991, and took over from Exeter (WMO code 3839),
which ended operation on the May 31st, 1991. The station is at an airfield on a
plateau, and is surrounded by quite a few low buildings.

Orography The orography of the station’s surrounding terrain has been digi-
tised using the following maps: Landranger 181 (Ordnance Survey): Minehead
& Brendon Hills area, scale 1:50000, Landraager 192 (Ordnance Survey): Exeter,
Sidmouth & surrounding area, scale 1:50 000, Pathfinder 1296 (Ordnance Survey):
Honitoa &z Collompton, scale 1:25000. The digitised map is shown in Figure 25.
ltismudeiuanchsvnythutherelolutiouclontothemehmximd(iebeight
increments of 5 m), farther away from the site the resolution is decreased to 10m,
farthest away, it is decreased even further to 25 m. This is in compliance with the
idea behind the zooming grid in the orographic model of WAPP, see Section 5.1.
A 3-dimensional plot of this map is shown in Figure 26.

Roughness From studying the terrain and the maps mentioned in the previous
paragraph, the following roughness classes in the surrounding ares have beea
identified:
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117838
114744
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109183

108372

103581

100791

-
" e 98000
299979 304379 30997¢ 314878 319979

Figure 25. The digitised orography of RAF Dunkeswell. The mast is at
(312782,107{96), marked with a cross.

Mas t

Figure 26. The 3-dimensional plot of the digitised orography of RAF Dunkeswell.
The verticel ezaggeration is 10.

) Water (roughness length: 0.0 m)

Ia Farmland (roughness leagth: 0.1 m)

IIla Villages (roughness length: 0.5 m)

I1ib Small villages (roughness length: 0.4 m)

IIlc Plantation, non-conifervus (roughness length: 0.3 m)

I1ld Plantation, coniferous (roughness Jength: 0.4 m)

IIle Plantation, mixture of Illc and I11d (roughness length: 0.3 m)

Note that in WASP waterbgiventhexouheuleuthOm.ThisiﬁotWAﬁPm
be able 1o treat stability over water (which is different from over I .a) cosrectly.
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A plot of the digitised roughness map is shown in Figure 27 and the resulting
roughness rose of the mast is shown in Table 4. As can be seen from this, the basic
landscape type is farmland, only slightly perturbed by the presence of the woods

and villages.

116808

1278

111953

107302

106977

102631
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V

/

708879 3023129 304677 307026 309375 311i2e 314073 316422 38172 3211

Figure 27. The map showing the different identified roughness areas of the sur-
roundings of RAF Dunkeswell. The mast is located at the cross.

Table 4. The roughness rvse, ic lhcmtor-wcdutnhtmo]thcrughmkngﬂt.
of RAF Dunkeswell, derived - by WASP- from the map shown in Figure 27. z5

the acrodynamic roughness length (in m) after the ith roughness change cml d‘"
the distence (in m) to the ith roughness change.

w0
0 0.1060
30 0103
60 0.1048
90 01077
120 0.1018
150 0.1140 20920 0.0000
180 0.1063 20350 0.0000
210 0.1052
240 0.1094
270 0.1877 3481 0.1001
300 0.26M4 806 0.1057
330 02%6 1049 0.1018
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Obstacles From photos taken an-site and maps of the area, the obstacles (in this
case only houses) listed in Table 5 and shown in Figure 28 have been identified.
The dimension (height, width, and depth) have been determined from the on-site
photos.

Table 5. The obstacles at RAF Dunkeswell. a, and a; are the angles of the two
closest corners of the obstacle (in degrees from north), r, and r; are the distances
to the aforementioned corners (in m), h is the Aeight of the obstacle (in m), d the
depth (in m), and P the porosity (0 means solid).

ap, 7™ o v h d P
1 83 28 97 25 3 15 000
2 113 100 123 100 S ¢ 0.00
3 146 147 148 147 5 20 000
4 157 261 163 261 6 6 0.00
§ 164 112 166 112 3 2 000
6 23 281 30 281 S5 15 0.0
7 S0 360 58 360 8 20 0.00
8 6 38 19 398 6 8 000
9 124 126 126 124 6 8 0.00
500 ErrTTTI T T TG
400 8 3
300F E
? 200F 3
~r 3
o 100§ 3
£
L
R
<
2 -1
_200 3
- 300
~400
-400-300-200-10C O 100 200 300 400 500

Easting (m)

Figure 28. Plot of the obstacles identified at RAF Dunkeswell. The mast is situated
et (0,0).

Result file The resulting correction watrix, to be used ia this study, is listed in
Table 6. As can be seen from this, the local corrections with respect to obstacles
as well as roughness are quite small. The orography - on the other hand - does
have some influence (an increase of the undisturbed wind of, at the most, 20%
and a turning of the wind of 7 degrees).
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Table 6. The correction matriz used in the models based on the geastrophic drag
law. zo is the roughness used in this law, and is an averaged ( ‘meso-scale’) rough-
ness. For each local effect, the percentage of over/under-speed (0 means that the
local effect in question has no influence on the free-stream wind) and the turning
(positive clock-wise) are given. All correction are given per sector (to be found in
the column marked ‘Dir’).

Dir Obstacles Roughness awgraphy 20
0 -1.126 0.000 0000 0000 -0.198 -5868 0.1060
30 -1702 0000 0000 0000 -4.855 -1.008 0.1036
60 -2.102 0.000 0.000 0.000 -2.960 4612 0.1045
%0 -0.792 0.000 0.000 0.000 7.658 6.276 0.1077
120 -6.417 0.000 0.000 0.000 20.801 1.331 0.1016
150 -2.275 0.000 -7.980 0000 12092 -5341 0.0521
180 -0.546 0000 -8121 0000 -0.198 -5.8638 0.0468
210 0.000 0.000 0000 0.000 -4.855 -1.008 0.1052
240 0000 0000 0.000 0000 -2960 4.612 0.1094
270 0.000 0.000 -4.752 0.000 7.658 6.276 0.1203
300 0000 0.000 -7561 0.000 20.801 1.331 0.1142
330 0.000 0.000 -7.058 0.000 12092 -5341 01106

Forecasting RAF Dunkeswell

In this section, a brief discussion of using the HIRLAM forecasts given for Ezeter
together with the local corrections for RAF Dunkeswell, evaluated on the data
from RAF Dunkeswell, will be given. The distance between the two masts is
apprax 20 km. Since only forecasts of the large-scale flow from the old site are
available, it is expected that this separation will result in quite large errors on the
forecasts. Studying Table 7 this is seen to be the case, since the HIRLAM/WASP
model at no time performs better than the persistence model.

These results give an idea of the sensitivity of HIRLAM, because there is seen
a marked difference between the forecast at Exeter (where the HIRLAM forecast
and the WASP matrix are valid), see Appendix C, and then using the same forecast
only 20 km away, bearing in mind that the resolution of HIRLAM is 51 km. We
can conclude that the bi-linear interpolation (as compared to eg just taking the
mearest grid point) is needed for the forecasts to be as accurate as possible.
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Teble 7. The result of predicting RAF Dunkeswell using HIRLAM forecasts for
Exeter and the WASP matriz for RAF Dunkeswell (‘HIRLAM/WASP’) compared
to the persistence forecast (‘Persistence’). The period evaluated is from June 1991
to November 1991. The column labeled “+ F ' is the forecasting time (in hours), ‘e’
is the mean of the ervor, 1¢|’iath¢mo!th¢moht¢m,mlthcwbmn
labeled ‘RMSE’ is the rms ervor of the forecast. The entries marked ‘N/A’ denote
that the +0 hour persistence foreenst is not defined.

T HIRLAM/ WP Persistence
+F e el RMSE e |e| RMSE
0] —0.489 2063 2697 N/A  N/A N/A
3| 0146 2137 3015 | -0004 1030 1.443
6 0.020 2118 2756 0001 1354 185§
9 0.169 2095 2748 | -0001 1601 2127
12| -0a78 2153 28n | -0000 1753 2282
15| -0087 2151 2812 0003 1796 2362
18| ooces 2155 2788 | 0000 1704 2.6
21| 0172 2100 2638 | -0003 1770 236
24| -0.109 2262 293 | -0010 1795 2380
27| —o113 2180 2763 | -0014 1880 2454
2| oo 2236 281 |-008 2012 2575
k ] 0.187 2129 2658 ] -0019 2117 2680
% | -0172 2188 2861 ] -0017 212 2700
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13 The neutral model

In this section, the analysis leading to the development of the forecasting model
will be described. The model is based on the geostrophic drag law and the loga-
rithmic wind profile in their neutral form. This model will form the basis of the
models developed later on.

13.1 First-guess model

The general method of predicting the local wind, ie the wind where the local effect
of the shelter from obatacles, che change in the roughness of the surface, and of the
orography are taken into account, when knowing the meteorological conditions at
another place, is depicted in Figure 5. This method has been developed by Troen
and Petersen (1989) for use in the European Wind Atlas. Here the method was
used to make a horizontal extrapolation of the wind climate from a measuring site
to a site of interest, where no measurements existed. In this project the tentative
idea is to apply this method to the HIRLAM forecast, ie clean the forecast for the
effect of the low resolution orography and roughness descriptions, and then insert
» high-resolution map of both the orography and the roughness, covering the area
around the site of interest. This is depicted in Figure 29. The difference between
this method and the Wind Atlas Methodology is that we are not doing a horizontal
extrapolation here, but a correction of the wind at the site. The individual steps
are analysed in detail in the following.

Corvmiomem ]

=) =1

wind forecast WIND FORECAST *

Figure 29. Flow disgram of the firsi-gucss method used to predict local wind con-
ditions from a HIRLAM forecest.

Analysis of the orography in the HIRLAM-model

By calculating the local effect at the site of the orography in the HIRLAM-model
by uwsing the flow model from WASP, it is found that even in the most mountainous
areas in Europe, as eg the station Moat Aigoual (height 1565 m a.3.1.) in the Massif
Ceatral in France, the HIRLAM orography is 50 coarsely resolved that the slope
even here, is of order 1:190 oaly, giving a correction from WASP of max. 0.8 %.
Looking at Exrope as a whole, the worst cases are the Alps, where on Mt. Blanc
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the acceleration due to the terrain is 2.6 % at the most, and in the Pyrensss, where
the effect at Maladetta is 2.4 % a2 the most. The two summits ase at the steepest
poizts in the two mountain ranges, and it is very unlibely that a meteorological
mast, and even more 30 & wind turbine, will be placed there. This means that the
box labeled “HIRLAM orography” ia Figure 29 can be removed in this study'®.
This does not mean that the orography has no effect in the HIRLAM model, on the
contrary: o the large scale it has cardinal effect, which is one of the reasons why a
high-resclution model can make better forecasts than a low resolution model. It is
oaly whea it comes 1o scales of the order of 10's of kilometres that the resolution
of HIRLAM is not sufficient.

Asnalysis of the roughness in the HIRLAM-model

In the framework build so far, the gemeration of internal boundary layers by
mum,mwum.m.mmmmm
growth of these layers is not modeled in HIRLAM - because of the locality of
sech an effect - it would be wroag to coriect the wind from HIRLAM for this
effect. Another aspect of this, is that the roughnesses in HIRLAM are given in
grid-points, and not as lines desoting the change in the actual roughwess, any
sumber of changes in roughness caa therefore be gemerated, just by increasing
the resolution of the contoars drawn. This means that the box labeled “HIRLAM
roughness” in Figure 29 hos 10 be deleted.

Analysis of shalter from obstacles in the HIRLAM-model

Because of the relative low resolution in HIRLAM, it is without meaning to include
shelter from obstacles, since this effect is oa a - by far - t0o small scale, and since
20 obstacles of any kind are modelled in HTRLAM. Hence, the bax in Figure 29
labeled “HIRLAM-obstacies™ must also be left out.

13.2 The resulting neutral model

The conclusions drawn from the amalysis of the HIRLAM model in the previous
sectuon, Jead 10 the development of a new model for the prediction of local wind
conditions, where the input to the model is a ‘raw’ HTIRLAM wind, meaning that
the forecast is started from the box at the top of Figure 29.

To be sure »ot to introduce any wawanted boundary-layer effect from the HIR-
LAM boundary-layer model, a wind from outside the surface layer must be chosen
and then transformed down to the susface, before wsing the local corrections. This
meonns that the obviows choice of the BIRLAM 10 m wiad is ruled out. Another
reason for not using the HIRLAM 10 m wind is that this wind is eptimised for
off-shore conditions, and all the stations in this stedy are land-besed.

The transformation of the wind from outside the boundery layer to the surface
is done wsing the geostrophic drag Jaw,

2=k )- A o

see Section 2 for ferther details. One of the assumptions done while deriving the
geostrophic drag law was that the atmosphere is barotropic. This is very seldom
the case, 30 the geostrophic wind is expected to change with height, in both
magaitude and direction. The first objective in developing the model is therefore

My the MIRLAM-model the subgrid varistion of the eragraply is included in the reughness
eagah, resulting in rether Jorge vehuss of these, but sk in smsalier gradionts of the erography.
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to decide the height from which the wind should be taken. Besides, since the
vertical coordinate system in HIRLAM is of the sigma-pressure hybrid type, ie
with pressure surfaces (defined differently with height) as the horizontal layers,
Jeading to dificulties in calenlating the geostrophic wind, it must also be resolved
whether it is the geostrophic wind or the actual wind from the model, that is
the best approximation to the theoretical geostrophic wind, G, used in the drag
law. Note, that in the expression for the geostrophic wind, there is no height
dependence, s0 there is a freedom of choice, at least a priori.

Having found the proper wind from HIRLAM, the model will be as follows (cf
Figure 30): Taking the forecasted wind from HIRLAM that represents the best
approximation to the theoretical geostrophic wind, and entering this wind into
the drag law to calculate u,. When u, has been found, the free-stream wind, U,
at the site of interest is calculated using the logarithmic wind profile:

v 1 2
‘.—. = In (;) (121)

Finally the free-stream wind is corrected for the effects of the local topography,
as found by WASP. The resulting wind is the local wind.

Forecast (HIRLAM)

l

Geostrophic Drag Law

Logarithmic \Vind Profile

|

Corrections from WASP

LOCAL WIND FORECAST

Figure 30. A simple sketch of the resulting model.

The model

In this section the model will be described in some detail, a flow-chart is showa
in Figure 31.

The first step is to get the forecasted large-scale wind representing the geostro-
ﬁkﬁﬂ.htﬁmk%h“hxﬁa;awmwm
for all forecast times for all stations. In an operational model for & single station
the forecast should be either typed in from a eg fax, or electronically obtained by
a direct link to the computer running the large-scale forecasting model. Note that
tbeulyontidehlnrmatiou.eedediﬂhez-ndy—commtdtheloncmed
large-scale wind, at each forecast step. In the present model where we are doing a
38 hour forecast ia stepe of 3 hours, oaly 12 vectors (= 24 numbers) are needed.
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The rest of the calculations are done locally on the PC. Since the large-scale model
is run twice a day, a total of 48 numbers are needed a day.

To get the rest of the variables in the geostrophic drag law (ie z and f) for
the station in question, the WASP-matrix generated as described in Section 12.2
is read to get the roughness. The latitude of the station is read from another
file containing this information. This step is only necessary here because several
stations are dealt with simultaneously, in the case of a forecast for an individual
station these parameters would appear as constants in the program.

All the variables in the geostrophic drag law have now been determmined, ana it
is possible to calculate the friction velocity, u,. u, is not given implicitly in the
geostrophic drag law, hence it is not poesible to solve the drag law analytically,
therefore a numerical iterative method, based on a combination of the Newton-
Raphson method and bisection is used, see Press et al (1986). Since zy (and the
rest of the quantities in the WASP-matrix) is given in the 12 sectors, a function
using linear interpolation is used to provide values for any direction. To start the
iteration a guess for . is needed, here 2 vilue of 0.3 m/s is used. Furthermore,
a guess of the direction at the surface is needed to get a value of zg, the rule
of thumb saying that this value is equal to the direction of the geostrophic wind
Jess 25° is used. The iteration can now be started, typically, u, is found after a
few (< 10) iterations. It is stopped, when the difference between the geostrophic
wind calculated using u, and the geostrophic wind from the large-scale model is
less than £10~-* m/s. Because of the variation of the roughness with direction, it
has appeared necessary to check, whether the direction of the geostrophic wind
calculated using the u, from the iteration, is actually equal to the direction of the
wind from the large-scale model. If this is the case the correct value of u, has been
found, if not the iteration is continued.

Assuming neutral conditions, it is now possible to calculate the free-stream wind
at the site by using the logarithmic wind profile. To introduce the local effects of
the site the file holding the WASP matrix is read and the corrections are applied
to the free-stream wind. We have now got the predicted local wind at the site.

Having the forecasted large-scale wind, the program runs for a few seconds per
forecast time per station on a 386-PC, ie the whole 36-hour forecast in 3 hours
steps is done in less than half a minute.
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Begin Program

IGet ¢ from HIRLAM|
[ 20, £ from WASP-matrix |

Fid's. [Guess: x, =03 m/s, a = ag - 25°|

| Calc . from geo. drag law
[Cu)=& I——'jN
Y
ocal wind  ["yge 4, to calc. U(3)

7 lmnlomelle

- Correct for local
elocts
| Upaeat |

Figure 31. A sketch of the resulting model used o predict the wind locally from &
BIRLAM forecast.
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Finding the right wind

Since the type of the HIRLAM wind (ie geostrophic or actual) and height of
the level from which it is taken, are still undetermined, the first part of this
analysis will be to find the wind that approximates the theoretical geostrophic
wind best. This is to be understood in the sense that it is the wind that results
in the smallest mean error and rms error, when inserted as G in the geostrophic
drag law and then used in the model for all the selected stations. This is done
by focusing on two months: one representing summer conditions (June 1991} and
one winter conditions {December 1990). The reason for looking in detail at two
months, is to be sure to capture any “drift” in HIRLAM forced by the changing
seasons. Furthermore, these two months do also represent a month (June) where
the model is performing well compared to persistence, and one where the model
is performing not so well (December). For each case the two different types of
winds from each level are used as an approximation to the theoretical geostrophic
wind, the model is applied to all the stations and the results evaluated. Finally,
the resulting forecasts of all these ‘physical’ winds are compared to each other and
with the persistence model. The model is run for all forecast times, ie from +3 to
+36 hours with increments of 3 hours.

The parameters used in this first coarse evaluation are the mean of the mean
error for all stations, (¢,). the standard deviation (taken over all stations) of the
mean error ¢,,, and the mean of the rms error for all stations {(RMSE), for a
definition see Section 11.1. All these parameters give a rough idea of the general
performance of the models, since they average over all the stations. Later in this
section, a more detailed analysis will be carried out, when most of the different
candidate winds have been ruled out. The results of running the n.odel with the
different candidate winds, are shown in Figure 32 and 33.

Theoretical considerations indicate that the geostrophic wind at the surface is
the best candidate, since it is here that the frictional force is balanced by the
pressure gradient. Looking at Figure 32 and 33 it is seen, however, that this is far
from the case here: the worst results are obtained by using the model geostrophic
wind at the surface. Generally it can be seen that any geostrophic wind, no matter
the height, is not a good approximation. This implies that actual model winds from
HIRLAM must be used. Looking at the figures, it can be seen that the results of
using the model winds at the different heights are very similar. Therefore, a more
detailed analysis has to be carried out. Before continuing, it must be borne in
mind that this has the consequencc that the model is not very sensitive to from
which level the wind is taken.

In this analysis the different actual model winds at the different heights (at 30,
137, 339, 729, 1268, 1979 m), have been used to make forecasts for half a year
(March 1991 to August 1991) for all forecast times (from +3 to +36h in steps of
QW)hudlmm.memhmbnthm,e"deﬁndinFq. 109, the
abeolute error, | ¢, |, defined in Eq. 110, and the rms error, RMSE;,, Eq. 111 has
been calculated and every time the forecast based on the wind at a certain height
gave the best result (ietbemallutnlnu).tbemdelptonepoilt.‘l‘hemult
dthbmalyﬁshsbownh'hblea.Asmbem!mnthh.tlmehadooemn
bﬁmuthemddnﬁuthmwlmuﬁndftwthmdn 137 m and
the one using the wind from the 359 m level.

To see which of these two produces the most accurate forecast for the entire
period and to study the individual forecast times in more detail, the two models
hnbenmpandluthnﬁnyeu.bteﬂhmﬁmintm.lbcbeck
that thecondubudnwnintbestudydtbehlfmpeﬁoduevulidfonhe
mm,tthmthmﬂmumuMBmabo
M-M.ﬂemﬂhdtwudyﬁmlbo'lhm&ltmdnﬂybem
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p hl h2 h3 h4 hS h6 g0 gl g2 g3 gd g5 g6

Figure 32. The 36 hour predictions for June 1991 (the summer case) using the
neutral HIRLAM/WASP-model with actual model winds (h1-h6) and geostrophic
winds (g0-g6) from the HIRLAM model. Level 0 is at the surface, 1 is at 30m ,
2at 197m. S at 359 m, 4 at 729m, 5 at 1266 m and level 6 at 1979 m agl. The
predictions are compared to persistence (p). The first column (in each group of 3)
in connection with each model is the mean value of the mean error averaged over
all stations, the second is the standard deviation of the mean ervor taken over all
stations, and the third the mean of the rms error for the indinidual stations. Bars
eztending outside the horizontal boundaries signifies that the values they represent
are outside the ertreme values of the y-azis.

p hl h2 h3 b4 hS h6 g0 gl g2 g3 g4 g5 go

Figure 33. The 36 hour predictions for December 1990 (the winter case), see tezt
at Figure 32 for ezplanation.
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Table 8. The score of the prediction models based on the different actual HIRLAM
winds. One point is given if the model using the wind from the level in guestion,
Jor a certain station and all forecast times gives the most accurate forecast. A total
of 50 stations have been used. The height of the level is given in columnn £. e, is
the error, |e, | the absolute error, and RMSE, the rms ervor of the forecaast.

Level Height(m) e, |el RMSE, Total

1 30 4 3 3 10
2 137 9 18 14 41
3 3% 13 17 20 50
4 729 9 6 $ 20
5 1266 T 5 7 19
6 1979 8 1 1 10

from this table that the model based on the actual HIRLAM wind at the 197 m
level (level 2), is the one that produces the most accurate (with respect to all the
tested parameters) forecasts. It is actually even more pronounced for the 1 year
period than for the 1/2 year period. Studying the individual forecast times, it can
also be seen here that the selected model performs best.

Table 9. The result of comparing the two best models, ic the models using the
actual HIRLAM wind ot 137 m (level 2, first row in eack table) and 359 m (level
3, second row), respectively. For reference, the forecast using the 729 m (level 4,
third row) wing . also included. The three sub-tables contain the resulls of the e,,
Je,|, ond RMSE, analysis, respectively. The scoring scheme is as in Table 8.

e.] 0 3 6 9 12 15 18 21 24 27 30 33 36 Total

2112 16 27 27 15 19 26 29 19 20 29 30 18 287
3/18 19 12 15 20 19 12 11 17 19 10 10 18 200
4120 15 11 8 15 12 12 10 14 11 11 10 M 143
le.J] 0 3 6 9 12 15 18 21 24 27 30 33 3 Total
2{10 22 20 31 20 27 29 33 23 29 31 3% 26 M6
3125 16 9 12 17 13 11 11 15 13 9 8 12 171
415 12 12 7 13 10 10 6 12 8 10 6 12 1B

RMSE,| 0 3 6 9 12 15 18 21 24 27 % 33 ¥ Toul
21 9 21 27 26 21 25 29 33 23 ¥ 0 N 25 3
3|25 15 12 16 14 14 12 10 14 10 9 10 i2 17
416 14 11 8 15 11 9 7 13 11 11 7 13 M6

Others have reached results along the same lines: Clarke and Hess (1974) used
the actual wind in 3 = 0.15u./f which is approximately 450 m for typical values,
this level is the level with the strongest winds, and where the wind is geostrophic
on the average under neutral conditions. If the atmosphere is highly stable the
wind is super-geostrophic, and in the highly uastable case the wind will be sub-
scostrophic. In another study (Zilitinkevich and Chalikov, 1968) the actual wind
at a fixed height (approximately 1 km) was used as G in the geostrophic drag law.
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13.3 Results

The model selected and developed in the preceding section is now run for all
stations in the period from December 1st, 1990 to November 30th, 1991, giving
one year's worth of data. The selected model will be called the ‘neutral HIR-
LAM/WASP model’ or just the ‘'HIRLAM/WASP model’, and abbreviated ‘B/W’.
In the following the results are presented.

One of the tasks this work set out to undertake, was to see whether it was
possible to maké forecasts that performed better than persistence. Having this in
mind, we have defined a ‘good’ station, as a station where the forecasts produced
by the model are better than persistence after 6 hours, and a ‘bad"® station as a
station where persistence is doing better than the model for all look-ahead times.
The reason for the 6 hour lower limit is that none of the stations perform better
than persistence until from somewhere between 3 and 6 hours. Looking at all the
stations, it has been found that 80 % can be labeled as ‘good’ for the +18 hour
forecast. For shorter range forecasts, this percentage is reduced and for longer
increased. The 436 hour forecast yields 88 % and the +3 h 0 %. The performance
as a functinn of look-ahead time of a ‘good’ and a ‘bad’ station can be seen in
Figures 34 and 35. For stations where the neutral model is performing better, the
absolute mean error and the rms error are around 60 to 80 % of the persistence
model’s for the +18 h forecasts, cf Figure 36.

Returning to Figures 34 and 35, two interesting features are seen:

1. The rms error and the mean error of the HIRLAM/WASP model are constant
for the ‘good’ as well as for the ‘bad’ station. This is seen generally for all
the 50 selected statiomns. This is quite difficult to explain, since it would be
expected that it would be harder and harder to predict rightly as the look-
ahead time increases; this is found to be the case for the persistence model.
One possible explanation could be that only the level of the wind speed is
predicted rightly and not the variation. If this was to be the case, the rms
error of the prediction should more or less be equal to the standard deviation
of the observations themselves. This is seen not to be the case. As an example
consider the forecast for Birmingham (Figure 34) where the rms error of the
HIRLAM/WASP model is appraximately 1.8 m/s and 2.2 m/s for the time
series itself, which is a difference of 18 per cent, furthermore, is it seen from
Figure 58 that models with higher resolution have smaller rms errors.
Another explanation is that the area covered by HIRLAM (which is including
the Atlantic Ocean) is so big that within a 36 hour period, generally most
of the large-scale weather systems affecting any site in Europe are present in
the initial analysis, with the result that major developments within the 36
hour time-frame are know equally well, and therefore predicted equally well.
This is of course assuming that the physical model keeps the atmosphere on
‘the right track’ during the integration. This is confirmed by Figure 58, where
it is seen that the UK MESO model (covering a significantly smaller area)
does show the expected behaviour of a constant and then increasing rms error
with time, even within the 18 hour range. The reason for the variability in
the first 6-9 hours is probably due to the error induced by the initialisation
of the fields in HIRLAM.

There is no doubt, though, that the limited variability of atmospheric wind
speeds (ie from O to typically around 15 m/s) is puttling an upper limit on
the rms error of any physical model, working reasonable well.

2. The mean error of the persistence model is always close to zero. This is
explained in Section 11.2.

1%5¢ not 3o good
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Figure 34. The mean ervor (in m/s, denoted by circles) and rms error (in m/s,
denoted by squares) of the HIRLAM/WASP-model (open symbols) compared to
persistence (solid symbols) for Birmingham (station 37, a ‘900d’ station) for the
entire period (December 1990 to November 1991). The look-ahead time (in hours)
is along the z-aris.
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Figure 35. As in Figure 3 but for Salamancs (stet. 29) which is ¢ ‘bad’ station.

hﬁgueﬂthenlocudwiouhnbmhbehdmdiuwtbdtpu-
formance relative to the persistence model. As can be seea from this figure, the
mcyd:nmmmmmummuNmmh
m,mummﬂnhﬁmmwwmmmm
m.mmnammhmmumw
atmaspheric flow, ie a non-locally generated flow. As we got nearer (0 the Mediter-
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Fiqure 36 The accumulated distribution of the relative rms error (ie the rms
crror of the HIRLAM/WASP wodel relative to that of the persistence modcl) for
all stations for the +18 hour forecasi. The classsfication (s, +, =, and —) applied
in Figure 37 15 shoum at the top of the figure.

rancan Sea, we experience that the quality of the forecasts decreases, but note that
even here does the model generally outperform persistence. Note also, as is shown
in Section 14, that using MOS improves the quality of the predictions for the *bad’
stations. The improvement is such that these stations, after MOS has been applied
to the H/\V-forecast, can he labeled ‘good’.

Since the produced amount of data is quite big (12 sets of predictions (+3,...,
+36h) for 30 stations for onc year), we have chosen to look in some detail at twa
stations: Birmingham (station 57) representing the ‘good’ stations and Salamanca
(station 29) the ‘bad’. Note, that only 20 % of the stations have been classified
as ‘bad", but it is quite illustrative to see why the forecast failed. For a more
complete reading refer to Appendix C, where the three error measures are listed
for all statious for the +3, +18, and +36 hour forecasts for the HHRLAM/WASP
model as wel! as for the persistence model.

In Figures 38 and 39 the scatter-plot of the observed versus the forecasted wind
speed for the ‘good’ recpectively the ‘bad’ station are shown. As can be seen from
these, the scatter from the ‘bad’ station is quite a bit more pronounced than for
the ‘good’. Studying now Figures 41 and 39 a major part of the explanation of
why the WASP-method - which is dependent on directional corrections - fails, is
found: it has not heen possible for HIRLAM to forecast the right direction for the
bad station, and as a result the correction from the WASP-matrix are of no use.
Looking at the plot it seens as if there is a 180 degrees off-set of the data. As will
be seen in the next section. it is actually better not to use the matrix in this case.
The poorness of the forecast is probably due to the fact that at the bad station,
local thermally driven wind regimes prevail. The direction for the good station is
predicted quite well.
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Figure 37. The performance of the neutral HIRLAM/WASP model seen relative to
mmmmjmmmmm.nmmmwwm
error end the rms crvor of the model ave less than 0.7 times that of the persistence
model for the +18 and +36 hour forecast, o + that they lic in between 0.7 end 1.0,
= that they are cqual, and — that the persistence model performed better. Stations
marked with o are stations originally selected but rejeciod becwuse of lack of data
(typically they reporied only twice & day to the GTS-neiwork).
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Figure 38. A scatter-plot of the forecasted wind speed versus the observed, for
the +18h Jorecast for the ‘good’ station (Birmingham, station 57) for the entire

period. The existence of the horizontal lines in the plot is due to the resolution of
the observations (which is 1 knot).
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Figure 39. A scatter-plot of the forecasted wind speed versus the observed jor the
‘bad’ station (Salamanca, station 29). Note thet the scale i the same as in Fig-
ure 38.
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Figure {0. A scatter-plot of the forecasted wind direction versus the observed for
the ‘good’ station (Birmmngham, station 57).
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the ‘bad’ station (Sclamanca, stuiion 29).
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Tt is also useful to see the distribution of the forecasted versus the observed wind,
since in many applications a wind climate is represented solely by its (Weibull)
distribution. The distributions are shown in Figures 42 and 43. Comparing the
distribution of the forecasted wind to the observed, a quite interesting feature leaps
to the eye: the expected distribution for the ‘good’ station is actually predicted
better (ie more smoothly and accurately) by the forecast than by the observations,
of Figure 42. This fact calls for some explanation; experience has shown that most
observations of the wind speed can be represented by the 2-parameter Weibull
distribution (Weibull, 1951), but as can be seen from the figure there seems to
be patches of missing data in the observations (eg 3, 10 and 17 knots), these
patches are not present in the forecast, for which reason the distribution appears
more smooth. Here is also found another explanation of why the ‘bad’ stations are
not well predicted when using the mean error and the rms error as the measure.
It is obvious that measurements within the entire interval spanned should be
present when looking at 1 year’s worth of data. So quite some doubt can be raised
concerning the quality of some the measurements.
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Figure §2. The distribution of the forecasted wind speed (lines) versus the observed
Jor Birmingham (station 57, o ‘good’ station) (bars). The look-ahead time is +15h
end the predictions are taken for the entire 1 year period. The bin width is 1 knot.
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Figure 43. The distribution of the forecasted wind speed (lines) versus the observed
(Sars) for the +18 A forecast Jor Selamenca (station 29, ‘lad’).
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Finally, the distribution of the error is looked into. This is important to know,
otherwise it is not possible to assign any meaning to the rms error, see Figure 44
and 45. As can be seen from these two igures the distribution of the error can, to
.Mw.uwom.mw(.wﬁmm)
of the distribution seen in Figure 45, is of course due to the large error of the
prediction for the ‘bad’ statioa.

®
-

(7] o

Occurrence (%)

- -5 10

Error (m/s)

Pigure {4. The distribution of the ervor (model — observed), compared to the Gaus-
sian curve Aaving the mean end veriance of the distribution, for the +18h forecast
Jor Birmingham (station 57, a ‘good’ station). The bin-width is 0.1 m/s.

The dependence of the error on the time of year has also been Jooked into, as it
could be expected that seasons dominated by storms/strong winds would be easier
to predict than seasons with low winds, cf Section 14.2. This has been found not
t0 be the case at all. The only moath different from the others was September,
and this was due to the fact that there was one day where all HIRLAM forecasts
were bad.

The dependence of the exror on time of day has not been looked into, since it is
a0t possible to make a fair comparison, because the prediction model (HIRLAM)
is ouly rua twice a day, resulting in that oaly two times of day have the same
Jook-ahead time a day. What can be said is that, judging from eg Figure 34, there

does 20t seem 10 be any significant variability, since the mean and rms exror are
constamt.
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Pigure 5. The distribution of the error (model — observed), compared to the Gaus-
sian curve Aaving the mean and variance of the distribution, for the +18h forecast
Jor Selamancs (station 29, ‘bad’). The bin-width is 0.1 :n/s.
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14 Model output statistics

When applying a physical model to real situations, errors will inevitably occur.
These errors can have different causes. The model can have some inherent errors,
because the physical model does not exactly match reality. In the case of the neu-
tral HIRLAM/WASP model, the defects of the model are that it is neutral, which
means that the stability dependent effects are not taken into account, and that
the spatial resolution is low. Furthermore, the model assumes that the atmosphere
is barotropic, which it generally is not. This constraint is partially circumvented
by the fact that the wind used as the geostrophic wind, is in fact the real wind
(of a baroclinic model). The conditions at the site may have been changed since
the WASP analysis of the station was carried out, this is not at all uncommon: the
mast may have been moved (this was found for station 59 (first Exeter and then
Dunkeswell)) and the surroundings of the mast may have been changed, typically
new buildings build or demolished. Finally, the analysis can initially be erroneous.
In this study it is likely that it is the spatial resolution of HIRLAM that most
contributes to the error.

The data can also be incorrect, either because the instrument is not calibrated
properly, or because the instrument simply is old. Remember here, that part of
the variance of the error is caused by the inexactitude (as compared to present
day measuring capabilities) of the reported observations, see Section 11, since the
observations are reported in integer knots compared to accuracies of 0.1 m/s.

Another important cause of error related to the model, is that there is a ‘gap’
in between the scopes of HIRLAM and WASP, since HIRLAM covers atmospheric
phenomena on scales from the semi-planetaric down to scales of the order of 100’s
of kilometres. WASP, on the other hand, covers phenomena related solely to the
stationary flow on scales of the order of 1000 m down to 1 m. So atmospheric
phenomena on the meso-scale, such as local thermally driven circulations (sea-
breezes, anabatic and katabatic winds), are not modeled by any of the models.

To see if it is possible to correct some (or all) of these errors, the output from
the physical model is corrected using MOS (Model Output Statistics), which is
basically putting the output from the p..ysical model through a non-physical (sta-
tistical) post-processor, sce Figure 46. Normally this procedure is used to predict
parameters not forecasted directly by the model, as eg the minimum temperature
at a specific location. See Glahn and Lowry (1972) for an introduction to tradi-
tional MOS. Two different types of MOS are used here: a Oth order linear model
that corrects only systematic under/over-prediction and scaling on a sector-by-
sector basis, and a neural network with different combinations of the output from
the physical model and neasurements as input.

To test the effect of these two MOS approaches, 6 stations (out of originally 50)
have been selected: 3 ‘good’ stations where the newtral model performed well'”:
stations 19, 56, 57, and 3 ‘bad’ where the neutral model did not perform wellit:
stations 29, 35, 41. The parameters of the MOS systems are optimised using data
from December 1990 to May 1991 (the first half of the period) and they are tested
on the data from June 1991 to November 1991 (the last half of the period).

Before the presentation of the two MOS systcms two aspects of the forecasting
problem will be analysed: What is the effect of not using the local corections (ie
not using the WASP matrix)? and what is the inherent variation of the observed
wind speed:?

17 Meaniag that the model forecast rms ervors were better than 0.7 times the persistence errors

for thie +18 and +36 hour forecast.
15 ) feuning that the model forecast rms ecTors were greater tham the persistemce erfors.
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Forecast from
HIRLAM/WASP
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CORRECTED WIND FORECAST

Figure {6. midnofwnuﬁnga!mtmdmaph’aiulmoulwithu
statistical post-processor (MOS). In this project the MOS sysiem is either linear
regression or neural networks.

14.1 Sensitivity to the local corrections

To see whether the inclusion of the local corrections from WASP actually improves
the forecast in transforming the HIRLAM forecast down to the surface layer, it
has been tried to rua the neutral model without applying the local corrections (ie
without the WASP matrix) on the 6 selected stations. Not using the local correc-
tions can be expressed in “WASP language” as that the stations are considered
as not being influenced by obstacles and orography, and having a homogeneous
mu;lmeulengthinllldilectionsofo.O:lm.Tbemnlumbeneenin’hblezo
in Appendix C, an example is shown in Figure 47. It appears from the figure and
the table that the local corrections improve the forecasts for the ‘good’ stations;
mainly by reducing the mean error. For the ‘bad’ ones the local corrections some-
timuincmsutbemeanmudmeﬁmuthemerm.ltmbenentht
some stations (eg station 29) can not be ‘saved’ (ie the value of the evaluation
parameters of the model brought under thase of the persistence model) by either
method.

Tbemwhytbe‘b.d‘muoumpudmedmwhenuiuwmhdue
t0 the fact that the direction is predicted wrongly by HIRLAM (cf Figure 41), and
M,namnqm.themncﬂmhtbelocdeﬁecumuha&om;mg
m.Asummple,eouddu;nntlocueduahhdde: if the free-stream
vildhactullyeoningfmnlmdbutkpredicud-mh;fromthehh.the
resulting local wind will be much too high.

14.2 Statistical properties of the observed data

%pﬂahﬂuﬂadthmﬁmhthbﬂuﬂum;lmdthe
mmaﬁdmommudmumw.n
mhmﬁmt&u&&‘w'mmmnhmmm.
and the standard deviations (from the mean) are of the same magnitude as the
wﬂu.m‘;wd'um—outheﬂhuhud-hwhi;hammd
mmduddevmmhdamdhtm@ludethutbem.Th'ui-agenenl
feature: ‘good’ stations have means higher than the standard deviation, and ‘bad’
lower or equal. As a rule one would place wind turbines at sites with high winds.
In these cases the neutral HIRLAM/WASP model is seen to perform well.
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14.3 Oth order system

‘The Oth order MOS model used here takes output from the HIRLAM/WASP model
and calculates the linear relationship between it and the observation. This is done
sector by sector {.c the twelve 30 degree sectors:

Ughs = a(6;) + b(0,)uy /w(a-‘) (122)

where u),, is the observed wind, YH/W the forecasted wind form the HIRLAM/-
WASP model coming from the direction sector 6,, and a(6;) and b(8;) are the
regression coefficients of the twelve 30 degree sectors. The relationship is estab-
Jished using data from the first half year (ie from December 1990 to May 1991)
and tested on data from the last half year. The result is shown in Table 12 for
the +3, +18 and +36 hours forecast. There is no quantitative difference between
these three look-ahead times and the ones not shown. As can been seen there is an
improvement when using this method: ‘good’ stations are as a rule left untouched,
with a slight bias toward an improvement, and the performance of the predictions
for the 'bad’ stations is without exception improved. The ‘bad’ stations are actu-
ally improved to such an extent that after having applied MOS they can all be
classified as ‘good’.

It is likely that this method - in the limit - will perform better or as well as an
optimal WASP analysis, particularly since the data are binned in directional bins.
The reason is that looking at the two methods as black-boxes they both have (if
we consider speed only) one scale-factor per sector. Actually, the linear method
has the theoretical possibility of being better since this method also has an off-set,
ie 2 parameters.

14.4 Neural networks

Neural networks will now be used as the model for predicting the wind locally.
A neural network is a network of heavily connected simple computational units
and it is characterised by its number of input, hidden and output neurons (for
a more detailed description of neural networks see Section 9). A network is also
characterised by the type of input and output, here the measured wind is used as
input and the networks are trained to give a prediction (of eg the wind 18 hours
ahead) as output.

To select the best neural network for the desired task, involves quite a bit of
trial-and-error, since no rules of thumb exist concerning the optimal number of
meurons and the number of layers in the network. The straightforward rule, that
the more neurons, the better the result, is not valid. However, in a study similar
to this (with respect to some points) Landberg (1992) found that simple neural
metworks (as eg the (1,5,1) net, for a definition of this syntax, see Table 11) gave
satisfactory results, compared to persistence as well as to more complex aetworks
(as eg (5,10,10,1)).

The searct for the optimal network is therefore carried out among the networks
listed in Tatie 11. Studying the errors that these networks cause, an unexpected
feature is seen: the only thing that governs the performance of the network is the
number of input units, ie a (1,1) network gives the same error and rms error as
a (1,8,8,1) network, This means that all the neural network can learn about the
relation between the forecast generated by the model and the observations, can
be described by very few weights and thresholds. In the case of the (1,1) network,
only one weight and one threshold is involved, ie a linear relation between the
output of the forecasting model and the obeervations. This is actually what has
been investigated in the previous section. Note also that the rule stating that more
neurons do not necessarily Jead to higher accuracy is confirmed.
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The interesting result of the runs is that the neural network MOS system im-
proves the forecasts for the ‘bad’ stations and leaves the forecasts of the ‘good’
stations more or less untouched. For the ‘bad’ stations, the forecasts are not only
improved relative to the neutral model but also relative to persistence; actually,
the forecast is, after MOS has been applied, now a ‘good’ forecast. Two examples
of this are given in Figures 48 and 49. Figure 48 shows the 36 hour forecast for
Birmingham (station 57, a ‘good’ station), it can be seen that the HIRLAM /WASP
model is performing very much like the neural networks, especially if the smaller
mean error is also considered. In Figure 49 the 36 hours forecast of Salamanca
(station 29, a ‘bad’ station) is shown, it can be seen that all neural networks per-
form better than the persistence model, contrary to the HIRLAM/WASP model,
and thereby converting the ‘bad’ station to a ‘good’ station.

Another way of training the neural network MOS - aimed directly at wind
energy use - is to apply the power-curve (Figure 22) to the predictions and the
observations before training. This would put more emphasis on the interval be-
tween the cut-in and cut-out wind speeds. This procedure has not been tried here.
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Figure §7. A comparison between using the full neutral HIRLAM/WASP model
and using the model without the WASP corrections for the 6 selected stations For
each station € bars are displayed in groups of 3: the first three are the mean ervor
(in m/s) of the model withont WASP corrections (‘No wasp’), the full neutral
HIRLAM/WASP model (‘wasp’) and persistence (‘persist’), respectively; the last
three bars for cach station are the rms error (in m/s) for the 8 different models.
The comparison is made for the +18h forecast for data from the last half of the

period (June 1991 to November 1991.)

Table 10. A list of different statistical properties of the observations from the 6
selected stations. The first column is the name and stotion number, the second the
mean of the wind speed (in m/s), the third the standard deviation (in m/s), and

the fourth the number of observations.

Station Mean Std. dev. No. obs.

Abbeville (19) 457
Salamanca (29) 2.96
Braganca (35) 281
Miinchen (41) 3,01
Manchester (56) 411
Birmingham (57)  3.76

262 2me
248 247
232 2631
201 2830
2.70 2863
2.20 2863
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Figure {8. The performance (mean error (the lower bar of the two bars per model)
and rms ervor, both in m/s) of the 14 tested neural networks compared to the HIR-
LAM/WASP model (‘H/W’) and persistence (‘persist’) for Birmingham (station
57) for the 36 hour forecast.

Table 11. The different neural networks used in the trail-and-error approach of
finding the network that smproves the forecast by the neutral mode! the most. The
network architecture is read as follows: the first number in the parentheses is the
number of neurons in the input layer, the last is the number of neurons in the
cutput layer, and the numbers in between are the number of neurons in the hidden
layers (eg (5,8,1) is a 3-layer network with § input units, one hidden layer with 8
units and ! output unit).

(1.1) (5.1) (8.1)
(111) (@851 (1.8.1)
(51.1) (551) (581)
(81.1) (851) (88.1)
.1881) (888.1)
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Directional dependent neural network MOS

To see whether the forecasts can be improved, having knowledge of the direction,
the thresholds and weights of the (1.5,1) network has been made dependent on
direction. Each threshold and weight is now a function of twelve 30 degree sectors.
The network has then been retrained. This procedure is equivalent to having 12
networks each trained on the appropriate subset of the observations. The problem
here is that the grouping of the observations (of which only half a year is used)
results in some rather small groups, most are sufficiently large, though. Looking
at the results, cf Table 21 in Appendix C, it is seen that no farther improvement
for the ‘bad’ stations is found, and that the ‘good’ stations are only slightly better
as compared to MOS using neural networks not dependent on direction, but still
worse than the linear model. This is somewhat surprising, since one might expect
that the knowledge of the direction would make it easier for the neural network.
This not being the case, confirms the fact that the neural networks mainly see the
persistence.

14.5 Conclusions MOS

As can be seen from Table 12 does the Oth order linear MOS system perform
as well as, and sometimes even better, than the neural network MOS. Since the
training of neural networks is much more time-consuming and complicated, it
must be concluded that for MOS, only the linear model is needed.
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Table 18. The result of the two MOS systems applied to the 6 stations for the
8, 18 and 36 hour look-ahead times compared to the HIRLAM/WASP mode! and
persistence. The two MOS sysiems are optimised on data from the period December
1990 to Moy 1991 and tested on the second half year (June 1991 to November
1991). The column labeled ‘#’ contains the station number, the ‘F’ column is the
Jorecast time (in hours), the column marked ‘Oth MOS' is the value of either the
mean ervor (e,) (model-observed) or the rms ervor (RMSE, ) (in m/s), the column
marked ‘NN MOS’ is the value of either the mean ervor or the rms error of the
(1,5,1) neural network. Columns marked ‘rel. H/W’ are the absolute values of the
statistical quantities divided by the model output from HIRLAM/WASP, cclumns
marked ‘rel. pers.’ are the absolute values of the statistical quantities divided by
the result of the persistence forecast, o station is ‘good” if this last number is less
than 1.0 for RMSE for the +18 and +36 hour forecast.

Oth order MOS Neural network MOS

# F Oth MOS rel. H/W rel. pers. NN MOS rel. H/W _ rel. pers.
19 3 [ 0.06 0.07 5.00 0.02 0.02 1.67
RMSE 2.06 1.03 113 2.09 1.05 1.15

18 e 017 0.94 850 -0.09 0.49 391
RMSE 2.10 0.97 0.70 2.16 1.00 0.72

36 e 0.09 0.15 15.00 0.30 0.49 50.00
RMSE 242 1.03 071 221 0.93 0.65

5% 3 e -0.11 0.38 27.50 -0.10 0.34 25.00
RMSE 1.51 0.74 0.98 213 1.04 1.38

18 e -0.09 0.64 6.92 -0.19 1.36 14.62
RMSE 1.72 0.94 0.62 1.84 1.01 0.66

36 e -0.4 017 20.00 -0.20 0.89 100.00
RMSE 2.38 1.10 017 217 1.00 0.70

57 13 e 0.21 7.00 210.00 -347 12837 3470.00
RMSE 1.51 0.76 1.14 213 1.06 161

18 e 0.25 0.81 13.16 -3.36 10.69 176.84
RMSE 1.76 0.99 0.73 2.08 1.18 0.87

36 e 015 1.25 15.00 0.27 2.32 27.00
RMSE 1.74 091 0.64 1.90 1.00 0.70

2 3 e 0.08 0.05 20.00 -0.02 0.01 5.00
RMSE 2.79 0.68 1.47 284 0.69 1.50

18 e -0.24 0.13 11.43 -0.21 0.11 10.00
RMSE 237 0.70 083 252 0.74 0.88

36 e -0.08 0.04 0.95 0.23 0.14 365
RMSE 2.49 omn 0.78 2.66 0.75 0.80

3 3 e -0.13 0.09 217 -0.13 0.09 217
RMSE 249 0.58 1.42 2.70 0.63 1.54

18 e 0.06 0.02 0.88 -0.12 0.04 1.76
RMSE 248 0.50 0.96 3.06 0.62 1.18

36 € 0.18 0.08 7.83 0.31 0.13 13.48
RMSE 204 0.52 0.68 2.19 0.55 0.73

49 3 e ~0.08 0.04 37 0.07 0.05 4,33
RMSE 1.98 0.86 1.2 195 0.86 1.29

18 e -0.14 0.14 46.67 -0.12 0.12 40.00
RMSE 1.70 0.86 0.7 113 0.88 0.77

k ) ] -0.09 0.06 10.00 -0.04 0.03 4.44
RMSE 2.18 0.99 0.83 2.10 0.95 0.80
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15 The stability-dependent model

lnotdawnewhethaithpodbletoimpmthepredicﬁonlkﬂloﬁl\emtnl
HIRLAM/WASP model, a stability dependent version of it will be developed. First
of all, it must be tested if the ervor of the neutral model is dependent on stability
or not. To this end, the vertical buoyancy flux, B,, will be used as an indicator of
atmospheric stability, it is defined as

”c Hl
B, = T + 0.608 I. (123)
where H, is the sensible heat flux, 8 the potential suriace temperature, c, the
specific heat of dry air at constant pressure, H; the latent heat flux, and L. the
latent heat of condensation at 0°C. B, in HIRLAM is, contrary to normal conven-
tion, positive when the heatflux is directed downwards, ie when the atmosphere
is stable.

A plot of the error versus stability for May 1991, for all stations, for the neutral
model with forecast length +3 hours is shown in Figure 50. This figure shows that
as the stability of the atmosphere gets further and further away from neutral,
there‘uutendencyﬁxthemtoincrem.'l‘heconclusionofthisbeiu,tm-
if we can succeed in modelling the stability dependence - it can be expected that
the inclusion of stability dependence will reduce the model error.

Another interesting fact appearing from the figure, is tha: there seems to be a
majority of unstable situations, this is valid for day-time conditions, but also -
move surprising - for night-time conditions. This is due to the fact that during the
summer the model surface receives 3o much solar radiation, that it continues being
warmer than the atmosphere during much of the night, Jergensen (1991, private
communication). This is obviously not a true model of the atmospheric stability.
Furthermore, it has been reported that due to an error, the initial analysis makes
thumplaemmmbhthnithhuuhty.mmmththe
opposite direction than the one seen. The lack of daily variation, is expected to
have influence - in a negative way — on the performance of the stability dependent
version of the HIRLAM/WASP model.

15.1 The model

Using the theory in Paxt I, it is possible to construct a model that takes stability
htoweo\un.ltisintvoplamthniﬂsmytochngetheuuttdl{m-
LAM/WASP model: in the geostrophic drag law, where the A and B parameters
mnadesubiﬁtydepudut,ndinthenbdtypmﬂe.whreummw
dependest term bhas to be included.

The stability dependence of the wind profile is quite well established, but ue-
MnuﬂyMehmdnﬂowhthAndBMuvm
conseasus has been reached, see Section 2.4. Therefore, all the different sugges-
tions have been tried out. Mhum,nswo(thdiﬁuulmmhaho
tested, the averaged curves are shown in Figure 51.

The 7 different models listed in Table 13 are tested on data from the entire
period on the 3 ‘good’ and the 3 ‘bad’ stations, see Section 14 for definitions. The
results are shown in Figures 52 and 53.

As can be seen from the figures, the stability dependent models perform quite
pootlyeompuodtopudﬁemuwellutotbenemnlnodd.Soconnrylowm
mupected.thehdumdnnuﬂtydouminpmﬁem:kﬂkm
ma,mmmmmuwmmnmmmmnd
u.mmmmammm(umu)wmy.
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Figure 50. The ervor of the neutral model plotied versus stabilily. Data are from
the 3 hour forecast for all stations in May 1991. As ar. indicator of stability the
vertical buoyancy fluz, negative for unstable conditions, defined in Eq. 123, is used.

Figure §1. The evernge A and B curves of all the proposed curves as s function
of u.

As a consequence of the above-mentioned, another situation occurs quite fre-
quently: with the set-up of the stability parameters, the Coriolis parameter, and
the roughness length, we get a function G's. ) that has no solution for the geostrophic
wind, G, output from HIRLAM, see Figure 54 for reference, meaning that it is
impossible to obtain a soluticn, ., and as a consequence a prediction of the local
wind. This occurs between 10 to 50 per ceat of the time for all the models. Axn

occurrence of 50 per cent rejections is totally unacceptable, if a wsable forecasting
systen. is wanted. 1t means that every second forecast is not available.
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Figure 52. The mean error and the rms ervor of the 7 stability dependent models
run for the entire period on data from the ‘bad’ stations (29, 35, and 1) compared
to the neutral HIRLAM/WASP model (*H/W’) and persistence (‘persist’).
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Figure 58. The mean crvor and the rms error of the 7 stability dependent models
run for the entire period on data from the ‘good’ stations (19, 56, and 57) compared
to the neutral HIRLAM/WASP model (‘H/W"’) and persistence (‘persist’).
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Table 13. The siz stability dependent models plus the averaged A and B profiles.

stab01  Zilitinkevich, 1975
stab02  Arya, 1975

stab03  Arya, 1977

stabO4 Long and Guffey. 1977
stab05  Billard, 1981

stab06 Jensen et al, 1984
stab07  Average of the above

]
]
1
]
]
]
]

3 soeee Arya, 1975

- Gaseea Zilitinkevich, 1975

- GEeeO Biilara et al., 1981

g LA Arya, 1877

1 06900 Long and Guftey, 1977

Aodaad 4

0 i ) NS SR i 1. —1 1 1
00 01 02 03 04 05 06 07 0B 09 1.0
U,

Figure 5{. G plotted versus u, u.m? the geostrop.ic drag law for a certain set of
parameters (29 =0.03, fo =1.2 1074, pud = 1.78) for some of the selected models.
Note that winds output from HIRLAM (ie the G's) below 5 m/s will not have a
matching u,, and as a consequence that no local wind can be calculated.

Stedying the two stability parameters (the latent and sensible heat flux) output
from HIRLAM will cast some light on the problem, since there is » lack of the
expected daily variation (cf Figure 55). This is explained by the fact that stations
situated up to 2 grid-spacings (110 km) from the coast, will have values taken from
gridpoints that have a prescribed constant sea surface temperature taken month
by month from climatological values. This inhibits — of course - the variation. The
displayed station (Abbeville) is 25 km from the coast, and falls therefore within
the category mentioned above. It must be stressed that HIRLAM is a state-of-the-
art forecasting model, and therefore that we cannot expect to find other models
giving better results. So the aim of studying the stability dependence is as muca
to see whether the stability - at present - can be modeled with sufficient accuracy
to be used for short-term prediction. As can be seen from the above, this is not
the case, yet. It shoulu . - noted, however, that modelling the boundary layer
(including the fluxes) is one of the major fields of ongoing research.
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Figure 55. An ezample of the variation of the sensible (3rd r-azis from above) and
the latent heat fluz ({th z-azis from above), H, and H;, respectively. The data
are taken from Salamanca (station 19), and are for the +3 hour forecast, which
are taken ot 03 and 15 UTC, in the peviod March 10th to June 18th 1991. The
wppermost lines are the predicted (thin line) and the observed values (Bold line),
the line around the 2nd x-azxis from above is the error (predicted — observed) in
m/s.
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16 Other prediction methods

16.1 Statistical methods

In this section two other methods for short-term prediction are presented. They
both base themselves solely on observed values, ie no physical modelling at all is
involved. The two methods are:

o A simple linear correlation
o Neural networks

These methods are - in compliance with the testing of the other models de-
veloped so far — optimised on data from the first half year of the one year pe-
riod (December 1990 - May 1991) and evaluated on the last period {June 1991
- November 1991). Note that in this case approximately 2900 observations are
available, since all of the 3 hourly observations are available. This is contrary to
the HIRLAM/WASP model where only forecasts every 12 hours are at hand for
each look-ahead time, because HIRLAM is only run twice a day.

Linear model

The linear model uses the same principle as the linear model in the section about
MOS: however, instead of using winds output from a physical model, previous
(known) observations are used. In this simple approach the linear relation between
the wind 24 hours ahead (say) and the presently observed wind is established,
according to the following formula

u(t) = a(t) + b{(t)ups(0) (124)

where u(t) is the wind at look-alicac. ime ¢ and Ughe(0) is the obseived wind
at the beginning of the forecast pc:-an. ~(t) and b(t) are the coefficients linking
the observed wind at time ¢ = 0 tu :ke cbserved wind at time t. Note, that no
dependence on direction is modelled.

The linear model has been tried on the 6 selected stations and the results of the
forecasts are found 1o be very good, especially for the ‘bad’ stations where the rms
error is slightly better than that of the HIRLAM/WASP model with linear MOS
applied. The mean error is of the same magnitude for the ‘bad’ stations. For the
‘good’ stations the results are of the same magnitude. Bear in mind that these
models base themselves on observations only. The results are listed in Appendix C,
Table 19. Examples of results using the linear model are shown in Figures 60 to
65 in Section 17.

The sensitivity to the number of samples used in the optimisation of the linear
model has been investigated. It can be seen from Figure 56 that if less than 600
samples (ie approx 2.4 months) are used, the forecasts will be highly unreliable
in the sense that the mean error is fluctuating rapidly. After 600 samples is can
be seen that some seasonal variation is still present even out to 1400 samples (ie
approx. 5.7 months). Clearly, &t least one whole year must be covered, to take all
seascnal variation into account.

Forecasting with neural networks

Two different neusal networks have been trained on the first 1448 observations
(equal to the first half year): a very simple network (1,5,1) and a more complex:
(5,10,10,1). Remember that one of the conclusions, when using neural networks
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Figure 56. The mean error (in m/s, solid circles) and the rms ervor (in m/s, solid

squares) of the linear model predicting 18 hours ahead for Manchester (station

56) plotted cgainst the number of samples used during the optimisation of the
parameters. All the models have been tested on the last half of the period.

to do MOS, was that the complexity did not play any role with respect to perfor-
mance, and that, furthermore, the neural networks did not perform better than the
simple linear MOS. The validity of these statements is tested for neural networks
trained on observations only in this section.

It is found thas the use of neural networks as the predicting tool for the 6 selected
stations does not perform better than the HIRLAM/WASP model with linear MOS
for the ‘bad’ stations and without MOS for the ‘good’ ones. Furthermore, is it
found that — in this case of only two different models - the more complex network
performs better than the simpler one. The difference is not very pronounced,
however. Examples of the performance of the (5,10,10,1) network are shown in
Figures 60 to 65 in Section 17.

It has been tested to see how strong the influence of the number of samples in the
time series (ie the time spent carrying out on-site measurements) is on the different
evaluation parameters. Referring to Figure 57, it can be seen that especially the
mean error is dependent on the number of samples, but after approximately 700
samplez the error seems to have found its level, with oaly small oscillations around
this. The pattern is very much like that found for the linear model. The sensitivity
to the number of iterations in each training session has also been investigated
and it was found that within the range of 500 to 10000 iterations there was
20 dependence. All other networks in this project have been trained using 2000
iterations. Finally, the sensitivity to the magnitude of ¢ has been Jooked into and
wo dependence of the mean error or the rms error was found for a fived number
of iterations (2000) either.

16.2 Conclusion, statistical models

As stated above, the linear and the neural network models does perform equally
well. They have both performances that are equal to or better than the physical
model. Since the training and implementation of the linear model is much simpler
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Figure 57. The mean ervor (in m/s, solid circles) and the rms ervor (in m/s, solid
squares) of the (1,5,1) neural network predicting 18 hours ahead for Manchester
(station 56) plotted against the number of samples used during the training of the
network. All the networks have been tested on the last half of the period.

than the neural network, it must be concluded, that if on-site data exists the linear
model should be used.
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16.3 Using the UK Meso-scale model

To see the effect of the resolution (mainly spatial, but also temporal) of the weather
prediction model on the performance of the model predicting local wind condi-
tions, the British Meteorslogical Office’s UK MESO (United Kingdom Meso-Scale)
model is used instead of HIRLAM. The model is non-hydrostatic and has a spatial
resolution of 15 km (HIRLAM: 57 km). The UK-MESO covers only the United
Kingdom, Ireland, and minor parts of continental Europe and can therefore only
be used for the stations situated in the United Kingdom. See Golding (1990) for
further information on the UK MESO model.

The output used from the model is the 10 m wind. The model we then develop,
is taking this wind and correcting it for the local effects. The assumption is that
the 10 m wind output from the UK MESO model is completely unaffected by local
conditions. This is of course not true, since the orography of the United Kingdom
is present in the model. But because of the resoluticn of UK MESO, the orography
is not resolved on the same scale as in WASP. Comparing the forecast using UK
MESO and WASP to the HIRLAM/WASP model for all the selected stations in
the UK (ie station 1, 60 and 52 to 58), we see, without any exceptions, that the
rms error is reduced with typically 70 - 80 per cent. The mean error is typically
of the same magnitude as when using the HIRLAM model. An example of this is
shown in Figure 58. There are, however, a few stations where the mean error is
quite big: station 1, 57 and 38, where the error is typically around 1 m/s. Note
that no MOS was applied to either of the models, so biases like these would have
been removed if it was used.

In conclusion it can be said that - as expected - the higher spatial resolution
gives improved forecasts. Note that the ‘price’ paid for this improvement is a
significant reduction of the arca covered. This fact can only be changed with the
use and development of more powerful computers.

2.0 YT T T TrTTT T Y TV T OTTYYT Y T TTTT

Look-achead time (hours)

Figure 58. The mean ervor (in m/s, dencted by circles) and rma ervor (in m/s,
denoted by squares) of the HIRLAM/WASP-model (open symbols) compared to the
UK MESO model (solid symbols) combined with WASP for Manchester for the
entire period (December 1990 to November 1991). The look-ahead time (in hours)
ts along the z-azis.
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17 Summary and conclusions

In this section a brief overview of the study will be given, since quite a few models
have been presented. Furthermore, a conclusion will be given as to which models
are 10 be used when.

Eight different models have been used in this study, they are listed in Figure 59.
They can basically be grouped in two:

1. Models that use numerical weather prediction models (NWP) (such as HIR-
LAM and the UK MESO model).

2. Models that base themselves solely on observations.

The first group can be subdivided into models that use physical models only
(the HIRLAM/WASP in its neutral and stability dependent versions and the UK
MESQ/WASP models) and models that are based on some statistical knowledge
of past observations (the two MOS (Model Output Statistics) models, one based
on a linear relation and another based on a relation generated by & neural net-
work). Likewise, the second group can be subdivided in two: one that does nothing
to the observations (the persistence model) and one that performs some sort of
transformation of the observations (the linear and the neural network models).

| Circar ol |——— @t 15
| (Rt | — @ mosts1)

IRLAM AsP —@ ww22)
MOS, lineas mos0 (13.3)
mosi(na) (13.4)
[ stability Dependent Model - ~@ subility (14)
[ukmeso] {war} — @ mesor WASP (15.3;

Figure 59. An overview of the different models used to predict the local wind con-
itions. ﬂcnumknh&cnmﬁeoﬁn]ntommmmmddb
described.

The emphasis in this study has been laid on the development of the neutral
mdduﬁuwtputﬁommm,tmmmitothemhmhm,md
correcting the resalting free-stream wind for local effects using output from the
WASP model. The neutral model has also been extended to include stability de-
pendence.

17.1 Comparing the 8 models

h?mmwwﬁsthwamudtMmmdmmtmodehm
.imbtthetsmm.sdectedhndaerm-iuﬁon.nmdmm
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are categorised as ‘good’, ie well predicted (as compared to persistence) by the
neutral version of the HIRLAM/WASP model, and three as ‘bad’. This ratio of
‘good’ to ‘bad’ is not representative of the 50 stations studied, since a¢ least 80
per cent of these are labeled as ‘good’. It is well known, however, that one learns,
not from the successes, but f .m the failures.

To make a fair comparison of the different models, only data from the last haif of
the period (ie from June 1991 to November 1991) has been used in the evaluation
for all the models. Of the stability dependent models only one of the 7 is presented
as an example.

17.2 Conclusions
A number of conclusions can be drawn:

o The performance of existing forecast methods (mainly persistence) has been
surpassed significantly by the methods developed and presented in this study.

e At sites with high mean wind speeds the neutral HIRLAM/WASP model is
found to perform particularly well.

o If no data is available at the site (the typical case) the neutral version of the
HIRLAM/WASP model should be used. If an NWP model exists with a higher
resolution than HIRLAM, it should be used instead. If the site is dominated
by strong local thermally driven circulation, the model should be used with
great caution.

« For look-ahead times shorter than 3 to 6 hours, the persistence model should
be used, since none of the models perform as well.

o If on-site data is available two approaches can be taken:

— If output from NWP models is at hand the forecast using the neutral
version of the HIRLAM/WASP model should be used, corrected with the
linear MOS madel

— If no output from from NWP’s is at hand, the linear correlation method
based on observations only should be used.

o The stability-dependent version of the neutral model failed to produce any
improvement over the neutral model, mainly because of the difficulty for the
NWP model in predicting the heat fluxes at the surface.

o The neural networks performed quite well, often better than the neutral HIR-
LAM/WASP model, but since the much more simple linear models performed
equally well (for the MOS version and for the prediction based on obeerva-
tions only), it must be concluded that meural networks - in this study - have
not shown any cutstanding performance. This is most likely due to the fact
that, even though the problem of predicting the wind locally is a bard one,
persistence is performing quite well, and there is not much for the neural
network to ‘learn’.
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Figure 60. The comparison of the eight models for Abbeville (stat. 19). The first bar
(of the two for each model) is the mean error (in m/s) and the second is the rms
error (also in m/s). An cxplanation of the different abbreriations of the different
maodels can be found in Figure §9. ‘N/A’ means that the UK MESO forecast 1s not
available, because the station 1s not within the area covered by the model. Abbeville
is categorised as o ‘good’ station meaning that the HIRLAM/ WASP model predicts
it well (as compared to persistence).

mosd slablity mpnd ponist

Figure 61. The comparison of the eight models for Salamanca (stat. 29). See Fig-
ure 60 for explanation. Salamanca is ¢ ‘bad’ station.
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Figure 62. The comparison of the eight models for Braganca (stat. 35). See Fig-

wre 60 for ezplanation. Braganca is a ‘bad’ station.
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Figure 63. The comperison of the eight models for Minchen (stat. {1). See Fig-

ure 80 for explanation. Munchen is ¢ ‘bad’ siation.
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Figure 6. The comparison of the eight models for Manchester (stat. 56). See
Figure 60 for ezplanation. Manchester is a ‘good’ station.
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Frgure 65. The comparison of the eight models for Birmingham (stat. 57). See
Figure 60 for ezplanation. Birmingham is a ‘good’ station.
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17.3 Using the models

In this last section a sketch of the possible use of the neutral version of the
HIRLAM/WASP mode! will be given. The problem is that HIRLAM is only run
twice a day (at 00 UTC and at 12 UTC). This means that for a given time of
day there will only be forecasts available from a certain look-ahead time. As an
example, consider the available forecasts for 09 UTC:

o the +9 hous forecast from the model run at 00 UTC on the same day.
o the +33 hour forecast from the model run the day before at 00 UTC, and
o the +21 hour forecast from the model run at 12 UTC the day before.

A complete overview of this is given in Figure 66.

(+00) [(e03) | +08 | o089

00 UTC Forecast
428 | 427 | *30 | +33 | 38

(+00) |(+03) | +08 | 409 | #1232 [ +18 | +18 | o1
[] 3 [ L 12w W

Time of day (UTC)

.38
12 | o153 | 18| €21 | 224 | +27 | +30 | +33 §12 UTC Forecast

Figure 66. The available forecasts during the day from HIRLAM. Numbers in
parenthesis refer to the fact that the forecasts are not available, until between 3 to
6 hours after the observations were made.

The implementation of the model is quite simple: In the case of a single wind
turbine, only 24 values from the NWP model (the = and y-components of the
forecast wind every third hour for 12 time steps) are needed twice a day. These
values can be transferred from the meteorological institute through some electronic
transferal system, by fax, or by phone. When the values are received they are
entered into the PC, the program developed in this study is then run (taking
less than 30 sec) and the forecasts are output from the PC. These forecasts can
then be used in the planning and scheduling of the conventional power plant.
This procedure is depicted in Figure 67. Before the first forecast is made, a WASP
analysis of the site, similar to the one sketched in Section 12.2, has to be carried
out. In the analysis the following topics need to be accessed: the distribution of
the ohstacles around the site, the roughness of the surrounding terrain, and the
orography of the terrain. This information has then to be entered into WASP, and
the program run. The resulting correction matrix for the local effects can then be
output from WASP.

If a wind farm is considered, the power production must be analysed using a
program that takes the fact that the turbives most likely will be in each-other’s
wakes into account. A program that does this is PARK, see Sanderholf (1993).

If - for scheduling purposes - forecasts with a higher temporal resolution are
needed, these can be obtained either by linear interpolation between the existing
forecasts or by obtaining more detailed output from the NWP. Generally NWP
models have time-steps of the order of a few minutes.

Rise-R-702(EN) 11



Met. inst. |

On-slte PC |

H

Figure 67. The implementation of the neutral model.

12

Riss-R-702(EN)



Acknowledgements

This study has been funded by the Danish Research Academy and the EEC
JOULE-programme under contract JOUR-0091-C(MB). The HIRLAM data and
the observations have been provided by the Danish Meteorological Institute. The
British Meteorological Office has through Rutherford Appleton Laboratory pro-
vided the data from the UK MESO model.

1 would like to thank Dr Aksel Wallge Hansen, University of Copenhagen, Geo-
physical Institute, Dr Erik Lundtang Petersen, Dr Sgren E. Larsen and Jakob
Mann, all from Department of Meteorology and Wind Energy, Risg National Lab-
oratory for helpful discussions and Frances for correcting ‘bad language’ and for
letting me share my life with her.

I would like to thank Niels G. Mortensen for being a good colleague and for
scrutinising the draft, resulting in many good corrections I would also like to thank
Dr Simon J. Watson, Rutherford Appleton Laboratory, for good coorporation
and for being the ‘yard-stick’ at RAF Dunkeswell. At the met. station at RAF
Dunkeswell I would like to thank Mr John Pawley for being very helpful. Finally,
1 would like to thank Rasmus Poulsen for digitising the maps of Dunkeswell.

Rise-R-TO2(EN) 113



Dansk sammendrag

En model til at lave kortfristede forudsigelser (dvs op til 36 timer) af lokale vind-
forhold (dvs den vind, der males af anemometret pé en meteorologisk mast) er
blevet udviklet og evalueret. Modellen bygger pa forudsagte vinde fra Danmarks
Meteorologiske Instituts HIRLAM model. Disse vinde, der blaser i et niveau uden-
for graenselaget, bliver transformeret ned til overfladen ved hjzlp al den neutrale
version af den geostrofiske ‘drag'-lov. Ved overfladen bruges den neutrale vindprofil
og vinden korrigeres for lokale forhold ved hjzlp af Forskningscenter Risps WASP
model. De lokale forhold er: leevirkning af nzrtstiende forhindringer, indflydelsen
af aerodynamisk rubed og af orografi. Denne model vil i det folgende blive kaldt
‘den neutrale model’.

Under udviklingen af modellen viste det sig, at den faktiske modelvind i 137 m’s
hejde fra HIRLAM gav de bedste resultater. Dette i modstrid med hvad man
ville forvente, nemlig at det var den geostrofiske vind, der ville give de bedste
resultater. Forklaringen pi dette er formentligt, at det er forbundet med vanske-
ligheder at beregne geostrofvinden nojagtigt i en model, der benytter sig af et
a-koordinatsystem. Et o-koordinatsystem er et system hvor vertikalkoordinaten
er det atmosfzriske tryk normaliseret med trykket ved overfladen.

Modellen er blevet evalueret ved at bruge observationer af vindhastighed og
-retning fra 50 meteorologiske stationer fordelt over hele Europa. Der er blevet
brugt observationer fra et helt &r (december 1990 til og med november 1991).

Resultatet af evalueringen er, at modellen er bedre end en persistensmodel -
efter 4-6 timer. En persistensmodel er en model, der anvender den seneste ob-
servation som forudsigelsen feks 18 timer frem. Arsagen til, at den her udviklede
model forst er bedre efter en vis tid, er, at de fejl, der uundgdeligt optrader
i en numerisk vejrforudsigelsesmodel, er sd store at den simple persistensmodel
forudsiger mere nojagtigt i begyndelsen. Som et eksempel kan det navnes, at for
18 timers forudsigelsen var 80% af stationerne forudsagte bedre ved hjlp af den
neutrale model end af persistensmodellen. Det viste sig, at observationer fra sta-
tioner med hpje middelvindhastigheder (set i forhold til standard-afvigelsen) var
bedre forudsagte end stationer med lave middelhastigheder.

Endvidere blev en stabilitetsafhaengig (dvs afhangig af den atmosferiske sta-
bilitet) version af den foromtalte neutrale model udviklet og afprevet. Det viste
sig, pi grund af vanskeligheder (for dagens matematiske modeller af atmosfaeren)
ved at forudsige varmefluksene ved jordoverfladen, at denne stabilitetsafhzengige
model ikke forbedrede den neutrale models forudsigelser.

Et andet tiltag for at forbedre den neutrale models forudsigelsesevne var at an-
vende MOS (Model Output Statistics). Denne metode bygger pd, at man forspger
at finde en feks linezer sammenhang mellem det en fysisk model forudsiger og det
faktiskt observerede. Denne metode gav meget gode resultater, iswr for de 20%
af stationerne hvis observationer ikke var forudsagte swrligt godt af den newtrale
model; sk stor, at forudsigelsen blev bedre end persistensmodellens. Hvis det er
muligt, dvs hvis der eksisterer tidligere observationer og forudsigelser, ber den
neutrale model derfor kombineres med MOS.

For at bedsmme den neutrale models forudsigelsesevne blev et antal simple (mht
deres indhold af fysik) modeller udviklet og afprsvet. Nogie af disse modeller byg-
ger p linesr regression og andre pk neurale netvaerk. Det viste sig, at begge disse
typer modeller forudsagde observationerne forbavsende godt; dette kan feks ses af
Figurerne 60 til 65. Da optimeringen af modeller byggende pi neurale netveerk er
betydeligt mere beregningskraevende end modeller byggende pd lineser regression
o;dabeuetypumodeﬂuhvedepdelomdﬁm.mldetmbeﬂuubrm
den mode), der bygger ph lineser regression.
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A Detailed listing of the stations

In this appendix the selected stations will be described in some detail. For an even
more detailed description, see Troen and Petersen (1989). Station 59 (Exeter) was
discontinued on May 31st, 1991, which is in the middle of the period, the nearby
station RAF Dunkeswell (WMO code: 3840) was used instead from June 1st, 1991.
The results shown here for Exeter are oaly from the period where the station was
operational. For a detailed description of RAF Dunkeswell, see Section 11.2.

The letters in the column ‘WASP code’ refer to the country of the station, see
Table 14.

Table 14. The country codes used in the WASP codes.

B  Belgium D  Germany

DK Denmark E Spain

El  Ireland F France

GB Great Britain GR  Greece

| Italy NL The Netherlands
P  Portugal

In the following a list of the selected stations will be given. ‘Number’ is the
pumber of the station used in this study, *‘WMO code’ the World Meteorological
Organization code number for the station, ‘WASP code’ is the code used in the
European Wind Atlas, ‘Name’ the name of the station, ‘Height station’ the height
of the station above sea-level in m, ‘Height anem.’ is the height of the anemometer
in m above ground level (WMO standard is 10 m), ‘Lat.’ the latitude in degrees
North, and ‘Long.’ the longitude in degrees East. * means that the station was
originally selected but later rejected because of lack of data, and t that the station
only reports to the GTS-network every 6th hour.

Number WMO WWP  Name Height Heght Lat. Llong.
code co_!e station  anem.
01 3075 GBOl Wick 350 100 585 -3.1
02 *N/A GB22 Lowther Hit 7270 270 554 338
03 *N/A GB14 Snaefell 6150 130 543 -45
04 *3952 E105 RochesPoint 400 120 518 -83
05 3953 EI06  Valentia 180 120 519 -103
06 3962 EIO1  Shannon 80 120 527 -89
o7 3076 EN4  Belmuliet 90 120 542 -100
08 3980 ENO9  Malin Hesd 240 210 554 =73
09 6030 DKO1 Alborg 30 100 571 9.9
10 6120 DK08 Beldringe 170 80 555 103
11 6180 DKO02 Kastrup S0 100 S56 127
12 6190 DKO9 Rgnne 160 100 551 143
13 6240 NLOL Schipho! 40 100 523 43
14 *6250 NLO5 Terschelling 10 100 534 52
15 6280 NLO6 Eeide 50 100 531 66
16 6370 NLO2 Eindhoven 200 100 515 54
17 6407 BO1  Middelkerke 40 127 512 29
18 6456 B804  Florennes 280.0 64 502 47
19 7005 F11  Abbeville 70 110 501 18
20 ‘7024 F1S __ Cherbourg 1380 105 497 -18
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Number WMO WASP  Name Height Height Lat. Long.
code code station anem.
21 7110 FO1  Brest 1030 105 485 -44
2 t7480 F22 Lyon 201.0 120 457 5.0
23 7510 FO3 Bordeaux 51.0 110 448 -07
1) *7560 F24 Mont Aigoual 1565.0 115 4.1 36
25 17635 Fl4 Carcassonne 130.0 112 43.2 23
26 17647 FO5 istres 4.0 100 435 4.9
27 *B042 EOS Santiago de Compostela  364.0 60 429 -84
28 8160 E13 Zaragoza 247.0 230 417 -10
2 8202 E19 Salamanca 790.0 10.3 409 -55
30 8280 E17 Albacete 700.0 57 389 -19
31 8487 El4 Almeria 20.0 67 369 -24
2 8538 PO7 Sagres 40.0 60 370 -90
3 *gs41 P08 Sines 15.0 80 380 -89
k| 8543 PO9 Viana do Castelo 16.0 110 417 -88
35 8575 Pl4 Braganca 691.0 91 418 -6.7
36 8579 POG6 Lisboa 103.0 7.0 388 -9.1
n 10020 D07 List/Syit 26.0 12.1 S50 8.4
38 10224 DOl Bremen 3.0 100 531 8.8
39 10338 D03  Hannover 51.0 10.0 525 9.7
40 10384 D09 Berlin 48.0 100 S25 134
41 10866 D04 Minchen 5270 100 48.1 11.7
42 16158 N3 Pisa 20 6.0 437 104
43 *16312 015 Gioia del Colle 350.0 60 40.7 169
44 16320 116 Brindisi 150 60 40.7 1380
45 *16332 W17 Lecca Galatina 480 60 402 182
46 16520 121 Alghero 40.0 100 406 83
47 16560 112 Cagliari 180 65 393 91
48 16641 GRO3 Kerkyra 20 40 396 199
49 16716 GR12 Athina 280 100 379 237
S0 16732 GR15 Naxos 9.0 100 1370 254
51 16749 GR20 Rodos 40 70 364 28.1
52 3022 GBO9 Benbecula 6.0 100 575 -74
53 3162 GB15 Eskdalemuir 249.0 100 553 -32
S4 3302 GB02 Valley 100 160 533 485
55 3318 GB10 Blackpoo! 100 120 538 =30
56 3334 GBO3 Manchester 70.0 100 S3& -23
57 3534 GBO8 Birmingham 94.0 100 525 -17
58 3772 GBO7 London 2.0 100 515 -0§
59 3339 GB12 Exeter 310 120 S0.7 -34
60 3862 GB11 Boumemout! 10.0 130 S08 -18
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B The WASP-matrices for each station

In this appendix the matrices containing the local corrections generated by WASP
(using duinp option Pg3 = 3and the ':-dump command) are listed by station num-
ber. The first column (labeled ‘DIR’) is the direction from which the undisturbed
wind comes. The second and third column (labeled ‘INPUT") are user specified
corrections of speed and direction, respectively. The fourth and fifth are the change
in speed and direction, respectively, due to obstacles (labeled ‘OBSTACLES’). The
sixth and seventh are the change in speed and direction, respectively, due to rough-
ness (labeled ‘ROUGHNESS'). The eight and ninth column are the change in speed
and direction, respectively, due to orography (labeled ‘OROGRAPHY"). ‘-9.608'
means that the free-stream wind has to be multiplied by (100-9.608),/100=0.90392.
Finally is the ‘meso-scale’ roughness (ie the roughuness calculated using Formula
100) listed, the column is labeled ‘20'.

Station 1, Wick, Great Britain

DIR 1pUT OBSTACLES ROUGHNESS OROGRAPHY Z0

¢ 0.000 0.000 0.000 0.000 -9.608 0.000 0.000 0.000 0.000406
30 0.000 0.000 0.000 0.000 -9.69¢ 0.000 0.000 0.000 0.000852
60 0.000 0.000 0.000 0.000 -9.69¢ 0.000 0.000 0.000 0.000S51
90 0.000 0.000 0.000 0.000 -9.706 0.000 0.000 0.000 0.000475
120 0.000 0.000 0.000 0.000 -15.263 0.000 0.000 0.000 0.000530
150 0.000 0,000 0.000 0.000 -18.539 0.000 0,000 0.000 0.00109%
180 ©0.000 0.000 0©0.000 0.000 -8.237 0.000 0.000 0.000 0.027754
210 0.000 0.000 0.000 0.000 4.267 0.000 0.000 0.000 0.046942
240 0.000 0.000 ©0.000 0.000 5.312 0.000 0.000 0.000 0.046228
270 ©0.000 O0.000 ©0.000 0.000 5.312 0.000 0.000 0.000 0.046225
300 ©0.000 0.000 0.000 0.000 0.000 0,000 0.000 0.000 0.010000
330 0.000 0,000 0.000 0.000 0.000 0.000 0.000 0.000 0.010000

Station 4, Roches Point, Ireland

bIR mpuT OBSTACLES ROUGRNESS OROGRAPHY z0

0 0.000 0.000 -0.007 0000 0.000 0.000 16.283 -7.215 0.050000
30 0.000 0.000 -0.017 O©0.000 12.473 0.000 0.983 -7.697 0.359560
60 0.000 0.000 0.000 0.000 0.000 0.000 -5.179 1.953 0.100000
9 0.000 0.000 0.000 ©0.000 0.000 0.000 ¢.968 8.525 0.100000
120 0.000 0.000 0.000 0.000 -18.454 0.000 20.185 4.911 0.000361
150 0.000 ©0.000 0.000 0.000 -35.874 0.000 23.741 -1.579% 0.000319
190 0.000 ©0.000 0.000 ©0.000 -11.937 0.000 13.734 -6.178 0.000271
210 0.000 0.000 0.000 0.000 -8.338 0.000 0.995 -5.111 0.000262
240 0.000 ©0.000 0.000 0.000 16.189 0.000 -4.269 1.442 0.038162
270 0.000 0.000 0.000 0.000 24.678 0.000 3.999 6.696 0.08523%
300 0.000 0.000 0.000 0.000 15.746 0.000 15.959 4.713 0.036161
33 0.000 0.000 0.000 0.000 0.000 0.000 19.987 -1.093 0.000223

Station 5, Valentia, Ireland

IR mreUT OBSTACLES RODCHNESS OROGRAPRY z0

O 0.000 0.000 0.000 0.000 -15.563 0.000 -0.550 4.403 0.001756
30 0.000 0000 0.000 0.000-12.841 0.000 1.345 -1.341 0.008297
6 0.000 0.000 O0.000 O0.000 -9.442 0.000 -5.438 -6.747 0.061375
%0 0.000 0.000 -5.621 0.000 0.000 0.000 -15.568 -§.319 0.050000
120 0.000 0.000 -4.123 0.000 0.000 0.000 -19.050 1.635 0.040432
150 0.000 0.000 -2.071 0.000 -12.748 0.000 -11.31¢  7.104 0.058207
180 0.000 0.000 -1.553 0.000 0.000 0.000 -0.882 §.030 0.098630
210 0.000 0.000 0.000 0.000 0.000 0.000 1.777 -3.323 0.049206
240 0.000 0.000 0.000 0.000 -6.699 0.000 -4.83 -5.251 0.01227%
270 0.000 0©0.000 0.000 0.000 -21.346 0.000 -10.471 -3.124 0.00031%
300 0.000 0.000 0.000 0.000 -15.318 0.0C0 -16.59¢  1.540 0.001520
33 0.000 0.000 0.000 0.000 12.790 0.000 -10.571 §.919 0.00%415
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Station 6, Shannon, Ireland

DIR INPUT DISTACLES ROUGENESS OROGRAPHY 0
6o ©0.000 O0.000 -6.759 0.000 6.887 0.000 0.000 0.000 0.171580
30 O©0.000 0.000 -11.154 0.000 0.863 0.000 0.000 0.000 0.140090
€0 0.000 0.000 -0.676 0.000 16.987 0.000 0.000 0.000 0.283904
90 0.000 0.000 -2.874 0.000 -6.85¢ 0.000 0.000 0.000 0.013388

120 0.000 0.000 -0.370 0.000 <-7.491 0.000 0.000 0.000 0.012891
150 0.000 0.000 0.000 0.000 -6.35¢4 0.000 0.000 0.000 0.011883
180 0.000 0.000 ©.000 0.000 -6.354 0.000 0.000 0.000 0.011866
210 0.000 0.000 0.000 0.000 -6.354 0.000 0.000 0.000 0.011858
240 0.000 0.000 ©0.000 0.000 0.000 0.000 0.000 0.000 0.050000
270 0.000 0.000 0.000 0.000 9.585 0.000 0.000 0.000 0.170902

0.000 0.000 0.000 0.000 $.460 0.000 0.000 0.000 0.175282

300 .
330 0.000 0.000 0.000 0.000 9.357 0.000 0.000 0.000 0.177508

Station 7, Belmullet, Ireland

DIR INUT OBSTACLES ROUCENESS GROGRAPHY 0
0.000 0.000 0.000 0.000 0000 0.000 7.983 2.342 0.030000
0.000 0.000 0.000 0.000 0.000 0.000 10.091 <-0.31€¢ 0.030000
0.000 0.000 0.000 0.000 ©0.000 0.000 6.959 -2.690 0.030000

0.000 -2.565 0.000 4.379 0.000 1.502 -2.468 0.043974

0.000 ©0.000 -11.560 0.000 8.041 0,000 -0.717 ©0.329 0.037749

150 0.000 0.000 -11.485 0.000 0.000 0.000 2.377 2.531 0.000221

180 0.060 ©0.000 -2.313 0.000 11.595 D0.000 6.887 2.039 0.03712%

210 0.000 0.000 -0.046 0.000 10.083 D.0C0 $.774 -0.267 0.039111

260 0.000 0.000 0.000 0.000 7.955 0.000 6.104 -2.361 0.041220

270 0.000 ©.000 0.000 0.000 2.913 0.000 1.392 -2.361 0.046942

300 0.000 0.000 -1.668 0.000 0.000 0.000 -0.500 0.351 0.030000

330 0.000 0.000 -0.018 0.000 0.000 0.000 2.570 2.80% 0.030000

Station 8, Malin Head, Ireland

DIR mrot OBSTACLES ROUCENESS ORPZAAPEY 0
0.000 G.000 0.000 ©0.000 0.000 0.000 9.121 2.686 0.000238
0.000 0.000 -0.108 0.000 0.000 0.000 12.387 0.764 0.000229
0.000 0.000 -4.331 0.000 0.000 0.000 11.6547 -2.019 0.000229
0.000 0.000 -3.039 0.000 0.000 0.000 §6.93¢ -2.883 0.000217
0.000 0.000 -1.113 5.000 ©0.000 0.000 0.778 -0.615 0.050000
0.000 0.000 -0.244 0.000 ©0.000 0.000 3.554 3.02¢ 0.051036
180 0.000 ©0.000 0.000 0.000 0©0.000 0.000 10.3M4 3.376 0.080000
210 0.000 0.000 0.000 0.000 -12.181 ©0.000 13.824 0.$71 0.000820
240 0.000 ©0.000 0.000 0.000 -12.643 0.000 11.685 -2.441 0.000478
270 0.000 0.000 0.000 0.000 -12.813 ©.000 §.518 -3.101 0.000807
300 0.000 0.000 -0.022 0.000 -9.138 0.000 2.577 -0.819 0.000373
33 ©0.000 0.000 -0.082 0.000 0.q 0.000 3.719 2.186 0.000248

Statioa 9, Alborg, Denmark

DIR et OBSTACLES ROUCINESS OROGRAPRY 0
0.000 0.000 0.000 0.000 12.781 ©0.000 0.000 0.000 0.082777
0.000 0.000 0.000 ©0.000 12.947 0.000 0.000 0.000 0.077543
©.000 0.000 0.000 0.000 12.116 ©0.000 0.000 0.000 0.072662
©.000 0.000 0.000 0.000 12.116 9.000 0.000 0.000 §.072662
120 ©0.000 0.000 0.000 0.000 14.138 0.000 ©0.000 0.000 0.091132
150 ©.000 0.000 0.000 0.000 22.013 0.000 0.000 0.000 0.171%01
180 ©.000 0.000 0.000 0.000 11.430 0.000 0.000 0.000 0.061682
210 0.000 0.000 0.000 0000 0.000 0.000 0.000 0.000 0.010000
0.000 0.000 0.000 0.000 -9.470 0.000 0.000 0.000 0.000260
0.000 0.000 0.000 0.000 30858 0.000 0.000 0.0000.0143%0
0.000 0.000 O©0.000 O0.000 11.849 0.000 0.000 0.000 0.060080
0.000 0.000 0.000 0.000 15.391 0.000 0.000 0.000 0.09822¢

g8ess, Beeg.
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Station 10, Beidringe, Deamark
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Station 11, Kastrup, Denmark

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000
0.000
0.000
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Station 12, Renne, Denmark

- - ]
t8888..

0.000
0.000
0.000
9.000
0.000
0.000
0.000
0.000
0.000
0.000
9.000
0.000
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Seation 13, Schipbol, The Netherlands
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0.000
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OBSTACLES ROUCRNESS OROGRAPEY 0
0.000 0.000 -0.302 0.000 ©0.000 0.000 0.032323
0.000 0.000 -2.39¢ 0.000 ©.000 0.000 0.020857
0.000 0.000 ~-1.464 ©0.000 0.000 0.000 0.02300¢
6.000 0.000 0.389 0.000 0.000 0.000 0.0322%8
0.000 0.000 8.793 0.000 0.000 0.000 0.076444

-2.953 0.000 19.939 0.000 0.000 0.000 0.195068
-28.659 0.000 19.939 0.000 0.000 0.000 0.195068
-30.594 0.000 8.583 0.000 0.000 0.000 0.1350%¢
-14.791  0.000 11.267 0.000 0.000 0.000 0.11187%

0.000 0.000 15.208 0.000 0.000 0.000 0.10797¢
0.000 0.000 4.024 0©0.000 0.000 0.000 0.043088
0.000 0.000 1.320 ©0.000 0.000 0.000 0.02972%

08STACLES ROUCENESS OROGRAPNY 20
-3.370 0.000 -9.013 0.000 0.000 0.000 0.000311
0.000 0.000 -8.640 0.000 0.000 0.000 0.000290
0.000 0.000 -7.58¢ ©0.000 0.000 0.000 0.000270
0.000 ©0.000 -7.088 0.000 0.000 0.000 0.00027§
0.000 0.000 <0.640 0.000 0.000 0.000 0.000290
0.000 0.000 <-8.840 0.000 0.000 0.000 0.0007%0
0.000 0.000 -11.447 0.000 0.000 0.000 0.001371
0.000 0.000 -§.179 0.000 ©0.000 0.000 0.003012
0.000 0.000 11.850 ©0.000 D0.000 0.000 0.05321¢
0.000 0.000 11.889 0.000 ©0.000 0.000 0.067183
-2.292 0.000 22.426 0.000 0,000 0.000 0.173772
-8.144 ©0.000 15.266 0.000 0.000 0.000 0.150391

OBSTACLES ROUCENESS OROGRAPEY 0
0.000 0.000 1.764 D0.000 0.000 0.000 0.075340
0.000 0.000 ©0.020 0.000 0.000 0.000 0.084410
0.000 0.000 2.540 D.000 0.000 ©0.000 0.078321
0.000 0.000 3432 D0.000 0.000 ).000 0.082719
0.000 0.000 -30.126 ©0.000 0.000 0.000 0.00210¢
0.000 0.000 -11.384 ©0.000 0.00C ©.000 0.000292
0.000 0.000 -4.066 0.000 J.000 ©0.000 0.000242
0.000 0.000 -2.31 0.000 0.000 0.000 0.000229
0.000 ©0.000 -1.120 0.000 0.000 ©0.000 0.00022%
0.000 0.000 -6.882 0000 0.000 0.000 0.000261
0.000 0©0.000 -8.012 0.000 0.000 0.000 0.002042
0.000 0.000 -10.826 0.000 0.000 ©.000 0.009163

OBSTACLES AOUCHNESS OROGRAPRY ]
0.000 0.000 20.1098 ©0.000 ©.000 0.000 0.110848
0.000 0.000 22.73 ©0.000 ©0.000 0.000 0.1837%7

-0.585 0.000 24.100 ©.000 ©.000 0.000 0.17¢883

-4.008 ©.000 27.008 ©0.000 ©.000 ©.000 0.26372

-5.774 0.000 10.378 0.000 0.000 0.00C 0.163204

-1.216 ©0.000 18.261 ©0.000 0.000 0.000 0.1317¢7

-0.979 0.000 12.883 ©.000 0.000 5.000 0.108188

-1.328 ©.000 15.000 ©0.000 0.000 0.000 0.0094%8

-1.204 ©0.000 14.087 0©0.000 0.000 0.000 0.078292

-4.513 0.000 -0.001 ©0.000 0.000 ©.000 0.015912

-8.83 ©0.000 1.048 0000 0.000 0.000 0.020618

-4.082 0.000 6.301 0000 0.000 0.000 0.063903
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Station 14, Terschelling, The Netherlands

bIR 19PUT 08STACLES ROUGHRESS OROGRAPRY 20

O 0.000 0.000 0.000 0.000 0.078 0.000 0.000 0.000 0.000357
S0 0.000 0.000 0.000 0.000 -0.203 0©0.000 0.000 0.000 0.002027
6 0.000 0.000 0.000 0.000 20.7T19 0,000 ©0.000 0.000 0.042078
9 D0.000 0.000 0.000 0.000 0.000 0.000 0.00° 0.000 0.000200
120 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000200
150 ©0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000200
180 0.000 0.000 0.000 ©.000 0.000 0.000 0.000 0.000 0.000200
210 ©0.000 0.000 0.000 0.000 ©0.000 0.000 0.000 0.000 0.000200
240 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000200
270 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000200
300 0.000 0.000 0,000 0.000 0.000 0.000 0.000 0.000 0.000200
330 ©0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000200

Station 15, Eelde, The Netherlands

PIR T OBSTACLES ROUGHNESS OROGRAPHY 20
0 0.000 0.000 0.000 0.000 14.819 0.000 0.000 0.000 0.135144
3 0.000 0000 0.000 0.000 17.679 0.000 0.000 0.000 0.163332
% 0.000 0.000 -3.462 0.000 0.000 0.000 0.000 0.000 0.200000
9 0.000 0.000 -9.092 0.000 0.000 0.000 0.000 0.000 0.150000
120 0.000 0.000 -9.750 0.000 §.537 0.000 0.000 0.000 0.142178
250 ©.000 0.000 -9.788 0.000 8.702 0.000 0.000 0.000 0.143200
190 0.000 0.000 -9.474 0.000 0.900 0.000 0.000 0.000 0.130478
210 0.000 0.000 -$.62¢ 0.000 8.580 0.000 0.000 0.000 0.130€78
240 0.000 0.000 -0.227 0.000 15.497 0.000 0.000 0.000 0.102068
270 0.000 0.000 ©0.000 ©.000 15.260 0.000 0.000 0.000 0.118814
300 0.000 0.000 0.000 0.000 15.269 0.000 0.000 0.000 0.110814
330 0.000 0.000 0.000 O0.000 23.088 0.000 0.000 0.000 0.204216

Station 16, Eindhoven, The Netherlands

o T DRSTACLES ROUCENESS OROGRAPEY 0
0 0.000 0.000 0.000 0.000 319.266 0.000 ©0.000 0.000 0.150391
30 0.000 0.000 0.000 0.000 321.926 0.000 ©.000 0.000 0.248004
e 0©0.000 0.000 ©0.000 0000 20.63§ ©0.000 0.000 0.000 0.2%4145
90 0.000 0.000 0.000 0.000 26.33 0.000 0.000 0.000 ©.298600
120 ©0.000 0.000 ©0.000 0.000 18.902 0.000 0.000 0.000 0.319402
150 ©0.000 0.000 0.000 0.000 10.583 0.000 0.000 0.000 0.185308
190 ©0.000 0.000 0.000 0.000 16.11¢ 0.000 0.000 ©0.000 0.182040
210 0.000 0.0600 0.000 ©.000 21.721 0.000 0.000 0.000 0.17TM73
240 0.000 0.000 O©0000 0.000 17.140 0.000 0.000 0.000 0.1410%0
270 0.000 06.000 0.000 0.000 15.30¢ 0.000 0.000 0.000 0.115923
300 0.000 0.000 0.000 0.000 15.532 0.000 0.000 ©0.000 0.109118
3% 0000 0.000 0.000 0.000 15.532 0.000 0.000 0.000 0.109118

Station 17, Middelkerke, Belgium

meeT GOSTACLES L OROGRAPRY 20
0.000 ©0.000 -0.97¢ ©0.000 -11.210 ©0.000 0.000 0.000 9.000441
0.000 0.600 -5.173 0.000 -10.§33 0.000 0.800 0.000 §.000083
0.000 ©0.000 0.000 0.000 I7.770 0.000 0.000 0.000 0.235640
0.000 ©.000 0.000 0.000 13.100 ©0.000 O0.080 0.000 0.0800022
0.000 ©.000 0.000 0.000 12.462 0.000 0©.000 0.908 0.970043
0.000 0.000 -2.647 0.000 10.612 0.000 0.000 0.000 0.000007
0.000 0.000 -2.647 0.000 30.837 ©0.000 0.000 0.000 0.006877
0.000 0.000 0.000 0.000 9.19¢ 0.000 0.000 0.000 0.00M7
0.000 0.000 0.000 0.000 10.111 0.000 0.000 0.000 0.087487
0.000 0.000 -0.079 ©.000 -10.394 0.000 0.000 0.000 0.000604¢
0.000 0.000 -0.181 0.000 -10.318 0.000 ©.000 ©0.000 0.000402
0.000 0.000 -0.083 0.000 -11.112 0.000 ©0.000 0.000 0.00034%

[N ) -
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Station 18, Florennes, Belgium

ok
0
3
0
%0
120
150
180
210
240
270

300
33

Station 19, Abbeville, France

1
150
190
210
240
a0
30
330

Station 20, Cherbourg, France

0.000
0.000
0.000
0.000
0.000
©.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

T
0.000
0.000
0.000
0.000
0.000
0.000
©0.000
0.000
0.000
0.000
0.000
0.000

pUT
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

OBSTACLES
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 ©.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000

DOBSTACLES
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 ©0.000
0.000 ©0.000
0.000 ©0.000
0.000 ©0.000

10.8
m mruT OBSTACLES
0 0.000 0.000 0.000 0.000
30 0.000 0.000 0.000 ©0.000
% 0.000 0.000 0.000 ©.000
% ©0.000 0.000 ©.000 0.000
120 ©0.000 ©0.000 0.000 0.000
150 0.000 0.000 ©0.000 0.000
180 0.000 0.000 0.000 0.000
210 ©0.000 ©0.000 0.000 0.000
240 0.000 ©0.000 0.000 0.000
270 ©0.000 0.000 0.000 0.000
300 0.000 0.000 0.000 0.000
330 ©0.000 ©.000 0.000 0.000
Station 21, Brest, France

m et OBSTACLES
® 0.000 0.000 0.000 0.000
30 ©0.000 0.000 0.000 0.000
@ 0.000 0.000 0.000 0.000
%0 0.000 0.000 0.000 0.000
198 ©0.000 0.000 0.000 0.000
1856 0.000 0.000 0.000 0.800
180 D.000 0.000 0.000 0.000
210 ©0.000 0.000 0.000 0.000
260 0.000 0.000 0.000 0.000
70 ©0.000 ©0.000 0.000 0.000
300 9.000 0.000 0©0.000 0.000
330 ©0.000 0.000 0.000 0.000

Riss-R-702(EN)

ROUGRNESS OROGAAPHY 20
23.484 0.000 0.000 0.000 0.168643
23.38¢ 0.000 0.000 0.000 0.158579
23.336 0.000 0.000 0.000 0.131767
23.336 0.000 0.000 0.000 0.131787
20.272 0.000 0.000 0.000 0.228351
28.107 0.000 0.000 0.000 0.200959
30.215 0.000 0.000 0.000 0.234632
30.316 0.000 0.000 0.000 0.223865
30.138 0.000 0.000 0.000 0.208908
22.407 0.000 0.000 0.000 0.116197
23.7¢0 0.000 0.000 0.000 0.156007
29.86% 0.000 0.000 0.000 0.226590

ROUGHNESS OROGRAPRY 20
11.356 0.000 4.268 -0.788 0.065877
20.603 0.000 3.548 -0.150 0.181258
23.837 0.000 4.281 0.699 0.205801
24.668 0.000 6.877 0.834 0.221238
24.400 0.000 7.142 0.221 0.255350
24.555 0.000 6.656 -0.674 0.264562
27.935 0.000 5.040 -0.909 0.305209
24.649 0.000 3.785 -0.213 0.243487
20.745 ©0.000 4.216 ©.709 0.170820
18.28%9 ©0.000 5.972 0.873 0.190M1

9.756 0.000 T7.033 0.269 0.109054
17.132 ©0.000 §.152 -0.670 0.123640
MUGHNESS OROGRAPEY z0
-19.038 ©0.000 3.974 ~5.367 0.001550
16.503 0.000 -3.610 -2.8%8 0.2€2353
21.533  0.000 -2.609 2.846 0.234833
22.47 0.000 6.000 5.0%4 0.190177
0.391 0.000 15.256 2.308 0.205187
0.000 0.000 14.658 =3.1T7S 0.280017
9.208 0.000 §5.083 -~5.904 0.204827
9.296 0.000 -4.471 ~2.808 0.204527
6.309 0.000 -3.823 3.819 0.7290418
11.620 0.000 6€.560 5.821 0.27T9647
-26.633 0.000 13.044 1.963 0.001272
-17.518  0.000 10.564 -2.765 0.000063

AOVSINESS OROGRAPEY 20
22.38 0.000 0.000 0.000 0.217047
22.399 0.000 0.000 0.000 0.210602
15.471 0.000 0.000 0.000 0.2904%6
16.431 0.000 0.000 0.000 0.268123
10.47¢ 0.000 0.000 0.000 0.329401
10.47¢ O©.000 0.000 ©0.000 0.320401

5.631 0.000 0.000 0.000 0.20M420
$.831 0.000 0.000 0.000 0.203420
8.631 0.000 0.000 0.000 0.283420
12.270 ©€.000 0.000 ©.000 0.265048
21.006 0.000 0.000 0.000 0.208004
19.621 0.000 0.000 0.000 0.264148



Station 22, Lyon, France

DIR T OBSTACLES ROJGHNESS OROGRAPNY 20

0 0.000 0.000 -1.147 0.000 17.772 0.000 0.000 0.000 0.130701
0.000 0.000 -11.50% 0.000 10.089 0.000 0.000 0.000 0.161543
0.000 0.000 -8.160 0.000 19.383 0.000 0.000 0.000 0.212024
0.000 0.000 0.000 O0.000 19.3¢9 0.000 0.000 0.000 0.215821
120 0.000 0.000 0.000 ©.000 20.041 0.000 0.000 0.000 0.267611
150 0.000 0.000 0.000 ©0.000 14.266 0.000 0.000 0.000 0.147620
180 0.000 0.000 -11.731 0.000 14.904 0.000 0.000 ©0.000 0.301917
210 0©.000 0.000 -24.080 0.000 16.468 0.000 0.000 0.000 0.265777
240 0.000 0.000 -22.675 0.000 15.588 0.000 0.000 0.000 0.242018
370 0.000 0.000 -7.858 0.000 12.890 0.000 0.000 0.000 0.46342
300 0.000 0.000 -6.937 0.000 18.387 0.000 0.000 0.000 0.456590
330 ©0.000 0.000 -4.264 0.000 19.580 D.000 0.000 0.000 0.393507

Station 23, Bordeaux, France

bR T OBSTACLES ROUGHNESS DROGRAPRY 20
0 0.000 0000 0.000 0.000 18.910 0.000 0.000 0.000 0.433783
30 0.000 0.000 0.000 0.000 9.060 0.000 0.000 0.000 0.381318
4 0.000 0.000 0.000 0.000 9.944 0.000 0.000 0.000 0.372633
90 0.000 0.000 -4.648 0.000 13.133 0.000 0.000 0.000 0.381874
120 0.000 0.000 -11.081 0.000 14.102 0.00¢ 0.000 0.000 0.387403
150 0.000 0.000 -8.116 0.000 16.476 0.000 0.000 0.000 0.496762
180 0.000 0.000 -9.533 0.000 19.232 0.000 ©0.000 0.000 0.450859
210 0.000 0.000 0.000 0.000 21.078 0.000 0.000 0.000 0.355695
240 0.000 0.000 0.000 0.000 28.376¢ 0.000 0.000 0.000 0.260546
270 ©0.000 0.000 0.000 0.000 31.146 0.000 0.000 0.000 0.370439
300 0.000 0.000 0000 0.000 30.911 0.000 0.000 0.000 0.387491
30 0.000 0.000 0.000 O0.000 22.720 0.000 0.000 0.000 0.33413¢

Station 24, Mont Aigoual, France

oIk 1eruT OBRSTACLES ROUGHNESS ORDGRAPHY ]

O 0.000 0.000 0.000 0.000 0.923 0.000 209.368 §.002 0.097185
30 0.000 0.000 0.000 0.000 0.000 0.000 193.861 -13.344 0.097644
6 0000 0000 O0.000 O0.000 0.923 0.000 113.457 -26.237 0.09718%
% 0.000 0.000 0.000 0.000 0.759 0.000 24.530 -12.479 0.098303
120 0.000 ©0.000 0.000 ©.000 0.000 0.000 60.722 25.294 0.090437
150 0.000 0.000 ©.000 0.000 0.000 0.000 160.386 21.874 0.09931)
190 0.000 0.000 0.000 ©0.000 0.000 0.000 214.857 §.044 0.099313
210 06.000 0000 ©0.000 ©0.000 0.000 0.000 193.061 -13.344 0.097644
240 0.000 0.000 0.000 ©0.000 2.362 0.000 112.512 -26.11¢ 0.098804
270 0.000 0.000 0.000 0.000 €.656 0.000 23.106 -13.538 0.00917S
00 0.000 0.000 ©0.000 0000 6.655 0.000 $8.443 23.899 0.089175
330 0.000 0.000 0.000 0.000 4.851 0.000 151.554 21.292 0.004297

Station 25, Carcassonne, France

| et OBSTACLES ROVGANESS OROGRAPEY 20
0.000 0.000 0.000 0000 0.508 0.000 0.000 0.000 0.183084
0.000 0.000 0.000 0.000 11.045 0.000 0.000 0.000 0.:1778M4
0.000 0.000 0.000 0.000 15,657 0.000 0.000 0.000 0.168438
0.000 0.000 0.000 0.000 312.636 0.000 0.000 0.000 0.387933
] 9.000 ©0.000 O0.000 0.000 0.168 0.000 ©.000 0.000 0.20390
150 0.000 ©0.000 0.000 ©0.000 0000 O0.000 0.000 0.000 0.196260
180 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.1962¢0
21C 0.000 0.000 0.000 0000 0.000 0.000 0.000 0.000 0.196260
G.000 0.006 0.000 0.000 5000 0.000 0.000 0.000 0.196260
0.000 0.000 0.000 0.000 0.000 O0.000 0.000 0.000 0.196260
0.000 ©0.000 0©.000 0.000 13.867 0.000 0.000 0.000 0.172814
0.000 0.000 0.000 0.000 11.845 0.000 0.000 0.000 0.1778M

Eg3
g3
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Station 26, Istres, France

DIR

Station 27, Santiago de Compostela

88%o

120
150
180
10
240
ano
300
330

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

1111t

pigd
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

npuT
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Station 28, Zaragoza, Spain

b}
1
180
ne
240
270
300
330

E2388 8o

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

1T
0.000
0.000
0.000
0.000
0.000
0.000
0.000
©0.000
0.000
©.000
©0.000
0.000

Station 29, Salamanca, Spain

120
150

U
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Rise-R-702(EN)

OSSTACLES NOUGHNESS
0.000 0.000 7.573 0.000
0.000 0.000 17.247 0.000
0.000 0.000 23.0T7 ©0.000
0.000 0.000 24.3 0.000
0.000 0.000 22.660 ©0.000
0.000 0.000 15.391 0.000
0.000 0.000 22.814 0.000
0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000

, Spain

OBSTACLES ROUGANESS
0.000 ©0.000 31.481 0.000
0.000 0.000 30.580 0.000
0.000 0.000 30.500 0.000
0.000 ©0.000 31.481 0.000
0.000 0.000 31.481 0.000
0.000 ©0.000 28.927 0.000
-1.274  0.000 29.331 0.000
-5.289 0.000 26.718 ©.000
-8.420 ©0.000 29.201 0.000
-3.737 0.000 26.38¢ 0.000
©.000 0.000 29.77%  ©0.000
0.000 0.000 31.118 0.000

OBSTACLES ROUGHNESS
-0.883 ©0.000 0.000 ©.000
-0.650 D0.000 0.000 0.000
-0.919 ©0.000 ©.000 0.000
-1.437 0.000 2.766 0.000
-2.097 0.000 B8.513 0.000
0.000 ©0.000 9.670 0.000
0.000 0.000 9.870 0,000
0.000 ©0.000 10.264 0.000
0.000 0.000 31.810 0.000
0.000 0.000 12.384 0.000
-8.426 0.000 10.250 0.000
-1.103 ©.000 ©.000 0.000

OBITACLES AOUGINESS
©.000 0.000 11.908 0.000
0.000 ©0.000 11.74¢ 0.000
0.000 0©.000 11.924 0.000
0.000 ©0.000 13.098 0.000
-2.902 0.000 7.074 0.000
-2.77% ©.000 12.867 0.000
0.000 0.000 34.708 ©.000
0.000 ©0.000 11.924 ©0.000
0.000 0.000 17.8%1 ©0.000
0.000 ©.000 22.412 ©0.000
0.000 0.000 22.064 0.000
0.000 0.000 12.108 0.000

DRDGRAPHY 20
0.000 0.000 0.052419
0.000 0.000 0.118081
0.000 ©0.000 0.210502
0.000 0.000 D.299444
0.000 0.000 0.191434
0.000 0.000 0.098226
0.000 ©0.000 0.145271
0.000 0.000 0.010000
0.000 0.000 0.010000
0.000 0.000 0.010000
0.000 0.000 0.010000
0.000 0.000 0.010000

OROGRAPRY 70
6.512 =3.248 0.234633
-2.020 <~5.542 0.254148
-9.769 -2.076 0.264148
-7.587  3.743 0.234633
1.406 §.180 0.234633
7.430 1.719 0.161944
6.158 <3.097 0.173263
-2.038 -5.366 0.192459
-9.842 -2.091 0.255872

-8.446  4.090 0.275836
1.318  §.472 0.262544
$.203 1.686 0.246094

OROGRAPKY 0

=32.381 -14.672 0.300000
-35.880 11.74€ 0.300000

-6.816 18.941 0.300000

15.832  8.477 0.205345

15.797 -4.934 0.176738

«1.700 =14.273 0.147936

-26.087 -11.751 0.147936
-30.767 7.668 0.167855

«8.671 15.947 0.186016

11.62¢  7.505 0.124131

16.004 =4.860 0.196913

-2.420 -18.059% 0.300000

OROCRAPRY 20
0.000 0.000 0.07114%
0.000 0.000 0.088877
0.000 ©.000 0.072%42
0.000 ©.000 0.07¢29%
0.000 0.000 0.147166
0.000 ©.000 0.13$737
0.000 0.000 0.129208
0.000 ©0.000 0.072882
0.000 ©0.000 0.176319
0.000 0.000 0.180797
0.000 0.000 0.210802
0.000 ©.000 0.096182
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Station 30, Albacete, Spain

DIR
(]

210
0
2]
300
a3

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

T
0.000
0.000
0.000
0.000
0.000
0.000
©.000
0.000
0.000
0.000
0.000
0.000

OSSTACLES
0.000 0.000
0.000 0.000
0.000 ©.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000

-1.86¢ 0.000
-0.056 0.000

Station 31, Almeria, Spain

120
150
180
210
240
270
300
10

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
©0.000
0.000
0.000
0.000

NPUT
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

OBSTACLES
=2.246 0.000
=0.327 0.000

0.000 0.000
0.000 ©0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 ©.000
0.000 ©0.000
-0.089 0.000
-1.43 0.000
-2,391 0.000

Station 32, Sagres. Portugal

DIR T OBSTACLES
0 0.000 0.000 0.000 0.000
0 0.000 0.000 0.000 0.000
¢ 0.000 0.000 0.000 0.000
%0 0.000 0.000 ©0.000 0.000
120 0.000 0.000 0.000 0.000
150 0.000 0.000 0.000 0.000
190 0.000 0.000 0.000 0.000
210 0.000 0.000 0.000 ©0.000
200 0.000 0.000 0.000 0.000
210 0.000 0.000 0.000 0.000
300 0.000 0.000 0©.000 0.000
330 0.000 ©0.000 0.000 0.000
Station 33, Sines, Portugal
om 1.7 OBSTACLES
0 0.000 0.000 0.000 0.000
30 0.000 0.000 0.000 0.000
6 0.000 0000 O0.000 0.000
%0 0.000 0.000 0.000 0.000
120 0.000 0.000 O©.000 0.000
150 0.000 0.000 ©0.000 0.000
180 ©.000 0.000 0.000 0.000
210 0.000 0.000 ©.000 ©.000
N0 0.000 0.000 0.000 0.000
210 0.000 0.000 0.000 0.000
300 0.000 0.000 0.000 0.000
3% 0.000 0.000 0.000 0.000
128

ROUGENESS DROCRAPRY 20
25.513 0.000 0.000 0.000 0.204995
24.221  0.000 0.000 0.000 0.157649
15.39¢ 0.000 ©0.000 0.000 0.009378
16.396 0.000 ©0.000 0.000 0.089378
16.250 0.000 0.000 0.000 0.072862
16.774 0.000 ©0.000 D.000 0.065877
16.774 0.000 0.000 0.000 0.063877
23.790 0.000 0.000 0.000 0.116197
21.344 0.000 0.000 0.000 0.092000
20.190 ©0.000 0.000 ©.000 0.091813
24.4%0 0.000 0.000 0.000 0.17609%
20.770 0.000 0.000 0.000 0.168837

ROUGHNESS OROCRAPNY 20
28.352 0.000 0.000 0.000 0.254145
28.352 0.000 0.000 0.000 0.25414%
23.378 0.000 0.000 ©0.000 0.275836
11.801 0.000 ©0.000 0.000 0.287589

-36.304 0.000 0.000 0.000 0.000783
-33.342 0.000 0.000 0.000 0.000328
-31.807 0.000 0.000 0.000 0.000286
-32.644¢ 0.000 0.000 0.000 0.000306
-3.679 0.000 0.000 0.000 0.033642
28.627 0.000 0.000 0.000 0.214190
27.516 0.000 0.000 0.000 0.262544
26.314 0.000 0.000 0.000 0.271310

ROUGRNESS DROGRAPEY 20
20.158 0.000 23.603 1.271 0.193943
26.783 0.000 10.909 2.225 0.158362

-11.484 0.000 22.296¢ 1.088 0.000461
-8.734 0.000 22.106 <0.785 0.000223
-8.734 0.000 10.588 -2.234 0.000223
-4.771  ©0.000 15.039 -2.002 0.000217
~4.771  0.000 13.442 0.771 0.000217
-4.771  0.000 17.748  2.777 0.000217
-4.771  0.000 23.384 1.941 0.000217
-0.734  0.000 22.106 -0.788 0.000223
-J.734 0.000 18.508 -2.23 0.000223

-16.433  0.000 22.349 -1.514 0.000891

ROVCHNESS OROGRAPRY 20

0.000 O0.000 7.848 1.581 0.000204
-9.411 0000 9.102 -1.008 0.000320
-0.850 ©0.000 4.456 <-6.008 O0.19879%
-0.568 0.000 -5.103 -2.930 0.190312

-29.067 0.000 -4.283 2.419 0.0004M4

-27.687 0.000 3.342 4.560 0.000338

~13.068 0.000 B5.850 1.997 0.000241
0.000 0.000 7.728 -1.720 0.00020%
0.000 ©0.000 2.377 -3.483 0.000204
0.000 0.000 -3.074 -1.78% 0.000204

0.000 0.000 -2.911 1.915 0.00020¢
0.000 0.000 2.687 3.472 0.000204
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Station 34, Viana do Castelo, Portugal

DIk
0 0.000
30 0.000
0  0.000
% 0.000
120  0.000
150  0.000
100 0,000
210 0,000
240 0.000
219 0.000
300 0.000
30 0.000

T OBSTACLES
0.000 ©0.000 0.000
0.000 ©0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 ©0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.0006 0.000 0.000
0.000 0.000 0.000

Station 35, Braganga, Portugal

bIR
0 0.000
30 0.000
¢ 0.000
90 0.000
120 0.000
180 €.000
180 0.000
210 0.000
240 0.000
e 0.000
0 0.000
330 0.000

INPUT 0BSTACLES
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
2.000 0.000 0.000
0.000 0,000 ©0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 ©.000
0.000 0.000 0.000
0.000 0.000 ©0.000

Station 36, Lisboa, Portugal

1 Ut ORSTACLES
© 0.000 0.000 0.000 0.000
30 0.000 0.000 0.000 ©0.000
60 0.000 0.000 0.000 0.000
%0 ©0.000 0.000 0.000 ©.000
120 0.000 0.000 0.000 0.000
150 0.000 0.000 0.000 ©.000
190 0.000 0.000 0.000 ©.000
210 0.000 ©0.000 0.000 0.000
240 0.000 0.000 0.000 0.000
270 0.000 0.000 0.000 0.000
300 ©0.000 0.000 ©.000 0.000
330 0.000 0.000 0.000 0.000
Statiom 34, List/Sylt, Germany
IR reT OBSTACLES
0 0.000 0000 0.000 0.000
30 0.000 0.000 0.000 ©0.000
0 0.000 0.000 0.000 0.000
%0 0.000 0.000 -1.7640 0.000
120 0.000 0.000 -27.42¢ ©.000
150 0.000 0.000 -5.923 0.000
100 ©0.000 0.000 ©0.000 ©.000
210 0.000 ©0.000 0.000 ©.000
240 ©0.000 0.000 0.000 0.000
270 0.000 ©0.000 0.000 0.000
300 0.000 0.000 0.000 0.000
330 0.000 0.000 0.000 0.000

Rise-R-702(EN)

ROUGHNESS OROGRAPRY ]
0.000 0.000 -18.363  §.297 0.400000
0.000 0.000 -6.644 7.397 0.400000
0.000 0.000 2.342 2.531 0.300000
0.000 0.000 0.962 -4.077 0.300000
-1.104 0,000 =32.201 <-6.241 0.120843
$.432 0.000 -18.433 -1.725 0.127883
-0.242 0.000 -16.140 4.917 0.152702
-28.102 0.000 -5.878 §.T10 0.001407
-33.084 ©0.000 1.973 2.546 0.002154
-32.052 0.000 1.057 -3.688 0.002417
-30.379 0.000 -9.389 -7.441 0.009054

0.000 0.000 -19.428 -3.216 0.300000

ROUGHNESS OROGRAPRY 0
0.000 0.000 146.297 -7.087 0.300000
0.000 0.000 99.756 -19.604 0.300000
0.000 0.000 33.456 -15.934 0.300000
0.000 0.000 28.368 13.692 0.300000
0.000 0.000 92.972 20.323 0.300000
0.000 0.000 143.577  8.651 0.300000
0.000 0.000 146.297 -7.087 0.300000
0.000 0.000 99.756 -19.604 0.300000
0.000 0.000 33.458 -15.934 0.300000
0.000 0.000 30.341 14.038 0.400000
0.000 0.000 100.260 21.261 0.400000
0.000 0.000 143.577  6.651 0.300000

ROUGHNESS OROGRAPRY 20
29.602 0.000 -3.594 €.179 0.210502
14.167 0.000 -1.282 2.722 0.205187

-22.908 0.000 3.633 2.203 0.002278
-33.544 0.000 5,804 -0.107 0.001819
-31.608 0.000 3.192 -2.474 0.001013
~22.344 0.000 -1.810 -2.492 0.0035%4
20.602 0.000 -3.594 0.17% 0.210802
8.675 0.000 -0.691 2.664 0.217047
27.736  0.000 4.426 2.333 0.205944
27.509 0.000 6.395 -0.129 0.284148
I7.158 0.000 3.899 -2.522 0.250300
20.608 D0.000 -3.200 -2.510 0.2230¢$

ROVGHNESS ORDCRAPEY 20
-19.406 0.000 33.031 0.8 0.001764
-20.292 ©0.000 31.689 -1.016 0.000700
-20.137 ©0.000 28.04% <1.907 0.000817
«16.220 0.000 23.664 <-1.03¢ 0.000313
-§.008 0.000 21.109 1.494 0.000251
-8.008 0.000 26.39¢ 2.587 0.000251
-11.821 0.000 31.488 1.08% 0.00027T1
-16.228 0.000 31.922 -1.110 0.000313
*19.309 0.000 26.958 -1.904 0.001654
-20.446 0.000 15.404 -0.803 0.001001
+20.43¢ 0.000 26.609 1.068 0.000891
«20.37¢ 0.000 29.852% 1.080 0.001283



Station 38, Bremen, Germany

oI mpuT DBSTACLES ROUGENESS OROGRAPNY 20
0 0.000 0.000 -10.883 0.000 26.154 0.000 0.000 0.000 0.322673
30 0.000 0000 -5.091 0.000 23,088 0.000 0.000 0.000 0.204218
6 0.000 0.000 -0.099 0.000 23.058 0.000 0.000 0.000 0.204218
90 0.000 0000 0.000 0©.000 23.0588 0©0.000 0.000 0.000 0.204218
120 0.000 ©0.000 0.000 0.000 23.088 0.000 0.000 0.000 0.204218
150 0.000 0.000 0.000 0.000 23.058 ©0.000 0.000 0.000 0.204218
180 0.000 0.000 0.000 0.000 11.932 0.000 0.000 0.000 0.080323
210 0.000 0.000 0.000 0.000 11.932 0.000 0.000 0.000 0.080323
240 0.000 0.000 0.000 0.000 12.076 0.000 0.000 0.000 0.077076
270 ©0.000 0.000 0.000 0.000 21.240 0.000 0.000 0.000 0.157373
30 0.000 0.000 -0.440 0.000 17.838 0.000 0.000 0.000 0.124744
330 0.000 0.000 -8.072 0.000 12.484 0.000 0.000 0.000 0.098611

Station 39, Hannover, Germany

DIR T OBSTACLES ROUGHBESS OROGRAPNY i

0 ©0.000 0.000 0.000 0,000 17.957 0.000 0.000 0.000 0.153855
3 0.000 0.000 0.000 0.000 1C.145 0.000 0.000 0.000 0. 154544
60 0.000 0.000 0.000 0.000 17.668 0.000 0.000 0.000 0.121260
90 0.000 0.000 -21.766 0.000 .393 0.000 0.000 ©.000 0.15580%

120 0.000 ©0.000 -28.896 0.000
150 0.000 0.000 -6.054 0.000
180 0.000 0.000 -4.900 0.000 .69 ©0.000 0.000 0.000 0.147313
210 0.000 0.000 0.000 0.000 ,208 0.000 0.000 0.000 0.182165
240 0.000 0.000 0.000 0.000 17.798 ©.000 0.000 0.000 0.147767
270 0.000 0.000 ©0.000 0.000 17.731 0.000 0.000 ©0.000 0.151954
%0 0.000 0000 0.000 0.000 17.753 0.000 0.000 0.000 0.116197
330 ©6.000 0.000 0.000 0.000 18.145 0.000 0.000 0.000 0.154544

914 ©0.000 0.000 0.000 0.177704
0.000 0.000 0.000 0.144470

R
g
-y

Station 40, Betlin, Germany

DIR 1T OBSTACLES ROUCHNESS OGROGRAPEY 20

0 0.000 ©0.000 0.000 0.000 21.926 ©.000 0.000 ©0.000 0.2460%4
30 0.000 0000 0.000 0.000 21.925 0.000 0.000 0.000 0.246094
6 0.000 0©0.000 0.000 0.000 19.561 0.000 0.000 0.000 0.259142
%0 0.000 0.000 0.000 0.000 18.668 0.000 0.000 0.000 0.262544
120 0.000 0.000 0.000 ©0.000 30.61& 0.000 0.000 0.000 0.254145

150 0.000 ©0.000 0.000 ©0.000 20.615 ©0.000 0.000 0.000 0.254145
180 0.000 ©0.000 0.000 0.000 22.777 0.000 0.000 0.000 0.230970
210 ©0.000 ©0.000 0.000 0.000 23.048 0.000 0.000 0.000 0.217047
240 0.000 0.000 0.000 0.000 23.088 0.000 0.000 0.000 0.204216
270 0.000 0.000 0.000 ©0.000 21.37T4 ©.000 0.000 0.000 0.181944
300 0.000 0.000 0.000 0.000 21.57¢ 0.000 0.000 0.000 0.161944
330 0.000 0.000 0.000 O0.000 23.058 0.000 0.000 0.000 0.204218

Station 41, Miinchen, Germany

o1 1puT OBSTACLLS ROUGANESS OROGRAMY 20

6 0.000 0.000 -9.958 0.000 0.000 0.000 0.000 0.000 0.010168
20 0.000 0.000 -7.210 ©.000 0.000 ©0.000 0.000 0.000 0.010168
e 0.000 0.000 -2.117 ©.000 ¢.477 0.000 0.000 ©.000 0.03320¢
% 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.010000
120 0.000 0.000 0.000 0.000 18.760 0,000 0.000 0.000 0.109878
150 0.000 0.000 ©.000 0.000 18.760 0.000 0.000 0.000 0.109878
190 0.000 ©0.000 0.000 ©0.000 21.778 0.000 0.000 0.000 0.157518
210 0.000 ©0.000 0.000 0.000 22.660 0.000 0.000 0.000 0.1818M
240 0.000 0.000 -8.513 0.000 20.944 0.000 0.000 ©0.000 0.141378
270 0.000 ©0.000 -27.708 0.000 22.79%¢ 0.000 0.000 0.000 0. 108797
300 0.000 0.000 -25.727 0.000 22.160 ©0.000 0.000 ©.000 0.165508
330 0.000 0.000 -29.934 0.000 0.000 0.000 0.000 0.000 0.010220
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Station 42, Pisa, Italy

120
150
180
210
280
2ro
300
30

0.000
0.000
0.000
0.0
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Ut
0.000
9.000
0.000
0.000
v.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

OBSTACLES
0.000 0.000
0.000 ©.000
0.000 0.000
0.000 0.000
0.000 €.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
©.000 0.000

Station 43, Gioia del Colle, Italy

o vt OCRSTACLES
0 0.000 0.000 0.000 0.000
30 0.000 0.000 0.000 0.000
6 0.000 0.000 0.000 0.000
90 0.000 0.000 0.000 0.000
120 0.000 0.000 0.000 0.000
160 0.000 0.000 0.000 0.000
180 0.000 0.000 0.000 0.000
210 ©0.000 ©0.000 0.000 0.000
240 0.000 0.000 0.000 0.000
270 0.000 0.000 0.000 0.000
300 0.000 0.000 0.000 0.000
330 0.000 0.000 0.000 0.000
Station 44, Brindisi, Italy
om et ODSTACLES
© 0.000 0.000 0.000 0.000
30 0.000 0.000 0.000 0.000
6 0.000 0.000 0.000 0.000
% 6.000 0.000 0.000 0.000
120 0.000 0.000 0.000 ©.000
150 0.000 0.000 0.000 ©0.000
190 0.000 0.000 0.000 0.000
210 0.000 0.000 0.000 0.000
240 0.000 0.000 0.000 0.000
270 0.000 0.000 0.000 0.000
300 0.000 0.900 ©.000 0.000
330 0.000 0.000 0.000 0.000
Station 43, Lecea Galatina, Italy

)1 ot 0BSTICLES
© 0.000 0.000 0.000 0.000
30 ©0.000 0.000 ©0.000 0.000
6 0.000 0.000 0.000 0.000
% 0.000 ©.000 0.000 0.000
120 0.000 0.000 0.000 .000
150 ©0.000 0.000 0.000 ©.000
190 0.000 0.000 0.000 0.000
210 ©.000 0.000 0.000 0.000
240 ©0.000 0.000 0.000 0.000
270 ©0.000 0.006 0.000 0.000
300 ©0.000 0.000 0.000 0.000
330 ©.000 0.000 0.000 0.000

Riss-R-702(EN)

ROUGKNESS ORDGRAPHY 20
32.744 0.000 0.000 ©0.000 0.300282
20.305 0.000 0.000 0.000 0.250117
20.305 0.000 0.000 0.000 0.250117
20.205 0.000 0.000 0.000 0.260117
29.772 0.000 0.000 0.000 0.205204
23.999% 0.000 0.000 0.000 0.2868133
23.999 0.000 0.000 0.000 0.263133
23.741  0.000 ©0.000 0.000 0.208301
29.305 0.000 ©0.000 0.000 0.250117
23.311 0.000 ©0.000 0.000 0.197630
23.311  0.000 0.000 0.000 0.197630
25.199 0.000 0.000 0.000 0.248352

ROUGRNESS ORDGRAPRY z0
18.222 ©0.000 0.000 0.000 0,166965
18.222 0.000 0.000 0.000 0.166965
18.222 0.000 ©.000 0.000 0.166965
18.222 0.000 0.000 0.000 0.186965
18.222 0.000 ©.000 0.000 0.166965
18,222 0.000 ©0.000 0.000 0.18696%
18.222 0.000 0.000 0.000 0.186965
18.222 0.000 ©0.000 0.000 0.166965
19.222 0.000 ©0.000 0.000 0.166985
18.222 0.000 ©0.000 0.000 0.186985
19.222 0.000 0.000 0.000 0.166%85
18.222 0.000 0.000 0.000 0.188965

ROUGHNESS OROGRAPNY 20

-17.163 0.000 0.000 0.000 0.000451
-10.928 ©0.000 0.000 0.000 0.000280
-10.5862 ©0.000 0.000 0.000 0.000232
=20.706 0.000 0.000 ©0.000 0.000449
«20.588 0.000 0.000 0.000 0.000392
4.173 0.000 0.000 0.000 0.083545
6.77¢ 0.000 0.000 0.000 0.007748
6.202 0.000 0.000 0.000 0.090307
0.000 0.000 ©0.006 0.000 0.100000
0.000 0.000 0.903 0.000 0.100000
0.000 ©0.000 0.000 0.000 0.080000
«21.216 0.000 ©0.000 0.000 0.000878

ROVOINESS ORDGRAPEY -]
17.338 ©0.000 0.060 0.000 0.182326
17.33 0.000 ©0.000 0.000 0.18232¢
17.3% 0,000 0.000 ©0.000 0.182%2%
17.338 0.000 ©.000 0.000 0.18232¢
17.338 0.00C 0.000 ©0.000 0.18232¢
17.338 ©.000 0.000 0.000 0.18332¢
17.33 0.000 0©.000 0.000 0.18232¢
17.338 0.000 0.000 0.000 0.18232¢
17.336 0.000 0.000 0.000 0.18232¢
17.33 0.000 0.000 0.000 0.18232¢
17.33 0.000 0.000 0.000 0.18232¢
17.338 0.000 0.000 ©0.000 0.10232¢
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Station 46, Alghero, Italy

om

120
150
180
210
240
210
300
330

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

INPOT
0.000
0.000
0.000
9.000
0.000
©.000
0.000
0.000
0.000
0.000
0.000
0.000

Station 47, Cagliari, Italy

DIR

1
150
1800
210
2€0
270
300
3%

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

15pUT
0.000
0.000
0.000
0.000
D.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Station 48, Kerkyra, Greece

DIR

0.000
©0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
©.000

INPUT
0.000
©.000
©.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Station 49, Athens, Greece

ggicse

0BSTACLES ROUCHNESS ORDGRAPRY 20
0.000 0.000 11.837 0.000 0.000 0.000 0.071691
0.000 0.000 11.837 0.000 0.000 0.000 0.071881
0.000 ©0.000 11.637 0.000 0.000 0.000 0.071691
0.000 0.000 11.637 @.000 0.000 0.000 0.071691
0.000 ©0.000 11.637 0.000 0.000 0.000 0.0T168%
0.000 0.000 11.637 0.000 0.000 ©0.000 0.071681
0.000 0.000 -10.833 0.000 0.000 0.000 0.000718
0.000 0.000 -16.091 0.000 0.000 0.000 0.002912
0.000 0.000 -16.091 0.000 0.000 0.000 0.002912
0.000 0.000 -6.953 0.000 0.000 0.000 0.004037
0.000 0.000 -6.853 0©0.000 0.000 0.000 0.004037
0.000 0.000 -$.505 ©0.000 0.000 0.000 0.007207

ORSTACLES ROUGHNESS OROGRAPNY i
0.000 0.000 13.711 0.000 0.000 0.000 0.175282
0.000 0.000 13.711 0.000 0.000 0.000 0.175282
0.000 0.000 13.731 ©.000 0.000 ©0.000 0.175282
0.000 0.000 23.829 0.000 0.000 0.000 0.292917
0.000 0.000 11.882 0.000 ©0.000 0.000 0.094338
0.000 0.000 -20.01% 0.000 ©0.000 0.000 0.000548
0.000 0.000 -18.198 0.000 0.000 ©0.000 0.000773
0.000 0.000 -12.877 0.000 0.000 0.000 0.00292¢
0.000 0.000 <-4.920 0.000 0.000 0.000 0.012249
0.000 0.000 1.938 0.000 0.000 0.000 0.034833
0.000 0.000 §.680 0.000 0.000 0.000 0.058804
0.000 0.000 13.711 ©0.000 O 000 ©0.000 0.175282

OBSTACLES ROUGHNESS OROGRAPEY 20
0.000 0.000 -23.383 0.000 -0.914 0.740 0.000781
0.000 0.000 -26.23% 0.000 -0.623 -0.448 0.0C0814
0.000 0.000 -26.176 0.000 =-2.545 -1.174 0.000464
0.000 0.000 -26.13¢ ©.000 -4.256 -0.498 0.000437
0.000 0.000 -17.762 0.000 ~-3.831 0.$92 0.00042§
0.000 0.000 -7.561 0.000 -2.181 ©0.814& 0.000308
0.000 0.000 27.065 0.000 ~-1.28% 0.475 0.06176§
0.000 ©.000 17.67¢ 0.000 =-1.263 -0.640 0.046141
0.000 0.000 27.311 0.000 -2.832 -1.113 0.062462
0.000 0.000 14.607 0.000 ~4.567 -0.682 0.071933
0.000 ©0.000 11.961 ©0.000 ~¢.715 0.591 0.006879
0.000 ©.000 -21.238 0.000 -2.971 1.214 0.001412

0BFTACLES aoUcEESS OROGRAPRY ]
0.000 0.000 23.008 0.000 1.542 -3.396 0.227047
0.000 0.000 23.068 0.000 -6.633 -5.213 0.20421¢
0.000 ©.000 6.534 0.000 -13.138 -1.643 0.045008
0.000 0.000 .87 0.000 -11.07% 3.883 0.07312
0.000 0.000 T7.763 0.000 -2.312 4.713 0.044522
0.000 0.000 11.500 0.000 3.300 1.308 0.004873
0.000 0.000 -13.610 0.000 1.580 -2.99¢ 0.000600
0.000 0.000 -13.732 0.000 -5.382 -4.173 0.0002§9
0.000 0.000 -11.043 0.000 -10.579 ~1.177 0.000244
0.000 0.000 «15.T11 0.000 -5.880  3.201 0.000274
0.000 0.000 -17.048 0.000 -1.583 4.080 0.000200
0.000 0.000 9.088 0.000 3.823 1.418 0.1%1402
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Station 50, Naxos, Greece

oI
o 0.000
3% 0.000
6 0.000
0 0.000
120 0.000
150 0.000
180 0.000
210 0.000
240 0.000
270 0.000
300 0.000
3% 0.000

iy
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Station 51, Rodos, Greece

o
0 ©0.000
3 ©.000
e 0.000
0  0.000
120 0.000
150 0.000
180 ©0.000
210 0.000
240 0.000
270 0.000
300 0.000
330 0.000

OSSTACLES
0.000 0.000
0.000 0.000
©0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000

O0BSTACLES
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 ©.000
0.000 ©.000
0.000 0.000
0.000 0©.000
0.000 0.000
0.000 0.000
0.000 0.000

Station 52, Benbecula, Great Britain

om
o 0.000
% 0.000
%@ 0.000
0 0.000
120 0.000
150 0.000
10 0.000
210 0.000
20 0.000
20 0.000
300 0.000
330 0.000

Y
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

OBSTACLES
0.000 0.000
0.000 0.000
0.000 0.000
0.000 ©.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 ©0.000
0.000 0.000
0.000 0.000

Station 33, Eskdalemuir, Great Britain

m
¢ 0.000
3 0.000
@ 0.000
0 0.000
120 0.000
180 0.000
190 0.000
210 0.000
20 0.000
70  0.000
300 0.000
30 0.000

T
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
9.000
9.000
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ORSTACLES
0.008 0.000
0.000 0.000
0.608 0.000
0.000 0.000
0.000 ©0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 ©.000
0.000 D.000
0.000 0.000
0.000 0.000

0.000 0.000
~4.72¢ (.000
-4.224 0.000
-4.228 0.000

1.653  0.000
22.131  0.000
26.649 0.000
-0.93§ 0.000
-0.041 0.000

0.000 0.000

0.000 ©0.000

0.000 ©0.000

ROUGHNESS
-4.843 0.000
-7.927 0.000
-3.31¢ 0.000
24.484 0.000
19.102 0.000
14.187  0.000
13.378 0.000
22.106 0.000
26.687 0.000
-6.853 0.000
-7.927 0.000
-4.543 0.000

ROUGHNESS
-9.384 0.000

2.09 0.000

2.098 0.000
-9.49¢ 0.000

~13.20¢ 0.000
-0.430 0.000
«1.423 0.000

~18.357 0.000

-23.127 0.000

«10.36% 0.000

-11.797 0.000

-11.797 0.000

ROUCHNESS
17.707 0.000
17.219 0.000
15.111 ©.000
18.161  0.000
15.181  0.000
17.787 0.000
17.219 0.000
17.787  0.000
17.707  0.000
16.208 ©0.000
16.206 0.000
16.206 0.000

ORDGRAPEY 20
1.739  1.222 0.000200
0.688 -2.388 0.000248

-7.879 -§.417 0.2070e8
-14.768  -1.727 0.2070¢8
~12.169 3.856 0.197274

-3.762 4.693 0.151812

1.882 1.375 0.100521
0.49¢ -2.§41 0.000818

-5.561 -3.936 0.000360
-10.177 ~1.384 0.000200

-9.012 2.568 0.000200

-2.942 3.690 0.000200

OROGRAPHY z0

-8.83% 0.355 0.000225

~$.252 3.324 0.000242

0.790  3.063 0.004384

3.711 -0.283 0.262443

«0.237 -3.894 0.200461

-7.678 -3.884 0.205187
«10.718  0.340 0.188401
«6.632 4.122 0.275838

0.773  3.407 0.266880

1.228 -0.378 0.001154

~0.1790 =-3.188 0.000242

-§.209 -2.991 0.000225

OROGRAPRY 20
0.000 0.000 0.001279
0.000 0.000 0.030258
0.000 0.000 0.02267%
0.000 0.000 0.003529
0.000 0.000 0.006590
0.000 0.000 0.050240
0.000 0.000 0.050108
0.000 0.000 0.001237
0.000 0.000 0.000713
0.000 0.000 0.000893
0.060 0.000 0.000287
9.000 0.000 0.000267

ORDGRAPRY 0

=0.418 -2.903 0.3%4012
-5.004 -2.088 0.20238)
-9.000 -0.031 0.217406
~6.087  3.000 0.200008
~0.330 2.824 0.240900

2.648 -0.190 0.254018
~0.133 -2.977 0.262363
~$.208 -2.949 0.254010
-3.910 0.224 0.264018
$.200  3.120 0.248133

1.203  2.563 0.260133
3.408 -0.377 0.200133
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Station 54, Valley, Great Britain

IR
0
0
[
120
150
100
210
w0
awo

300
330

Station 55, Blackpool, Great Britain

b
1
180
210
240
270
300
330

14.000
14.000
14.000
14.000
14.000
14.000
14.000
14.000
14.000
14.000
14.000
14.000

0.000
¢.000
0.000
G.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

1T OBSTACLES
0.000 -21.837 ©.000
0.000 -15.82¢4 0.000
0.000 ©0.000 0.000
0.000 ©0.000 0.000
0.000 0.000 0.000
0.000 0.000 ©.000
0.000 0.000 0.000
0.000 0.000 ©.000
0.000 0.000 ©.000
0.000 0.000 0.000
0.000 -3.233 0.000
0.000 -7.527 0.000

meT 08STACLES
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 ©0.000
0.000 0.000 0.000

A0UGENESS OROCRAPHY z0
0.000 0.000 0.000 0.000 0.100000
-3.3§ 0.000 O0.000 0.000 0.098915
-3.3§ 0.000 0.000 0.000 0.000915
0.000 0.000 0.000 0.000 0.09§501
$.320 0.000 0.000 ©0.000 0.080323
9.311 0.000 0.000 0.000 0.065877
-7.083 0.000 0.000 0.000 0.00034S
-5.207 0.000 0.000 0.000 0.000290
«$.207 0.000 0.000 0.000 0.000290
-$.173 0.000 0.000 0.000 0.001520
1.033 0.000 0.000 0.000 0.015580
-2.174 0.000 ©0.000 0.000 0.0209%1

Station 36, Manchester, Great Britain

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

IsPUT OBSTACLES
0.000 0©0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 ©.000
0.000 0.000 ©0.000
0.000 0.000 ©.000
0.000 0.000 0.000
0.000 0.000 ©.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 ©.000
0.000 0.000 0.000

Station 57, Birmingham, Great Britain

E3gtEsisss.f

1

0.000
0.000
9.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

mret SBSTACLES
0.000 ©.000 0.000
€.000 0.000 0.000
€.000 0.000 0.000
6.000 0©0.000 O0.000
0.000 0.000 0©.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
6.000 0.000 0.000
©.000 8.000 0.000
0.008 0.000 0.000
0.000 0.000 0.000

ROUGRNESS
16.041 0.000
18.123 0.000
18.123 0.000
19.744 0.000
19.744 0.000
19.801  0.000
-§.246 0.000

-12.029 0.000
«12.405 0.000
-14.418  0.000
-19.758  0.000
~20.960 ©0.000

ROUCENESS
25.97¢ 0.000
24.958 0.000
24.508 0.000
21.397 0.000
17.967 0.000
16.940 0.000
11.506 ©.000
12.11¢ 0.000
13.008 0.000
10.668 ©0.000
-2.062 0.000
21.81 0.000

ROVCHNESS
26.14 0.000
28.7711 0.0
2¢.960 0.000
21.000 0.000
23.020 0.000
24.933 0.000
15.738 0.000
24.950  0.000
22.170  0.000
2.872  0.000
20.871  0.000
6.7 0.000

OROGRAPEY 20
0.000 0.000 0.356911
0.000 0.000 0.343992
0.000 0.000 0.343992
0.000 0.000 0.2061688
0.000 0.000 0.205168
0.000 0.000 0.298437
0.000 0.000 0.016491
0.000 0.000 0.000388
0.000 0.000 0.000345

0.000 0.000 0.00041%
0.000 ©.000 0.000521
0.000 0.000 0.000971

GROGRAPNY 0
0.000 ©.000 0.263432
0.000 0.000 0.33413
0.000 0.000 0.202640
0.000 0.000 0.174204
0.000 0.000 0.1580%§
0.000 0.000 0.167982
0.000 ©.000 0.004473
0.000 ©0.000 0.072882
0.000 0.000 0.177834
0.000 0.000 0.202%44
0.000 0.000 0.198777
0.000 0.000 0.226361

OROGRAPRY »
0.000 0.000 §.332¢73
0.000 0.000 0.308408
0.000 0.000 9.30419
©0.000 0.000 0.201881
0.000 0.000 0.249801
0.000 0.000 0.238482
©0.000 0.000 0.172014
0.000 0.000 0.330138
0.000 ©.000 0.312614
0.080 0.000 0.230280
0.000 0.000 0.239300
0.000 0.000 0.308408
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Station 58, London, Great Britain

m T OBSTACLES ROUGENESS OROGRAPNY 20
0 0.000 0.000 0.000 0.000 9.539 0.000 0.000 0.0000.089370
30 0.000 0.000 0.000 0.000 15.738 0.000 0.000 0.000 0.172814
6 0.000 0.000 C.000 0.000 25.268 0.000 0.000 ©0.000 0.212734
90 0.000 ©.000 D0.000 0.000 11.932 ©0.000 0.000 0.000 0.000323
120 0.000 0.000 0.000 ©0.000 13.358 0.000 0.000 0.000 0.37521%
150 0.000 0.000 0.000 0.000 20.38 0.000 0.000 0.000 0.3528530
180 0.000 0.000 0.000 0.000 19.889 ©0.000 0.000 0.000 0.246307
210 0.000 0.000 0.000 0.000 16.298 0.000 0.000 0.000 0.185091
240 0.000 0.000 0.000 0.000 20.926 0.000 0.000 0.000 0.186312
270 0.000 0.000 0.000 0.000 12.723 ©0.000 0.000 0.000 0.18005%
300 0.000 0.000 0.000 0.000 24.090 0.000 0.000 0.000 D.278070
130 0.000 0.000 0.000 0.000 24.090 0.000 0.000 0.000 0.278070
Station 59, Exeter, Great Britain. Covering only the period from December
to May 1991.
pIR INPUT OESTACLES ROUGANESS OROGRAPNY 20
¢ 0.000 0.000 0.000 0.000 9.741 0.000 0.000 0.000 0.084873
30 0.000 0.000 0.000 0.000 9.741 0.000 0.000 0.000 0.084673
€ ©0.000 0.000 ©0.000 0.000 9.741 ©0.000 0.000 0.000 0.084873
90 0.000 0.000 0.000 0.000 -6.103 0.000 0.000 0.000 0.104402
120 0.000 ©0.000 0.000 0.000 -5.103 ©0.000 0.000 0.000 0.104402
150 0.000 G 000 0.000 0.000 -4.415 ©0.000 0.000 ©0.000 0.103300
180 0.000 0.000 0.000 0.000 -4.415 0.000 0.000 0.000 ©.103300
210 0.000 ©0.000 0.000 0.000 -4.415 0.000 0.000 0.000 0.103300
240 0.000 0©.000 0.000 0.000 8.026 0.000 0.000 0.000 0.20884S
270 0.000 ©0.000 0.000 ©0.000 15.767 0.000 0.000 0.000 0.186661
300 ©0.000 0.000 0.000 ©6.000 10.016 0.000 ©.000 0.000 0.0A3775
330 0.000 0.000 0.000 0.000 10.702 0.000 0.000 0.000 0.080323
Station 60, Bournemouth, Great Britain
311 10T DESTACLES ROUGHMESS CROGRAPHY 20
6 0.000 0.000 0.000 0.000 18.696 0.000 0.000 D0.000 0.305751
30 0000 0000 0.000 0.000 21.647 0.000 0.000 0.000 0.311710
6 0.000 0.000 0.000 0.000 11.808 0.000 0.000 0.000 0.359560
9 0.000 0.000 0.000 0.000 i6.028 0.000 0.000 0.000 0.348397
220 0.000 0.000 ©0.000 0.000 15.220 0.000 0.000 0.000 0.35027¢
150 0.000 0.000 0©0.000 0.000 -16.831 0.000 0.000 0.000 0.005758
1860 0.000 0.000 0.000 0.000 -9.312 0.000 0.000 0.000 0.004220
210 0.000 0.000 0.000 0,000 21.068 0.000 0.000 0.000 0.2547%6
246 0.000 0.000 -0.618 0.000 19.40¢ 0.000 0.000 0.000 0.191261
270 0.000 0.000 -7.320 0.000 16.668 0.000 0.00 0.000 D.13184%
300 0.000 0.000 -12.638 0.000 22.506 0.000 0.000 0.000 D.201581
330 ©.000 0.000 0.000 0.000 15.421 0.000 0.000 0©.C00 0.1373%7
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C Results station by station

The results of the different model runs will be displayed in the following.

C.1 The neutral HIRLAM/WASP model
Results marked ‘N/A’ means that the values are not available because of either

minil;dm(uatiomnponingonlyeveryﬁhonn)ordivisionbym.

Table 15. Results HIRLAM/WAPP model. The column marked ‘H/W’ is the column
with the results of the runs for the entire period (December 1990 to November
1991) for the selected stations. ‘pers’ is the results from the persistence model,
and ‘rel’ is the ratio of the neutral HIRLAM/WA*P model to persistence (numbers
smaller than 1.0 indicates that the HIRLAM/WASP model preformed beiter than
persistence). Results for the 3, 18, and 36 Rour forecasts are displayed. e is the
mean error, | ¢ | the mean absolute ervor, and RMSE the rms ervor (all in m/s).

+3 +18 +36

H/W pers rel | H/W  pers rel | H/W  pers rel
1 e| -052 000 -516.00| -0.07 -0.01 5671 -0.12 -0.02 6.39
le]| 1.57 1.54 102} 167 277 060| 193 322 0.60
RMSE | 200 2.07 097 | 225 361 062 254 417 0.61
5 | -0.78 000 -19625] -0.46 -0.02 25.72| -057 -0.02 25.77
let| 201 161 125 197 316 o062| 225 350 064
RMSE | 261 221 1.18 | 264 4.07 065] 290 442 0.65
[] e| -0.47 -001 8360 | 007 -000 1825] -0.21 -0.04 5.78
lel]| 1.69 1.50 112] 173 272 064 138 301 0.62
- RMSE | 218 197 1.10f 226 355 064 ) 251 384 0.65
7 e | -0.76 -002 4441]-023 000 -57.73| -0.57 -0.01 47.25
lel| 1.87 161 116 | 199 3.27 061| 218 366 0.59
RMSE| 258 221 117 ] 262 426 062] 293 465 0.63
8 e| -097 -000 97300] -0.72 -001 8988 | -063 -0.03 19.12
le}] 204 195 104 220 369 062] 249 412 0.60
RMSE | 263 262 101 ] 3.08 473 065) 321 530 0.61
9 e]| 032 -001 24680 | 012 -001 -843] -017 -002 8.1
lel| 154 129 1.20] 153 240 064 191 288 0.68
RMSE| 201 173 116 | 212 309 069 ] 249 364 43.68
10 ] -106 000 28550 -072 003 -2571] -103 001 -171.00
lef| 175 119 147] 156 215 073 14 260 0.78
RMSE| 247 158 158 211 2.7 07| 250 328 0.7
1 e| 061 -001 12120 046 -0.00 457.00| -050 0.00 -165.33
lel] 153 122 126 1351 219 069) 185 24 0.7
RMSE | 207 1680 1.29]| 207 280 074} 248 3.1l 0.80
12 e| -0.41 -000 20400 -037 0.02 -17.71 | 045 001 -56.63
lej] 1.70 116 147| 172 23 0.74| 192 27 0.7
RMSE| 241 18§ 156 235 1298 0.79] 251 348 0.72
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Table 16. Results HIRLAM/WASP model.

+3 +18 +36
H/W  pers rel | H/W  pers rel | H/W  pers rel

13 e| -037 000 -12200]| -0.11 -0.01 21401 -0.33 002 -21.80
lel| 157 1.3 120] 153 249 061] 189 3.04 0.62

RMSE| 220 1.3 127 204 325 063] 248 388 0.64

15 el 011 000 N/A| 021 000 207.00| -005 0.01 -5.30
lel] 142 111 128 138 207 066 | 163 252 0.65
RMSE| 196 155 126 | 18 272 067 ] 216 3.24 0.67

16 e| 027 000 67.50 | 068 0.00 N/A| 023 -000 -23000
le}| 127 111 115 | 1.4 L9 069 | 159 235 0.68

RMSE | 180 131 119 178 283 0.70] 208 298 0.70

17 =1 081 000 -28033 | 036 -002 1911 -063 001 -105.50
lel| 177 138 128|175 274 o064 189 313 060
RMSE | 237 206 115]| 243 362 067] 249 407 061

18 =1 -102 001 -10200] -055 -001 68.75]-086 -001 61.71
jel] 162 108 150 137 197 06| 170 235 0.72
RMSE| 223 145 153 184 258 071] 222 296 0.75

19 e 082 000 NJA| 027 -003 858| -0.70 002 4680
lej| 162 139 1.17] 153 238 064] 18 280 066

RMSE | 206 188 110} 203 3.09 066 | 240 351 0.68

21 e| 065 000 -32250[ -020 -001 3940 | -055 -0.04 15.57
lel]| 1.5 120 10| 1.4 223 065 | 1.74 256 0.68
RMSE | 2.14 164 13| 188 2% 065]| 224 328 0.69

e| 088 N/A N/A| -191 003 -7059] -201 004 -4564
le]] 088 N/A N/A| 265 237 1.11] 269 290 093
RMSE | 133 N/A N/A| 34 317 109} 362 375 097

23 | 073 001 -146.80| -020 000 -204.00 | -031 001 -34.89
lel] 164 123 133 144 189 07| 170 222 077
RMSE| 220 167 132] 196 246 080 | 226 281 0.80

73 <1 13 N/A  N/A| -286 001 -238.25 | -3.32 -0.00 110767
lef| 13 N/A  N/A| 328 295 110f 374 353 106
e.| 197 NJA  N/A| 403 372 108] 463 437 106

2% e] 328 N/A N/A| -ill 004 -2574| -1.73 002 -7877
lel| 328 N/A N/A} 215 278 077] 263 33 0.79
RMSE| 464 N/A N/A| 288 373 07| 364 440 0.83

el -183 001 -193.10] -1.22 004 -3060] -192 005 -37.83
lej] 319 172 185] 303 2M 107| 314 338 0.9

RMSE| 416 238 1.79] 391 347 1.07] 411 43 0.95

2 el 188 00t 31330| 257 -001 -42850] 216 004 50.28
lel] 340 137 201 38 222 157] 330 2868 1.23
RMSE| 428 190 228] 430 29 147] 416 346 1.20

e] 126 000 125600| 039 001 -3545|-101 002 -63.31
le|| 308 167 18] 276 260 106( 285 305 094
RMSE| 396 241 164 351 355 o099} 374 405 092

a el -232 002 15460] -1.58 002 -8806| -190 001 -38040
lel{ 318 183 173 275 173 100} 300 321 094
RMSE | 423 258 14| 376 3N 102] 399 422 0.95
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Table 17. Results HIRLAM/WA*P model.

43 +18 +36
H/W  pers rel | H/W  pers rel | H/W  pers rel
32 1117 004 -3256] 229 -001 -:9067| 222 005 4723
lef| 244 138 178| 200 217 124|284 243 117
RMSE | 307 214  144] 380 297 128]| 374 3285 115
) =1 168 001 16780 048 000 -15900| -076 -002 4244
lel| 200 133 136| 147 199 07| 151 2001 075
RMSE | 250 181  143] 197 255 077 203 265 077
35 =1 147 005 3187 254 -004 -6523| 222 002 12306
lej| 320 129 247] 378 194 195| 322 236 136
RMSE | 404 181 223| 485 261  185] 421 2308 1.3
% - [ 050 001 358 -019 003 -711| 015 004  3.69
lef| 18 153 119| 184 247 07| 175 207 059
RMSE | 235 206 114 226 315 072 223 367 061
37 =1 088 001 7342 -0.74 -00i 9200| -0.75 -002 39.63
lel| 195 13¢ 145] 222 279 076| 235 339 069
RMSE| 269 178 152) 299 361 083] 317 429 074
38 =1 011 001 1413| 038 -000 -12600| 005 -001  -6.86
lel| 143 113 127| 142 196 07| 153 235 065
RMSE | 206 149 138| 187 254 074] 197 299 066
£ e 000 001 1286 | 025 -001 -4133|-006 -000 1833
lef| 120 108 119| 119 185 064) 150 228 066
RMSE | 177 146 122] 164 239 068] 195 28 068
rm) - 034 000 11467 -018 001 -1967| -0.37 003 -14.80
tef| 128 104 123) 108 182 065 144 218 066
RMSE | 190 139 137] 160 239 067§ 196 279 070
T} =1 132 001 -14700| 0.76 -000 76200 -1.21 001 -100.92
tel|l 219 114 192|171 178 096| 208 200 100
RMSE|l 277 154 180) 228 236 o096} 269 272 099
42 e[ 169 001 -21125| -1.27 002 -8460| -145 -0.00 1451.00
leil 219 148 148| 178 206 087] 205 228 0%
RMSE| 299 198 151] 246 269 09| 280 297 094
“ e | 065 000 -16325| -0.08 -0.01 2800(-081 000 N/A
lej] 198 132 150 192 240 080) 209 285 07
RMSE| 268 183 13| 264 317 083| 272 368 074
% el 030 001 2483| 1.12 001 -79.79| 049 001  ©60.57
et 17 147 11| 1 2% 075|195 281 0%
RMSE| 248 213 1a7] 237 317 o075| 257 357 072
a7 e 212 002 8837]-152 001 11692 -1.85 002 -12340
tet] 261 138 166] 210 23 o0ss| 23 278 085
RMSE| 334 226 148] 290 32¢ 090]| 309 360 086
T e ] 069 001 -5708| 011 -001 -1189| -0.74 -000 247.00
lef] 223 134 167 210 237 o0ss| 227 298 076
RMSE | 302 224 135] 270 34 07| 24 402 073
9 | 068 000 NJA| 036 -001 3.78|-061 -001 5527
jei| 220 163 135 201 261 077 213 320 067
RMSE | 295 231 128 258 342 075| 265 403 086
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Table 18. Results HIRLAM/WAP model.

+3 +18 +36
H/W  pers rel | H/W  pers rel | H/W  pers rel

1222 000 221600 -129 -0.12 10.78| -280 -010 27.19
lef| 322 193 166| 320 366 09| 379 48 078
RMSE | 421 264 159| 431 477 o090| 48 624 078

51 e| -210 001 -190.73] -1.53 -0.03 47.78 | -236 -003 81.24
le]| 287 146 198 | 248 239 104| 321 299 1.04
RMS 3.66 2.00 183| 3.09 3.10 1.00| 385 3.79 1.01

52 -1 142 -000 35375| 099 000 -331.00| -103 -002 6088
lel| 206 154 134| 211 329 o064 232 359 065
RMSE | 296 2.11 140| 304 42¢ 072] 334 467 072
53 084 000 41750 | -045 -0.02 28.00[ -0.64 -001  49.08

e
lel| 187 138 135| 180 249 0.72| 2.04 293 0.70
RMSE | 2.56 1.89 135 | 242 3.2¢7 0.74| 265 374 0.71

54 =1 057 000 -51500]| 006 -0.03 -207|-014 -006 247
le}| 185 146 127] 197 322 061(-234 361 065

RMSE | 265 202 132| 286 421 o068] 316 463 068
55 e 088 000 29367| -060 -005 1293| -0.54 -003 1943
le|] | 177 132 134| 180 246 073]| 195 29 067
RMSE | 223 181 1231 234 32 om)| 266 37 0.72
56 -1 028 000 -9500| -009 000 N/A|-015 -001 1146
lej| 139 121 1.15| 145 221 o066]| 161 258 062

RMSE | 197 164 1.20| 189 2.88 066 211 3.29 0.64

57 e| 011 000 -10500[ 026 0.0] 5140 | 007 -0.00 -66.00
le]| 127 108 1181 127 195 065] 145 223 0.65

RMSE | 187 146 1281 1.76 253 070] 195 2.86 0.68

58 el 012 0.00 5850 | 043 000 426.00[. 031 -0.00 -102.67
e} ] 1.32 1.06 1.25] 141 195 072| 152 230 0.66
RMSE| 190 142 1.33] 1890 2358 074 | 198 292 0.68

e| 015 o001 2450 074 -001 -5257| 041 -003 -14.75
lel] 166 147 112} 1.79 259 069 | 180 283 0.64
RMSE| 210 201 1051 223 342 065 228 361 0.63

e] 005 001  -600| 048 -001 -9640| 0.10 -001 -10.89
le|| 162 130 125| 151 237  oe4| 17T 273 065
RMSE | 217 180 121] 191 310 oe2) 232 349 o068
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C.2 The linear prediction model

Table 19. Results from running the linear prediction model described in Section5.1
for the 3, 18 and 36 hour forecast for the 6 selected stations. The model is evaluated
using data from the last Aalf of the period (June to November 1991).

¥ _F ¢ el RMSE
19 +3 0.103 0503 0.623
+18 0262 1897 2395
+36 0387 1996 2475
29 +3 0.157 0541 0.659
+18 0389 1912 2345
436 0627 1953 2368
35 +3 -0002 0563 0.703
+18 0006 1662 2.109
+36 0052 1.669 2072
41 +3 0.020 0439 0.570
+18 0042 1400 1823
+36 0.075 1434 1866
5 +3 0.035 0.373 0.455
+18 0116 1823 2241
+36 0.167 1898 2.326
57 43 0103 0390 0475
+18 0295 1595 1972
+36 0.382 1672 2.040
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C.3 Sensitivity to the local corrections

Table 20. The neutral model run without corrections for local effects, using the
WA'P matriz (+ W’) for the 6 selected stations compared to persistence Jor the 43,
+18 and +36 hour forecast for the last half of the period (June 1991 to November
1991) compared to persistence (‘persist ') and the neutrl HIRLAM/WA'P model
(H/W), see Section 13.1 for further details.

+3 +18 +36
+W pers H/W/| =W pers H/W| +W pers H/W
19 e1-1.63 000 -082[-111 -003 -018]-155 -0.02 -0.62

le|| 208 139 169] 1.78 238 159 224 280 182
RMSE| 270 188 200| 228 309 216| 287 351 236

29 | 123 001 146] 190 001 190] 152 004 167
lel| 304 137 347| 299 222 313| 288 268 3.02
RMSE| 378 190 409] 366 293 341| 365 346 3.5

e|.054 005 139] 013 -004 281 003 002 238
le] | 226 129 381, 224 194 454 195 236 345
RMSE | 290 181 431] 277 261 495] 252 308 3.95

41 e -128 001 -155]-079 -000 -100[-122 001 -1.48
je] | 221 114 217) 174 178 166 213 209 205
RMSE | 201 154 226] 230 236 197] 28 272 221

56 e|-084 000 -029|-063 000 -0.14|-066 -001 -023
fe]] 157 121 1.29] 153 221 1.33| 1.72 258 161
RMSE | 215 164 205] 203 288 183] 231 329 217

57 | 085 000 003|-051 001 031]-069 -000 011
lel| 146 108 125] 1.30 195 128 1.5 223 135
RMSE | 200 146 200) 174 253 177] 213 286 191
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C.4 Directional dependent neural network for

MOS

Table 21. Results for the directional dependent neural network MOS model (1,5.1),
see Section 13.4. S 13 the station number, F the look-ahead time (in hours), e the
mean ervor,| e | the mean absolute ervor, and RMSE the rms ervor.

142

S F e |e| RMSE
19 +3 017 168 209
+18 013 156 211

+36 020 187 250

29 +3 004 232 282
+18 -018 194 246

+36 -013 2.05 272

3% +3 021 215 215
+18 008 208 267

+3 028 174 230

41 +3 007 156 1.99
+18 -0.08 129 1.69

+36 -0.06 159 2.05

s +3 -015 1.36 221
+18 -012 135 1.76

+36 -0.13 167 237

S7 +3 023 1.4 219
+18 018 132 181

+36 010 131 175
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D The effect of data resolution

In this section a brief (and general) derivation of the effect of resolving a timeseries
with a resolution p. It is assumed that distribution of the measurements is stepwise
constant, ie constant in steps centred around integer multiples of p, and having
the width p. In the following ¢ is the mean ertor, ¥, the wind speed from the
model, u, the ohserved wind speed, and N the number of observations.

The mean error

Since the distribution is assumed homogeneous there will be no effect on the mean
ervor of the resolution.

The mean absolute error
The effect on the mean absolute error is calculated in the following:

leal ~ Jum—uo] (D.1)
Ut s
= / |~ wo | du (D:2)
‘nn"}'
[ -t [ = (D3)
= —(M ~ ¥y - Uy )Y E
“m—tr Y-
1
= "'ﬂ’ (D4)

If this is divided by the width of the interval we get that the effect of the
resolution on the mean absolute error for each observation is
L -1,
(4 + gﬂ) = (um - *ﬁ) 4

The rms error

The effect on the rms error is
[1 et
o ~ J,—-;; /___h (v - woPdu (D3)
-
- 7‘5;, (.7)
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