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Modern nanoscale manufacturing techniques allow for a high degree of flexibility in designing surface microstruc-
tures and nanostructures. Injection molding of nanosized features allows for mass production of plastic components
with a tailored nanostructure producing specific optical effects depending on the purpose. This work details the use
of topology optimization for designing periodic polymer grating surfaces with complex optical properties. A method
based on robust topology optimization is formulated for designing the nanostructure of plastic surfaces with extreme
reflection or transmission properties. Topology optimization allows for free distribution of material but a mechanical
constraint based on the fundamental free mechanical vibration frequency ensures connected structures. Several ex-
amples are given to illustrate the efficiency of the method. © 2012 Optical Society of America

OCIS codes: 000.4430, 050.2770, 240.6700, 330.7326.

1. INTRODUCTION
In many applications the need for specifying and controlling
the optical properties of surfaces is of high importance. Ap-
plications include but are not limited to optical filters, sensors,
holography, and diffraction gratings. As the applications be-
come more and more advanced the requirements to the opti-
cal properties become increasingly complex. The problem of
designing a surface with specific optical properties can there-
fore be extremely challenging. The fabrication of advanced
nanostructured surfaces is made possible with modern nano-
technology, and hence engineers have an increasingly high de-
gree of freedom to design complex surface structures [1–4].

The presented work is motivated by the developments in
nanotechnology and injection molding improving the possibi-
lities for achieving submicrometer features in the plastic sur-
faces sometimes directly from the casting process. This
potentially allows for creating functional surfaces in plastic
parts in large batch sizes. Properties such as antiwetting, hy-
drophobic and surfaces with tailored optical properties are
features that could be utilized in industrial injection-molded
plastic products. The focus of the present investigation is
the modeling of the optical properties of nanostructured plas-
tic surfaces and surface design optimization for achieving spe-
cific reflection and transmission characteristics. This work is
a first step toward the goal of developing a methodology for
designing three-dimensional (3D) surfaces displaying struc-
tural color properties imitating the wings of a butterflies
and other animals [5–7].

Topology optimization was originally developed as a meth-
od for designing optimal material distribution in elasticity but
has recently been introduced to photonics for optimizing sev-
eral different applications [8]. Some of the first attempts on
using topology optimization for optimizing periodic grating-
like structures were done by Dobson [9,10]. The computa-
tional domain (the unit cell) is discretized using the finite
element method and due to the periodicity of the structure

the incoming and outgoing waves are modeled as plane wave
expansions. For optimization a gradient descent minimization
scheme is used and several examples are presented for plas-
tic/air interfaces for both free material distributions [9] and
shape-optimized gratings [10]. For the free material distribu-
tion approach the solutions all have problems reaching a dis-
crete design (material being either air or plastic) and
postprocessing of the designs are necessary. Shape designs
are restricted to single interface designs and Dobson finds that
constraints are required to regularize the design and avoid
mesh-dependent solutions and increasingly smaller details
in the optimized designs. He solves this by imposing a con-
straint on the integrated curvature of the grating profile. Fuchi
et al. [11] have more recently presented a method based on the
same ideas as in [9]; however, not restricted to optimize sur-
faces but rather considering a volume of dielectric. They in-
terpolate the element material properties using the so-called
SIMP scheme [12] and use a smoothing density filter with 1.5
element filter radius to avoid too small details and complex
designs. Due to the filter the final designs have elements of
intermediate densities at material transitions zones and binary
designs are therefore achieved by postprocessing the solution.

The present work is centered on how smoothing filters of
arbitrary size and a robust projection scheme can be em-
ployed in topology optimization to achieve mesh-independent
and close-to binary solutions. The robust formulation ensures
that the design is robust toward small variations in the design
and manufacturing tolerances in a real production setting.
Furthermore, the formulation allows for advanced combina-
tions of desired transmittance/reflectance output characteris-
tics by defining multiple objective functions or constraints. A
detailed description of the numerical formulation is given as
well as selected test cases demonstrating the method. Further-
more, it is considered how to facilitate manufacturable de-
signs and avoid arbitrarily small or disconnected features
by ensuring a minimum length scale in the designs through
mechanical constraints in the optimization.
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2. PROBLEM DESCRIPTION AND
MODELING
The problem of modeling a periodic surface structure can be
restricted to only considering a single “supercell” of an air–
surface interface. The two-dimensional (2D) computational
domain for modeling a y-periodic surface is shown in Fig. 1.
The domain Ω consists of three regions: an air region ΩA, a
surface region ΩD, and a bulk region ΩB, as indicated in Fig. 1.
The air and bulk regions have fixed material properties while
material is distributed in the surface region to form the surface
microstructure. The incoming wave enters the domain at
boundary ΓI and the transmitted and reflected waves leave
the domain through boundary ΓO and ΓI , respectively. The
modeling follows the procedure by Jensen et al. [13]. The pro-
blem can be modeled using the frequency-domain method
based on a 2D model (plane polarization). This implies that
the electromagnetic field in domains ΩA, ΩB, and ΩD can be
described by the 2D Helmholtz equation in Eq. (1):

∇ · �A�x�∇u�x�� � ω2B�x�u�x� � 0; (1)

where ω is the wave frequency (ω � ck0), k0 the free-space
wavenumber, u�x� is the unknown spatial electric or magnetic
field amplitude, and A�x� and B�x� are material coefficients
depending on the polarization of the light. For Ez-polarization
(only the E-field has an z component) A � 1 ∕μr and
B�x� � ϵr�x�c−2, and for Hz-polarization A � 1 ∕ϵr�x� and
B�x� � μrc−2, where μr is the relative permeability, ϵr�x� is
the relative permittivity, and c is the speed of light in vacuum.
The incident field is given by

u0�x� � U exp
�
−jω

�����������
A−1B

p
k̂ · x

�
: (2)

The factor U is a scaling factor for the wave amplitude in the
following set to unity, k̂ � �cos�θ�; sin�θ�� is the wave direc-
tional unit vector specifying the direction of the incident
wave, and x the spatial coordinates. The incident wave is
specified on ΓI as given in Eq. (3) with the unit-normal vector
n̂ � �−1; 0� according to Fig. 1:

n̂∇u � jω
�������
AB

p
�1 − n̂⋅k̂�u0 � jω

�������
AB

p
�1� cos�θ��u0: (3)

The y-periodicity is enforced by Bloch–Floquet wave bound-
ary conditions on Γa and Γb. Based on the supercell in Fig. 1
the periodic boundary conditions can be formulated as

u�x; d� � u�x; 0� exp
�
−jωd sin�θ�

�����������
BA−1

p �
: (4)

It is noted that the Bloch–Floquet boundary condition
depends on both the frequency and the incident angle of

the incoming wave, and the system matrix therefore also
becomes a function of the frequency and incident angle.
The domain is truncated using the standard method of per-
fectly matched layers (PMLs) [14] at the input and output
boundaries for absorbing the waves. The governing equation
in the ΩPML regions is

∂

∂x

�
sy
sx

A
∂u
∂x

�
� ∂

∂y

�
sx
sy

A
∂u
∂y

�
� ω2sxsyBu � 0; (5)

where sx and sy are the spatial dependent complex damping
factors in the x and y directions. The wave only has to be
attenuated in the x direction implying that sy � 1 and sx is
given by

sx�x� � 1 − j
σ�x�
ωϵ

; (6)

where σ�x� � αj�x − x0� ∕ℓPMLjp is the complex damping func-
tion, α and p are the damping function parameters, and x − x0
is the distance to the PML layer boundary. The material para-
meters A and B in the PML layer equals the fixed parameters
in the domains ΩA and ΩB for the left and right PML regions,
respectively. To solve Eq. (1) we write it in its weak form
where T is the so-called test function. By applying Greens first
scalar identity and also considering the PML region and the
input boundary condition given by Eqs. (5) and (3), respec-
tively, the weak form of the problem becomesZ

Ω
�A∇u� · �∇T�dΩ −

Z
Ω
Tω2BudΩ

�
Z
ΩPML

�
sy
sx

A
∂u
∂x

∂T
∂x

� sx
sy

A
∂u
∂y

∂T
∂y

�
dΩ

−

Z
ΩPML

Tω2sxsyBudΩ

�
Z
ΓI

Tjω
�������
AB

p
�1� cos�θ��u0dΓ: (7)

The domain is discretized and shape functions N�x� are used
for interpolating the field u � u�x� � N�x�u. If we further-
more choose the test function being identical to the shape
function we obtain the system of equations

�K − ω2M�u � f; (8)

where u is a vector of discretized nodal values of the scalar
field u�x� and the finite element matrices K, M and f are
given by

K �
X
e∈Ω

Ae�Ke
x �Ke

y� �
X

e∈ΩPML

Ae

��
sy
sx

�
Ke

x �
�
sx
sy

�
Ke

y

�
;

Ke
x �

Z
∂NT

∂x
∂N
∂x

dV; Ke
y �

Z
∂NT

∂y
∂N
∂y

dV

M �
X
e∈Ω

BeMe �
X

e∈ΩPML

Be�sxsy�eMe; Me �
Z

NTNdV;

f � jω�1� cos�θ��
X
e∈ΓI

�����������
AeBe

p
fe; fe �

I
NTu0dS: (9)

In Eq. (9) Ae, Be, sx, and sy are assumed element-wise con-
stants. The integration of the element force term fe can be

Fig. 1. Computational domain composed of a fixed air region ΩA, a
fixed bulk region ΩB, and an active optimization region ΩD where
material is distributed to form the surface structure.
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done analytically but becomes lengthy and is therefore not
shown. The Bloch–Floquet periodic boundary conditions
are enforced by direct penalization of the system matrix.

3. TOPOLOGY OPTIMIZATION PROBLEM
A. Material Interpolation
Wewish to apply a gradient-based algorithm and therefore use
continuous design variables to control the distribution of air
and dielectric in the design domain [12]. In ΩD each element is
assigned a design variable ρe where

0 ≤ ρe ≤ 1; e ∈ ΩD: (10)

The elemental material parameters Ae and Be are then inter-
polated using the so-called SIMP scheme [12].

Ae � A1 � ρpe �A2 − A1�; Be � B1 � ρpe �B2 − B11�; (11)

where p is the penalization parameter. The goal of the optimi-
zation routine is to find the values of ρe that optimize the cho-
sen objective function and ensure discrete 0-1 designs to have
a well-defined final structure. In structural optimization it is
often necessary to penalize the optimization (p > 1) in order
to improve convergence toward discrete designs. For certain
optical problems this penalization is often not strictly needed
to approach discrete solutions [13,15]. In this work p has been
set to 1; however, the robust optimization scheme indirectly
ensures discrete designs. The design variables are smoothed
by filtering and subsequently projected into the physical
densities representing the actual physical design. This is
explained in detail in Subsection 3.C.

B. Objective Function
The goal can be defined as either optimizing the transmittance
or the reflectance of the surface given by

T � PT

P0
R � PR

P0
; (12)

where PT is the transmitted power through the surface, PR is
reflected power from the surface, and P0 is the power flow of
the incident wave. As the domain is periodic, the total trans-
mittance or reflectance can be measured by considering the
total power in the supercell. If Pin designates the power enter-
ing the domain from the left boundary and Pout the power leav-
ing the domain at the right boundary we have that Pout � PT

and Pin � P0 − PR, implying that we can formulate the
following objective functions:

ΦT
0 � Pout

P0
ΦR

0 � P0 − Pin

P0
� 1 −

Pin

P0
: (13)

The total power-flow can be calculated from the time-
averaged Poynting vector given as

V�x� � 1
2ω

ℜ�jCū∇u�; (14)

where C equals 1 ∕μ0μr and 1 ∕ϵ0ϵr for Ez and Hz polarization,
respectively. As the domain is infinite in the y-direction the
power leaving or entering the domain is found as the integral
of the x-component Px of the power-flow across a vertical line
in the domain. Element-wise Px is calculated as

�Px�e �
Ce

2ω
ℜ�i�ue�TQeūe�; (15)

where ūe denotes the complex conjugate of the element nodal
values and Qe is defined as

Qe �
Z

∂NT

∂x
Ndyjx�xΓ : (16)

This implies that the input and exit powers can be calculated
by

Pin �
X
e∈ein

�Px�e Pout �
X
e∈eout

�Px�e; (17)

where ein and eout are the elements at the input (xΓ � 0) and
exit boundary (xΓ � ℓA � ℓB � ℓD), respectively.

C. Sensitivities and Filtering
The sensitivities are found using the adjoint method [12]. In
our problem the right-hand side of the finite element (FE)
equation [Eq. (8)] f is independent of the design variables
and the design and output domains do not overlap. From
[16] we therefore have that the sensitivities of the objective
function Φ with respect to design changes can be written as

dΦ
dρi

� 2ℜ
�
λT

∂S
∂ρi

u
�
; (18)

where S � K − ωM is the systemmatrix and adjoint vector λ is
the solution to the adjoint equation

STλ � −
1
2

�
∂Φ0

∂uR
− i

∂Φ0

∂uI

�
: (19)

Assuming that all material is lossless the material parameter
Ce in Eq. (15) is real and the right-hand side of Eq. (19) can be
found as

STλ �
X
e∈ein

iCe

4ω
�Qe − �Qe�T �T ūe: (20)

We note that the system matrix in Eq. (20) is transposed im-
plying that we can not reuse the factorization of S from solving
the actual FE-problem in Eq. 8.

Problems such as mesh dependency and element-size fea-
tures in the optimized solutions are solved by introducing fil-
tering of the design variables that smoothes the variables and
ensures regularization of the design problem. However, sim-
ple filtering leads to gray transitions zones of intermediate
physical design variables between 0 and 1 [17]. For some pro-
blems (e.g., statical mechanical) the transition zones have
negligible influence on the performance and simple cutoff
postprocessing will provide good interpretation for a final dis-
crete design. For problems with more complex physics and/or
objective functions the transition zones may be of large impor-
tance for the design performance implying that simple cutoff
postprocessing could give a wrong physical interpretation of
the design. Therefore, recently proposed projection techni-
ques [17,18] project the filtered design into the discrete 1∕0
space during the optimization and thereby eliminate the need

K. S. Friis and O. Sigmund Vol. 29, No. 10 / October 2012 / J. Opt. Soc. Am. B 2937



for postprocessing of designs. In the following the original de-
sign variables are denoted ρi, the filtered design variables ~ρi,
and the projected physical density ρ̄i. The filtered variable for
cell i is calculated as

~ρi �
P

j∈Ne;i
w�xj�vjρjP

j∈Ne;i
w�xj�vj

; (21)

whereNe;i is the set of neighborhood elements within the filter
domain of element i, vj is the volume of element j, andw�xj� is
the weighting function

w�xj� � R − jxj − xij; (22)

with filter radius R and x containing the element central co-
ordinates. The projection function is given by the smooth
function [19]:

ρ̄i �
tanh�βη� � tanh�β� ~ρi − η��
tanh�βη� � tanh�β�1 − η�� : (23)

In (23) β is a parameter that controls the steepness of the pro-
jection function and η is the threshold value below which fil-
tered densities ~ρi are projected to 0 and above to 1. In order to
ensure a smooth optimization a beta-continuation scheme [18]
is applied to gradually approach the 0∕1 Heaviside step func-
tion given by Eq. (23) as the optimization progresses. The β
parameter is increased every 50 iteration or if the change
in design variables drops below a given threshold. Due to
the filtering and projection of the design variables, the design
sensitivities with respect to the original design variables are
calculated by the chain rule

∂Φ
∂ρj

�
X
i∈Ne;j

∂Φ
∂ρ̄i

∂ρ̄i
∂~ρi

∂~ρi
∂ρj

; (24)

where ∂Φ
∂ρ̄i

is calculated using Eq. (18).

D. Optimization
In order to be able to handle multiple optimization objectives
(e.g., minimizing the reflectance for frequency ω1 while at the
same time minimizing transmittance for ω2) the optimization
problem is stated as a min/max problem [20,21], where the
optimization minimizes the maximum of i’th objective func-
tions hi� ρ̄� in a given iteration step n. In other words the op-
timization considers the “worst case” of the objective
functions, and minimizes with respect to this function in a
given iteration step.

If no additional means are taken, optimal designs may be
very sensitive to even very small design variations [13,15].
In a practical context we are interested in achieving designs
that are robust with respect to manufacturing uncertainties
and small variations in the design. A robust optimization pro-
cedure based on topology optimization and the projection
method has recently been proposed [19,20]. This method
achieves robust designs by considering a dilated, an inter-
mediate, and an eroded design in the optimization, corre-
sponding to an underetched, normal etched and overetched
situation, respectively. By utilizing three different threshold
values η, 0.5, and 1 − η in the projection function, correspond-
ing to a dilated design ρ̄d, an intermediate design ρ̄i, and a
eroded design ρ̄e the optimization scheme can be written as

min
ρj

∶max
i

fhi� ρ̄dj �; hi� ρ̄ij�; hi� ρ̄ej �g; s:t:∶�Kq
i − ω2

iM
q
i �u � fi;

0 < ρj ≤ 1 i � 1;…k; j � 1;…N; q � fe; i; dg:
(25)

Each projection in the robust scheme enters the min/max for-
mulation as a separate objective function. Therefore, for each
optimization objective of the original problem we have to
solve three finite element problems and calculate the design
sensitivities for three projections. The blueprint design sent to
the manufacturer is the intermediate design. However, the ro-
bust optimization ensures that even with quite significant
overetching or underetching the resulting structure will per-
form as well as the blueprint design.

The robust optimization procedure described above en-
sures robustness with respect to uniform overetching or un-
deretching. Nevertheless, other types of more localized
variations may still degrade the performance. Taking all pos-
sible variations into account is not practical from the optimi-
zation perspective; however, recent research [22] shows that
including computationally more intensive studies with loca-
lized variations does not change the resulting topologies sig-
nificantly for static mechanical problems. Whether such a
conclusion also holds for the grating problems considered
here will be verified in future work.

E. Implementation
For the finite element analysis 4 noded bilinear rectangular
elements are implemented. To ensure a smooth transition be-
tween active and passive design domains the filter is allowed
to extend into the passive domains and are updated according
to the filtered design variables. Symmetry around y � d ∕2 is
enforced and the optimization problem is solved using the de-
terministic, gradient-based method of moving asymptotes
(MMA) [21]. The optimization scheme is outlined as follows.

1. Set the design domain and choose the robust threshold
values ηd, ηi, and ηe.

2. Initialize design variables ρ in the passive and active
domains.

3. Filter and project the design variables ρ into the di-
lated, intermediate, and eroded designs ρd, ρi, and
ρe, respectively.

4. Solve the finite element problem for each optimization
objective for each of the three design realizations.

5. Calculate the objectives, constraints and the
sensitivities.

6. Update the design variables ρ using MMA.
7. Calculate the maximum change in design vari-

ables Δρ � maxi�jΔρij�.
8. For every fortieth iteration or if Δρ < 1e − 2 and

β < βmax, set β � 1.355β.
9. If Δρ < 1e − 2 and β ≥ βmax terminate, else goto 3.

The initial value of β is 1 and the maximum beta-
continuation value is set to βmax � 500. The optimization pro-
cedure is implemented in MATLAB and runs in parallel on a
standard 2.66 GHz four processor personal computer. All
loops have been vectorized for improved speed [23]. The op-
timizations typically converge in 600–700 iterations and each
iteration takes approximately 3 min for 14 discrete load cases
on a 4 · 104 degree of freedom problem. For further speed
improvement the actual optimization examples are run in

2938 J. Opt. Soc. Am. B / Vol. 29, No. 10 / October 2012 K. S. Friis and O. Sigmund



parallel on the DTU HPC center (www.cc.dtu.dk) on a two-
processor quad core node decreasing computational time
by 66% on the benchmark example.

4. NUMERICAL RESULTS
The described approach is illustrated through the following
examples highlighting selected features of the problem. The
design domain has dimensions fx � 1.0 μm; y � 1.5 μmg with
the active surface region having length ℓD � 0.3 μm and the
passive areas ℓA � ℓB � 0.35 μm. A x � 1.6 μm wide PML
layer is used at both ends. To have a sufficient resolution
of the wave in the finite element model the element size is
set to f0.0125 μm × 0.0125 μmg. If light with a free-space wa-
velength of 0.6 μm travels in plastic with a reflection coeffi-
cient of n � 1.5 the wave is resolved with 32 elements per
wavelength. The projection threshold values are chosen as
fηd; ηi; ηeg � f0.35; 0.50; 0.65g and the filter radius is set
to 0.1 μm.

A. Unconstrained Robust Design of Antireflective
Surface
The goal of this example is to maximize the transmission of
light at a single wavelength λ0 � 0.6 μm through the plastic
interface for an arbitrary input angle. The design domain is
initially filled with air ρi � 0 except for a single element on
the symmetry line, which is given full density and thereby acts
as a “seed” for the optimization algorithm avoiding initial pro-
blems of local minima of one-dimension designs with constant
density in the y direction. The optimization is performed with

a given number of wave incident angles as maximization ob-
jectives for both Ez- and Hz-polarization. Therefore, the total
number of objective functions for an optimization using, e.g.,
four different angles of incidence is 8.

Figure 2 shows the final optimized robust design using
objective functions hi for the input angles θi �
f0; 10; 20; 30; 40; 50; 60g° for both polarizations. The dilated, in-
termediate, and eroded designs are shown together with a
contour plot demonstrating how the different threshold values
produce different design projections. The contour plot illus-
trates how variations in, e.g., the size of the manufacturing
tool or under-/overetching produce dilated or eroded design
realizations which nevertheless all (including intermediate
realizations) have the same performances due to the robust
design strategy. Figure 3 compares the angle response of op-
timizations using a varying number of objective angles, and
the analytical transmittance of a plane interface is given as
reference.

Optimizing using only 0° angle of incidence as target angle
produces optimal performance for this specific incident angle
while for higher incident angles the response deteriorates sig-
nificantly. Including a higher number of input angles improves
the response seen across all the objective angles. The final
mean transmittance of the objective functions of the inter-
mediate projection is 99.2% with a standard deviation of
0.31%. To verify that the design is indeed robust toward geo-
metrical variations given by the different projection thresh-
olds the responses of selected angles are plotted in Fig. 4
as a function of the threshold parameter. The plot shows that
the response is close to constant in between and even beyond
the thresholds values η � 0.35 − 0.65 indicating that the design
is robust and the response is independent of uniform varia-
tions in the design realization within the limits of the projec-
tion values. For this specific example we found that
optimizing for a 40° angle alone or for multiple (seven) angles
yields almost the same wide angle performance. However,
one cannot expect that this will hold for other examples as
illustrated in the next sections, thus motivating the need
for the proposed multiobjective approach.

B. Optimization Imposing Mechanical Constraint
The optimized design in the previous example is not physically
connected. For an air/plastic interface this of course makes no
physical sense as we require all material be connected to the
bulk. In order to ensure a coherent structure a mechanical
constraint is imposed the optimization following the proce-
dure from Wang et al. [15]. The isolated components of the

(a) (b) (c) (d)

Fig. 2. Optimized robust design of antireflective surface for seven
different input angles. (a) Dilated design, (b) intermediate design,
(c) eroded design, and (d) overlaid contour plot comparing the
surface contours of the three projections.
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Fig. 3. Angle sweep of robust optimized designs for λ � 600 nm and maximized transmittance.
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design cause the fundamental free mechanical vibration
frequency of the supercell to be zero. Hence, a constraint
on the free mechanical vibration frequency may be added
to avoid disconnected material parts. The free mechanical
vibration problem can be solved as a mechanical eigenvalue
problem of the supercell using the following boundary
conditions:

u�ℓ; y� � 0; u�x; 0� � u�x; d�; (26)

where ℓ � ℓA � ℓD � ℓB is given in Fig. 1 and the PML layers
are discluded from the analysis. The mechanical properties
are again interpolated using the solid isotropic material with
penalization (SIMP) [12] scheme:

Eq
e � Emin � �E1 − Emin��ρ̄qe�p

mq
e � mmin � �m1 −mmin�ρ̄qe : (27)

Here Eq
e and mq

e are the Youngs modulus and mass density of
element e with projection q, respectively, and p is the
exponential penalty of the SIMP model. The parameters are
chosen as E1 � 103, m1 � 1, Emin � 10−9E1, mmin � 10−9m1,
and p � 5. The constraint is imposed by requiring that
the smallest eigenvalue λ1 of the system is larger than a
given threshold δ. The optimization can now be formulated as

min
ρj

∶max
q

∶max
i

∶fhi��~ρj�q�g;

s:t:∶�Kq
i − ω2Mq

i �u � fi; �K̂i − λq1M̂i�x � 0; λq1 > δ;

0 < ρj ≤ 1; i � 1;…k; j � 1;…N; q � fe; i; dg: (28)

To ensure robustness and efficient implementation of the me-
chanical constraint, a continuation approach is proposed to
gradually increase the threshold value of the mechanical
constraint following the increase in the β variable:

δ � δmin � �δmax − δmin�
�

β − β0
βmax − β0

�
: (29)

In Eq. (29), δmin and δmax are the minimum and maximum va-
lues of the mechanical threshold constraint, and β0 and βmax

are the initial and maximum values of the β-continuation para-
meter. The threshold values are set to δmin � 5e−5 and δmax �
80e−5 and it was found that the optimization progressed more
smoothly if the initial value of β0 was put to 8. The result of the
seven angle optimization of the previous example for both
E- andH-polarization with the mechanical constraint is shown
in Fig. 5. It is clear that the constraint effectively promotes a
coherent design for all three projections. Figure 6 shows an

angle sweep of the design, which indicates a slight decrease
in performance compared to the nonconstrained examples in
Fig. 3. The final mean transmittance of the intermediate pro-
jection of the new design is 98.6% with a standard deviation of
0.4%, which is only slightly worse and with a slightly higher
deviation between individual objective functions. It should
be noted, that the final design is influenced by the choice
of threshold value δ.

C. Reflective Surface Design for Multiple Frequencies
The problem of increasing the surface reflection for a range of
wavelengths is studied in this example. The objective is to
minimize the transmittance for light with free-space wave-
length of {500, 550, 600, 650, 700} nm and with an incident an-
gle of 40°. Furthermore, the robust projection threshold
values were changed to ηq � f0.4; 0.5; 0.6g decreasing the
manufacturing tolerances of the design. In order not to be
too restrictive and to give the optimization more freedom,
the depth of the design domain is increased to 1.0 μm. To
facilitate convergence in the initial part of the optimization
an optimized design without the mechanical constraint was
applied as initial guess for the mechanically constrained op-
timization. Figure 7(a) shows the intermediate projection of
the unconstrained optimization and Fig. 7(b) shows the final
optimized mechanical constrained design using the uncon-
strained optimization as initial guess. To maximize reflection
the design aligns itself in tilted parallel bands approximately
perpendicular to the incident wave angle of �40° (symmetry
is enforced) and the mechanical constraint ensures connectiv-
ity. Figure 8 shows the wavelength sweep of the optimized
intermediate design. The sweep clearly shows that the reflec-
tance is significantly increased for the optimized design com-
pared to the reflection from a simple plane interface. It is
noted that only the H-polarized objective functions are active
in the optimization, i.e., it is most challenging to increase the
reflection for H-polarized light. This corresponds with the
higher transmission through a plane interface of H-polarized
light compared to E-polarized of 40° incident angle (cf. Fig. 3).
Although increased, the response varies somewhat in between
the chosen wavelength values. To achieve a more uniform
response additional intermediate objective wavelengths
should be chosen or alternatively one could apply Padé
approximations for efficiently calculating responses and sen-
sitivities for a broader frequency range [24].
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Fig. 4. Threshold value sweep of optimized designs for λ � 600 nm
and maximized transmittance.
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Fig. 5. Optimized robust design with mechanical constraint for inci-
dent angle [0, 10, 20, 30, 40, 50, 60]° and E- and H-polarized light.
(a) Dilated design, (b) intermediate design, (c) eroded design, and
(d) overlaid contour plot.
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It must be noted that a perfect design, i.e., zero transmis-
sion for all wavelengths for both polarizations obviously
can be obtained for a thicker design domain. However, in
practice very thick surface structures consisting of multiple
layers or inclusions will be very expensive or impractical to
manufacture. Hence, we here use the power of the topology
optimization approach to work with limited design domain
sizes to explore the possibilities of transmission/reflection
control within thin surface layers.

D. Design of Angle Selective Surface
In this final example the objective is to minimize the transmit-
tance for the 20° incident angle while maximizing the
transmittance for {0, 10, 30, 40}° incident angles. The design

therefore has to accommodate multiple objectives with con-
tradictory goals. The design domain depth is 1.0 μm and only
E-polarized light is considered in this example. As in the pre-
vious example the optimization requires an initial guess to
converge to a solution. Here a simple grating structure of
0.33 μmwide and 1 μm deep square trenches are used as initial
guess. The resulting contour plot of the robust design is shown
in Fig. 9, the angle sweep in Fig. 10, and the realized micro-
structure constituted by four periods is illustrated in Fig. 11.
As can be seen from the angle sweep, the transmittance is sig-
nificantly decreased for 20° and remains relatively high for the
adjacent incident angles. Angles above 40° are not considered
in the optimization. As can be seen the maximum transmit-
tance is now significantly lower (70%–80% transmittance) than
example 4.B because the design has to accommodate the
minimum reflection for the 20° incident angle.
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Fig. 6. Responses for the robust optimization with mechanical constraint for incident angles [0, 10, 20, 30, 40, 50, 60]° and E- andH-polarized light.
(a) Angle sweep of robust optimized intermediate projection design. (b) Threshold value sweep for optimized design.
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Fig. 7. (a) Intermediate projection of unconstrained optimization
and (b) contour plot of reflective surface design with mechanical
constraint using unconstrained optimization design as initial guess.
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Fig. 8. Wavelength sweep of reflective surface design optimized with
objectives of wavelengths [500, 550, 600, 650, 700] nm using uncon-
strained optimized design as initial guess.
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Fig. 9. (a) Initial guess and (b) contour plot of optimized angle
selective surface design.
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Fig. 10. Angular sweep for optimized angle selective surface design.
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5. DISCUSSION
The proposed method shows how topology optimization
can be used to design optical gratings with tailored-angle
and frequency-dependent reflectance properties. Although all
examples include air/plastic interfaces, the method is applic-
able to any optical material interface. The inclusion of damp-
ing is trivial. Hence, it can be used in many applications for
designing surface gratings with advanced responses and
robustness toward manufacturing errors. In relation to the
ambition of creating structural color from the tailored micro-
structure in plastic surfaces the proposed optimization
scheme could be utilized to promote the reflection of specific
wavelengths. As was indicated by Lee and Smith [5] the struc-
tural colors of butterflies can be explained by the small varia-
tion in height and tilt of the individual periods of the
microstructure of the wings which contribute to a constant
color sensation across a broad interval of viewing angles. This
implies that the analysis of strictly periodic structures could
be used for designing surfaces for achieving structural colors
in a broad spectrum of viewing angles.

As shown in the examples and observed by Fuchi [11] op-
timal reflective material design often consists of multiple un-
connected parallel bands that may be unsuited for surface
manufacturing. The mechanical constraint effectively ensures
a connected design; however, there is no constraint on the
formation of closed pockets inside the structure nor large
overhangs. The angle selective reflection structure in Fig. 11
may therefore be a challenge from a manufacturing point of
view. Additional manufacturing constraints relevant for the
specific manufacturing process could be formulated, however
a poorer performance of the design is expected due to
decreased design freedom.

Achieving minimum length scale and mesh independence in
topology optimization has long been a challenge. An overview
of the development and solutions to these problems are given
by Wang et al. [19]. The robust formulation used in the present
work provides local minimum length scale control as long as
the overall topology of the three projected designs is the same.
The fundamental free mechanical vibration frequency con-
straint ensures the same topology for all projections and
hence ensures a local minimum length scale in the design.
The minimum length scale can be controlled by selecting ap-
propriate combinations of the filter radius and projection
threshold values.

6. CONCLUSION
In this study a general method based on robust topology op-
timization for designing periodic surfaces with tailored optical
properties has been presented. The method is highly versatile
and can be used for designing surface grating with extreme
reflectance or transmittance characteristics and/or advanced
frequency and angle-dependent responses. Numerical exam-
ples show the flexibility of the min/max formulation in

formulating complex design optimization objectives. Differing
from previous studies using topology optimization for design-
ing periodic grating like structures the present formulation en-
sures final black and white designs by a Heaviside projection
scheme. A robust formulation has been implemented to partly
ensure design tolerances toward uncertainties in realizing the
design, and partly to ensure minimum length scale on the
design. It was found, that in order to ensure a coherent
and physical sound design a mechanical constraint based
on the fundamental free mechanical vibration frequency
should be used.
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