
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  

 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 

   

 

Downloaded from orbit.dtu.dk on: Dec 20, 2017

Modeling of Bandwidth Aggregation over Heterogeneous Wireless Access Networks

Popovska Avramova, Andrijana; Dittmann, Lars

Published in:
Proceedings of OPNETWORK2012

Publication date:
2012

Link back to DTU Orbit

Citation (APA):
Popovska Avramova, A., & Dittmann, L. (2012). Modeling of Bandwidth Aggregation over Heterogeneous
Wireless Access Networks. In Proceedings of OPNETWORK2012 OPNET.

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Online Research Database In Technology

https://core.ac.uk/display/13797443?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://orbit.dtu.dk/en/publications/modeling-of-bandwidth-aggregation-over-heterogeneous-wireless-access-networks(cd71b29e-7886-4e7c-a73b-3317da0a6398).html


 1 

Modeling of Bandwidth Aggregation over Heterogeneous Wireless 
Access Networks  

Andrijana Popovska Avramova, Lars Dittmann 
DTU Fotonik, Technical Univerisity of Denmark 

2800 Kgs. Lyngby, Denmark 
E-mail: {apop, ladit}@fotonik.dtu.dk  

 
16-point space
Abstract 
Motivated by the multihomming capability of the mobile devices 
and the fact that the heterogeneous wireless access networks 
overlap in coverage, mobile operators are looking for solutions 
that will benefit by simultaneous use of the available multiple 
access interfaces. Multipath or multilink transfer deals with the 
problem on how to effectively aggregate the bandwidth by 
simultaneous usage of heterogeneous networks that a host is 
attached to in order to improve the throughput.  
10-point space 
This paper deals with a simulation based analysis of bandwidth 
aggregation techniques and their impact on higher layer 
applications. The analysis is performed on a multipath model 
developed with OPNET Modeler, which is an advanced research 
tool that supports modeling and integration of various kinds of 
built-in networks. 
10-point space 
Introduction 
Recently developed reach multimedia applications and real time 
services for mobile users require a large traffic throughput and 
consequently much higher bandwidth utilization[1][2]. On the 
other hand, the existing wireless technologies and providers 
differ widely comparing their capabilities to offer wider 
coverage, sufficient bandwidth, consistent QoS, corresponding 
billing etc.  Furthermore, most of the wireless mobile interfaces 
today are able to support the multihomming concept. This means 
that the mobile stations have an ability to simultaneously 
connect to different overlapping access networks in the 
heterogeneous environment while maintaining separate IP 
addresses for each network they are connected to. In order to 
fully satisfy the needs of mobile users, these three facts 
inevitably lead toward a need of a heterogeneous platform where 
advantages and disadvantages of each network, device, or 
application will compensate from each other and the user will 
get the most/best of the available resources offered by the actual 
momentum of the heterogeneous environment.  For example, the 
ability to establish a new connection to a stronger network, while 
keeping the connection with the fading network, allows for a 
seamless vertical transition through the heterogeneous 
environment.  
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Thus, the multiple network coexistence within a single user 
multihomming interface opens a wide area of research 
possibilities in the field of performance aggregation across 
heterogeneous networks. Topics like the above mentioned 
mobility handoff support, bandwidth aggregation support for 
demanding applications, load balancing, strict reliability support, 
resource sharing etc. are of high importance. One appropriate 
approach of investigating the performance aggregation in a 
given network constellation is to model and simulate such a 

constellation under various relevant conditions and then to 
analyze the obtained results.  
10-point space 
OPNET modeler, as an advanced research tool, enables 
modeling of various kinds of networks and currently provides 
models supporting LTE, WLAN and WiMAX standards. For the 
purpose of this paper we have developed an OPNET model 
suitable to provide the means for simulation based analysis of 
bandwidth aggregation techniques at the network layer over two 
heterogeneous wireless links. As for simulation, an UDP based 
application has been considered while the impact on higher layer 
applications is analyzed through packet reordering metrics.  
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This paper is organized as follows. Section II defines the 
bandwidth aggregation problem. The required process models 
are described in the following three sections. Section VI and VII 
present the node and the network models. Section VIII presents 
the simulation parameters. A discussion of the simulation results 
is provided in Section IX. Concluding remarks and future work 
directions are offered in the last section. 
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Bandwidth Aggregation-Problem Statement 
Bandwidth aggregation deals with the problem on how to 
successfully aggregate the throughput over two or more 
heterogeneous links. Heterogeneity and the dynamics of access 
networks over which the multilink transfer is achieved present 
the main challenge in achieving bandwidth aggregation. The 
following characteristics can be summarized as main issues: 

• Asymmetric link characteristics (uplink and downlink) 
of each wireless channel, 

• Fluctuation of wireless channels  due to interference, 
mobility, 

• End-to-end delay variation, 
• Inconsistent QoS provisioning, 
• Different billing systems, etc.. 

When packets are sent over different wireless access networks, 
they experience different delays due to the above mentioned 
issues. Thus, packet reordering is higher than in the case when 
single access network is used. For TCP application, packet 
reordering can be misinterpreted as lost packets, which will 
invoke the congestion control at the TCP sender and impact the 
calculations for the round-trip time (RTT). As a result the 
sending rate will be decreased [4]. Therefore, the packet 
reordering needs to be reduced in order to ensure improved 
application throughput. This paper considers a sender side 
solution where the sender is responsible for scheduling packets 
over the multiple links so that the packet reordering is reduced. 
The basic architecture for multilink transfer for this solution 
consists of the following three modules:  

• Path monitoring tool, 
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• Packet scheduler, and 
• Buffer management module. 

The following three sections describe these three modules and 
their process models. 
10-point space 
Path Monitoring Tool 
The path monitoring tool is required in order to obtain an 
estimation of the throughput and the latency of the individual 
links. This is used as an input to the packet scheduler. Deciding 
on the path monitoring tool is of importance as it has impact on 
the accuracy of the estimation, as well as on the amount of 
overhead that is introduced to the system.  
10-point space 

 
Figure 1. Path Monitoring Process Model 

Figure 1 shows the process model of the path monitoring tool. It 
is based on the packet pair technique [5]. The basis of the 
algorithm is the following. Two packets of the same size are sent 
immediately one after another (state generate). The receiver 
sends acknowledgements for each received packet. The 
difference between the sending time and the first received 
acknowledgement presents the RTT delay for the link (state 
wait_ack1). The time difference between the two 
acknowledgements indicates the data rate (state wait_ack2) 
which can be estimated by dividing the packet size with the time 
that elapses between the receptions of the two 
acknowledgements. In order to make more precise estimation, 
10 last values for the RTT and bandwidth estimations are kept 
and then an average is calculated (the transition from wait_ack2 
and generate state). For this process model two events can 
happen: a generation of control packets (user defined packet size 
and sending rate of packet pairs) as well as a timeout that defines 
the time interval for lost packets and/or corresponding 
acknowledgements. 
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Buffer Management  
As the data rates and the packet delay are estimated with a 
certain error, packet reordering will still exist but in lower order. 
The buffer management is required at the receiver side in order 
to hide the possible packet reordering from the higher layer.  
 
Figure 2 shows the process model for calculation of reorder 
metrics. In particular, RFC 5236 [6] metrics was used  to show 
the magnitude of disorder in the received sequence for different 
types of bandwidth aggregation algorithms. Two metrics have 
been implemented, namely reorder entropy and reorder buffer 
occupancy density. Reorder entropy (RE) is based on the reorder 
density (RD), and it is calculated according the following 
formula 𝑅𝐸 = −∑ (𝑅𝐷𝑖 ∗ ln (𝑅𝐷𝑖))𝑖∈𝐷  [7]. Reorder entropy 
expresses the total disorder of a sequence as well as the degree 

of the displacement. The displacement is expressed through the 
reorder density which actually shows how many packets have a 
certain displacement. For example in the sequence {2, 1, 5, 4, 3} 
packet with sequence number 2 has displacement -1 as it was 
received earlier, while packet with sequence number 3 has 
displacement 2 as it was received 2 places later. A certain 
threshold is defined in order to deal with lost packets. This 
threshold governs the max and min displacement, thus reducing 
the memory requirements and computation complexity. Reorder 
buffer occupancy density expresses the distribution or the 
frequency of the size of the buffer that is required in order to 
reduce the disorder at the receiver side. 
10-point space 

 
Figure 2. Reorder Metrics Process Model 
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Packet Scheduler 
The packet scheduler needs to dynamically adapt to the network 
conditions. The packet scheduler schedules packets on each path 
based on the throughput and the delay estimations from the path 
monitoring tool. At this stage of the project, the Round Robin 
(RR), the Weighted Round Robin (WRR) and the WRR with a 
buffer at the sender side (Buff_WRR) algorithms have been 
implemented. The purpose of this project is to show that 
bandwidth based scheduling improves the packet reordering. 
Additionally we show that the estimation of the RTT is also 
important and can cause lower aggregated bandwidth and higher 
packet reorder. Algorithms like Earliest Delivery Path First 
(EDPF) [2], which consider the propagation delay, will be 
considered and implemented later as this model is further 
improved. 
10-point space 

 
Figure 3. Bandwidth Aggregation Process Model 

The process model is shown in Figure 3. Beside that it deals with 
the packet scheduling, this process dynamically creates the 
processes described above: path monitoring processes for each 
link at the sender node, and reorder metrics process at the 
receiver node. 
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Figure 4. UE Node Model 

 
Node Models 
The node model of the UE is depicted in Figure 4. The node 
model of the element in the core networks that can accept 
packets from two separate streams is symmetrical, and, instead 
of UDP Source element, it has a UDP Sink element that collects 
statistics such as throughput and packet delay.  
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Networks and Wireless Link Models 
The network model is simple and consists of two nodes: UE and 
core element, connected with four simplex point-to-point links. 
 

 
Figure 5. Network Model 

At this stage of the project the wireless links have been 
abstracted with point-to-point transceivers. Namely four links 
have been defined:  wireless1 uplink and downlink, and 
wireless2 uplink and downlink paths. The reason for separating 
the downlink and uplink is to introduce difference in the uplink 
and downlink delay for each link separately. Two pipeline stages 
have been identified as crucial to this project: the transmission 
delay and propagation delay.  
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Simulation Parameters  
The data rate at the UDP Source is set to 6 Mbits/s, while at the 
path monitoring tool it is set to 12.5 Kbytes/s for all conducted 
simulations. Several scenarios have been considered, and their 
settings are presented in Table 1.   
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Table 1. Simulation Parameters 

 
Simulation Results 
Figure 6 shows the average throughput achieved with the 
multilink transfer, while Figure 7 and Figure 9 show the average 
end-to-end delay. In the first simulation run, the two algorithms 
"WRR" and "Buff_WRR" achieve the maximum possible 
aggregated throughput. The RR algorithm achieves relatively 
high aggregated throughput, but the average end-to-end delay for 
this algorithm is very high.  
 

 
Figure 6. Average End-to-End Throughput 

In the first two scenarios, the "RR" algorithm utilizes link1 to the 
maximum, while link 2 is under-utilized and therefore, the 
aggregated throughput is 4 and 5 Mbits/s. The average end-to-
end delay on link2 is low, but because link1 is loaded with 
higher data rates that it can support, the total average end-to-end 
delay is high. Figure 7 shows that both "WRR" and 
"Buff_WRR" have low end-to-end delay. The delay is higher at 
the "Buff_WRR" algorithm due to the fact that some of the 
packets are additionally delayed at the sender. 
 

 
Figure 7. Average End-to-End Delay 

Figure 8 shows the buffer occupancy at the receiver side for 
Scenario1. Similar results were achieved for Scenario 2. This 
figure shows that for the "RR" algorithm a larger buffer is 
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required in order to hide the packet reordering from the higher 
layers. If the buffer size is reduced, the packet loss will be higher 
compared to the other two algorithms. The buffer is least 
occupied with the "Buff_WRR" algorithm, but this algorithm  
requires a buffer at the sender side as well. "Buff_WRR" 
algorithm reduces the requirement for the buffer size at the 
sender, which on the other hand can prevent scalability issues. 
Additionally, this algorithm reduces the packet reordering as it 
can be seen through the reorder entropy shown in Figure 8. 
 

  
Figure 8. Buffer Occupancy Density (Bandw. Ratio 1:5) 

 

 
Figure 9. Average End-to-End Delay 

In the second simulation run, propagation delay was included as 
normally distributed delay for each link. The obtained results 
show that the propagation delay has high impact on the 
aggregated performances. As it can be seen from Figure 6 and 
Figure 9, the averaged throughput and delay are still better with 
the "WRR" and "Buff_WRR" algorithms compared to the "RR" 
algorithm. But, the average delay is very high and it should be in 
the order of 200 ms or lower. Therefore, the scheduling 
algorithm needs to not only consider the bandwidth ratio, but 
also the propagation delay. Algorithms like EPDF that consider 
the propagation delay can be used in order to improve the delay 
performance.  
 

 
Figure 10. Reorder Entropy Comparison 

The purpose of this simulation run is to show that the packet 
reordering can be increased when the propagation delay is not 
considered in the bandwidth aggregation algorithm.  This can be 
depicted in Figure 10, where the increased out of order packet 
delivery is expressed through the reorder entropy metrics. The 
figure shows that when the propagation delay is not accounted, 
the overall degree of displacement is increased (red line). This 
means that the packets experience increased displacement in the 
sequence, and therefore larger buffers will be required at the 
received side in order to hide the packet reordering from the 
higher layers. 
 
Conclusion and Future Work 
This paper elaborates the design and implementation of a model 
for bandwidth aggregation over multiple links. Packed 
scheduling algorithms based on bandwidth estimations have 
been developed and estimated. The model includes reorder 
metrics that are used to analyze the impact on the higher layers. 
The reorder entropy metrics illustrates the degree of the disorder 
in a sequence, while the buffer occupancy shows the required 
buffer size at the receiver required to hide the reordering.  
 
The results show that not only the bandwidth, but also the 
propagation delay characteristics of the individual links need to 
be considered by the scheduler. The comparison of the three 
algorithms indicates that, when packets are buffered by the 
scheduler, the packet reordering and consequently buffer 
requirements at the receiver are reduced.   
 
The model should be further improved such that the wireless 
links abstraction is aligned with the existing wireless standards 
(LTE, WiFi) and various network conditions are to be 
considered. The scheduling algorithms that improve the QoS and 
include other requirements (for ex. load balancing) should be 
evaluated as well. Furthermore, the analysis can be enhanced by 
including the impact on specific service types, like video 
streaming or ftp service.  
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