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Abstract

This PhD thesis builds around a light source forming theds@asia novel type of wind
measuring lidar. The lidar emits a train of laser pulses wibh pulse being separated
from its neighbours in frequency, while being closely sphoetime, thus combining
the advantages of conventional continuous wave (CW) amseduldars. A light source
capable of emitting such a pulse train is suggested. A thiealeescription of all compo-
nents constituting the light source is presented, and adiependent model is developed
and compared to measurements as well as to previous tleabretirk from the scientific
literature. The model presented shows good agreement lngtbxperimental results re-
garding the pulse train envelope as well as the individuédgsu A model adopted from
the literature is subsequently expanded to incorporatpi&ecy components other than
the main signal frequency and compared to measurementsliofdual pulse spectra.
Critical issues such as various contributions to noiseaitigular amplified spontaneous
emission (ASE), are investigated.

The realized frequency stepped pulse train (FSPT) emitigig source has been
incorporated into a modified CW lidar, and the ability to measwind speeds as well as
the direction successfully demonstrated. A challengkrstihains in the improvement of
the signal to noise ratio (SNR), though.

Additionally, a theoretical study of the feasibility of mting lidars in the blades of
wind turbines for active pitch angle control has been uradker with a positive outcome
encouraging an experimental trial to measure wind with & wnstruction. Therefore,
a small telescope CW lidar designed for turbine blade iatggn has been tested in a
high performance wind tunnel, and very good agreement veittrence measurements
has been obtained.



Resumé

Denne ph.d.-afhandling omhandler en lyskilde, som udgemdjaget for en ny type vind-
malende lidar. Denne lidar udsender en serie af laser plsgrhver puls er adskilt fra
sine naboer i frekvensdomaenet, men teet samlet i tidsdomamneermed kombinerer
den fordelene ved konventionelle CW- og pulsede lidarer.lyBkilde, som er i stand
til at udsende et sddan pulstog, foreslas. En teoretiskribelse af alle komponenterne,
som udggr denne lyskilde, bliver givet, og en tidsafheengigleher blevet udviklet og
sammenlignet med malinger sa vel som teoretisk arbejdigdigl beskrevet i den vi-
denskabelige litteratur. Den praesenterede model viserogerensstemmelse med de
eksperimentelle resultater hvad angar pulstogets sanmedtgldningskurve sa vel som
de individuelle pulser. En tidligere publiceret model blivefterfalgende udvidet til ogsa
at inkorporere andre frekvenskomponenter end den dormdersignalfrekvens og sam-
menlignet med malinger af individuelle pulsspektre. kské emner sa som forskellige
stgjbidrag, i seerdeleshed forstaerket spontan emissivar bhdersggt.

Den realiserede lyskilde som emitterer pulstog bestaehfiekwvensskiftede pulser,
er blevet inkorporeret i en modificeret CW lidar, og dens faem til at male vindens fart
sa vel som dens retning demonstreret. Der ligger dog stadigifordring i at forbedre
signal-stgj-forholdet.

Ydermere er der udfart et teoretisk studie af mulighederafonontere lidarer i vin-
dmgillevinger for pa den made aktivt at styre vingens pitatked. Et yderst positivt
resultat af dette studie ledte til en eksperimentel undgise af muligheden for at male
vindhastigheder med en sadan konstruktion. En CW lidar méitleeteleskop-enhed de-
signet med henblik pa vingemontering er derfor blevet tésta hgjtydende vindtunnel
med saerdeles god overensstemmelse med referencemabingeesultat.



Preface
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CHAPTER L

Introduction

Knowledge of atmospheric winds is important within seveseiences and affects
many aspects of modern life, for example in meteorology @hédnd measurements are
critical for making accurate weather forecasts or in aeaogwhere turbulence near the
ground constitute a risk for an airplane during take off amting. Another example is
within the wind energy industry; wind turbines are beingdtied with increasing speed
in large parts of the world [1], but the power output and likpectancy of a turbine are
sensitive to the wind conditions at the site and it is thereefmportant to asses the wind
field of the specific site before installing the turbine.

Measurement of wind speed is performed using an anemomeddhase come in a
variety of different configurations, relying on differerttysical properties. Perhaps best
known is the cup anemometer which measures the rotatioealdspf a small propeller
driven by the wind, but also sonic anemometers, measuriadrémsit time of an ultra-
sonic pulse depending on the wind speed, are common [2]. Hetamemometers mea-
sure the resistance in an electrically heated metal wireaamaften used for turbulence
measurements [3], and Pitot tubes measure the pressueeeditk inside and outside a
tube caused by the flow of air [4]. These anemometers all haw®inmon that they
measure the wind locally, but also remotely measuring anesters are available. These
include sodars which work by emitting an acoustic pulse &et imeasure the Doppler
shifted echo reflected from temperature inhomogeneitifseiatmosphere [5], and lidars
which rely on similar principles but utilize laser light $teaed off small particles in the
atmosphere. A more thorough description of lidars is give@hapter 2.

Lidars for wind measurements have since 2003 (when the cocmh&ephlRwind
lidar from the British QinetiQ, and now marketed by Naturaiver [6], was introduced)



2 Introduction

gained increasingly in popularity and are now availablenfieonumber of companies in-
cluding the French Leosphere [7], the British SgurrEnegjy 4nd the American Catch
the Wind [9]. Not least within the wind energy industry havimevlidars found use and
with good reason. As mentioned above it is important to etaluhe wind field be-
fore installing a turbine and this is traditionally done lwéin accurately calibrated cup
anemometer mounted on a tall mast at hub height. Howevdr turibines growing taller
and taller and with larger and larger rotor diameters sucstsriiaecome increasingly ex-
pensive and cumbersome to erect. Lidars on the other hanbecgnound based, can
measure at different heights simultaneously thus covéhiagop as well as the bottom of
the rotor disc, and can easily be moved to a different lonattben the measurement is
over. Also within aerospace wind lidars are emerging ane fiawexample been imple-
mented for turbulence monitoring on runways in order tolgaf@nimize time between
landings [10]. Even the speed of an aeroplane measured fremlane itself has been
measured [11].

This thesis is focused on the development and descripti@night source for use in
a novel type of wind measuring lidar. The project is thus @thin the cross field between
the worlds of lasers and photonics and wind engineeringpaedf the major challenges
of the project has been to bridge these worlds; a challengeauessarily reflected in the
thesis. However, the outcome of the project has first andvfost been the development
of a frequency shifted pulse emitting light source and theeafst in a lidar system which
is now capable of remote measurement of wind speeds. Secargilbstantial part of the
thesis is concerned with lidar measurements inside a highrpgance wind tunnel. This
is a novel application of a wind lidar and marks an advancherstate of the art within the
field. This part therefore also represents a considerabtaianof work from the initial
preparations with design of the system over the actual meamnts to the processing of
data.

1.1 Thesis structure

The thesis consists of eight chapters organized as follows.

Chapter 2 Doppler lidar gives an introduction to lidar wind speed measurements in
general. The basic lidar setup is described together wiliniportant concept of hetero-
dyne detection. A vital part of the wind lidar is the laser a&nel requirements regarding
wavelength, spectral stability, and power are discussauhlli the principles behind a
hybrid lidar combining the strengths of conventional coantius wave (CW) and pulsed
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lidar systems are presented.

Chapter 3 Blade-mounted lidar systempresents a mainly theoretical study of the
possibility of mounting lidars in the blades of wind turbéfer active pitch angle control.
Different technical risks potentially impeding the wincegigl measurement with a blade-
mounted lidar are analyzed. Itis concluded that these tiake negligible impact. The
last part of the chapter is devoted to a small experimentalysvf how cross-talk in the
lidar circulator can lead to a severe increase in noisedevel

Chapter 4 -Wind tunnel trial describes a measurement campaign where a small
telescope CW lidar designed for turbine blade integratsoiested in a high performance
wind tunnel. The lidar is tested in various wind speeds fiomy's and up t@5 m/s, under
different angles-of-attack. Good correlation with refere measurements is found. The
concept of spectral broadening is discussed and evaluatedation to a high angle-of-
attack measurement, and also a measurement of turbuletflmnis presented. Finally
the uncertainties associated with the lidar measuremeatsralyzed.

Chapter 5 -Frequency stepped pulse trainintroduces a method for generating a
succession of optical pulses each separated in frequenieyifs neighbours and the ex-
perimental setup called a lightwave synthesized frequemaeper (LSFS) is described
in detail. The LSFS is realized in two configurations one cosipg an Erbium doped
fibre amplifier (EDFA) and one comprising a Raman amplifierindet dependent model
of the LSFS is developed and compared against a time indepentbdel adopted from
the literature as well as experimental measurements.

Chapter 6 +£SPT in the spectral domainis devoted to describing the output of the
LSFS in the frequency domain. The spectrum of each indivigukse is measured and
compared against the predictions of the time independentemehich is expanded to
incorporate frequency components other than the main Isiggguency. At the end of
the chapter it is shown how the LSFS setup can be used to neethgulinewidth of nar-
rowband fibre lasers, and a short description of a differeguency swept laser source
is given.

Chapter 7 -Wind speed measurements with an FSPT modulated lidapresents
measurements of atmospheric wind speeds performed withytired lidar introduced in
Chapter 2. The chapter describes three different measaterampaigns, between which
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modifications and improvements to the lidar have been madet am shown how these
modifications lead to improved measurements. Measurenoéritee noise level in the
lidar spectra are presented and discussed in the end of dipgech

Finally, the thesis is concluded in Chapter 8 and future workhe project is dis-
cussed.



CHAPTER 2

Doppler lidar

Lidar (light detection and ranging) is an umbrella term fdfedlent systems which
utilize electromagnetic radiation in the optical part af 8pectrum, typically frord00 nm
to around10 pm, for remote detection and sensing [12]. Lidars find use inmber
of different applications from car speed measurement toiglagrowth monitoring to
measuring atmospheric gases or temperature [13, 14]. simiglest form the lidar works
by emitting a light pulse and measuring the time for backsoad reflections to arrive
back at the starting point, and from this calculating theagise to the object causing the
reflection. If the pulse repetition rate is sufficiently highis possible to measure the
speed of a relative motion in the line-of-sight (LOS) betweke lidar and the object,
e.g. a speeding car, with high accuracy. Other lidars use mmmplicated schemes and
measure for example some property of the backscatteretsiigih as power, frequency,
or polarization [2].

Just as different lidars rely on different working prin@g] they also come in different
configurations. For example they can be either monostabicstatic. Monostatic systems
have only one telescope or transceiver, used for both triginggrthe output light as well
as collecting the backscattered light. In bistatic systémastransmitting and receiving
paths are separated in two telescopes. The bistatic lidaicohiects light scattered from
the volume in space where the fields of view of the transméttef receiver overlap, and
therefore a very tight spatial confinement of the measurégenbe achieved [15]. The
drawback of bistatic lidars is that it is difficult in praatito adjust the telescopes to obtain
a good spatial overlap between the fields of view. Henceatiislidars are more cum-
bersome to work with in addition to being more sensitive taraiions which can easily
disturb the alignment of the beams [16], and many lidars lzeestore monostatic. An-
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other distinction between lidar systems lies in whethettttesmitted beam is focused or
collimated. The use of a focused beam gives, as the bistatityuration, spatial confine-
ment and in general a superior collection efficiency, butdtge is in return limited to a
few hundred meters [2]. Finally, a lidar can operate eitharantinuous or pulsed mode,
referring to whether it emits continuous wave (CW) light alged light. The pulsed
system is also called @nge gatedsystem because the time-of-flight (TOF) from when
a pulse is emitted to when the backscattered signal is denay be used to calculate
the range at which light was scattered. When measuring ospaidied target such as the
atmosphere, light may scatter in all heights as the pulseggates and information from
different ranges can thus be retrieved. The spatial confenéns defined by the pulse
length but can be improved at a desired range by using a fddessm. This, though, re-
duces our ability to measure simultaneously at differeighis. The pulse repetition rate
of the pulsed lidar must be sufficiently low to ensure thatteced returns from two pulses
do not arrive simultaneously and thereby introduce ambegiregarding the range. As
a consequence it operates with a low duty cycle. A CW lidadsde have a focused
beam to obtain spatial confinement, so to measure at diffeaeiges the focus must be
changed. In exchange it operates with a high duty cycle comdpa the pulsed lidar.

2.1 Doppler wind lidar

One specific type of lidar is the Doppler wind lidar which isedsfor measuring
the speed of the wind and this will be the center of attentmmtiie rest of this thesis.
The Doppler wind lidar works by measuring the change in fezmy induced on the
backscattered laser light by the relative motion of aesselg. dust, pollen, or water
droplets, upon which light is scattered. By assuming these¢haerosols move with the
wind, the wind speed in the LOS is calculated from

cAvp

VLOS = 5

= %)\AVD, (2.2)

wherec is the speed of lightAvp is the induced Doppler shift, andand\ are the fre-
guency and wavelength, respectively, of the transmittedrlight. To measure the 3D
wind velocity it is necessary to point the laser beam in déffe directions in fast succes-
sion and from the LOS speeds estimate the velocity. Thisgowe implies an assump-
tion of homogeneous wind speed over the points in space Ipeotged, an assumption
that might break down if the air flow is turbulent [17].
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Circulator

Laser I @, M
Amplifier Transceiver

Photo | _ 3 3
detector {BPF}--/ADC}--[DSP]

Figure 2.1: Schematic drawing of the lidar setup used inghigect. Optical fibres are
illustrated using solid lines, electrical wires with daghi@es, and the infrared laser light
with red.

The basic outline of a monostatic Doppler lidar, as used is gihoject, is shown in
Fig. 2.1. On the optical side it relies on a laser and an araplit provide the output
light at an adequate power level; typically around/. A circulator directs the light to the
transceiver unit which focuses it into the atmosphere. Atioa of the light is reflected
on the end-facet of the delivery fibre and travels back thinoihg system together with
light backscattered in the atmosphere collected by thedefee. This reflection is used
as the very important reference or local oscillator (LO) dl e explained in Section
2.1.2. Alternatively to using the reflection as referenge oould tap light directly from
the laser and direct it to the photo detector (PD). This hasattvantage that by the use
of a frequency shifting component, the lidar will be able &bett the sign of the Doppler
shift, but it also requires control of the polarization oftfvgignal and reference as well
as elimination of the end-facet reflection.

Signal and reference are directed via the circulator to evRich produces a time
varying electrical signal. This signal is ultimately cortegl into a spectrum via a discrete
Fourier transform (DFT) operation in a digital signal preser (DSP) unit e.g. a com-
puter, but to reduce noise levels in the spectrum the sigrfaist band pass filtered. For
the lidar used in this project, the bandpass filter (BPF) haasa band from00 kHz to
25 MHz. This is in the low end to reduce the influence of relativeensity noise (RIN)
from the laser which can reduce the signal to noise ratio (SddRsiderably, and in the
high end to avoid noise at higher frequencies to be aliagedhe spectrum and degrade
the SNR. An analog-to-digital converter (ADC) converts #malog signal into a digital
signal.
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2.1.1 Laser

Very early ranging lidar systems used powerful flash lamgdiyassources, but after
its invention the laser quickly became the undisputed Igghrce of choice [12]. The
CO- laser dominated because of its ability to produce stablgesiinequency output, in
pulsed and CW operation, not too high atmospheric atterruatind relative eye safety
[12]. In recent years, however, the fibre laser has taken@easingly dominating part,
not least in commercial systems [7, 6, 9], because of e.g:oitspactness, ease of use,
spectral quality, and availability at suitable wavelesgthlso semiconductor lasers, how-
ever, have been demonstrated for use in wind lidars and ragggtwell have a role to
play in the future of lidars [18].

Among the criteria a wind lidar puts on a laser, is that théyeutd be a reasonable
trade-off between atmospheric transmission and backsoatefficient. In the near in-
frared region the atmospheric transmission generallyesmes with the wavelength, but
with strong absorption bands e.g. arouht)0 nm and1900 nm as seen in Fig. 2.2.
The backscatter coefficient, on the other hand, favourstaharavelengths. For lidars
measuring hard targets at long ranges, transmission hésgthest priority and therefore
wavelengths o2 pm or higher are favoured, but for lidars measuring dispetaggets at
medium ranges up to a few hundred meters as is the case foddne tonsidered in this
thesis, the wavelength range arouridh0 nm constitute a good compromise [19]. The
choice of this wavelength range is strongly supported byfdbethat fibre lasers based
on Erbium doped silica fibres together with various opticahponents operating at these
wavelengths have become readily available because ofwthés of silica optical fibres
[20] and their resulting use within the optical communiocatindustry. In fact this makes
the 1550 nm region the obvious choice of wavelength for wind lidargémeral. Further-
more this region has the advantage of being relatively eje{see Fig. 2.2 right axis)
which becomes important if the lidar is operating unguaidexdiocation where untrained
personnel might have access to it.

As will be explained in Section 2.1.2 the lidars considerethis project rely on self-
heterodyne detection where the backscattered light isdnith a copy of the emitted
light resulting in a beat spectrum in the radio frequency)(Batt of the electromagnetic
spectrum and with a peak at the frequency correspondingetditference in frequency
between the two optical fields. In the absence of a wind sigmalwidth of this peak
depends on the phase correlation between the two fields dhihwheory be a delta
spike if the fields are fully correlated [21]. If, howeveretkignal is delayed compared to
the reference, as is the case in a lidar measurement whesigtiad is emitted into the
atmosphere, the correlation deteriorate and the peak énsagith a decrease in SNR as
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Figure 2.2: Transmission spectrum of the atmosphere (liggther with maximum
permitted energy foil00 ns pulses (red) and laser gain curves for Yb, Er-Yb and Tm
fibre lasers. It is seen how the region aroundd nm offers a good compromise between
atmospheric transmission and eye-safety. Figure repeatifrom [19].

result. In a wind speed measurement the peak is further eneadby e.g. turbulence, and
it is important that the width is not dominated by the lasdr [the width due to beating
of the laser with a delayed copy of itself corresponding to times the maximum target
range should thus be smaller than the width originating ftorbulence. Furthermore,
as the RF spectrum is often calculated using a DFT, the spp@dtith should be smaller
than the bin width which for a CW lidar often is of the order deav hundred kilohertz.
These demands are in general met by fibre lasers.

2.1.2 Heterodyne detection

The frequency shift induced by the wind is for a laser opegasiroundl 550 nm typi-
cally up to a few tens of megahertz. Compared to the caréguency of the laser which
is around192 THz this is a very little change and if converted to wavelériggmounts
to only about0.1 — 0.2 pm, which is not feasible to measure using a standard optical
spectrum analyzer (OSA). Techniques, so-called direetatien schemes, for measuring
the Doppler shift optically do exist though; e.g. making w$ea sharp BPF with the
zero-Doppler shift placed on one of the steep flanks and tbogecting the frequency
shift into an intensity modulation; a reference intensityhen simultaneously measured
at the zero-Doppler shift wavelength. In another schemebayHaérot interferometer is
used and the Doppler shift is found by measuring the dispiace of the fringes in the
resulting fringe pattern [22, 23]. The demands for both ¢heghniques regarding cal-
ibration and stability are very high, though, and a more &mechnique to use is that
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of heterodyne or coherent detection. In heterodyne detetivo optical fields of differ-
ent frequencies are combined on a PD and this results in affleggiency equal to the
frequency difference

The two optical fields are described by

B, (1) = %AS loxp [ (wst + b3)] + exp [i (wst + 65)]] 2.2)
Ero(t) = %ALO [exp [—i (wrot + ¢r0)] + exp i (wrot + dro)]], (2.3)

whereFE is the signal field and’;, is the reference field called LG, is the amplitude of
the fields andy the phase, and = 27w is the angular frequency. The current generated
by the PD is proportional to the input intensity i.e.

I(t) o |BEs(t)+ Ero (t)]* = [Bs (t) + Ero (1) [E; (t) + Ejo (1))
= %Az + %A%O - iAg [exp [—i2 (wst + ¢5)] + c.c]

%Aﬁo lexp [—i2 (wrot + d10)] + c.c]
+%ASAL0 lexp [—i ((ws +wro) t + (¢s + ¢10))] + c.c]
—"_%ASALO lexp [~i ((ws —wro)t + (¢s — ¢r0))] + c.cl, (2.4

where c.c denotes the complex conjugate. No photo detdmaever, is fast enough to
resolve the fast oscillations of the optical fields and @elganot their sum frequencies
either. These terms therefore average out to a DC term aralithent is thus given as

I (t) x AgALo cos (Wdif—ft + qbdiff) + DC, (2.5)

wherewqir and ¢qir are the frequency and phase differences between signal @nd L
To arrive at this expression the identitys 0 = # has been used. If the frequency
difference is small enough the spectrum can then be moditeite an electrical spectrum
analyzer (ESA) or perhaps using a DFT. In lidars the LO isrofteated by using a small
fraction of the signal before it is emitted into the atmosehea technique called self-
heterodyne detection, and the frequency difference isaairgj point zero. Any wind
induced Doppler shift is therefore seen as a peak not cehtgmund zero hertz in the
spectrum. Since the typical Doppler shift in wind speed measents is of the order of
megahertz, this is easily measured with standard semictomdphoto detectors.
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There are certain constraints regarding the self-hetedgchnique, though. First
of all there must be a spatial overlap between the signal &dnd secondly they should
preferably be in the same polarization state as else theshgpatl strength will decrease
by a factor ofcos (6) whered is the angle between the polarization state&pand Ero
[24]. The former demand is easily met by propagating the $eattered signal and the
LO through the same optical single-mode fibre (SMF) leadinthé PD. The latter can
be ensured either by using polarization maintaining coreptsor by using the Fresnel
reflection from the fibre end-facet as LO. This is the solutthnsen for the lidar used in
this project, see Fig. 2.1. The atmosphere is likely to irdiittle or no depolarization
of the signal as many of the aerosols consist of homogengihesisal particles which
backscatter linearly polarized light into the same potron state [14].

Noise in heterodyne detection

In heterodyne detection several terms contribute to tla noise in the measurement.
Dark noise is the noise generated by the detector when nadigitident on the detector,
and it depends e.g. on the temperature and the load resstaksecond term is the
RIN which originates from intensity fluctuations in the lageitput due to relaxation
oscillations in the laser. These fluctuations are usualigtively slow for fibre lasers
implying that RIN mainly contributes in the low end of the sfgam (around MHz), but
the spectral density power of the RIN grows with the squarth@fLO power. Hence, it
can easily become dominating and impede the sensitivimatrequencies and thus wind
speeds. The effect of RIN can be suppressed either by use udlaldannel balanced
photo detector (BPD) or in the laser itself through an adiedback system [25]. For
semiconductor lasers the RIN peak is usually located arduBHiz and is therefore less
severe for wind lidar measurements [19]. Shot noise is naggenerated electrical
carriers in the PD and are in essence due to the quantum médtinecarriers. The power
spectral density of the shot noise grows linearly with thepdver and it can be shown
that the best possible SNR is achieved when the noise flo@mnsnéted by shot noise.
In heterodyne detection it is thus important to have a seffitty high LO power [26].

2.1.3 Probe length

A lidar measures the wind along the laser beam which in ladtretches infinitely.
However, the measurement is weighted by the intensityibligion along the beam, and
thus a spatial confinement of the measurement can be obtajnéztusing the beam.
Assuming a Gaussian beam, the mean heterodyne signal psvienction of distance
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from the waist is

(2.6)

wherewy is the beam radius at the waist [15]. Along the direction eflbeam the waist
radius follows
Az )2
w(z) =wo/1+(—% ], (2.7)

where is the laser wavelength. Using this expression in Eq. (2éawive at

1
=Ty
1+ (%)
which is recognized as a Lorentzian with a full width at hadiximum (FWHM) value

of 2%2’; equal to two Rayleigh lengths, i.e. the distance from thesiwahere the beam
area has doubled [27, 26, 28]. This range is often referrexs tilveprobe lengthand is
used to define the spatial resolution of a CW lidar. The prebgth increases with focus
distance though, and as the focus becomes less tight,rthis the range, and e.g. for the
lidar used in this project a focus 260 m results in a probe length 62 m approaching
the limit of what can be accepted. The tails of the Lorentzi@ighting function will, of
course, stretch further than the probe length and this camne a problem in case they
stretch into an object with a high backscatter coefficiergf, a cloud, as this can lead to
range ambiguities [29].

For a pulsed lidar the pulses themselves lead to a spatiiheoment of the measure-
ment. At a given point in timet,, after a pulse of lengtfl, is emitted, the lidar will
receive light which has been scattered over a rangd pf2 in space. In the heterodyne
detection scheme, however, we need to sample data overaincgetriod, 7 ,mple, and
during that period the pulse will propagate further. Thegewontributing to the mea-
surement thus becomds = ¢ (Tsample + 1) /2 and this is known as the range gate.
However, not all points within the range gate contributehiite same weight as the very
edges ofL will only contribute during the time of one sampling wherélas centre will
contribute for the full pulse duration. This can be desatibs the convolution between
the sample window and the pulse, and assuming that both etengalar and of equal
length this leads to a spatial weighting function propardioto the contribution time of a
given point

, (2.8)

W (Z) X Teontr. (Z) =

{Tp — 2|z —g.| forz e range cell (2.9)

0 for z ¢ range cell



2.1 Doppler wind lidar 13
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Figure 2.3: Normalized weight function for a focused CW, #dicated pulsed, and
a focused pulsed lidar with the focus and the centre of thgaaell set t2200 m. The
confinement of the focused pulsed lidar is clearly tightehwiFWHM of36 m compared
to 52.5 m and75 m of the other two. Also seen is how the tails of focused C\Wdtre
from 0 m and far beyond th&50 m range plotted here.

Eq. (2.9) applies for a pulsed wind lidar with a collimatedive If, however, a fo-
cused beam is used, the spatial confinement can be made ex@meraThis is illustrated
in Fig. 2.3 where the spatial weighting function of a focu§8, a collimated pulsed,
and a focused pulsed lidar with the focus and the centre afatige cell set t@00 m is
shown. The focused system is based on one of the lidars ugbdsiproject (see Sec.
7.1) and is characterized by an output focal lengtl2®tm, and for this range it has a
probe length 062.5 m. The pulses in this simulation a560 ns leading to a FWHM of
the spatial weight of5 m. The confinement of the focused pulsed system is given by the
product of the two weight functions and has a FWHM36fm. So by using a focused
beam the range gate in this example has effectively beeedhalv
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2.2 Frequency stepped pulse train modulated lidar

The frequency stepped pulse train (FSPT) modulated lidahigorid lidar combining
the respective advantages of conventional pulsed and CaV $igstems, i.e. inherent
range gating with a high duty cycle. The concept was firstgaresl in [30], and the first
proof-of-principle given in [31], but for a hard target maemment and not a real wind
speed measurement. An in-depth analysis of the expecteenpies of the system has
been given in [2]. The FSPT is, as the name suggests, a simtestaser pulses closely
spaced in time, but in the spectral domain each pulse isa&tpkirom its neighbours by
a fixed frequencyAv. The principle is illustrated in Fig. 2.4 and a means for gatieg
such a signal is the focus of Chapters 5 and 6. The FSPT ostguis nearly constant in
time but pulsed in frequency and therefore has the potetatiehcompass and combine
the desired features of pulsed and CW lidars when used aardi§tit source.

»

A

Frequency

—_—

T

> >
L] »

T

inter pulse

Figure 2.4: Frequency-time representation of the FSR .. is the time between pulses
and if this is reduced the output approaches CW in time butligslsed in frequency.

The idea is to use the FSPT as both signal and LO in the lidgnablight backscat-
tered in the atmosphere is then delayed compared to the LGilhear, corresponding
to the distancel, traveled by the signal to the place of the scatter event ankl b

T= % (2.10)
&
Herec is the speed of light. In this way light scattered near thestcaiver will beat against
a LO pulse of the same frequency whereas light scatteredefagway experiences a
longer delay and the LO frequency will have changed. In tla bgectrum the frequency
corresponding to zero Doppler shift therefore changes fzern hertz for signal pulses
not delayed compared to the LO pulses to dnefor pulses delayed by one pulse length,
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and twoAv for pulses delayed two pulse lengths and so on. These zerpl&aoghift
frequencies constitute the centres of separate frequdats/ defined by the frequency
step through

v, = <2 — g) Av, (2.11)
v, = <2 — %) Av, (2.12)

where thei'” slot stretches fromw; to v//. Spatially each frequency slot corresponds to a
specific range cell, as for the pulsed lidar, stretching frgro

v = (=2 T+ (i 1) Thuted (2.13)

C
27
2 = [iTy+ (i = 1) Tl 5 = 2+ T, (2.14)

whereT, is the pulse length an@;., is the interpulse time during which there will be
no contribution to the measurement.
The wind signalyy,inq,i, from thei range cell will in the beat spectrum be described
by
Vwindi = vp (2 2 @) + (i — 1) Av, (2.15)

wherevp is the wind induced Doppler shift and the last term is thereeoitthe frequency
slot. If Av is chosen such that it exceeds the maximum induced Dopgfértkle range
cells are uniquely mapped into different frequency slotd am seen from Eq. (2.15) the
off-set of the zero Doppler shift frequency enables the F8Bdulated lidar to detect the
sign of the Doppler shift. The off-set also means that twegslican be placed arbitrarily
close in time without this leading to range ambiguities duéato pulses contributing at
the same time in the same frequency range. The LOS wind speadtulated from
A Vwindi — (i = 1) Av]

VLOS,i = 5 : (2.16)

Fig. 2.5 illustrates the envisioned FSPT modulated lid&cspm with wind spec-
tra in first three frequency slots. Note that the first freaqyeslot only stretches over
Av/2 and the reason for this is easily found in Egs. (2.11) and2j2nhich state that
the first slot extends fromAv /2 to Av/2. However, it is not possible to measure neg-
ative frequencies and these are instead "wrapped arduRd’ Therefore the lightwave
synthesized frequency sweeper (LSFS) modulated lidas iaisic form is not capable of
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resolving the sign of the Doppler shift in the first frequestyt. One way to work around
this would be to introduce a frequency off-set to the LO okastAr /2 as this will move
the center of the frequency slot away fronkz.

In addition to the sign issue the center of the first range w#llbe located at the
transceiver limiting the short range sensitivity (visuaFig. 2.6(a)). This can in similar
manners be remedied by introducing a time delay to the LO.

vo (1% range cell) v, (2™ range cell) v, (3 range cell)

ﬂ\ | AN | [\ | >

L A2 30v/2 j 5Av/2
1" slot »k— 2" slot s 3%slot

Figure 2.5: Envisioned FSPT modulated lidar spectrum withdwsignals originating
from three different ranges in three separate frequendg.slg, is the wind induced
Doppler shift andAv is the constant frequency shift separating each pulseré&agopted
from [2].

The FSPT modulated lidar is not necessarily completely imarto range ambiguities
and this has to do with spatial overlapping of the range cdllsseen from Eqgs. (2.13)
and (2.14) this will happen i}, > Ti,tr- The range cells will be weighted by the same
triangular function as the conventional pulsed lidar tHoagd this helps somewhat to
separate the range cell. This situation is illustrated o R2.6(a) in the extreme case
whereTi.., iS set to zero, the beam assumed to be perfectly collimatetitree pulse
length is500 ns. It is seen how one range cell actually stretches to theleiof the
neighbouring cell, but due to the triangular weighting, tiverlap becomes less severe.
Of course, the spatial confinement of given range cell cambeased by the use of a
focused beam and this is illustrated in Fig. 2.6(b) whereabas is in the middle of the
third range cell at 50 m. It is clearly seen how the focus narrows the range cellalzat
how this comes at the expense of the other range cells whicheavily attenuated, and
that the range ambiguity is by no means overcome.

For generating an FSPT modulated signal a configuratiordaasébre optical com-
ponents called the LSFS is suggested. This configuratidrbow/ithe focus of Chapters 5
and 6.
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Figure 2.6: (a) Normalized weighting functions of the fitgee range cells in the extreme
case of a collimated FSPT modulated lidar with = 500 ns andZi,e: = 0's. (b)
Normalized weighting functions of the first four range cells focused FSPT modulated
lidar. The focus is in the middle of the third range cellla® m.

2.3 Summary

In this chapter a brief introduction to wind lidars in geridras been given explaining
the difference between focused and range gated systemy.c@iheboth be used to ob-
tain a spatial confinement of the measurement, but leadidgfevent spatial weighting
functions. The requirements put on the laser in order toaipeas light source in a lidar
source are explained and the heterodyne detection proesssilzed.

Finally the FSPT modulated lidar is introduced as a hybritiveen conventional
CW and pulsed lidars. The FSPT modulated lidar is expectde table to combine the
inherent range gating of the pulsed system with the high dytie of the CW lidar.






CHAPTER 3

Blade-mounted lidar system

Lidars have since 2003 [32] been mounted on wind turbinesnabieu of times, e.g.
in [33] with the aim of optimizing the power output and as aengide effect to reduce
loads and thereby maximizing the expected lifetime of thbite [16]. In these imple-
mentations the lidar is used to measure the wind far, perd@ps, from the turbine in
order e.g. to correct the yaw in case the wind changes. Andatiportant parameter to
optimize for the turbine would be the blade pitch i.e. thelamgtween the blade and the
effective wind flow, and one can imagine a system operatingaifrtime optimizing the
pitch control based on information of wind approaching tmbine. The wind, however,
can change on time and length scales of seconds and metedsie.tp turbulence and it
is therefore necessary to measure it close to the blade,carsili¢h a task a continuous
wave (CW) lidar seems ideal with its short focus range anddat acquisition

One can envisage different implementations of a bladepiated lidar with different
advantages and disadvantages; including one with the didaing horizontally into the
wind and one staring along the chord of the blade. Here wefaglis on the latter and
Fig. 3.1 shows a sketch of this together with the two velooitinponent®y,),qe aNdvying
which the line-of-sight (LOS) speed is a sum of. The speedsored by the lidar in this
scenario as function of blade rotation angtejs

Umeas (6) = \/ V1o + Vwind (6)° - cos (B — ), (3.1)

where(5 — 0) is the pitch error, i.e. the difference between the optimutchpangle,s,

and the actual pitch angle The square root represents the length of the resulting wind
vector and note that only if the lidar is aligned with the wiettor the cosine becomes
1. This implies that the pitch error can be minimized by mazimg the measured lidar
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speed.

Blade cross section

Vblade

Figure 3.1: Sketch of a possible scenario with the lidarirsgaalong the chord of the
turbine blade.

3.1 Risk analysis

In this section examine some of the areas which pose podsititmical risks for a
blade-mounted lidar system and thus need to be evaluatedebpbssibly proceeding
with an actual implementation of a blade-mounted lidar. SEhesks are

» Reflections from the ground potentially leading to falsgnsis and saturation of
the system

» Misalignment between the receiver optics and the signaltdumovement of the
receiver which will lead to reduced sensitivity

» Spectral broadening of the signals due to movement of ttewer. Also this results
in reduced sensitivity

3.1.1 Ground returns

Unless the staring direction of the lidar is perfectly aédnwith the rotational axis
of the turbine the lidar will at some time during a turbinealeNion stare directly into
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the ground. Reflections from the ground,ground returnscan potentially lead to false
peaks in the measured spectra and, if the reflections arggseeen saturate the lidar with
a loss of data as a consequence. Obviously ground returesdem the focus length of
the system, the staring angle with respect to the groundtrencdeflection coefficient of
the ground. It is the scope of this section to assess the fadtesk that ground returns
pose on the measured wind speed.

In a lidar measurement the received signal power depends)@other things, on the
area of the laser beam and the backscatter coefficignt), of the scattering object so

that
B ()
P, x
Abeam

(3.2)

The beanl /e? radius of a Gaussian beam is calculated using

B Az ? B 9 Az 2
w(z)—wo(f)J1+ (—WO <5>2> —\/’wo(ﬁ) +(=2F). 63

where the beam radius at the waist (¢) is a function of distance from the legs \ is
the laser wavelength, ands the distance from the waist along the beam [28].

The radius at the beam waist as function of distagc&om the focusing lens can found
by solving Eq. (3.3)

wherew (0) is the radius at the telescope lens.

The backscatter coefficient of the ground of course depemdsvariety of factors and
is in general unknown. However, to give an estimate of hoveethe expected ground
returns will be we can compare against a situation of an wsted lidar staring into a wall
at short range. This somewhat unorthodox construction iddast arise in the laboratory
when working with lidars and is known not to cause any prolsleegarding saturation.
We assume that the backscatter coefficient of the grounceisdme as that of the wall
(pg = pw) and using the fact that the ratio of the beam areas must éugiatverse ratio

of the SNRs
ﬁ SNR,

A, SNR,

(3.5)
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The size of the aperture of the blade-mounted lidar is ergeitt be smaller than that of
a standard ZephIR and must be taken into account when cihguthe beam areas. For
the wall test we can use (using thge? width at the lens as the beam diameter)

Ay =7R2,. <1 " (W?%];w >2> | (3.6)

core

where R, is the fibre core radius anfj, is the focal point of the lidar, and it has been
assumed that the delivery fibre end-facet acts as the wagbolised Gaussian beam. For
the blade-mounted system we calculate the distahge from the fibre to the focusing
lens to achieve the desired focus lengthising the so-called thin-lens equation [34]

fbm : 5
Dy = , 3.7
s fbm - S ( )
where f3,, is the focal point and the beam diameter at the lens can théubd as
ADj 2
wq (5) = Reore(| 1 + ( B} ) . (38)
7T‘RCOI“B

The radius at the waist is

wl2— w?—4(§)2

wog (§) = 5 , (3.9)

and finally the beam area at the ground can be found as

WO, g (5)

2
Ag (&) = mwo g (§)* + 7 <M> : (3.10)

Notice that at long focus ranges the thin-lens equation ismger valid. However, in this
case where the blade-mounted lidar is expected to oper#teavghort focus distance of
around5 — 20 m the thin-lens equation is appropriate.

Staring direction

With a lidar mounted on the turbine blade in such a way thdaites in the direction
of the blade pitch we can calculate the distance from thesteiver to the ground),,
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>

Figure 3.2: Sketch of a wind turbine with a lidar mounted om tlade and how it some-
times stares into the ground.

and hence also the ground returns as function of blade ootatigle (see Fig. 3.2).

D(¢) = h+ Rcos¢ (3.11)
Dy (¢) = géq;) (3.12)

where Dy, is the distance from the transceiver to the ground in ther oime. Taking
the pitch angle into consideration the distance to the gialang the staring direction
becomes

Dy (¢,0) cosf

We can now use Egs. (3.6) and (3.10) to calculate the regpearteas and and plot their
ratio as function of rotation angle.

Fig. 3.3 shows the ratio of the areas as the distance fromahsdeiver to the ground,
D,, as function of rotation angle and for three different pigrigles. For the calculations
the following parameters have been used

(3.13)

e h=57Tm

e R=30m
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Figure 3.3: Ground return SNR and distance from the tramecéo the ground in the
lidar staring direction as function of turbine rotation snfpr three different pitch angles.

e Focus=5om

For rotation angles higher thas0° D, the lidar effectively points upwards and the dis-
tance consequently goes toward infinity afig/ A,, to zero. TheD, has a minimum at
around120° resulting in a maximum SNR ratio of around 0.05. Even thougé can
easily imagine situations with higher reflection coeffitgear a smaller the beam area at
the ground, it is fair to conclude that ground returns aréeahy to cause saturation of the
lidar and thereby loss of valuable data.

The second concern regarding ground returns was the pagsibifalse peaks in the
measured spectra. Obviously these will only appear whelidhestares into the ground
as shown above and the relative speed of the ground measuteed ldar is

Vg = Uplade * COS 0, (3.14)

Ublade 1S the speed of the turbine blade in the rotor plane @rglthe angle between the
staring direction and the motion of the lidar, henges the speed of the relative motion
along the LOS. This is the minimum speed a blade-mounted Vidlh measure when

assuming constant turbine rotational speed and pitch asiglee it is the same as would
be measured in a case of no wind but with the turbine stilltirega This is because in
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both cases only the lidar is moving and the fact that the es¢agdt event in the two cases
takes place at different distances from the telescope dmeshange the speed measured.

3.1.2 Lagangle

As the transceiver unit of the lidar is moving there is a pogmisk that by the time a
photon returns after a scattering event the transceivanbaesd so far that it can no longer
receive the photon. By using the concept of a back propagétiral oscillator (BPLO)
we can solve the problem by calculating how far, not the taner itself, but the focus
point moves during the time-of-flight (TOF) from the transee to the focus and back
[15]. The BPLO is defined as the spatial mode into which lighistrscatter in order
to be collected by the transceiver and contribute in therbdyme beating process. The
displacement depends on the focus distance of the lidartensipeed of the transceiver.
The TOF for light going from the focus to the receiver and bigck

tror (§) = 2%

wherec is the speed of light. During one TOF the focus will move arsliasing that the
beam is parallel to the axis of rotation of the turbine and thaing the short time span
of tyor the movement can be approximated by a linear function

dror (§) = Ubeam - tToF (§) (3.16)

According to [15] the sighal powef, of a lidar signal is proportional to the overlap
between the transmitted beam and the BPLO

S o IJI B(m) It (x,y,2) Ippro (x,y, z) dedzdz, (3.17)

all space

(3.15)

wheref is the backscatter coefficient aftd and/gp; o is the intensity of the transmitted
beam and the BPLO, respectively. Restricting ourselvegtoribok at the focus plane of
the beam Eq. (3.17) reduces to

S ffp VI (x,y) Ippro (v,y) dzdz, (3.18)

It (z,y) andIppro (z,y) are both 2D Gaussians and assumjrig) to be constant the
double integral can be solved analytically to give

2
S(&) o< p(m) ITIBPLO%U% exp l— d;% ] ; (3.19)
wo



26 Blade-mounted lidar system

wherelr andIppro are the centre intensities which can be calculated using(&£4),

w is the width of the intensity profiles antlis the displacement between the transmitted
beam and the BPLO. It is seen that the signal power as funofitime displacement is
itself a Gaussian.

Assuming the transceiver is mounted on the turbine wifign from the centre of
rotation and the time for a full rotation i$ s the decrease in signal strength due the
movement of the transceiver can be calculated from Eq. )3.F8y. 3.4 shows the
resulting signal strength compared to a perfect overlaywdost the transmitted beam and
the BPLO(S (£) /S (0)), and it is seen that for the given parameters the loss in lsigna
strength is minuscule. Even with a focus lengthlah and a resulting very tight focus
the loss is less tham01%
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Figure 3.4: Relative signal power versus focus range.

3.1.3 Speckle bandwidth

Scanning the lidar beam through the atmosphere or stariag ahgle compared to
the direction of the wind flow will lead to a motion of the seaihg particles across the
beam, and this will in turn lead to spectral broadening ofsiigaal even if the flow it self
is perfectly homogeneous. This is essentially caused byirtieea scattering particle is
illuminated by the lidar beam effectively being decreasgdhe motion of the particle.
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In the measured spectrum the spectral width of the signal/exsely proportional to the
time it takes to sweep through the beam waist diameter [35].
The cross-section of the beam in the focus point of the beanbealescribed by a cen-

tered Gaussian
X

2

I(x) = Iyexp l— (—) 1 ) (3.20)
wo

wherel is the centre intensity and is the beam waist radiug (e2-width). The time

for the beam to sweep through the beam waist is

T(§) = wo—@, (3.21)

Ubeam

where vpeam IS the sweeping speed of the beam. Assuming the speed isanbrisé
current, and thus the voltage, generated by the detectbglsd be a Gaussian as function
of time. However, in the heterodyne detection it is the elediteld of the light, and not
the intensity, which is converted into a voltage, hence #teated Gaussian is a factor of
V2 wider thamuyg (€)

t ? Ubeam * T ?
V (t,€) = VIyexp [— <m> } = /Iyexp [— <\/§To(£)> } . (3.22

In frequency the detector output becomes

2
2
V(v,€) = /2rly 0 ©) exp [— <My> } , (3.23)
Ubeam Ubeam
and hence th&/e2-width (half width) is
Ubeam
[ = beam 3.24
o (&) (824
and the full spectral width thus becomes
2Ubeam
Av =2I' = . 3.25
o (6) (329

Notice that this analysis assumes a large number of indavigicatterers; an assumption
which possibly breaks down in the case of a very tight focukssanall probe volume or a
very clean atmosphere [36].
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The sweep time is minimized and thus the sweep speed maxirifitee sweep di-
rection is perpendicular to the staring direction, i.e.hé tidar is staring straight ahead
from the turbine. In that situation the sweep speed is

Ubeam = 2 Dtrans’ (3.26)

trot
where D;,.ns 1S the distance from the transceiver to the centre of rotadiod?,; is the
time for one turbine rotation. The resulting speckle bamitlvas function of focus range
is shown in Fig. 3.5 and it is seen that it rapidly drops. Fooeu§ range o6 m the
bandwidth is184.1 kHz which is less than the bin width in spectra. Hence, fogesn
longer thar6 m spectral broadening is not expected to be a problem.
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Figure 3.5: Speckle bandwidth as function of focus range.

3.2 Extended circulator port

Usually in a lidar system the distance from the laser to thestepe is short since
this reduces propagation losses and non-linear effects asistimulated Brillouin scat-
tering (SBS). In the envisioned blade mounted lidar systeoswever, the laser and data
processing unit will be placed in the nacelle of the turbind Bght will be transmitted
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to the telescope through optical fibres, and it is thus ingmdrto consider the different
implications of this and one of these is the placement of tfmilator compared to the
telescope.

It might be tempting to place the circulator which directghti from the laser to the
telescope and from the telescope to the detector near #redlag extend the delivery fibre
so it reaches all the way from the nacelle to the telescope.alternative is to extend the
fibres leading from the laser to the circulator and from tleutator to the detector, but
this requires twice as much fibre. In the ideal case a lidactsgpm will consist only of
the beating between the local oscillator (LO) and the Dapgitéted wind signal with the
noise floor dominated by the LO shot noise. However, in ngaldise originating from
different sources will be present, and among these noiséodtress-talk in the circulator.
Light leaking directly from port 1 into port 3 will interferavith the LO (neglecting the
wind signal) giving rise to excess noise. If the differennedistance traveled by the
cross-talk and the LO is small chances are that the two tonimns will still be in phase
adding only to the noise near the difference frequelitickiZ for a CW lidar), but as the
path difference grows the cross-talk and LO will get more @owdle out of phase and the
noise grows.

The detected beat spectrum can be described as a sum of @mpk$er, and an
incoherent,S; contribution

S(w) = Sc (w) + St (w), (3.27)
where
Sc (w) = alyIy exp {—E} J(w), (3.28)
and
Sr(w) = % {1 — (cos (wrg) + W) exp (—:—i)] , (3.29)

[21]. Herea is an instrumental factoy, is the intensity of the two contributions, is the
coherence time of the lasey; is the time delay of the LO compared to the cross-talk part
(representing the path difference) ands the frequency difference. From Egs. (3.28)
and (3.29) it is seen that whe < 7. the coherent contribution dominates, but as the
delay grows so does the incoherent contribution eventaaliyinating.

It can be shown that in the low frequency limit the incoheneoise grows approxi-
mately quadratically with delay length

2 _ 2
St (w) Ta <u> ~ d (3.30)

Te 27,
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To mimic a real lidar system the setup shown in Fig. 3.6 hags lbeed. The arm on
circulator port 2, which would normally lead to the telesepis gradually increased using
1 m and5 m fibre patch chords. To ensure the same power level on thetdefer all
measurements an inline powermeter is used while the poweadjasted using the laser
to compensate for the increase in loss due to longer fibr@andire uniters. As LO the
Fresnel reflection from the end facet of a fibre polished inragieaof 4 degrees is used.
For the "0 m delay" the circulator is simply bypassed coringdhe laser directly to the
inline powermeter.

The measurements presented are difficult to carry out with &ccuracy. Especially
for long delay lines the noise level tends to fluctuate a lahasbeating varies between
constructive and destructive interference. This is duextereal influences such as vi-
brations or temperature variations changing the phaseedight. It has therefore been
attempted to capture the maximum value of the noise for emegsurement. This can be
done by first heating part of the fibre on port 2 by holding itia hand and then carefully
place it on the table. As the temperature of the heated paiste®ward the surrounding
temperature again the noise will fluctuate between the maxirand minimum values
with a period of a few seconds making it possible to do the omeasent at or very near
the peak value.

Powermeter

Inline
powermeter

./ Photo diode

300 kHz - 50 Mhz

DSP board

Figure 3.6: Block diagram of the experimental setup for megag the noise due to cross-
talk in the circulator.

Fig. 3.7 shows the measured spectra for the different extehsngths used and it
is clearly seen how the noise grows as the port 2 is extendbd. eXcess noise due to
the extended fibre is calculated as the difference betweerepective delay spectrum
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Figure 3.7: Raw spectra of the excess noise due to differéahsions of the circulator
port.

and the0 m delay spectrum. In Fig. 3.8 the excess noise is plotted ragifuin of fibre
extension length for four different frequenciésMHz, 10 MHz, 15 MHz, and20 MHz).
Eqg. (3.29) has been fitted to the excess noise witind 7. as the free parameters and
the results are also plotted in Figure 3.8. The green cumpgesent the the best fit
to the individual data series, whereas the red curves represmean of the values of
a and 7. found for the four frequencies. This is done becausend . are actually
constants and should not change with the frequency. In gktier fits are too low for
short extension lengths and too high for long lengths anthduhe work several pairs
of the fitting parametersy(andr.) were found all giving approximately the same quality
of fit. The mean values of the fitted parametersare 0.0475 % and7. = 5.00 -
10~ s. A possible explanation for the poor fits other than thelehgks which lie in the
measurement could be the procedure for extending the fibigenVéxtending the fibre
standard fibre optical uniters are used, and it must be exghe¢bat they will add to the
phase noise due to the interface introduced between thelivesfi

The results presented here represent measurements whicliffaoult to carry out
with high accuracy because the experimental setup is imessa interferometer which
is extremely sensitive to external influences such as vibrator changes in temperature
which leads to large variations in the excess noise as fumcii time. Nevertheless they
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all show a clear increase in the noise level with increasialqydlength, and they all
support the important conclusion that circulator poshould be kept as short as possible
in order to keep noise floor low and dominated by shot noise.

3.3 Summary

Lidars mounted in the wings of wind turbines for control oé thitch angle have the
potential of increasing the efficiency and at the same tirdage loads on the turbine. A
theoretical study examining the possibility of such a sysseen from a lidar perspective
has been carried out. The effect of various phenomena sugtoasd returns, lag angle,
and speckle bandwidth on the performance of the lidar has beestigated and it is
found that all three are expected to have negligible impiictally the influence of light
leaking from the input port on the circulator directly to thetput port as the fibre con-
nected to port 2 is extended, has been investigated, anddniduded that the delivery
fibre must be kept as short as possible.
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Figure 3.8: Excess noise as function of delay length for thfierent frequencie$, 10,
15 and20 MHz. Shown is also fit of Eq. (3.29) to the measured data. Nwiethe delay
length is twice the extension length because the light lsevack and forth.






CHAPTER 4

Wind tunnel trial

In the previous chapter it was concluded that the foresedmieal risks are not ex-
pected to hinder the feasibility of a blade-mounted lidesteyn. There are still issues
that needs to be resolved before a lidar can be installed lade lthough, for example
how will it cope with the very high wind speeds expected, aaudl @ smaller aperture size
transceiver be used in order to reduce costs? To study tlades of experiments were
performed in a high performance wind tunnel with a shorgersmall aperture lidar and
covering a wide range of wind speeds upgrfom/s. Furthermore, the trial is a chance to
investigate the capability of the lidar to measure the wingsflvithin a wind tunnel in
addition to fundamental phenomena such as line-of-sighiS).speed and speckle broad-
ening. Experiments were carried out at different rangesaandrious angles to the flow.
These experiments are described in this chapter.

4.1 Experimental setup

The test setup consists of a lidar with a mobile telescopeeplavithin a wind tunnel.
During the tests the telescope is placed on a horizontallynteal crossbar in the test
section of the wind tunnel, see Fig. 4.1. The lidar base wnih photo detector and data
processing unit, is placed outside the tunnel and an optelale fed through a hole in
the tunnel wall connects the two units. The crossbar can hesdhop and down, and the
telescope can furthermore be rotated around it allowirfgrdint angles between the laser
beam and the wind flow to be tested.

Besides the lidar the wind tunnel is equipped with two ddfdrsystems for measuring
the wind speed, and these are both used as reference to @hemi@hsurements. One
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is a Pitot tube, which works by measuring the pressure of tbeimg air compared to
stationary air [4], located in the middle of the test seciisee Fig. 4.1), and another is a
system of pressure sensors at the walls of the tunnel (hamticeéferred to as 'System’).
Both the Pitot tube and System gather data at a rate of 5 Hzeabdhe lidar samples
at 50 Hz, but in the measurements reported here, the lidacardgyured to average the
speed over & second period, and these data were reportéd-t rate.

4.1.1 Wind tunnel

The wind tunnel is a closed loop with an overall dimensio3Dfx 14 m. The test
section, in which the lidar transceiver is mounted, is 7 nglevith a cross-section of
1.35 % 2.7 m. The flow is driven by & MW fan and speeds of up to 105 m/s with laminar
flow can be reached [37]. If turbulent wind is needed, a metdl@an be mounted at the
entrance of the test section to distort the flow.

L1111 1) [/ /L) [/ /L) //
33m
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Figure 4.1: Sketch of the lidar and the Pitot tube in the wimthel. The lidar can be
moved up and down as well as rotated around its centre to etthegstaring direction.

4.1.2 Lidar

The lidar used in the tests is a continuous wave (CW) Doppder imodelZephIR
300 from Natural Power, but with modifications regarding thenseeiver unit and the
electrical filtering. These modifications have been madaumez the tight confinements
in the tunnel requires a very short focus length of the beauath tlae potentially very high
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wind speeds in the tunnel exceed the speeds the lidar wasdamieasure. The transceiver
unit is a telescope with a two inch diameter lens and manwaldijystable focus. All
measurements are obtained with the beam staring in a fixectidin and with fixed focus
range, but with the possibility of changing these in betweeasurements. The telescope
is connected to the lidar base unit only through a 35 m fibrécalptuplex cable and
can therefore easily be moved around. On the electricaltbigléidar is equipped with

a 300 kHz — 50 MHz bandpass filter which allows for the measurement of wind dpee
from 0.2 — 39 m/s. A second bandpass filtéi)(— 100 MHz) is used to permit operation
at higher speed3f — 78 m/s). It is necessary to manually switch between the standar
low speed configuration and the high speed configuration.

4.2 Results

In this section the wind speeds measured during the trialprassented. Comparisons
between the lidar and the two reference systems are madalta&y the performance of
the lidar.

4.2.1 Initial tests - low and high speeds

The lidar used in these wind tunnel tests is capable of memsuOS wind speeds
ranging from0—78.25 m/s. However, to cover this wide span of wind speeds tworiife
hardware (electrical) configurations are used and thesmitiedly tested individually.

The laser beam is staring horizontally into the wind flow, lasven in Fig. 4.1, and
is focused at a distance 8f3 m, very close to the location of the pitot tube sensor, just
a few centimetres above the aperture. This results in a besist mdius ofl64 pm and
a probe length 010.8 cm. The wind speed is increased framm/s to35 m/s in steps
of 5 m/s. Each step i minutes long, but due to the time it takes to stabilize thedwin
speed at the pre-set value only data representing the lagtian of each step is used
for further analysis. In Fig. 4.2 is shown an example of thesasurements. All three
systems show good agreement on the average wind speed fgrséee, but it is clearly
seen that the Pitot tube measurements are much less stalie/fwind speeds than the
System and lidar measurements.

Fig. 4.3(a) shows the average of the speeds measured bydnelier2 minutes for
each step plotted against the average speed recorded bgféinence Pitot tube in the
same time intervals. Since the Pitot tube samples data fiestas fast as the lidar each
average represents five times as many points. Shown is aiseaa least squares fit to
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Figure 4.2: Wind speeds measured by the lidar, Pitot tubeSgistem. Each step repre-
sents2 minutes of data and the transition periods, during whiclsfieed increases, have
been removed.

the data points (notice that the fit has been forced througlpdmt(0, 0)). A very good
correlation between the two data series is found with a stdgle fit of 1.0084 and a
coefficient of determination (R-value as defined by the Magackage'ezfit 2.40"[38])
of 0.9999. Thus, a disagreement between the measured wind speed lafahand the
Pitot of 0.84% is observed with the lidar measuring a slightly higher wipdexd. We also
tried fitting to an affine function but with no significant @fence.

Fig. 4.3(b) is the equivalent of Fig. 4.3(a) but this timetwdata recorded by System
as the reference. Again very good agreement between theatasdries is found with a
slope 0f1.0106 and an R-value 0$.9998.

Next, the lidar is switched to the high speed configuratiod #re wind speed is
stepped fromi0 — 75 m/s in steps ofl0 m/s except for the last step which is obviously
only 5 m/s. The correlations between the measurements are agaitee with slopes of
the correlation plotd.0034 and1.0050 and R-values ot.0000, see Appendix A. Once
again, the lidar estimates the wind speed a bit higher thartwio reference systems.
Based on these measurements it is concluded that the lidandhdifficulty measuring
wind speeds up td5 m/s and performs equally well in this range as in the low speed
range.
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Figure 4.3: Plot of the mean wind speeds in the initial lonespiest measured by the lidar
against the wind speeds measured by the reference Pitof{dajlaed System (b). Also
shown is the fitted expression and the quality of the leasdregufit expressed through the
coefficient of determinatioR value.
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Sometimes the power level returning to the lidar is too lowddrustworthy wind
speed estimation and the lidar returns no wind speed. Tlaegrhenon, which among
other things depends on the backscatter coefficient of thesgthere being probed, oc-
curred during this test, resulting in e.g. th& m/s average measurement consisting of
only 65 points instead of the intendd@0. The lidar measurements, however, appear so
stable that the less than optimum number of points does eat s& impact the measured
average wind speed.

4.2.2 Range of speeds

As was clearly seen in Fig. 4.2 the Pitot tube data fluctuateserthan both the
lidar and System data especially for low wind speeds. Tbezehe population standard
deviation of each data series is calculated and Fig. 4.4@ys the resulting standard
deviations as function of wind speed for both the lidar, tiietRube and System and for
both the low and high speed test . As expected from Fig. 4.3tedard deviation of
the Pitot tube measurement is considerably higher for 5 hals the lidar and Systems
measurements. However, it falls with increasing wind speeetiapproaches the level of
the lidar and System. The System standard deviation showsilarsbehaviour, but at a
lower level, whereas the lidar standard deviation increatightly with the wind speed
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and the curve is less smooth.

As can be seen from the plot of the standard deviation in Fig(aj the three mea-
surement systems do not measure a constant wind speed tthéheven in supposedly
stable conditions. An example of this is shown Fig. 4.4(bgreithe measured speeds are
plotted against time for the pre-set speed of 50 m/s. As eggddmom the standard devia-
tion plot the Pitot tube measurement is much less stablettigathers with a maximum
spread of more thaf.5 m/s. The lidar measurement is more stable with a maximum
spread of no more thah.2 m/s, and System even more so with a maximum spread of
about0.1 m/s. For all three measurements a slight increase in mehspezd during the
two minutes of measurement of perhdps m/s is seen suggesting that the wind tunnel
is not fully stable. A tendency which is also seen at otheedpe
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—©— System O System
L 4
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Figure 4.4: (a) Standard deviation as function of pre-setdwdpeed. (b) Plot of the

measured speeds as function of measurement time for the nbfierence systems. The
Pitot tube measurement is clearly the most unstable, whe&gstem is the most stable.
Most easily seen for System but also noticeable for the Ritdtlidar measurements is an
increasing tendency in the measured speed with time.

Fig. 4.5(a) shows the difference between the highest antbiest measured speed
for each pre-set speed. The span in the Pitot tube measuersaeen to be high in the
beginning 8.5 m/s) but it rapidly decreases and seems to tend toward aaguristel of
about0.5 m/s. System also measures a large relative span at low spaeds15 m/s
it suddenly drops and at higher speeds the span is more otdestant. The behaviour
of the lidar is almost opposite. The span is low in the begigrut then atl5 m/s it
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increases dramatically. After that a gradual increase witid speed is seen. A part of
the explanation for the difference in behaviour could bewira tunnel itself. The wind
tunnel is known not to be fully stable for speeds lower thapraximately 15 m/s [39],
and because of the higher sampling rate the Pitot tube an@rSysan perhaps better
resolve the resulting instabilities. This of course doesaxplain the sudden increase at
15 m/s seen for the lidar.

0.4

—oe— Lidar o —e— Lidar
—6— System, ESIp —— Syslem, H70
—e— Pitot 4t \ —6—Pitot ||

031

0.1r

0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80
Wind speed [m/s] Wind speed [m/s]

(@) (b)

Figure 4.5: Plot of the difference between highest and lbwesasured wind speed at
each pre-set speed m/s] (a) and relative to pre-set speed (b). Notice the two differe
Av-scales. Lidar and System belong to the scale at the left baiedof the figure and
Pitot belongs to the scale at the right.

4.3 Probe volume

When changing the focal range of the telescope the probenabf the lidar is also
altered. Shorter focus length means a tighter focus anceheesmaller probe volume and
vice versa. A very small probe volume can result in a verytiahinumber of scattering
events contributing to the return signal and this affecesuhderlying statistics [40]. In
some of the tests performed during this campaign the prolbenois so small that there is
a high risk that only very few scatterers contribute to eaelasnrement, but unfortunately
a detailed analysis of this phenomenon has not been pobsibiise of the way the lidar
process the data. On the other hand, with a long probe volbmeneasurement is less
localized. The probe volume depends on the beam waist radidishe Rayleigh range.
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The amount of backscattered light collected by the telesdspnversely proportional
to the beam area; hence the collected light mainly orig;étem near the beam waist.
The Rayleigh range defines the range from the waist, signtficzontributing to the
backscatter [15]. This is defined as the distance from thetwaiere the beam area has
doubled and can be calculated as
_ i 4.1)
R= (4.

wherewy is the beam waist radius andis the wavelength of the light. Since probing
takes place on either side of the waist, the probe lengttvegs two times the Rayleigh
range.

In this section the influence of the probe volume on the wingedpestimation is
investigated through a comparison of measurements dong tedatively long and short
focal ranges.

4.3.1 Short range

In this experiment the laser beam is focused at dndym resulting in a very tight
focus with a beam waist radius of approximatélypm and a probe length d6.8 mm.
The lidar is set for low wind speeds and the tunnel is preesstap through 0, 20 and30
m/s. This time the lidar estimates lower wind speeds tharPitwe tube, but higher than
System with slopes of the fits 69979 and 1.0187, respectively. The fit is a bit worse
for the Pitot tube than for System but still with a high R vabfe).9987. We therefore
conclude that the lidar has no problems correctly estirgatie wind speed despite the
short range, resulting in a very tight focus and a reducedasumf contributing scatterers.

4.3.2 Longrange

Next, the focus of the beam is changedt® m which is about the longest possible
while keeping the focal point within the test section of thadvtunnel. The focus now
broadens significantly to a beam waist radiu2®f um and a probe length &f.7 cm.
As a consequence, there is a possibility that part of thegoxmtume stretches outside
the test section of the wind tunnel and into the contractimmez The contraction zone is
the section just upstream from the test section and wherkatids speeded up through
a narrowing of the tunnel cross-section. Once again, werebdbat the lidar estimates
the wind speed a slightly lower than the Pitot tube, but sljghigher than System. The
problem foreseen of the probe volume stretching out of thestection does not seem to
be influencing the result. In conclusion, for the focal rasgbtainable within the wind
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tunnel, neither short nor long, result in erroneous measents and either can be used
without problems.

4.4 Line-of-sight speed

It is well known that the lidar only measures the wind speeth@ndirection of the
laser beam; hence, any mismatch between the direction dfaiveand the laser beam
results in a decrease in the measured speed. In additionisineanch in directions might
lead to spectral broadening of the signal, resulting in adteo but lower spectral peak
seen by the lidar, increasing the risk of the peak not beingotied at all. As discussed in
Section 3.1.3, the broadening effect is in essence due tath¢hat the particles, from
which the light scatters, move across the beam and thersfienaed less time in the probe
volume, effectively reducing the sampling time. The smddiroadening is inversely
proportional to the time it takes for the particle to passtigh the beam.

In the following experiments these effects are investigiatetilting the beam a certain
angle compared to the flow.

4.4.1 Low angle of attack

The telescope is again focused3a® m, but this time tiltedd.2° downwards from
horizontal, see Fig. 4.6. The wind speed is stepped fiom 70 m/s in steps o1 0 m/s.
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Figure 4.6: Sketch of the setup with the laser beam tiltedpared to the air flow.
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Figure 4.7: Plot of the mean wind speeds in “low angle of &ttast” measured by the
lidar after correction for the angle of attack against thedvspeeds measured by the
reference Pitot tube (a) and System (b).

Figs. 4.7(a) and 4.7(b) show the correlation plots aftarlimeasurements have been
corrected for the direction mismatch using the simple esgion

Umeas

cosf’

Vflow = (42)
whereuvqqy is the speed in the direction of the flow,..s is the speed measured by the
lidar andd is the angle between the flow and the laser beam. As can be rmerriHe
figures it has not been possible to retrieve data from the fidan the 40 m/s experiment
because this speed is very close to the boundary betweemhand the high speed
configuration of the lidar when the direction mismatch istakito account. Furthermore,
there were again some fall outs in the lidar measurementdarekample the 70 m/s
average is based on only 9 data points. The correlation péssr the less are very good,
once again, with extremely high R-values. Fig. 4.8 showsxamgle of the fall outs
experienced in this test. These are the measurements tekevired speed of 30 m/s and
the lidar graph has 75 points meaning thabut of 120 points are missing. The fall outs
are fairly evenly distributed over the two minutes and seeirtmaffect on the valid data
points.

There can be several reasons for the high number of fall cudsoae is spectral
broadening as described above. Another and perhaps mehg éikplanation is simply
that the level of backscatter in the tunnel was low duringtése due to the air being too
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Figure 4.8: Plot of wind speed as function of time. The fallsoamong the lidar mea-
surement are clearly seen. The lidar graph consists of #igoi

clean and combined with a small probe volume this can leaddmnaiderable number
of fall outs. Finally, the lidar uses a noise flattening aidn, optimized for use in the
fluctuating wind flows experienced in the real atmospheré, fasquency components
not changing over a certain are regarded as noise and ariect Operation in the very
stable flows in the tunnel therefore might have led to a redundh sensitivity over the
duration of an experiment.

4.4.2 High angle of attack

The angle of the telescope is now changed@d° from horizontal, see Fig 4.9. In
order to have the probe volume close to the middle of the msion the telescope is
raised to near the top of test section while the focus rangetito 1.05 m, which results
in a waist radius 062 pm and a probe length of 1.1 cm. In Section 4.3.1 it was vaditlat
that can measure at a focus lengthif m. However, with the even tighter focus used
in this test the probe volume is approximately halved comgbdo the test presented in
Sec. 4.3.1 thus testing the lidar further. The tight focus ligh angle of attack should
furthermore give an indication of whether spectral broaugshould be a concern.

Because of the high number of fall outs in the previous testwind tunnel is this
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Figure 4.9: Sketch of the setup with the laser beam tifi@d° compared to the air flow.

time seeded with a bit of smoke to increase the backscatégficent.

Fig. 4.10 shows the line-of-sight wind speed measured byidlae Note that the
slope of the fit is very close to the numerical valueco$ 66.5° ~ 0.3987 as expected.
After correction for angle of attack according to Eq. (412¢ slopes of the correlation
plots are0.99027 and0.99016 and the R values areand(0.99999 for Pitot and System,
respectively.

Because the wind in this test moves across the beam anyrsgparticle spends
less time within the probe volume and this gives rise to adwoang of the spectrum of
the return signal as described in Section 3.1.3. The spedulth of the return signal is
inversely proportional to the time it takes for a particlartove through the probe volume
and is given as

_ 2Upart
Av = 77“110 € (4.3)

wherew,,,, is the speed of the scattering particle in the direction @edgcular to the
beam andyy is the waist radius. This equation is identical to Eq. (3.2%pept thav ¢

is used instead ofi,cam, SiNCe in this experiment the beam is stationary. Anothares
which must be taken into account is that the beam waist istafédy increased when the
scattering particles, as is the case here, do not passhétthigugh the beam, i.e. the
direction of the particles is not perpendicular to the bed@ire field distribution through
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Figure 4.10: Plot of the lidar measured wind speed as fundidhe Pitot tube measured

wind speed. The lidar is tilte@6.5° compared to the air flow and thus measured a lower
speed.

the focus at a given anglé, compared to the beam direction (see Fig. 4.11(a)) is

2
V(z,z) = VIpexp |- - S| e (4.4)
2w3+2(ﬂ*—1;))
2 o3 29
V(r,6) = Iyexp |— T 5| - (4.5)
2uf +2 (el

For small angles the cross-section is no longer Gaussiamgsbeeen in Fig. 4.11(b) for
the value off used it is an excellent approximation. Using Eq. (4.5) tHieotive beam
waist is found to b&7 pm, 5 um larger than the transverse beam radius, and Eq. (4.3)
reduces to

Av = 11163 m ™" - vpar. (4.6)

To get a measure of the signal spectral width as function otlvgpeed all the spectra
at each wind speed are ensemble averaged and to each of dlisngeaverage spectra
a Gaussian distribution with no off-set is fitted. All the iwidual spectra are initially
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Figure 4.11: (a) Sketch of a focused Gaussian beam near e \{lg) Plot of the field
distribution through the waist at an angle= 66.5° and a least squares fit of a Gaussian
to this.

processed by the internal lidar software and in this protessoise floor is removed.
Therefore the fitted Gaussian has no off-set. The widthseofitted Gaussians are plot-
ted as function of the wind speed perpendicular to the beaRign4.12 and shown is
also a linear fit to the data points together with the thecadli predicted curve. As ex-
pected from theory the data points approximates a straigt &nd the slope of the fit,
11117 m~!, is in good agreement with the value predicted in Eq. (4.6her€& is, how-
ever, also an offset d&f20 kHz which is the equivalent of.13 bin widths. This offset is
possibly best explained by the digital sampling of the digB&cause the signal is sam-
pled over a finite period of time the measured spectrum isdhdaconvolution between
the true wind spectrum and the absolute square of the Fauaiesform of the window
function. In this case the window function is a rectanguld&iiol has a discrete Fourier
transform

W (v) = § {w(n)} = % exp [—i2mv (L — 1) /2], @.7)
wherev is the frequency and is the length of the sampled sequence. To estimate the
influence of finite sampling time on the measured bandwidtignaerical simulation has
been performed as follows: First the theoretical signaldiadth as function of wind
speed is calculated using Eqg. (4.3) and wind spectra aresthrariated as Gaussians with
widths equal to the theoretical bandwidth. These are thenenigally convolved with
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Figure 4.12: Plot of the spectral bandwidth as function aidspeed. The slope of the

measured curve is very close to that of the theoreticallgipted curve but there is an
offset between them.

the absolute square of the Fourier transform of the windawection and finally a new
Gaussian is fitted. Fig. 4.13(a) shows the width of the fittedi€giansonvolutior) to-
gether with the pure spectral bandwidifhéoretica) and the difference between the two
(Off-se). As expected the convolution is wider than the theoretizaidwidth, and for
low wind speeds where the spectral bandwidth is narrow ieltively more dominant
than for high wind speeds. The off-set between the two is tebe more thad00 kHz

at 10 m/s, but it decreases fast and3atm/s it has dropped t853.5 kHz which is com-
parable to what is seen in Fig. 4.12 and@im/s it is 220 kHz the same as in Fig. 4.12.
Intuitively, however, one would expect the off-set to vénés the spectral bandwidth be-
comes broader and dominates in the convolution and thisastlgxwhat is seen when
the convolution is calculated analytically. The convalatican be found as the Fourier
transform of the product of a Gaussian and the rectanguladaw in the time domain
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which is the same as

2
L /tO/2 exp {— <M)] exp [—2mivt] dt = il exp | — M .
V2 J—ty/2 \/§w0 2Upart Upart

2 2 2 2
[Erf <t0vpart/2 - 227Tw01/> . (tovpart/Q + 227Tw01/>1 ' .8)

\/§Upart Wo \/§Upart Wo

Fig. 4.13(b) shows the width of the fit to the analyticallyatdhted convolution. The
width shows the same general trend as in the numerical adilonlbut as expected the
difference decreases with wind speed and(aim/s it is zero. An explanation for this
disagreement between the numerical and analytical céilougahas not been found.

Other possible explanations for the offset between measmts and theory seen in
Fig. 4.12 include a not perfectly Gaussian beam, the paténtow number of individual
scatterers due to the very tight focus, or that the flow is oty stable as was indicated
in Fig. 4.4 and an indication of this can also be found in [3¥gwever, these explanations
have not been investigated in detalil.
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Figure 4.13: (a) Numerical calculation of the differencénsen the widths of the actual
wind signal and the signal broadened due to windowing. (glytical calculation.
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4.5 Turbulent flow

In the final test the wind tunnel is fitted with a large grid tstdrt the wind flow and
create turbulence. This will result in spectrally broadsturm signals.

The laser beam is returned to a horizontal position and tbesféength is reset to
3.3 m. Figs. A.4(a) and A.4(b), which can be found in Appendix Aow the resulting
correlation plots and again very good agreement is seen.

In Fig. 4.14 the standard deviation of each of the three datassis plotted as function
of wind speed. For the Pitot a similar behaviour as in Fig(&).% seen with a decreasing
standard deviation as function of wind speed. For Systensttrglard deviation is close
to constant but with a slight increase with wind speed. Tdharlstandard deviation is the
lowest of the three for speeds up4® m/s, but then a sudden increase is seen.
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Figure 4.14: Standard deviation in measured wind speechatidn of pre-set wind speed
for the turbulent air flow.

More can be learned about the turbulence by studying the pgeti® of the lidar.
The lidar generateS0 spectra per second and each two minute sequence of data shoul
thus ideally contair6000 spectra. If, however, a spectrum does not contain a valid win
signal it is discarded and thereby lowering the number ottspe Interesting in relation
to turbulence is the width of the spectra, and one way to dbsgds fitting a Gaussian
to each individual spectrum and subsequently averageeatiesulting Gaussians. Going
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to the other extreme would be to first average all the spectdatlzen fit a Gaussian.
The latter method leads to a broader spectrum as it effécteguals averaging over
longer time and thus a wider range of wind speeds are likebctwrr. If the turbulence is
homogeneous over the full probe volume the Lorentzian wigighunction of the beam
cancels out by use of the latter method and what is left is tbbagbility density function
of wind speeds in the probe volume. One can, naturally, gh@omethod in between
the two described above e.g. by averaging ten spectra akaatith then finally average
the resulting ideallys00 Gaussians. Fig. 4.15(a) shows the development in the width
(standard deviation) of the spectrum when increasing tmbewn of spectra which are
averaged before fitting. The pre-set speed heB@ im/s. As expected the width quickly
increases from a value arou@41 m/s and then tends towards a value of alib8T5 m/s
when all spectra are initially averaged.
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Figure 4.15: Standard deviation of the fitted Gaussian agifumof number spectra in the
average at the pre-set speed36fm/s (a) and0 m/s (b). Note the logarithmic abscissa
axis in both figures.

As the wind speed increases this behaviour changes. Fi&(b}.&hows a similar
plot, but for the pre-set speed 80 m/s. It is first noted that the standard deviation is
considerably smaller than was seen 36rm/s, and secondly that it initially drops with
the number of averaged spectra. Aspectra per average the width reaches a minimum
and from there it slightly increases. An explanation for miagrower spectra seen at this
wind speed could be found in the fact that instead of simpbaten with the increased
turbulence the spectra tend to break up into several nampies Fig. 4.16(a) shows
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an example of this and it is clearly seen how the smaller otwltepeaks is completely
ignored in the fit. This tendency increases with the wind dpag can obviously be
evened out if the number of spectra in the average is suftigiaigh.
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Figure 4.16: (a) Example of lidar spectrum from turbulenbdavflow. It is seen that the
spectrum is broken into two peaks, but one of these is coelplignored by the Gaussian
fit. (b) Standard deviation of the fitted Gaussian as functibmean wind speed100
spectra in each average.

Fig. 4.16(b) is a plot of the width of the fitted Gaussian ascfiom of the mean
wind speed. The width grows linearly froi® — 30 m/s and this is expected since the
turbulence increases, but then it drops before increagiaigatically in a way which to
some extent looks like the behaviour seen in Fig. 4.14. Tlghadt60 m/s seems not far
from following the linear trend seen for the lower wind spgeeBesides the break-up of
the signal into several spikes as discussed above, at leassgues could influence the
measured data and must be mentioned here. FirstOth@'s wind speed is very close to
the transition between the low- and high-speed configurataf the lidar. This means,
as the low-speed configuration was used for the measurethahgnly about half of the
signal peak is present in the spectra and this complicagefitting process. Secondly, for
the speeds of 60 m/s and 70 m/s the number of valid spectra digipificantly from more
than5800 for the previous speeds @3 and411 respectively, hence any averaging effect
becomes less pronounced. Due to the low number of spectitaldgeor the60 m/s and
70 m/s measurements the widths resulting frobf spectra per average was chosen to be
used in Fig. 4.16(b). This was done because as seen in Fig(ajtilhas little impact on
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the width found for the lower wind speeds, but still givesw feted Gaussians to average
for the high wind speeds.

4.6 Uncertainty of lidar measurements

As in all physical measurements the measurements predarttas report are subject
to uncertainties, and that, of course, applies for all timeasurement systems. For the
lidar the following effects will contribute to the uncem&y: laser wavelength, bin width,
alignment angle, and shot noise.

The LOS wind speed is calculated from the measured Doppiktr &hp, using

1
VLos = §AUD)\, (4.9)

where )\ is the wavelength of the laser, and any uncertainty on thikstsainsfer to the
wind speed. Another source of uncertainty is the finite rggmh of the frequency axis
or bin width. The frequency axis spafis- 50 MHz and is divided int?56 bins, hence,
each bin has a width of approximatel95.3 kHz which is the equivalent of5.3 cm/s.
In the special case of a signal occupying only one bin thedspaanot be known better
than plus minus half a bin width. Shot noise is the dominantr@® of noise in the
lidar spectrum and originates fundamentally from the faat the light is quantized, i.e.
consists of photons, and thus the number of photons reattédetector within a certain
time fluctuates. As a result the height of each bin varies fspectrum to spectrum and
this affects the wind speed estimation which is based oneéh&r@d or 'centre-of-mass’
of the spectrum. The final source of uncertainty, the alignnangle, is not directly
related to the lidar itself but to the physical setup of theasugement. Alignment angle
refers to the uncertainty on the direction of the laser begative to the direction of flow.
The relative uncertainty on the wind speed owing to wavdlengn width, and alignment
angle, can be calculated as

g n Abin
A Avp

Ure] = +v2- (1 - cos A9), (4.10)
where A\, Abin and A# represent the uncertainty on the wavelength, half a bintwidt
and the uncertainty on alignment angle, respectively. bwf of\/2 originates from the
fact that both the horizontal and the lateral direction $thdne taken into account when
estimating the alignment angle uncertainty. Assumingtti@alignment errors of the two
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directions are uncorrelated and of equal magnitude thévelancertainty increases by a
factor of v/2.

The relative and absolute uncertainty as function of wirekslare shown in Fig. 4.17
where it has been assumed that

AN = Z£l1nm
Abin = 195.3 kHz
A = +£1°. (4.112)

It is found that the relative uncertainty for wind speedsvahid m/s is well belowl %.
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Figure 4.17: Relative and absolute uncertainty on the lidaasurement as function of
wind speed.

The absolute uncertainty is less thatcm/s, making the bin the dominant source of
uncertainty.

The uncertainty due to shot noise further depends on thénaiad the height of the
wind signal in the spectrum. To estimate this, the followimgcedure has been used: The
normalised Doppler spectrum is simulated as a pure Gausdiaheighth, width w, and
an off-set of one. To each bin is added a noise term, repiagestiot noise, based on a
random Gaussian distribution with a mean of one and variasdeund in the measured
50 Hz spectra. A threshold equal to five standard deviationhi@fbise is applied, as
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this is comparable to the threshold applied by ZlephlR and the centroid is calculated.
This procedure is repeated fop000 realizations of the noise spectrum and the standard
deviation of the resulting0000 centroids is taken as the uncertainty.
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Figure 4.18: Simulated wind spectrum consisting of Gaussigh added random noise.
The dashed line is the thresholdff of the noise.

Fig. 4.18 shows an example of such a Gaussian with héightt FWHM of16.5 bins
and added noise. The dashed line represents the threshgldt. F9(a) and Fig. 4.19(a)
show the resulting absolute uncertainties as function igith@nd width of the Gaussian,
respectively. As would intuitively be expected the undettadecreases with increasing
signal strength, and only for very low signals does the uag®y rise to around cm/s.
For the simulation of uncertainty as function of width of tiignal a signal height of
has been used as this is typical for the spectra measureid taipaign. The uncertainty
is seen to grow with increasing width up to around 1 cm/s foridtiwparameter of 10
bins equivalent of a FWHM 016.6 bins. A width in that range may be realistic in real
atmospheric conditions, but in these tests with very lovoulence a width parameter
of around1 is more realistic. For such a width, the uncertainty is fotmde around
4 mm/s equivalent 00.01% at a mean wind speed df) m/s. This means that the shot
noise has very little impact on the total uncertainty whistwiell below1% for any of
the mean wind speeds used in this series of tests. Varyinbdiyht and width of the
signal independently of course leads to the power in theasigot being constant, and a
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different approach would therefore have been to keep thee @réhe Gaussian constant
while varying the height and width dependently.
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Figure 4.19: Uncertainty as function of height (a) and witih of the simulated wind
spectrum.

o

4.7 Summary

In an experimental trial a lidar modified to meet the spedifice of a blade mounted
system was tested in a high performance wind tunnel. Theidsa tested under various
circumstances including very high wind speeds of upion/s and different LOS angles,
and extremely high correlation with the reference systeras found in all the tests.
Analysis of the uncertainties associated with the measeménsuggests that the finite
bin width is the main source of uncertainty. The tests supthre idea of integrating
lidars in turbine wings, and furthermore suggests thattstlamge CW lidars could have
an important role to play as part of the instrumentation afdrmunnels in general.

Clearly, both the theoretical and the experimental stuéycsly small initial steps
toward a fully operational turbine integrated system, balytare nevertheless very en-
couraging






CHAPTER §

Frequency stepped pulse train

Throughout the last decade there has been an increasimgsinte frequency swept
light sources due to their great potential within a varidtgifferent applications includ-
ing lidars. One promising version of such a light source & lightwave synthesized
frequency sweeper (LSFS) which is a fibre optical configarathat utilizes a frequency
shifter inside a recirculation loop to obtain a linear freqay sweep of the consecutive
laser pulses emitted. It was first described in the liteeatar1990 [41] and has since
been described in a number of publications covering a yaaepotential applications,
including wavelength division multiplexing (WDM) systerf#&2], medical imaging [43],
chromatic dispersion measurements [44], and, of coursejs®in remote sensing [30].
In the literature main emphasis has been put on minimiziegniise, maximizing the
frequency sweep range and optimizing the output powerlgyalaind through clever use
of sweeping filters, polarization control, etc., sweepiagges exceeding THz and sta-
ble operation over several hours have been reported [43,46However, also the use
of different types of optical amplifiers such as semiconducptical amplifiers (SOAs)
and Ytterbium doped fibre amplifiers (YDFAS) and their infloern the behaviour of the
frequency stepped pulse train (FSPT) have been invedidéBe 48].

Most LSFSs reported in the literature operate at teleconmeigagths, i.e. around
1550 nm, and rely on an acousto-optic modulator (AOM) to shift tleguency of the
light, and this with good reason. High quality optical coments, including fibres, lasers,
and amplifiers, at these wavelengths are readily availallagoto their use within the
optical communication industry. This also means that the&8an be realized in an
all-fibre configuration, thus making the setup easy to haadterendering tedious tasks
such as alignment of mirrors superfluous. AOMs have a higim&idn ratio typically
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in excess ob0 dB and provide a high-precision frequency shift determibgdhe radio
frequency (RF) frequency feeding the AOM. By the use of st&iF generators and laser
sources, a spectrally very stable optical output can bdraata The frequency shift in-
duced by an AOM, however, is often of the order of tens or maylbew hundreds of
megahertz which is very small compared to the approximatedyTHz carrier frequency
of a C-band laser. Hence, a considerable number of frequamfty is necessary to obtain
a sweep of eve nm.

Theoretically the LSFS has successfully been describetRijldy assuming that the total
power in the ring configuration is constant at all times. Thael has been further devel-
oped in later publications in order to describe various gearto the basic configuration
such as different signal wavelengths or sweeping banddess fiBPFs), while always
relying on the constant power approximation [43, 45, 50} @dvantage of this model is
its simplicity in that it makes cumbersome rate equationgegassary and instead simple
propagation equations, describing the development obsigmd noise, coupled through
the gain of the amplifier, are used. There is, however, als@althck since any time
dependencies are disregarded and therefore informatidheoehape of the individual
pulses is lost.

In this chapter the LSFS and the resulting FSPT are desdrildmath the temporal and
spectral domain. Two different types of optical amplifiers mvestigated for use in the
LSFS and a model describing the output in time is presentdd/alidated through mea-
surements. Finally the time independent model is expanale@dcribe frequency noise
and the model is compared against measurements. The wedpee on the time depen-
dent model and associated measurements was performeddbaration with M.Sc.E.
Anders Sig Olesen as part of his master project [51].

The work presented in this chapter has led to the publicatigf2, 53].

5.1 Experimental setup

A schematic drawing of the basic LSFS is shown in Fig 5.1. ®iapsis an all-fibre
ring configuration consisting of #dB coupler, a commercial Erbium doped fibre ampli-
fier (EDFA), a narrow BPF, an AOM®) in the figure), a delay line, and a polarization
controller (PC). The ring is initially seeded by a pulse progd through modulation of
the continuous output of a narrow linewidth fibre laser by @M\((D) outside the ring.
The 3 dB coupler directs half of the power of the seed pulsdn¢ooutput where it is
detected by a photo detector (PD), and the other half intaitlge Within the ring the
EDFA is used to compensate for the transmission loss, thei8B&ed for eliminating
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Figure 5.1: Sketch of the experimental setup of the LSFS.ic@iptibres are illustrated
using full lines and electrical wires using dashed linese Tiserts at the top from left
to right are: CW seed laser power, initial pulse modulatedhgyinput AOM and the
resulting pulse train emitted from the LSFS. The relatiegfrency shift of the pulses are
illustrated using different colours.

broad band amplified spontaneous emission (ASE) from theAEAWay from the signal
frequency, and the AOM] shifts the carrier frequency of the light. The delay lindjeh

is just a length of optical fibre, is used to adjust the lendtthe ring to match the desired
pulse length and is chosen freely, though, in the lower ltivétlength is constrained by
the switching time of the seed AOM. The PC is used to adjuspdit@rization of the light
circulating in the loop. A practical way of ensuring a comstautput polarization is to
mount a polarization filter at the output of the ring (not shaw the figure) and use the
PC to optimize the output power of every pulse. Back at the Zapler the power is
again divided and one half is directed to the output whereasther half is redirected
into the ring where it is re-amplified, and the frequency igiaghifted. It should be
emphasized that even though seeded by a laser, the ring dbegarate as a laser cavity
since the frequency is shifted for each revolution.

To obtain a stable pulse train two parameters are impoiagtimize. First of all, the
gain of the amplifier should match the loss in the ring expeeel by the pulses, thereby
ensuring all pulses have the same output power. This is\ahiBy tuning either the
amplifier pump power or the filter center frequency or a coratiim of the two. Secondly,
the pulse length should not be longer than the round trip biegause pulses will then leak
into each other and consequently obscure the spectrum. \réowmy carefully matching
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the pulse length to the round trip time, an output which isrlgezonstant in time, and
where each pulse has only one distinct signal frequencytaed.

What limits the operation is the build-up of ASE and the BPEambination. The
EDFA has build-in isolators ensuring uni-directional agém for both the signal and
the ASE. In the forward direction, however, ASE builds uprotme and deteriorates
the signal to noise ratio (SNR), but as ASE is relatively drbanded, the build-up is
impeded by the use of a BPF around the signal frequency. Titewex the filter the
more ASE it eliminates, but the fewer frequency shifts argsgile before the signal itself
is attenuated. Once the noise reaches a certain level itéssary to restart the operation.
This is done by closing the AOM within the ring and thus terating all light in the ring
whereupon a new seed pulse can be generated and the entiespi® repeated.

The components used in this study are all commercially abkil fibre connected
components. As seed laser two different narrow-band CW féisers from Koheras have
been used. One has a wavelengthld5 nm and the othei548 nm, but both with
a linewidth of less thas0 kHz. The amplifier is &4 dB gain EDFA from Keopsys,
and the BPF from Agiltron has & dB width of 0.84 nm. The different optical fibres
used as delay lines are all standard transmission singtietilore (SMF) from OFS Fitel
Denmark. Both AOMs are from IntraAction and induce a frequeshift of 40 MHz,
hence, each pulse is separatedibyHz from the previous pulse. It should be noted that
in the practical case the AOMSs put another limiting factortio@ operation of the LSFS
due to their finite closing time. The transmission through AOM is reduced by0%
in 120 ns, but the time it takes to extinguish the laets of transmission is longer than
1 ps and the transmission in this regime falls off exponentialh order to prevent the
tail of exponential decay leaking into the following pulsésinecessary to set the pulse
length a few microseconds shorter than the ring round-imge.t The resulting pulse train
is monitored using an InGaAs PD and a LeCBo9 MHz oscilloscope.

5.1.1 The acousto-optic modulator

As the name implies, the AOM is a device which utilizes sowrdodulation of light
and Fig. 5.2(a) shows the underlying principle. A piezceile transducer generates high
frequency acoustic plane waves inside an optically tramspanedium, often a crystal
with suitable properties e.g. GaAs or TeOOpposite the transducer sits an absorber
which damps the acoustic waves to keep standing waves frismainside the crystal.
Through periodic compression and rarefaction of the chystaacoustic waves generate
a Bragg grating upon which light injected from the side of¢hestal is diffracted. AOMs
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usually operate in the so-called Bragg regime where ligltnly diffracted into either
the+1 or —1 order depending on whether the light moves with (leadindnéo-t1 order)

or against (leading to the-1 order) the acoustic waves. The diffraction process can be
seen as an elastic collision between a photon, with waveudi;;in, and a phononl?:a,

in which a new photon/%hout, is created. This requires conservation of both momentum
and kinetic energy, but becaukg is much smaller thaw, ;,, andk; ;, the latter two can

be assumed to be of equal length leading to an isosceles a&wediagram as shown in
Fig. 5.2(b) [54]. From the figure it is seen that the diffrantior Bragg angley g is

ap =sin~! <2k—];) =sin~! <%> , (5.1
wherek; andk, are the wavenumbers of the optical and the acoustic wavgsectvely
[55]. By designing the AOM such that light is coupled in andseguently collected
at the angleap the transmission through the device can be controlled hyirtgrthe
acoustic field on or off. In general abo2@% of the incoming light can be coupled to
the diffracted wave whereas very little light, more th#ndB below the input power, is
transmitted when the acoustic field is off, thereby ensuaingry high extinction ratio.

The frequency of the diffracted lightwave is shifted conggato the incoming light.
Because the photon-phonon collision is elastic the kinetiergy is conserved and this
yields

th,out =h (Vl,in + Va) ) (52)

whereh is Planck’s constant ang ., 1 in, andy, are the frequencies of the incoming
light, diffracted light and the acoustic field, respectveh more qualitative explanation

is that the light is scattered off a moving sound wave andcefioee experiences a Doppler
shift. It is this frequency shift that makes the AOM an obwaandidate for use in the
LSFS [56]

The maximum modulation frequency of the AOM is determinedhsytime it takes
for the acoustic wave to move through the laser beam. An ebaoighe rise and fall
times of the AOMs used in this project is shown in Fig. 5.2{d)e modulator is capable
of opening to abou80% of the full transmission in a matter of nanoseconds, whetfeas
last20% takes more thah us. The same applies when the AOM is closing. This poses
a limiting factor for the LSFS in that it dictates how closeotaonsecutive pulses can be
placed to each other without the tail of one pulse stretchitmthe next.

The width, L, of the transducer affects the number of diffraction ordéfrthe width
becomes small, the acoustic waves no longer approximate plaves and higher diffrac-
tion orders becomes possible with resulting higher ordeguency shifts. This is called
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Figure 5.2: (a) Schematic drawing of an AOM. The incomindnligs diffracted (into
the +1 order) by the Bragg grating generated by the acoustic wawasng from the
transducer toward the absorber. (b) Wavevector diagramBriagg diffraction. Note than
in reality k, is much shorter thaﬁl,in and l?:l,in. (c) Measured time response of one the
AOMs used in the project.

the Raman-Nath regime. Usually AOMs, including the two uisethis project, operate
in the Bragg regime and should thus give rise to only oneatifeed beam. The criterion
for the Bragg regime can be stated as

27rj;—§ >> 1. (5.3)

If, however, the acoustic signal is not a pure sinusoidalf tire acoustic waves be-
comes distorted in their way through the crystal, light caodme multiple diffracted and
other diffraction orders occur. These are called internfeichn products and the resulting
frequency shifts of these are different from the first ordgit ®.9. 2v, 1 — 14,2, Va1 £ V4 2,
2v4,1, Or 21, 2 are possible frequencies [57, 58]. In actual AOMs both oé¢hghenomena
occur; the first due to higher order harmonics in the transddadve signal and the latter
due to acoustic nonlinearities in the crystal. The interad@ibn products are in general
very weak and will furthermore be spatially separated from hain diffraction order;
nevertheless a fraction of the transmitted light will beftslai in frequency compared to
the main signal.

5.2 FSPT in the time domain

The overall shape, or envelope, of the FSPT as well as thedudil pulses generated
by the LSFS depends on a number of different parameters. ®Wwerp of the input
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signal, P, and amplifier pumpF,, are obviously important for achieving a constant
output power level, and the center frequency and width oBRE& influences e.g. how
many consecutive pulses can be generated. Also varioustmsants such as the pulse
length,T" — p the time for the pulse to make one revolution in the ringthe total time

of the entire FSP T}, and down time between pulse trains i.e. the time from orne isa
terminated to another is startég;. The influence of these parameters, both in relation to
experimental measurements and to different models, isisgd in the following.

Shown in Fig. 5.3 is an example of an FSPT generated usingethp shown in Fig.
5.1 with a230 m SMF as delay line. It consists 056 pulses each about us long and
the input power of the seed pulse is approximatemW. The first pulse in the pulse train
is seen to be lower than following and this is due to the irjpdB coupler not dividing
the pulse power perfectly equal but rather directs a fraatimre of the power into the
ring. Over the firstl00 pulses the envelope of the pulse train is quite flat but withcall
minimum after around0 pulses. Afterl00 pulses the pulse power starts to decrease and
after156 the train is terminated. The bottom level, i.e. the poweel&etween the pulses,
is a measure of the ASE building up in the ring. Caution shd@dxercised, however,
when estimating the ASE growth on this basis, as the botteal laeasured is partly if
not mainly due to the finite closing time of the seed AOM as rioged in Section 5.1.1.
Therefore the bottom level here is seen to follow the topllamd the ASE increase should
rather be evaluated based on the difference between thedtbine bottom level. On top
of this a fraction of the bottom level originates from ligetiking through the otherwise
closed seed AOM. Although difficult to see in the figure thepshaf the individual
pulses changes through the FSPT. This is due to depletidre@rplifier pump and will
be described in greater detail in Section 5.3.2.

5.2.1 Time independent model

A model describing the development of signal and noise ésid LSFS with an
EDFA for loss compensation has been presented in [49], aadribdel builds on the
assumption that the total output power from the ring is camisin time; an assumption
which is justified through measurements. As a consequentte @onstant output power
approximation all temporal dependencies disappear fremate equations describing the
propagation of light through the ring, and the equation-dredy to be evaluated once
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Figure 5.3: FSPT withi56 1 us pulses as function of time.

for every revolution. The resulting propagation equatiareswritten as

s

m T v+ Av) = Lv)Gpn'(v)+ 2nsp(Gi — 1)hvL(v), (5-5)

pitt (V; + AI/) = L (V;) G'P! (VZ) , (5.4)

where indexi is used to denote the revolution numbg, is the signal power in th&"
pulse at signal frequency, L (v) is the transfer function of the optical bandpass filter,
G' is the amplifier gainpn’ is the spectral noise power density in thepulse,n, is the
spontaneous emission factor of the EDFA @ Planck’s constant. The frequency of
thei + 1'" pulse is thus the frequency of thi& pulse plus the constant frequency shift,
Av, induced by the ring AOM. The first term in Eq. (5.5) represemise generated in
previous revolutions and is recirculated, whereas thersktearm describes spontaneous
emission added to the noise by the amplifier in a given reMoiut The spontaneous
emission is generated evenly over all frequencies withenfilber bandwidth and it is
assumed that the ring AOM shifts all frequencies equallyrgdied through the notation
(v + Av) in Eq. (5.5). The signal and noise are seen to be coupledghrihe amplifier
gain, and the evolution of signal and noise is found iteedyi\oy stepping through the
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desired number of revolutions. The total noise power in lgian i + 1 is found by
integrating over all frequencies

Pl = / pn T (v) du, (5.6)
0
and the constant power approximation implies that
Poonst = P4 PE = Pitl 4 pitl, (5.7)

Using this expression the gain is evaluated from

Gi = ‘ - - P?onst —— o (5.8)
LRI+ J5° L(w) [pni(v) + 2y () ho] do
Peonst + 2nsph f(;X) L(v)vdv

G = — : :
L(vi)Pi + [7° L(v) [pni(v) + 2ngphv] dv

(5.9)

As mentioned in Section 5 the model is easily expanded toridbese.g. a sweeping
BPF [45], a different signal wavelength [43] or differenpégyof optical amplifier [48].
The former implies that the filter center frequency is skifééong with the signal e.g. in
steps following

vl =10+ A +iAv +idv, (5.10)

wherer? is the initial signal frequency) is the offset between initial signal frequency
and initial filter center frequency\v is the signal frequency shift ardd is the difference
in step size between the signal frequency shift and the figguency shift. Whereas in
the latter two cases a suitable amplifier model must be ircatpd.

The model has been implemented in Maffafor testing against experimental results
and an example of such a simulation is shown in Fig. 5.4(a)fandomparison in Fig.
5.4(b) is shown the pulse train envelope of the FSPT showrign 5.3. The abscissa
axes in the figures show the top level of the pulse train epeefoinus the bottom level
and normalized to the power of the first pulse. Clearly theutation shows a similar
behaviour as the measurement, but is also noted that the eweés do not match. After
156 revolutions the signal power compared to the ASE power ipuked by around0%
for the measurement whereas in the simulation the powenism diy less than %.. In
the simulation the input power was setTanW, the overall loss td0.5 dB, and the
spontaneous emission factey, to 6.31 in accordance with measured values. The filter
width and center position, however, were used as fittingrpatars in order to get the
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best possible agreement with the measurement. The cesitopas in general unknown
since the filter adjustment system does not allow adequatelyrate determination of the
position. Thus, it makes good sense to work with this as adiftiarameter. The centre
postion resulting from the fitting wag’ + 73Av. The filter width, on the other hand, was
measured t®.84 nm or102.8 GHz, and it should therefore not be necessary to change
this in the simulation. However, in order to attain the shawrve shape, it was necessary
to use a much narrower filter ai7.7 GHz. Furthermore, the FSPT also depends on the
time between pulse trains as this will influence the ampliffemore elaborate model is
therefore necessary in order to accurately simulate thergtsd FSPT.
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Figure 5.4: (a) Simulation of signal power minus noise poinghe LSFS as function of
pulse number. (b) Signal power minus noise power as fundigulse number, based on
the measurements shown in Fig. 5.3.

5.2.2 Time dependent model

Experiments have shown, e.g. in Fig. 5.3, that the indiVigudse shape can vary
drastically down through the pulse train, an effect whicé time independent model
can not account for. It is therefore necessary to incorpoitad time dependencies of
the optical amplifier and AOMs. The proposed model sepairiateslf from the time
independent model in that it takes into account the finitparse of the sed AOM and
uses time dependent rate and propagation equations talsesw amplifier.

With the model we aim to include all physical effects influggcthe LSFS, and to



5.2 FSPT in the time domain 69

neglect physical effects not affecting the LSFS. Dispergdhus neglected due to the use
of spectrally narrow pulses with a frequency bandwidth aefiny the laser linewidth and,
using a similar argument, the signal is simulated as mowocatic waves [59]. Because
of the backward amplifier the polarization dependence ofthelifier is not considered
[60], and due to the frequency shift induced for each cittataof the ring, and the
down time between pulses, laser conditions, such as phasding are not required.
Additionally stimulated Brillouin scattering (SBS), rextared Rayleigh scattering, and
backward propagating ASE are neglected due to the low poir@rlating in the ring
at each frequency and the elimination of backwards tragdight obtained by isolators
build in to the amplifiers. Finally, scalar propagation etpres are used for simplicity.

The time dependent model then constitutes the basis for @mcathsimulation of the
FSPT implemented in Matlab and compared to experiments étidde5.3. For the re-
maining part of this chapter we aim our attention at desogihe more technical aspects
of the simulation as well as the propagation equations used.

In the simulation each component within the ring, exceptfibe amplifier, is de-
scribed by a transfer function in the time as well as the feeqgy domain. The fibre
amplifier is described using propagation equations. Fon eagnd trip of the ring, the
signal power is propagated through each of the elementgisame order as in the phys-
ical ring. The3 dB coupler, WDM coupler, and the isolator are all consideoea simple
loss of power corresponding to the experimentally measattethuation. The loss of the
BPF is wavelength dependent and is given by a Gaussianbdistm, fitted to the mea-
sured loss. The loss of the AOMs are simulated as time depéwrdeesponding to the
measured response function. The frequency shifts induggtlebAOMs are simulated
by defining the signal power as an array, representing meoooektic waves with a fre-
guency spacing equal to the shift induced by the AOMs (40 MHZ)e entire array is
then shifted each time it passes through the AOM.

Two different optical amplifiers, an EDFA and a Raman amplifege considered.
Both are modeled as backward pumped, and for both, the assuni® made that the
group velocity of the signal and pump are identical. Thisliegpthat in a time sloi\¢,
the pump and signal both propagate the same distAnceThe amplifier fibre can thus
be discretized into corresponding length and time segméntkis way the amplifier can
be treated as a concatenation of discrete amplifiers oftefigtwhere the output from
one is used as input in the next. The input pump, on the othed, haill be the output
from the following spatial segment, but previous time silote to the backward pumping
scheme. In this way one time segment is affected by previousstand a memory is
therefore inherent in the simulation. The amplifier propiamgeequations are solved using
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an ordinary differential equation (ODE) solver in Matfab

The pulse train is generated by stepping through all timensedgs defined by the
discretization of the amplifier fibre. An array representthg power of the seed laser
is predefined in time such that it generates the initial palse the leak power defined
by the input AOM. For each time step the power from the seeet lagay is added to
the output of the ring at a corresponding time through theplssuand stepped through
the individual components of the setup. The part of the aregyesenting light leaking
through the input AOM, acts as the initial noise which coméis to grow due to continued
adding of leaked light and spontaneous emission. The negutower segment is then
the output power at a time corresponding to the input time fie travel time around the
ring. The pulse train generated by the LSFS is a result of theéutated seed laser added
to the output signal through the coupler for each time steprdler to take into account
the time between pulse trains where there is no signal liglhe ring, but where the
pump light might still be active, each simulation runs oweo ttonsecutive pulse trains.
In this way the second pulse train obtained has the proplinonditions.

The two amplifiers considered, EDFA and Raman amplifier, asetibed by different
propagation equations. Thus, we treat them one at a time.

Erbium doped fibre amplifier

The EDFA has gained currency as the optical amplifier of @wiithin the field of
telecommunication as it offers high gain in the wavelengtige around 550 nm with
low pump power. It consists of an optical fibre doped with Enbiions Er31) and it
is optically pumped using eithéd80 nm or 1480 nm light. The amplification process
can be modeled by a three-level system as illustrated in &i§(a). Pump light)u,,
is absorbed by an Erbium ion, thereby excited from the groemergy level,Fy, to a
higher level,E3, from where it rapidly decays nonradiatively representgdhle notation
Aso into a metastable energy state,. Besides from a small amount that is reemitted as
stimulated emission at the pump frequengy, The difference between the two energy
levels 1 and F, matches the photon energy of light arouirid0 nm which can therefore
be amplified through stimulated emissidrny,, when the Erbium ion is in energy state
E5. Also shown in the figure is spontaneous emissids,, arising when the Erbium ion
decays spontaneously to the ground level either nonradigtor by emitting a photon,
and finally it is indicated on the figure that the signal of g@yér, can be absorbed by the
amplifier. If the spontaneously emitted photon is guidechinfibre, it will be amplified
leading to noise called ASE [24]. The average lifetime of é¢eited level,Fs, or the
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Erbium ion is10 ms before it spontaneously decays.
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Figure 5.5: (a) Sketch of the EDFA three-level model,, is the pump photon energy,
hv, the signal photon energyls, represents rapid non-radiative decay to festate,
and finally 4,1 is the spontaneous emission fraf to £. (b) The EDFA two-level
model.

Mathematically, the three level system is described thnahg population densities,
N;, of the three energy level; ;—1 23
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dt [Xk: hvg A (P (2,8 1) + By (2,8, vp))
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- [Xk:%,kfik(ljs(zvtﬂ/)—kpai (Z,t,U)) +A21 NQ(Z’t)
+A32N; (2,1), (5.12)
dN3 (Z,t) dNy (Z,t) dNy (Z>t)
_ _ 5.13
dt dt dt (549

wherek is the frequency index, and p, anda denotes signal, pump and ASE, respec-
tively. Emission and absorption cross sections,o,, light-to-core overlag”, and fibre
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loss,«, are in general frequency dependestis the fibre core area arfdis Planck’s con-
stant. The rate equations are functions of timend of distance along the fibre, The
spatial development of signal, pump, and noise powgr,_, , , is described through the
following propagation equations

dPF (z,t,v)
— = £ (00 Ns (2,1) = 0N (2,1) = 0] B (2,,v), (5.14)
Pi
dP; ;z tv) [Tsk (0serNa (2,) — 0saNy (2,1) — as1] PE (2,t,v), (5.15)
dP* (2.t
a EZZZ’ 71/) = =+ [Fs,k’ (Use,kN2 (Z,t)) — 0saN1 (2775) — as,k] P;t (th’ l/)

+2040 kN2 (2,t) I's khv B, (5.16)

where the superscript indicates the direction of the pump and the ASE. The last term
in Eq. 5.16 is the ASE power generated in the Erbium doped iitbaebandwidth.

The lifetime of the highest excited statéy, is much shorter than that df,, with
a decay rate of arounth? s~!. As a good approximation it can therefore be regarded
as instantaneous, reducing the three-level system to detvebsystem, see Fig. 5.5(b).
The approximation is particularly used when modeling an ERkth a 1480 nm pump
because it pumps directly into the top of the band resulting in an even faster decay to
the lowestF, state. If a two-level model is used the rate equations rethice

dNy (Z>t) asakl“sk, n
- 4 = - —— (P, P
at [% hvs kA (Ps (=, vi) + P (2,1, )
opal'p 4
* thAPP (z,t,z/)] Ny (2,t)
Usekrsk +
o THv PS ’t’ Pa ,t7
2 T BBt + B tm))
+ UperPi (Z t V) +A21 N2 (Z t) (517)
hv,A™ P B )
N: N
Nz (zt) AN (1) 518

dt dt
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and the propagation equations

dPf (z,t,v)

pT £ [I'p (opeN2 (2,8)) — 0palN1 (2, 1) — ap] Ppi (z,t,v), (5.19)
dPF (z,t

% = [Co (GoerNo (2,1)) — 05aN (2,1) — avg i) PE (2,1, v) , (5.20)
dPF (z,t

% - * [Fsvk’ (UseykNQ (Z> t)) - UsaNl (Z, t) - as,k] P;t (27 t, 1/)

:|:20'56ka2 (Z, t) FSJChl/AV. (521)

These equations are simpler to implement and faster to aoldé&ave therefore been used
for simulating the LSFS output.

The EDFA used in this study is a commercially available poydeasily incorporated
into the setup of the LSFS. However, this also means that méartlye parameters in
the rate and propagation equations are unknown. Thereéfoerneters adopted from the
literature are used. The transition rate for spontaneouss@n A,; is set to100 s+,
transmission losses are set to zero due to the short fibre length of the amplifierfibive
core area is set tt2.6 um?, the totalEr ™ population, Ny, is set to2.25 - 10° xm~!, and
the overlap between the optical modes of pump and signaltené&itbium ions;y, was
set t00.4 [61]. Based on the time it takes for a pulse to propagate tigethie amplifier
fibre is estimated to b20 m in length. The emission and absorbtion cross sectigrasd
o, are settd.6 - 1072° m? and3.2 - 10~2?° m?, respectively [62].

Raman amplifier

Another fibre based optical amplifier is the Raman amplifier amthe name implies
it relies on Raman scattering for amplification of the sigigtit. Raman scattering is a
nonlinear process in which light interacts with vibratianghe guiding medium, in this
case a fibre. It can be described as inelastic scatteringluf ¢in a molecule in which
energy is transferred to the molecule in form of excitatiorathigher vibrational state,
and as a consequence the light is downshifted in frequeriey.opposite situation where
energy is transferred from the material to the light is algssible, though less probable.
The frequency shift depends strongly on the vibrationaestaf the host material, and
thus on the molecular composition and the temperature, landgvidth of possible fre-
guency shifts determines the Raman gain bandwidth. Themmaos structure of silica
causes the vibrational states to spread out, resulting iida range of possible shifts
with a broad peak arountB.2 THz. For amplifier operation, stimulated Raman scatter-
ing (SRS), in which energy is transferred from a pump to aaligs utilized. As long as
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the signal frequency lies within the Raman gain bandwidtthefpoump, stimulated emis-
sion and thus amplification is possible [59]. Compared toBEB4$-A it is less efficient
at converting pump light into signal and thus higher pump @msand longer interaction
lengths are in general necessary.

The Raman fibre amplifier is simulated by solving the dynamapagation equations
describing signal, pump, and ASE, respectively

dPs (z,v
% = gr(Q) P, (2,v) Ps (2,v) — o Ps (2, 1g) (5.22)
dPF (z,v) v
:I:I’T = _ Z P gr () Ppi (z,v) (Ps (z,v) + PajE (z,v))
z & Vs,k
—apPpi (z,v), (5.23)

dPFE (z,v
- % = gr () P (2,0) P (z,) — as Py (2, 1)
+29r (Q) [L+ 0 (T)] hvg 1, BP5, (5.24)

wherez is the distance along the fibreis the time,P, is the pump power with frequency
vy, andgg (92) is the frequency dependent Raman gain coefficiénis the frequency
index of the signal powerP ;, is the signal power of frequenay; , andh is Planck’s
constant [60, 63, 64]c, andc, are the transmission loss of the signal and pump, re-
spectively, and the signal loss is assumed to be the samk $ayraal frequencies. Signal
and noise are described by similar equations except fotddrm in Eq. (5.24) which
describes spontaneous emission added by the amplifier.elsithulation no discrimi-
nation regarding phase is made, i.e. any contribution asidpeal frequency, even if it
originates from spontaneous emission, is regarded asl sifima means that both signal
and ASE can be calculated using Eq. (5.24), reducing the auwitcalculations neces-
sary in the simulations. This, together with the fact thatRaman amplifier used in this
study is backward pumped and backward traveling ASE is otgdedue to an isolator
incorporated into the ring, implies that the propagationatipns reduce to

dP; (z,v -
% = gr(Q) Py (2,0) Py (2,04) — a5 Py (2,13)

dP; (z,v) U - )

pT = Ek: ij gr () Py (2,v) Ps (2,v) + ap B, (2,v),  (5.26)

where P, represents the backward traveling pump. In Eq. (5.25) tiseterm on the
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right hand side describes gain, the second term attenuatibite the last term in Eq.
(5.25) describes the spontaneous emission ailttieequency in a frequency bandwidth
B, in this case 40 MHz, and the so-called phonon occupancgrfact

1

w, (5.27)

n(T) =

where() = v, — v, ;. is the frequency difference between signal and pukgpis Boltz-
mann’s constant and is the absolute temperature. The first term on the right hated s
of Eq. (5.26) accounts for the depletion of the pump due tostgeal, and in Section
5.3.2 we demonstrate that this term has a significant impathe pulseshape. The last
term on the right hand side accounts for attenuation of timegou

As described in Section 5.2.2 the propagation equatiod)&and (5.26) are solved
by discretization of the Raman fibre into sectiahs and via this the signal and pump
powers are also discretized into time segmextsf corresponding lengthé\t = Az/V,.
The equations are solved for each spatial section and pomdsig time segment for each
power segment of the pulse train. The initial condition @& #imulation is given by the
steady state solution of the equations at zero signal power.

5.3 Temporal measurements

In this section different examples of FSPTs are presentgethier with time depen-
dent simulations. In the following it will become clear the individual pulse, even
though so intended, is often far from rectangular and it fuithermore change through
the pulse train. When comparing simulations with measungsnet is therefore neces-
sary to define some reference points and these are, as sh&ignsré, the maximumg,
mean,o, and minimumfJ, of the pulse power, and the mean power between pulses,

5.3.1 EDFA assisted LSFS

As mentioned in Section 5.2, the shape of the pulse traina@mees well as the indi-
vidual pulses, depends on several parameters and theseeaeated in this section. For
use in a lidar measurement it is desirable to have as flat & pals envelope as possible
and to obtain this for a pulse train of a given length, therfitienter frequency and am-
plifier pump power must be adjusted. Such a pulse train opéichthrough adjustment
of the pump power and BPF center frequency for having a fla¢lepe is shown in Fig.
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Figure 5.6: Sketch of six pulses in a pulse train with fouerefce points used for com-
parison of individual pulsesc maximum,o mean, andd minimum of the pulse power,
and x the mean power between pulses.

5.7 together with a simulation based on the time dependedem®he FSPT consists of
147 1 us pulses, the total train tinfg is 183.6 us, and the input signal power fsmW.
As likewise mentioned the exact parameters of the amplifidranter frequency of the
BPF are not known. Therefore, the pump power and center dreyyuwere made fitting
parameters in order to obtain best possible agreement neeasat and simulation. The
resulting values for these two parameters wi&@mW and8 GHz above the input signal
frequency, respectively. The top plot shows the envelogbefSPT as function of time
by use of the four different reference points defined in Fig &nd for both measured
values (black) as well as simulations (red). It is seen tmastmulations predict the mea-
sured values very well for the three reference points daisgrithe top level, and that the
pulse shape is relatively constant through out &fl pulses. The time dependent model,
at least in this special case, is thus very capable of siingldbhe LSFS. At the bottom
level, however, there is a clear discrepancy between measunt and simulation with the
former being lower than the latter. This is considered causethe finite closing time
of the seed AOM which is not described accurately enougheérstimulation. It should
be emphasized that this is a consequence of the descrigtibe particular component
and not the model in general. The bottom panel shows a clos#-individual pulses
in the start, middle and end of the pulse train. As implied iy top panel, excellent
agreement between measurement and simulation is founciatke level, with merely
the minimum pulse power being overestimated.
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Figure 5.7: Top panel: Plot of the measured (-) and simuléedulse train envelope
based on the four reference points defined in Fig. 5.6. Bogiarrel: Close-up of indi-
vidual pulses in the beginning, middle, and end of the FSPT.

Signal and pump power

With the FSPT discussed above as reference, the differgrgrnend time parameters
can then be changed individually to investigate their infigon the pulse train. How-
ever, with at least seven different parameters to vary, hawstive description of each and
their impact on the FSPT is not presented. Instead in theviollg, the most important
effects are discussed.

Fig. 5.8 shows the measured and simulated mean pulse poveiopa of the pulse
train for different values of the input pulse power but othise with the same settings
as in Fig. 5.7. The simulation does not replicate the measemés exactly but some
of the same tendencies are seen. When the input signal pswearéased, the trend is
that the power of the following pulse drops. This is becahseenergy level from where
stimulated emission occurs is being emptied faster thamtinep can fill it, but then as
a consequence of the decrease in signal power, the populztibhe amplification level
starts to recover and the signal can increase again. Tweah#asured curves stand a bit
out from the rest in that they show an increase in power levidle beginning of the pulse
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train. These are the ones representing the lowest and thegtigignal power a m\W
and22 mW. This is similarly explained by depletion of the pump cgrior the former the
signal level starts out being low and is therefore amplifiexten For the latter we shall
remember that between each pulse train there is a shortpefriome, T4, where there is
no signal in the amplifier. During this time span the pump lrag to build up, so when
a new train is initiated the first few pulses experience a agt.g

— Ps=3mw
— Ps=5mwW

3| —Ps=7mw
o o —— Ps=9mW
(3] — Ps=11mW
% g 25 Ps =13 mw
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Figure 5.8: (a) Measurements of the mean pulse power erevelidpe FSPT for different
input signal powers’;. (b) Simulations of the mean pulse power envelope of the FSPT
for different input signal powerg.

Fig. 5.9 is a similar figure, only here it is the pump powgy, instead of the signal
power which is varied. Since the actual pump power is not knats for the measured
envelopes given as the current to the pump diode as statdtedIFA display and for
the simulations, values which resulted in plots showingdyqaalitative match to the
measurements, were chosen. These values are given in thesfigAs before a trend is
observed that the pulse power begins to oscillate as the psiaigpleted and recovers.
The same tendency is seen in the simulations. Only for thegopump powef898 mW)
does the signal power drop almost to zero without signs aveing within the time of
the pulse train.

From the figures shown in this section it is clear that in otdebtain a flat and stable
pulse train it is important to find the right balance betweigna and pump power. This
balance also includes the different time parameters asitifieyence the average signal
power seen by the amplifier. If the pulses are made shortepaed to the round trip
time, T;., the average signal power drops and the output power beconstsble as was
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Figure 5.9: (a) Measurements of the mean pulse power erevelfdhe FSPT for different
pump powersP,. (b) Simulations of the mean pulse power envelope of the FBPT
different pump powers,.

seen in Fig. 5.8. The same applies if the down time betweeseprdins},, is increased.
However, the average power must be considered in relatitimetaveraging time of the
EDFA itself, determined by the decay ralg, of the amplification energy levdls.

Also important is the BPF which must be optimized as wellslimportant the total
signal frequency range lies within the filter passband sihites filter attenuates the sig-
nal ASE will rapidly grow up. Even though the frequency shdt the signal in this work
is 40 MHz and thereby very small compared to the BPF of arolbitiGHz, the attenu-
ation still has a spectral distribution and different signaquencies might be differently
attenuated. There is in other words a complex interactidwésn various temporal and
spectral parameters underlying the output of the LSF S, ldaadstwhy a model describing
the dynamics of the each individual pulse is hecessary ierdodaccurately simulate the
FSPT. The disagreements between measurements and simsilate mainly ascribed to
an inaccurate description of the actual EDFA used.
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5.3.2 Raman assisted LSFS

As mentioned previously most of the LSFSs described in tlegaliure operate at
telecom wavelengths and include an EDFA to compensate élofses introduced by
the components in the ring. However, EDFAs have certaintcaings of which the most
critical is that the wavelength range of operation is limite wavelengths between 1535
nm to 1600 nm. To circumvent this limitation Raman gain migatused to compensate
for the loss. The Raman gain is well suited for this purposessithe wavelength of
optimum gain is solely determined by the pump wavelength ti@mother hand, Raman
amplifiers may be long compared to EDFAs implying that, ifgjt@W output is wanted,
the output pulses also become very long. In order to invaithe possibility of replacing
the EDFA with a Raman amplifier such an amplifier was built i ldtboratory and tested
in the LSFS. With the relatively long pulses compared to ¢hgsnerated by the EDFA
assisted LSFS, we furthermore get a chance to look into hotvpmly the pulse train
envelope, but also the individual pulses change througltheupulse train.

The Raman amplifier used in this study is home built and iredas. 17 km long high
gain Raman fibre from OFS Fitel Denmark, backward pumpedigira WDM coupler
by a1455 nm fibre laser giving a maximum gain aroun@b5 nm. The Raman fibre has
a gain coefficient of.44 (W - km)~! at 1453 nm and attenuation @f.40 dB/km at1450
nm and0.31 dB/km at1550 nm. An isolator heavily attenuates residual pump light and
ensures one way circulation in the ring. The Raman amplgiénserted into the ring as
shown in Fig. 5.10.

An example of a measured pulse train consisting l@f pulses, each0 us long, a
seed laser power &f mW, and a pump laser power 863 mW is shown in Fig. 5.11.
together with the corresponding simulation. The graph showthe figure represents
an average ovex00 pulse trains. Subfigures (a)-(c) show a close up of five putess
the beginning, the middle and the end of pulse train togetiitkrthe simulation (dashed
line). The power has been normalized to the peak of the squalsd since this is the first
pulse that has propagated through the ring. The first pulseslearly not rectangular
which, as previously discussed, is due to the finite resptmseof the input AOM. The
pulse shape, however, rapidly changes and in the middleeofr#tin the power of the
leading edge is stronger than the power of the trailing edfjes effect is caused by
depletion of the pump by the leading edge of the pulse, anausecthe pulse recirculates
in the ring, the effect reinforces itself, leading to an eleeger difference between the
leading and the trailing edges of the pulses. This behayetsists throughout the pulse
train and is clearly seen in the last five pulses where tharngagdge has grown to be
stronger than, not only the trailing edge, but also the mhecepulses, and the trailing
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Figure 5.10: A sketch of the experimental setup. What ségmthis setup from the setup
shown in Fig. 5.1 is the Raman amplifier consisting of an isojaa high Raman gain
optical fibre, a WDM coupler, and a pump laser.

edge has correspondingly dropped. The simulation is seprethict the measured pulse
train well. This agreement between measurement and simulats only achieved when
including pump depletion in the simulations, hence it isatoded that this is the cause of
the pulse shaping. Subfigure (d) shows a comparison of tredaes of the measured)(
and the simulated (solid line) pulse train in their full Iémg; and again the four points of
comparison are used. In the beginning the three graphgsemtiing the pulse powers, are
seen to decay slightly, but after around ms the mean power and the peak power start to
rise whereas the trailing edge continues to fall. This behanf falling and then rising is
consistent with what has earlier been described for the rpeaer in e.g. [49]. Also for
the full length comparison, the simulation is found to fityerell with the measurement,
but with a slight deviation toward the end. It is noticed tea&ry other pulse is higher
than the neighboring pulses. This phenomenon is espegeatiyounced for the peak
of the pulses, but is not found in the simulations and it isugid to be due to a weak
polarization dependence somewhere in the ring, probabthenamplifier. Apparent
from the top panel of in Fig. 5.11. the bottom level is mairggulting from the finite
response time of the input AOM. However, this level allows Huild up of ASE to be
deduced because an increase in the power level at the bott@minbma attributed to the
growth of ASE. In our pulse train the bottom level is flat anduard 5 - 1072, in the
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Figure 5.11: A pulse train consisting o116 pulses, a seed laser power W and

a pump laser power di63 mW. (a)-(c): Close up of five pulses in the beginning, the
middle, and the end of the pulse train. Solid lines repressgrsured data and dashed
lines simulated data. (d): Full length comparison of meadwand simulated data for
the bottom, the trailing edge, the mean, and the peak of tleeguSolid lines represent
simulated data and circles measured data.

normalized units and thus we can conclude that for this pwse, ASE does not grow
significantly before the pulse train is terminated.

Fig. 5.12. shows a pulse train where the seed laser powerdmsibcreased tbl
mW while all other parameters have been kept constant asareahpo the pulse train in
Fig. 5.11. Again the power has been normalized to the peakeoécond pulse. It is
clear from the close ups, both in the middle as well as in tlea#rthe pulse train that
the leading edge of the pulses grows up even more at the expétie trailing edge than
was seen in the first example in Fig. 5.11. The reason for shiisat the shaping of the
pulses caused by depletion of the pump becomes more proemuvith a higher signal.
In contrast to Fig. 5.11. the pulse power fluctuates more eénbiginning of the pulse
train than in the end. The simulation does not replicate dhid the overall agreement
between measurement and simulation is not as convincinggitéginning of the pulse
train as it was in the previous example. Toward the end of tieedrain, the fluctuations
become less pronounced and the simulation agrees bettethgitmeasured. However,
in the end of the pulse train where the shaping of the pulsesrbes very strong, the
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simulation cannot reach the same peak power as the measwteal deviation between
the measured and simulated pulse train is visible. Oncendbaibottom level is flat but
here with a slightly lower value of around 10~2 normalized units.
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Figure 5.12: A pulse train consisting ®16 pulses, a seed laser power ldf mW and

a pump laser power di63 mW. (a)-(c): Close up of five pulses in the beginning, the
middle, and the end of the pulse train. Solid lines repressgrsured data and dashed
lines simulated data. (d): Pulse train envelopes for thiobutthe trailing edge, the mean,
and the peak of the pulses. Solid lines represent simulattadsohd circles measured data.

Aiming at applying the FSPT in a lidar, it is important to dbtas flat a pulse train
as possible and therefore the number of pulses has beeadimii 16. However, since
noise does not seem to grow up, if a less flat pulse train epeel@re acceptable, there
should be nothing to hinder an increase in the number of puseerated. Both the
Raman amplifier as well as an EDFA work for this purpose. Thblem with the Raman
amplifier compared to the EDFA in respect to lidar measurésrisithe long pulsed;0 us
pulses corresponds to a range cell lengti3 &m which is clearly too long for practical
use. Shorter pulses would require considerably higher puowger or a fibre with an even
higher Raman gain.
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5.4 Summary

In this chapter the LSFS was presented as a method for gemgeeat FSPT. The
experimental setup was described and a brief explanatidheofvorking principles be-
hind two of its key components the AOM and the fibre optical Bfiep was given. A
model describing the FSPT as function of time from the liten@was presented and im-
plemented in Matlab. A more accurate description of the F&R3 achieved with a time
dependent model incorporating the temporal dependenttas amplifier. Two different
types of fibre amplifiers the EDFA and the Raman amplifier westetd experimentally
and in simulations. It was shown that they were both able twatethe needed ampli-
fication and satisfactory pulse trains were obtained. It 8&en that the shape of the
individual pulses changed along the pulse train. This washss] to depletion of the
amplifier pump. For use in a FSPT modulated lidar the pulsesrgéed by the Raman
assisted LSFS are too long so for this application the EDFRAeaspreferred amplifier.
The simulations showed good agreement with experimentbdtir amplifier types and
were able to replicate many features, although the sinomati the Raman assisted LSFS
performed better. This can probably to a large extend beagygd by the fact that most of
the parameters in the EDFA simulations are not known in Qetad it would be a relevant
test of the model to repeat the experiments with a differadtteetter known amplifier.



CHAPTER 6

FSPT in the frequency domain

So far we have looked at the output of the lightwave syntleelsfrequency sweeper
(LSFS) in the time domain. However, since the idea behindl isd@o use the LSFS as
light source in a lidar the spectral content and stability jast as important as temporal
stability. In this section the spectra of the individual a4 in the frequency stepped
pulse train (FSPT) are measured and the time independerglnsddrther developed to
incorporate parasitic noise induced by the two acoustm@-opbdulators (AOMS).

The work presented in this chapter has led to the publicati¢5].

6.1 Noise due to AOM

As described in the previous chapters, build up of amplifigehtaneous emission
(ASE) is an important noise factor in the FSPT. In the modetsgnted the spontaneous
emission generated within the limits of the bandpass fiB#&K) is assumed spectrally
flat. However, the AOMs additionally contribute to the noteeough intermodulation
products, leading to part of the power being either non- arbt frequency shifted.
Intermodulation products arise due to more than one aaoiistiuency being present in
the modulator, e.g. because of harmonics in the radio fre;yuéRF) signal feeding the
AOM, as well as acoustic nonlinearities in the modulatoi [3®ese parasitic frequencies
are amplified and frequency shifted during the subsequegalutgons, and over time they
build up discrete noise components at integer multipleh@®@®™OM RF frequency. In this
section the time independent model of Section 5.2.1 is edgxhio take non-shifted light
into account.

Restricting ourselves to the case where the two AOMs onll liglt which is not
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frequency shifted Egs. (5.4) and (5.5) transform into

P v+ Av) = (1-B)L(v)G'Pi(v) (6.1)
Pt 0+ Av) = pfA, (v + Av) + p 5 (v) + ePscea (1), (6.2)

wherep, ; is the total spectral noise density and
PEA W+ AY) = (1=B)LW) [Gp), () + 2ne(G = 1)hv], (6.3)
PAv) = BLY) [GPIWD) + Gipl(v) + 2n5(GT = D] . (6.4)

Here s ande is the fraction of light leaking through the open ring AOM athe closed
seed AOM,respectively, without getting frequency shiftél.q is the power of the seed
laser operating at a frequeney. Eq. (6.3) thus describes noise which is frequency
shifted in the given revolution and is the equivalent of E&.5), whereas Eq. (6.4)
describes noise which is not shifted during that revolutiéy. (6.4) further contains
an additional term originating from the non-shifted parthoé signal,P:. Applying the
constant output power approximation as in Section 5.2. athglifier gain is found as

ai Peonst + 2ngph(1 — B) [5° L(v)v dv — € Pyeea (V)
L) Pi+ 57 L(f) [po(v) + 2nphw] dv

(6.5)

6.1.1 Constant loop gain

Egs. (6.2-6.5) describe the growth of noise originatingrfigpontaneous emission as
well as leakage from the two AOMs. The latter leading to pécafsequency components
at integer multiples of\ f in the RF beat spectrum. However, a much simpler expression
describing the growth of noise may be obtained if we negleetdeed AOM leakage,
e, and furthermore assume a constant loop gain which is nettef by the growth of
power at frequencies of previous signal frequencies. Tledns that the power in the
signal peak remains constant as function of number of rdtips; even though the noise
builds up. How these components grow as function of revarhgtis outlined in Table 6.1.

In the first pulse only the pure signal is present with freqyerf. The second pulse
has propagated the ring once and as a result the main sigstaftesd Av, but a fraction,
£, has not and remains at the initial frequency. For the thirldgthe main power is
shifted tov? + 2A f, while the contribution at? + Av is the sum of leakage from the
main signal and previous leakage which is now shifted, arainag fractions is leaked
and remains at the initial frequency.
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Slgnal frequency—>
vl vi+Av | vl +2Av [ vl +3Av [ vl +4Av [ vl 4+ 5AY
0| P,
H* 1| 5P P,
g 2| p*P| 28-P P,
3| B3P, | 33%-P, | 33-P P,
Voalpgtop | 43P | 652-P, | 48P P,
58P, | 58*-P, | 1083 P, | 105%- P, 503 - P, P,

Table 6.1: Table illustrating how noise grows at specifigfiencies due to AOM leakage
as function of round-trips through the ring.

As seen from the table it is possible to continue in this maforghe desired number
of revolutions, but a simple expression emerge if the pmsidf the main signal is used as
reference. This means that every frequency component elaccording to how many
frequency shifts it trails the main signal. The noise dgnsiay in this case be written as

Bk P, of frequencyv! + (i —

pulis k) = EYAv for k <i,  (6.6)

il
(i — k)'k!
wherei is the pulse number andrepresents the trailing components, €g= 2 means
the frequency slo2Av behind the main peak in pulse numbg65].

6.2 Comparison of the two models

The development of signal and noise is evaluated througteeative numerical sim-
ulation using Eqgs. (6.1-6.5), or alternatively the noiseatculated directly using EQ.
(6.6) when applying the constant loop gain approximationputs to the simulations are
based on careful measurements of the actual physical sefugsented in Fig. 5.1. The
optical bandpass filter transfer function is approximatgdaliGaussian function with a
3 dB bandwidth 00.84 nm and an insertion loss at the center frequendd.@f dB. The
center frequency is assumed to be matched with the inputdrery of the first pulse.
All other loss components, e.g. connector losses or lossesalthe3 dB coupler, are
assumed to be frequency independent, hence they may beasdchals a combined loss
contribution of approximatelyl0 dB. The optical input power i8.5 mW, the sponta-
neous emission factor,, is set t06.31 based on measurements of the Erbium doped
fibre amplifier (EDFA) noise figure (NF), and the frequencyftsiii v, induced by either



88 FSPT in the frequency domain

AOM is 40 MHz. The seed leakage from the input AOM),is set to—52.52 dB andf to
—58.29 dB, see Section 6.3.

Fig. 6.1 shows a comparison based on Egs. (6.2) and (6.6djrttwth of noise
relative to the power in the main peak in the frequency slatiirig the main peak by
one and two shifts. The results governed by the two diffecattulations are seen to
give different results, particularly for the second traglifrequency slot. The two curves
describing noise in the slots trailing by one frequency stepseen to follow each other
quite closely but with the one based on Eq. (&2) 3 dB higher than the other. This is
due to leakage from the seed AOM which in Eqg. (6.6) is assumed to be zero, neglecting
zero point fluctuations, but finite in Eq. (6.2). Note that thv curves approach each
other with increasing pulse number. By contrast, the cutessribing the second trailing
slot appear qualitatively different. The curve based on(E) is almost completely flat
on the scale used whereas the one based on Eq. (6.6) showsdaa shrape to the one
trailing by one frequency shift. Furthermore, the latte2GsdB lower than the former at
pulse numbet 70. This is again all due to leakage from the seed AOM which igakn
into account by Eq. (6.6), but in this case completely doteisian Eq. (6.2). The number
of pulses in the simulations is actually limited by Eq. (616§ to its factorial dependence
on pulse number, hence the maximum number of pulses on aasthddsktop computer
is 170.

6.3 Spectral measurement

To measure the spectrum of the individual pulses in the F8PR&terodyne measure-
ment utilizing a balanced photo detector (BPD) and an etedtspectrum analyzer (ESA)
is used, as shown in Fig. 6.2. To generate the FSPT a stan&#8,las described in
Chapter 5, is used with anl km single-mode fibre as delay line, resulting in pulses of
approximately50 us in length. One percent of the seed laser power is split défrbehe
ring and subsequently joined with the resulting pulsesebilitput side of the ring. This
is the local oscillator (LO) which the pulses are beatingragjan the heterodyne process
discussed in Chapter 2. In order to measure one and only dse @ua time a time-gate
is used. Every time a new pulse train is initiated a trigggnal goes to the ESA which
then measures for a given length of time, elg.us, and by changing the time between
the trigger signal is received and the initiation of the nueasent, one may measure all
the pulses individually. The figure shows an additiotdl tap placed immediately after
the 3 dB coupler. This is a test tap that can, be placed at any ofitimts, D-©), and
thereby used for monitoring the pulses on their way throbghring.
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Figure 6.1: Development of noise at the frequency slotkrigaihe main signal frequency
by one and two frequency shifts.

The amount of light3, leaking unshifted through the ring AOM is measured using
an interferometric setup as shown in Fig. 6.3. From the nredselectrical spectruri
is determined through the following calculations and byuasag thatg is the same for
the two AOMs [65]. The current generated in the photo detg&®) is given by

I (t) = 2R~/ PsPro cos (w[Ft + (I)[F) , (6,7)

whereR is the PD responsitivityPs and Pro are the optical powers in the signal and the
reference arm, respectively, angdr and®; are the intermediate frequency and phase
[24]. The optical powers at either of the photo diodes in tibBare

1

PLO = ZPseeda (68)
1

PQAV = Z (1 - a)2 Pseeda (69)
1

Py, = Z (1 - Oé) BPsced (610)

whereq is the insertion loss of the AOMs which is here assumed to eetickl for the
two modulators. The power is divided by four due to the twopters and it is assumed
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Figure 6.2: Sketch of the setup used for measuring the spetthe individual pulses.
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Figure 6.3: Setup for measuring the non-frequency shiftactibn 5.

that interference of the components with the same frequenigynating from the two
AOMs over the detection time averages the optical power endttector according to
%Png. Since the electrical powes,, measured by the spectrum analyzer is proportional

to the square of the current we can write

SQAV

SAV

1
2R%Pp,Pro = ZR2 (1—a)

1
2R%Pyr, Pro = ZR2 (1—a)pBP?

2 p? (6.11)

seed

(6.12)

eed

where R is the detector responsivity assumed to be the same for ihelétectors. The
ratio between the electrical powers at frequendiesand2Av then leads to

SAV
SQAI/

s

5
(i—a) =
SAV
SQAV

(6.13)

(1—a).
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The same analysis can be made for other frequency compangnistl 20 MHz.

The electrical spectrum is shown in Fig. 6.4 and it seen thadtrof the power is
located at80 MHz as expected with a peak height @715 dBm. There are, however,
distinct peaks at0 MHz and120 MHz with peak heights of-56.2 dBm and—67.2 dBm,
respectively, and these must be due to light which is eitber pr double-shifted in one
of the modulators. A fourth peak seen a0 MHz is the first harmonic of the main
signal generated in the detector and is therefore not dpticarigin even though there
might be a weak optical signal at that frequency as well. Téekparoundl07.5 MHz
is background noise. The insertion losses for the two maoodavere measured with
an optical powermeter as32 dB and1.36 dB, and are as assumed practically identical.
Using Eqg. (6.13) and the average insertion loss the leakag#ident, 3, is found to
be —58.3 dB or 1.48 - 10~° in linear units and the equivalent 80 MHz —69.2 dB or
1.19-1077. Note that thet0 MHz peak is an order of magnitude higher than1he MHz
peak justifying the restriction of Eq. (6.2) to considerytiie non-shifted part.

The leakage coefficient through the closed AOGMis measured in the same way as
the insertion loss and found to b&2.5 dB and—47.5 dB for the two AOMs. This leaked
light is not frequency shifted.

Power [dBm]
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Figure 6.4: The electrical beat spectrum used for detengithie leakage coefficept
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Figure 6.5: Temporal measurement of the pulse train cangisf 15 pulses each0 us
long. Note that the pulses become more and more distortedjka the pulses generated
by the Raman assisted LSFS.

Fig. 6.5 shows an example of a pulse train generated by theésLs8# used for
spectral analysis. The data sampling is performed usingi@aAs photodetector and a
digital oscilloscope. The optical power is therefore espeal in units of Volts. The train
consists of fifteen individual pulses, eash us long. As seen the first pulse in the train
is relatively flat, but already the second pulse shows a tarydef the trailing edge of
the pulse being lower than the front edge. As discussed itidde6.3.2 this is due to
depletion of the amplifier and it is an effect which reinfaéeself leading to ever larger
differences between the leading and trailing edges throwigthe pulse train [53]. In
between the pulse trains as well as between the individuakputhe voltage does not
drop to zero. This is mainly due to the constant backgrouadsmitted directly from
the laser to the detector and used as LO in the beating pro&askl-up of ASE also
contributes to the non-zero voltage between pulses, b tivé train terminated after
only 15 pulses this effect is negligible. The envelope describlihgfpulses is seen to be
relatively flat which indicates that the constant output ppapproximation used in the
time independent model (Eq. 6.2) is valid.

Fig. 6.6 shows the spectrum of the eleventh pulse in the pirdge measured from
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Figure 6.6: Spectrum of the eleventh pulse. The main pedk(aMHz is clearly visible,
but so are a number of other peaks due to non- or double stigteda integer multiples
of 40 MHz.
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10 MHz to 640 MHz with a resolution bandwidth d§90 kHz. The main peak is readily
seen ati40.0 MHz, in excellent agreement with eleven frequency shiftd(®oMHz, and

a peak of—3.23 dBm. This peak is very narrow with & dB width less than the res-
olution bandwidth of the measurement owing to the narroewviidth of the seed laser.
Beside the main peak, two distinct features stand out inpleetsum. The first of these
are the narrow peaks equidistantly separated on eitheo§ithe main peak and marked
using stargx). The spacing between these peakd(isMHz, strongly indicating that
they are related to the AOMs, i.e. light that is either nondouble shifted in frequency
during transmission through the modulator. Most promirathese are those two im-
mediately next to the main @00 MHz and480 MHz with peak values of-43.5 dBm
and —48.1 dBm, respectively. Below00 MHz the hight of these peaks lies between
—60 dBm and—56 dBm, but with small variations which seem to repeat thenesefor
every 120 MHz. A satisfactory explanation for this periodicity hastfeen found, but
speculative possible causes are that something in thegingréeads to the spectrum
shown or perhaps that it is somehow related to the pulse shiigl, as seen in Fig. 6.5,
becomes more and more sawtooth shaped. For frequenciesr hiigin the main peak
the height of the peaks gradually decreases, but they am¥theless visible in the en-
tire measured spectrum. In a lidar measurement these pékhksias relative intensity
noise (RIN) in the middle of every frequency slot, thus dasneg the sensitivity at low
wind speeds. The second distinct feature is a series of ldownbeh wider peaks which
have been marked with circles)(to help guide the eye. The first of these is centered
around24.4 MHz and has & dB width of approximately6 MHz. The following peaks
are of similar width and separated by abd8tMHz, but their height tends to decrease
slightly at frequencies closer to the main peak.

Lo m{eo]-f
PC

(I - Polarizer

Figure 6.7: Setup for investigation of laser beat spectriught from the seed laser is
propagated through a length of fibre and then polarizatiderdéti. The PC is used to
control the polarization of the light entering the polariZ€he self-heterodyne spectrum
is measured with a PD and an ESA.

In order to find the cause of the circled peaks, a simple seagmstablished as shown
in Fig. 6.7. The seed laser is first launched into tihékm single-mode fibre (SMF) used
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in the LSFS at this stage, and into a PC and a polarizer. ThesRGed to align the
output polarization with the polarizer by maximizing theit power on the PD, and
the self-heterodyne beat spectrum is finally measured Wwah&SA. The procedure is
then repeated but this time with the polarization misalijocempared to the polarizer
and therefore a lower power emitted to the detector. Anloscibpe measures the power
at the detector, which is therefore expressed as a voltape. pdwer levels ar8.5 V
and 6.5 V for the aligned and misaligned case, respectively. Theltiag spectra are
shown in Fig. 6.8 and it is clearly seen how peaks are presaehwhe polarization
is misaligned with the polarizer but completely absent wtrenpolarization is aligned.
The peaks arise when the light at the detector is intensityutaded and this modulation
is induced by the polarizer. It is therefore concluded thatpeaks must be related to
beating between different polarization states propagatirthe11 km delay fibre. The
frequency spacing between the peaks in this spectritidHz. The frequency spacing
is obviously narrower than what was observed in the spectiithe eleventh pulse; in
that case, however, the configuration is much more compldxtanlight is affected by
various components and is hence not directly comparable & simple setup in Fig.
6.7.

Different possible explanations have been consideredhéopolarization related peaks.
One is to regard the fibre as an interferometer where two igatisn states propagates
with different speeds due to the inherent birefringencénéfibre. In this picture we can
calculate the polarization beat length given by a specifieguency spacing\v, as

, (6.14)

wherec is the speed of light, and, andn,, are the refractive indices of the two orthogo-
nal principal axes [59]. Using a frequency spacing@MHz and an index difference of
10~°, leads to a beat length 600 km, which obviously can not be correct as it is much
longer than the fibre used and furthermore the typically ajth of standard SMFs is
aboutl m. Thus the frequency spacing is too small to fit this expianatAnother specu-
lative cause for the observed peaks which has been congidareregard the system as a
Fabry-Pérot etalon and the frequency spacing can then t&feraed into a cavity length

through
C

- 2nAv

By using the30 MHz frequency spacing and = 1.45 the cavity length becomes44 m
which is actually comparable to the polarization beat lergfttypical SMF [59]. How-

(6.15)
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ever, the problem with this explanation is that there is3nl m cavity in the setup.

Pol. aligned
Pol. misaligned ||

100 200 300 400 500 600

Frequency [MHz]
Figure 6.8: Self-heterodyne spectra of light propagatedutih 11 km of fibre and the
polarization filtered as shown in Fig. 6.7. For the blue cuhegepolarization of the light

exiting the fibre is aligned with the polarizer and for theegrecurve the polarization is
misaligned.

As was the case with Fig. 6.1, Fig. 6.9 shows the developnfahedirst two trailing
components, but this time comparing measured data withlations based on Egs. (6.1-
6.5) as this model includes The same input parameters to the simulations as in Fig. 6.1
has been used. Again a periodicity o¥20 MHz is seen in the measured data, but there is
also a clear difference between the frequency componeilisdrby one shift compared
to the components trailing by two shifts. For the former tealpheight increases over
two pulses whereafter it drops and the pattern is repeated.theé latter the opposite
is the case. Here the peak height first decreases two timethandncreases. When
comparing with the simulation the same general tendenciigrgtowth of the noise is
seen. The components trailing one slot are growing as famcii pulse number, whereas
the components trailing two slots are dominated by leakage fthe seed AOM and
seem almost totally flat. However, the measured noise grasteifthan predicted by the
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Figure 6.9: Development of noise at the frequency slotkrigaihe main signal frequency
by one and two frequency shifts, measured and simulated.

simulations and attempts to overcome this by increasingdhe of 3 proved futile.

6.4 A different application of the LSFS

One of the distinct features of lasers in general is that #neynearly perfectly mono-
chromatic or in other words have narrow linewidths. Theiitth is fundamentally
limited by spontaneous emission even though it is oftenrgthenomena, such as me-
chanical vibrations or pump instabilities which define tlWidth of real lasers [66].
One way to measure the linewidth is to use an interferomiegerspliting the light in two
separate paths and measuring the electrical beat spectnem n@combining the light in
a PD. Fibre lasers, however, often have linewidths even dowime sub-kilohertz range
and with this narrow lasers measuring the linewidth can breca challenge. The problem
is that the light must be uncorrelated in order to measuredhect linewidth and this re-
quires the difference in path length in the two arms of therferometer to be longer than
the coherence length of the laser. With coherence lengtharodwband lasers sometimes
of the order of tens of kilometres it can therefore be trostuee first of all to transmit
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light the required distance without too much loss of powad aecondly to ensure that
the light is totally uncorrelated. In [67] it was suggesthdttboth these problems can be
solved using a setup similar to the LSFS but without the sg@AlIn this way the ring

is thus continuously seeded and the output will be contiswemiwell but containing a
comb of frequencies separated by the AOM frequency shifthénbeat spectrum these
frequencies will stand out as peaks and by measuring thénwidhese one can find the
laser linewidth. The center frequency of each peak reptedbe difference in carrier
frequency and thereby also the difference in optical patitte that the two light waves
have travelled. The first peak is beating of light separatedrdy one round trip and
thus one ring length which is probably not enough for themeaibcorrelated and the
peak will therefore be narrow. However, going to higher aighér beat frequencies the
light will be more and more uncorrelated and the peaks widdrwider, and when the
peak widths approaches a constant level, the coherencth leag been exceeded and the
linewidth is then found as half the peak width [68].

In addition, the matter is further complicated when apgyihis technique to a fibre
laser. The frequency noise of fibre lasers is not white butidated by 1/f-noise which in
the beat spectrum manifests itself as an approximately sEaudroadening of the laser
line. The measured spectrum is therefore a convolutioneoE tirentzian spectrum of the
natural laser line and the Gaussian spectrum of the 1/erad& known as a Voigt profile
which is calculated from

V (a,u) = Re[W (2)], z=a+iu, (6.16)

whereWV (z) is the complex error function and

o = YIn2av (6.17)
A
S 2vIn2 (v — v,) (6.18)
Avg.

Here Avy, and Avg is the full width at half maximum (FWHM) of the Lorentzian and
Gaussian, respectively [69]. The Gaussian linewidth deépem the delay length even
for very long delays [70, 71] and will thus continue to ingeavhen extending the delay.
Two different techniques have been suggested to dig out dthenitzian linewidth from
underneath the Gaussian, and one is a nonlinear least sditang of the Voigt profile
and the other is, if possible, to use 2@dB width of the peak [70, 72]. The assumption
underlying the latter technique is that due to the wide flavfkhe Lorentzian this will
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dominate the spectrum far away from the center and the ldtévis then calculated from

AVRFQO aB
A [ = ———F—, 6.19

whereAvrr 2o 4p is the20 dB width of the beat spectrum.
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Figure 6.10: Plot of the beat spectrum arow20 MHz for the 1565 nm laser together
with a least squares fit of a Gaussian and a Voigt profile. Tlad eclearly very close
to being Gaussian but is nevertheless better approximatétuebvoigt profile due to the
long tails.

To test the technique and at the same time to find the linewilktkhe two lasers used
in this project, the seed AOM was removed from the LSFS andinlkevidth measuring
setup thus established withld km fibre as delay line. Each of the resulting peaks in the
beat spectrum were measured using an ESA in a bandwidthOokHz and Fig. 6.10
shows an example together with a fit of a Gaussian and a Vaadilgar The peak shown
in the figure is centered arourd@0 MHz, thus representing beating of light with a path
difference of88 km. The peak is clearly well approximated by a Gaussian aadaser
is thus dominated by 1/f noise as expected. The Voigt prdfideyever, fits the spectrum
even better which is seen on the flanks of the peak. These veidiesfare a result of the
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underlying Lorentzian line shape, and Fig. 6.11 shows thasured FWHM Lorentzian
width of the Voigt fit and on the0 dB width, described above, and for both of the two
lasers used. Fig. 6.11(a) shows the width ofth& nm laser and it is seen that the width
based on the Voigt fit seems to flatten and approach a constehiolf aboutl5 kHz after
seven round-trips through the ring, @ km, whereas the0 dB on the contrary just seems
to increase linearly. The latter is also much wider starimgund16 kHz and growing to
36 kHz for twelve revolutions. The same general trend appbeshie1548 nm laser (Fig.
6.11(b)), though the constant level of the Voigt fitted Ldrgam width of around kHz is
less sharply defined. The linewidth of the lasers is simpicHjed by the manufacturer
to be lower tharb0 kHz for both lasers [73]. The measurements here obviougipat
this. The different values found with the two methods cars thot be verified. However,
only fitting to a proper Voigt function fulfils the expectatimf a width approaching a
constant value as the coherence length is exceeded.

—e— Linewidth - 20 dB s —e— Linewidth - 20 dB
35 —*— Linewidth - Voigt fit fl 16| —*— Linewidth - Voigt fit

Linewidth [kHz]
N
o
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=
o
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Figure 6.11: Measured linewidth as function of number obhations in the ring for (a)

the 1565 nm laser and (b) thé548 nm laser. The blue and the green curve represents
the linewidths found based on tl26 dB width and fitting of a Voigt profile to the beat
spectrum, respectively

Measuring the linewidth of narrowband fibre lasers acclyated not least interpret-
ing the measurements correctly is a complicated matter ahdithin the scope of this
project. Therefore we will not pursue further verificatidintie obtained linewidths, but
complete this section by concluding that the measurememtged out show promising
potential for an LSFS operated in continuous wave (CW) modeétermination of very
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narrow laser linewidths.

6.5 Other frequency swept light sources

The LSFS is not the only way for generating a frequency swaearl output; other
methods exist and in all-fibre configurations as well. Onept#mvay is to use a piezo-
electric actuator to stretch or compress the fibre BraggnyydFBG) constituting the
reflectors defining the laser cavity in a fibre laser. This ahilhnge the dominating laser
mode and the wavelength thus be shifted. The output of thes sing tuning of the
frequency will lead to range ambiguities in the lidar measuent, and thus needs to be
blocked. This can be achieved with an amplitude modulatgr,an AOM. The usability
of this technique in an FSPT modulated lidar depends on hetitlie frequency can be
changed and stabilized.

An example of a more recent swept source is a laser whiclzesila fibre optical
parametric amplifier with a swept pump [74]. The parametmpkfier works utilizes the
nonlinear process called four-wave mixing (FWM) in whicle hump amplifies a signal
but also generates an idler at a frequency satisfying tiatioal

Wpump — Widler = Wsignal — Wpump> (620)

[59]. Hence, signal and idler are placed symmetrically adothe pump. The pump in
the proposed scheme is a supercontinuum pulse which is taftyporoadened by trans-
mission through a dispersive medium, e.g. an optical filesylting in a mapping of the
spectrum of the pulse into the time domain and a swept pumeaded. Since the pump
is swept, the frequency of the idler resulting from the partim process can be con-
trolled by controlling the time at which the signal pulserigcted into the amplifier, and
injecting several pulses one after the other will generatE&PT. There is, however, the
implication that since the pump is continuously swept tHegrigenerated will be chirped
and if used as light source in a lidar range ambiguities aredaced. Furthermore, the
pulses generated in this way are very short, in the ordercofsgiconds, complicating the
data processing.

6.6 Summary

In this chapter we have investigated the spectral contettieopulses generated by
the LSFS. As expected the frequency shift induced by theADiY! led to a very stable
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frequency sweep. As an example, it was shown that afterelevelutions the frequency
had been shifted40 MHz with high accuracy. However, the spectra also distirgisa
components at frequency shifts equivalent of integer pleki of the AOM shift Av. This
was ascribed to light leaking unshifted through the AOM and tifferent descriptions
of how these noise components build up were developed. Begetmodels predicted
gualitatively the same growth in noise but were not able plicate the exact noise levels.

Finally it is shown how a same setup very similar to of the LSa8 be used for
measuring the linewidth of narrowband fibre lasers.



CHAPTER /

Wind speed measurements with an
FSPT modulated lidar

In this chapter the lightwave synthesized frequency swe@FS) is coupled to a
lidar system and used as light source for the frequency stepplse train (FSPT) modu-
lated lidar. As mentioned in Chapter 2 the positive resudt pfoof-of-principle campaign
was presented in [31], but in that campaign light was badteseal from a rotating card-
board disc i.e. a hard target measurement. In this chapt@resent actual wind speed
measurements obtained with the FSPT modulated lidar. @ae $iystem used is origi-
nally a monostatic continuous wave (CW) lidar and a few modifons have therefore
been necessary. These modifications are described togéathehe data processing pro-
cedure that has been developed in order to retrieve meanhidgfa. The development
of a working FSPT modulated lidar has been a long process @métgnes with no or
only little progress. This is attempted illustrated throygesentations of measurements
obtained by approximately six months separation duringl201

The work presented in this chapter has resulted in the @ildic of [75, 76].

7.1 Setup

The lidar system to which the LSFS is coupled is an early pyp® of what has
evolved into theZephIRCW wind lidar [6]. It is owned by DTU Risg and has been mod-
ified to work with the LSFS as light source. The system in iigioal form consists of
a base unit and a transceiver unit connected by approxiynaiein of cables; electrical
as well as optical. The base unit contains a narrowband f#isex land an Erbium doped
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fibre amplifier (EDFA) for generating the signal, and phottedtr and electronics for
converting the optical signal into a digital electricalrgdd) Data processing such as dis-
crete Fourier transform (DFT) is carried out with a PC. Tla@sceiver unit is responsible
for focusing the laser beam in the desired target range alhetttog the backscattered
light. This is done using & cm diameter lens with a focal length 2§ cm and an ac-
curate stepper motor which can move the delivery fibre badkfarth behind the lens.
A fibre optical circulator placed inside the transceiveedis light from the transmitting
path to the delivery fibre, and collected backscattered tiglthe receiving path leading
to the detector. The output fibre of the circulator constguhe delivery fibre. This fibre
is kept short,10 cm, in order to avoid excess hoise as was explained in Segtibrrhe
local oscillator (LO) is generated from the end-facet reitecof the delivery fibre which
is polished in an angle ensuring the optimum LO power at theatie. For measuring
a background or noise spectrum a metal plate can be slidm éfcthe delivery fibre to
shut off the output from the telescope.

Because the prototype is based on fibre optical componeig®#sy to disconnect
the signal laser and connect the output fibre of the LSFSadst&ig. 7.1 shows in a
schematic form the entire lidar system separated into thieadplomain (top), analog
electrical domain (middle), and digital electrical dom&boottom). The optical part of
the system is the same as for the CW lidar with the obviousiare that the single-
frequency laser operating #i48 nm is replaced by the LSFS. Instead the laser is used to
seed the LSFS as illustrated in Fig. 5.1. The post EDFA uséwdst the signal power
naturally tends to influence the overall envelope of the ST this can in general be
compensated with the optical bandpass filter (BPF) and tHefEDthe ring. In this way
a flat output is obtained as long as the number of pulses isrkgitvely low to around
twenty.

The photo detector (PD) converts the optical signal into reaicy electrical signal.
This signal is initially filtered by & — 190 MHz low pass filter, in principle allowing for
the first five range cells to be measured. There is additipiiadl possibility of highpass
filtering of the signal which is normally done for CW lidarsebminate the contribution
to the noise floor added by relative intensity noise (RIN)wewer, the temporal response
of the 100 kHz filter the system is born with, is not fast enough to resptnthe highly
dynamical pulse train and the filter is therefore removethftbe system. It is, however,
a possibility to use a highpass filter with a higher cut-offiguency e.g.20 MHz in
order to eliminate the difference between top and bottonh@fpiulses in the FSPT. This
will be discussed in greater detail in Section 7.1.2. Thel §tep at the analog level is
the analog to digital conversion performed by the analedigital converter (ADC), or
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digitizer with a sampling frequency,, of 400 MHz equivalent to a Nyquist frequency of
200 MHz fitting well with the cut-off frequency of the low pass &t The digitized data
is temporarily stored in a buffer and when the buffer is fb# data is passed to the PC
for further data processing. During the processing datagbagis paused.

EDFA  Circulator Telescope

Optical > O a.»

Electrical | Digitizer J--~[ High Pass Filter ]---[ Low Pass Filter ]--- Detector |

Digital | o }owo{ Window Function }-{ FFT J{ AVG J--{ SNR |

Figure 7.1: Block diagram of the FSPT modulated lidar sepdranto the optical (top),
analog electrical (middle) and, digital electrical (botfoparts of the system.

7.1.1 Data processing

The data processing of an FSPT modulated lidar signal iesladfew more steps
than the processing of a conventional CW lidar signal; eafigcaccurate time gating is
important. For this task a programme has been written in gveldpment environment
LabView The programme was developed to function in combinatioh ¢ already ex-
isting control software of the lidar so that e.g. also focusge can be controlled through
the same graphical user interface.

The time between pulses contains no information about wiegd and the first step
in the data processing is therefore to cut away these pefiods the time series and
thereby separate each individual pulse. This is done bas&dawledge about the pulse
length and interpulse time which is manually fed to the dategssing programme. The
alternative would be to let the computer search the datagstd identify the pulses, but
this increases the processing time. Next step is to applyndaw function to each pulse
before it is digitally Fourier transformed. The default daw is a rectangular or top hat
function, but others such as cosine, Hann, or Hamming wiisdmay be chosen [77].
The windowed pulses are then Fourier transformed via Lak¥iéuilt in fast Fourier
transform (FFT) algorithm and the power spectrum calcdlate the absolute square of
the DFT. The length of the DFT can be chosen freely but oftéil2apoint DFT is
chosen leading to a bin width 81 kHz with a sampling frequency ofo0 MHz. A
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1 us pulse sampled @00 MS/s is resolved id00 points and the time series is therefore
zero padded to reach tts@2 points of the DFT. This is done automatically by the FFT
algorithm. In reality the useful part of the pulse is shotte&an1 us due to the rise time
of the acousto-optic modulator (AOM) and thus consist ofdethan400 points. Finally,

all the resulting power spectra are averaged and then nizedab a background power
spectrum measured with the shutter closed.
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Figure 7.2: Raw spectrum of an FSPT modulated lidar sigmapsd at400 MS/s and
calculated using &12 point DFT, leading to a bin width df81 kHz. Clearly seen are
peaks att0 MHz, 80 MHz, 120 MHz, and160 MHz resulting from non-shifted leakage
in the ring.

Fig. 7.2 shows an example of a raw spectrum from an FSPT mieduliaar. Most
noticeable are the distinct peaks separatedibyIHz from 0 MHz all the way up to
200 MHz. These are due to non-shifted light in the LSFS as diszlissdetail in Chapter
6, but note that in the present case the pulses are beatimgaipemselves and not a fixed
LO, and therefore the main signal is founddd¥iHz and light trailing by one frequency
shift at40 MHz and so on. These peaks can lead to a degradation of thel signoise
ratio (SNR) in the centre of the frequency slots, thus impgdhe measurement of low
wind speeds [65]. Also seen are small peaks on either sideedatger peaks. These are
due to spectral leakage and arise in the DFT [77]. They caretheced by applying a
window function, e.g. a cosine-window.
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7.1.2 Highpass filter

As seen from the measurements presented in Chapter 5 tleetiis in the temporal
domain are highly dynamic with a large difference betweengbwer levels of the top
and bottom of the pulses, constituting a challenge for thelwspeed measurement. Any
wind signal will lie on the top of the pulses and for this rea#ds critical to resolve this
part of the time series very precisely. The digitizer has edfisatio between the dynamic
range on the voltage scale and the resolution of this, implyfat for achieving a higher
resolution it is necessary to decrease the voltage sparf,zoem in“ on the top of the
pulse train. This again requires a very flat and stable prdse dutput, a requirement that
is in general not met by the pulse trains generated with theeguLSFS; at least to the
degree that is needed. Fig. 7.3(a) illustrates the situatith an FSPT which after being
post amplified is not flat. Decreasing the dynamic range ordipitizer risks to lead
to some of the pulses not being detected. The problem hewallgctoncerns stability
rather than the instantaneous envelope shape becausgsitéerhange considerably over
a time scale of a few minutes after which it is necessary tdjuosathe BPF, polarization
controller (PC) and ring amplifier.

One way to circumvent this problem is to insert a highpassrfitt the setup after
the low pass filter as shown in Fig. 7.1. The filter should haeetaoff frequency high
enough to filter out the fluctuations in the pulse train causethe difference between
top and bottom of the pulses. The pulse repetition rate witine FSPT is abou00 kHz
but the down time between pulsesti®5 s, leading to frequencies of aroudadViHz,
and also the steep flanks of the pulses generates high freqonemponents, all of which
must be removed. A filter with a stop band stretching20MHz and a pass band which
starts a7 MHz has therefore been employed. This of course leads tordvebdck that
the first frequency slot is completely removed from the mesrsent.

Fig. 7.3(c) shows the FSPT after the electrical signal has teéghpass filtered. It
is seen how the DC component has been eliminated and thgedltactuations are now
centered around V while the voltage span is reduced frdrd V to 0.2 V compared to
the unfiltered pulse train. It turns out that it is in generasgible to use 8.5 V span for
the unfiltered FSPT but.2 V when the highpass filter is applied. The figure also reveals
large spikes at the beginning of each pulse reaching beymnlihits of the plot though.
These are the temporal response of the filter to the FSPT dgsarm Fig. 7.3(d) a
close-up on one pulse shows that the spikes causes osciflagtretching into the pulse
in a ringing effect leading to corrupted data in that parthaf pulse and in practice it can
be necessary to disregard this part in the data processing.

Even if the highpass filter is not applied it is necessary toaee the DC component
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from each pulse before doing the DFT. Another method forithie apply a digital filter
by fitting a function, e.g. a polynomial, to the top of the uénd subsequently subtract
it. This does not solve the problem with the dynamic rangedgho and it is furthermore
quite demanding computerwise thus increasing the dataepsowy time. In practice this
approach leads to a processing time of several minutes famenunt of data equivalent
to what can be stored in the digitizer buffer. Another diffigwof this method is to find
a suitable function to fit after. A low order polynomial migetd to a poor fit while a
higher order polynomial might lead to some of the wind indloscillations in the time
series be filtered out.

7.2 Wind speed measurements

The FSPT modulated lidar has been tested concurrently \iffdreht changes made
to the setup and data processing procedure. In the follothireg different measurements
are presented in chronological order together with the fitadions made to the setup
leading from one measurement to the next. Direct compasid@iween the different
measurements are difficult though as they are not perforiibe dame time or even day
and therefore reference CW lidar measurements are usedhréad measurements have
in common that they are performed in atmospheric conditwitis a high backscattering
coefficient, i.e. in hazy but still quite windy weather. Tissecause at the present state
the FSPT modulated lidar is still not capable of measuringlliatmospheric conditions
and some of the reasons for this will be discussed at the et &fection.

7.2.1 First wind speed measurement

The first successful wind speed measurement was obtainkchavixternal electrical
filters. The output power is set to approximatélw and the electrical signal digitally fil-
tered, i.e. fitted with a fifth order polynomial to filter ouetidC component as described
in Section 7.1.2. This means that every measurement take®tiiree minutes, or rather
between measurements there is a period of a couple of minhieie data is being pro-
cessed. Data is stored in the digitizer buffer in a singlayamaking it sensitive to drift in
the trigger signal. We shall return to discuss this issuetewdto improve this in Section
7.2.3 The pulse trains generated consist of twéntg pulses which means that ab@0b
trains are sampled before the buffer is full and data is ghsséhe computer for further
processing. The telescope unit is placed on a tripod witlbé@n pointing upward in an
angle of approximately5° compared to horizontal and the beam focuselatm which
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is in the center of the second range cell. Fig 7.4 shows tleelleabd weight functions of
the first three range cells, and it is seen how the secondsoetipected to dominate. The
full width at half maximum (FWHM) of the second range celB&m.

Fig. 7.5(a) shows an example of the measured spectra naeddlh a background
measured with the shutter closed. A peak is clearly seentmthe first and the second
frequency slots, the first of these4a?1 MHz and the second alt5.27 MHz. By using
Eq. 2.16 this is equivalent of an line-of-sight (LOS) windeed 0f3.64 4+ 0.30 m/s
and 4.85 + 0.30 m/s, respectively. The uncertainty stated is equivalenhadf a bin
width on either side. The SNR values of the wind peaks3até and2.18, respectively,
and very different from what was expected from Fig. 7.4. Agilde explanation for
this disagreement relates to the attenuation of the ladsepas they move through the
air. The fact that the weather was hazy at the day of the meamsunt supports that
backscattered light from the second range cell can have agenuated relative to the
first range cell. For reference Fig. 7.5(b) shows a measuredane with the lidar in
CW mode, but focused @60 m, and the Doppler shift af.27 MHz is in good agreement
with the FSPT measurements. On the other hand, the SNR vRR&2is an order of
magnitude higher than the highest peak seen in Fig. 7.5 #hough the focus point
lies much further away. The lidar is thus obviously more g&mswhen operated in CW
mode. Also noticed are the ripples in the noise floor in thdreeof the frequency slots,
i.e. at40 MHz, 80 MHz, and120 MHz. These are due to light leaking non-shifted through
the ring AOM as described in Chapter 6, leading to peaks imahespectrum as shown
in Fig. 7.2. If these peaks changes between the referenceunemaent and the actual
measurement the noise floor of the normalized spectrum wilcome out completely
flat. It is therefore very important to have a stable pulsitnnich does not change over
time.

7.2.2 Second wind speed measurement

In this measurement an electrical bandpass filter is add#tkteetup a illustrated in
Fig. 7.1. In practice the filter consists of a lowpass and &pags filter connected in
series. The lowpass filter has a cut-off arousd MHz and is used for eliminating high
frequency noise which would otherwise be aliased into tleetspm. The highpass filter
has a cut-off frequency df7 MHz and is used to remove the DC component from the
signal as well as frequency components originating fromstieep flanks of the pulses
in the FSPT as described in Section 7.1.2. The pulses gedebgtthe LSFS aré us
and the time between puls€B,ic;, is 0.25 ps. As shown in Fig. 7.3(d), however, the
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highpass filter itself introduces some parasitic oscdladiin the beginning and in the end
of each pulse and therefore a part of the pulse must be dextaiidis is done by letting

the computer search for the high spike at the beginning optitge and then remove the
desired number of measured points. Because of the highpasdHe first range cell is

shielded off and wind from here is not measured, but the skeod third range cell are
fully available and are centered aroutttl.5 m and375 m.

Figs. 7.6(a) and 7.6(b) show two examples of measuremetiistvei highpass filtered
lidar signal and the focus of the beam at the center of the tlainge cell. Fig. 7.6(a)
is a measurement with the lidar beam pointing generallyregdhe wind direction so
that a positive Doppler shift is obtained. Even though thenés focused in the centre
of the third range cell a peak of almost equal height is seathénsecond range cell.
The two peaks are situated 3t.37 MHz and71.37 MHz equivalent of a wind speed of
+6.68 + 0.30 m/s for both ranges along the LOS towards the lidar and witR SAlues
of 3.14 and3.23, respectively. However, based on the close agreement iplBoghift
between the two frequency slots it seems natural to suspaicboth originate from the
same range and that this is due to the partially overlappinge cells. The suspicion
is reinforced by the measurement shown in Fig. 7.6(b) whaeeebkam is now staring
along the wind. Again two distinct peaks are seen in the st@d third range cell
at 50.20 MHz and 90.98 MHz corresponding t@.87 + 0.30 m/s and8.50 + 0.30 m/s
along the LOS away from the lidar and with SNR valuess @b and2.86, respectively.
However, the Doppler shift in the two frequency slots onlifediby 780 kHz which is
the same as one frequency bin so the difference between ghdre smallest possible.
Note that the sign of the wind velocity is determined by onchtgide of the centre of the
frequency slot the Doppler peak is located. In both examgitesvn here the SNR values
lie around3. For comparison the SNR of a CW lidar measurement 42ak7 and there
is thus a factor ofl4 in difference between the CW and the FSPT measurement. Again
ripples in the noise floor arount) MHz are noticed. Nevertheless, these measurements
clearly demonstrate the ability of the FSPT modulated lidatistinguish the sign of the
Doppler shift and thereby direction of the wind.

7.2.3 Third wind speed measurement

The EDFA used in all measurements including those presémt@dapters 5 and 6 up
until now has been a commercizd dB gain amplifier from Keopsys. It has been working
satisfactory so far and the measurements presented in €Hapevealed no apparent
increase in noise level as function of pulse number evendtseptrains longer thah00
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pulses. However, during the work with the LSFS installedh@ ESPT modulated lidar,
it turned out after all that the noise in the spectrum did ©t facrease rapidly with the
number of pulses, and a measurement showed that the noise (idfd) of the amplifier
is about8 dB when operated in the regime required by the LSFS. Thisnsiderably
higher than the&} dB in the quantum limit and also higher than what would be etque
from a well designed amplifier [78]. As a first attempt to cotrihis, a new EDFA was
therefore constructed based on ab®ut of Erbium doped single-mode fibre (SMF). A
980 nm pump diode and a forward pumping scheme were chosen tonmaithe NF
because, with an overall loss in the ring of abd@tdB, a high gain is not crucial [79]. A
schematic drawing of the amplifier is shown in Fig. 7.7. Apeotn Erbium doped fibre
and pump diode it only consists of a wavelength division iplgking (WDM) coupler
for combining signal and pump, and an isolator for elimingtbackward propagating
amplified spontaneous emission (ASE) in the ring. The lerdtthe fibre is simply
determined by the fibre available so no special considestiave been made regarding
this or the doping level. Despite this a NF #fdB has been measured in the relevant
regime and it thus performs considerably better than théque EDFA.

Another improvement compared to the previous measurenettie data sampling.
Here data is stored in a matrix format such that each coluipresents one pulse train
and in units of voltage. The data storage is synchronized thi¢ FSPT by the use of
a common trigger supplied by pulse generator so every timalse drain is initiated a
trigger signal goes to the digitizer and a new measuremetaiited. As a result any jitter
in the trigger signal is eliminated and if removal of the fatt of the pulses is desired, it
can be done by simply defining a constant time delay with nad mésearching through
all the sampled data, thus reducing the processing timeadzmably.

Fig. 7.8 shows two wind speed measurements, one obtainedh&ESPT modulated
lidar with the home built EDFA in the LSFS and segmented dedeage, and one with
the lidar in CW mode for reference. The laser beam is in botasme=ments focused
at 170 m from the telescope near the centre of the second rangelodfig. 7.8(a) a
peak is seen at7.84 MHz with a height of6.44 in agreement with the focus being in
the second range cell. The Doppler shiftfta$4 MHz corresponds to a LOS wind speed
of 6.07 £+ 0.30 m/s. In contrast to what was experienced in Fig. 7.6, a wigdadiis
only observed in the second frequency slot. This we ascalibd shorter focus range
and the following smaller geometric probe length resulimépwer weighting functions
of the first and third range cells. The noise floor seems motré¢hiéam what was seen in
the other measurement campaigns with the ripples in theeceftthe frequency slots
less pronounced. However, during the measurements it leeckear that once in a while
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spikes would occur arount) MHz in the normalized spectrum. This strongly indicates
that something regarding the non-shifted light trailingooy frequency shift is not stable,
but an explanation for this phenomenon has yet to be foundcdraparison Fig. 7.8(b)
depicts a CW measurement showing a wind induced Doppler ¢hif.84 MHz and a
SNR value 0f19.72 is seen. The Doppler shift matches the one measured by th€ FSP
modulated measurement while the SNR value is about a fattbree higher. This is a
significant improvement to the factor of fourteen and tereoled in Sections 7.2.1 and
7.2.2. ltis therefore intriguing to that the new EDFA has ioyed the sensitivity of the
FSPT modulated lidar, but further investigations are neagsto verify this.

7.2.4 Noise

As learned in the previous sections the SNR achieved witl8fT modulated lidar
is considerably lower than with the CW lidar, and high scattgconditions are necessary
for the former to work satisfactory. There can be severaaesa for this. For instance
the system is designed such that the LO power at the detasctery near the saturation
point of the detector as this ensures maximum shot noiserddion. Though, it also
implies that a slight increase in power will lead to satunatidecreasing drastically the
sensitivity. This can very easily become a problem for th®@TF&odulated lidar if the
output envelope is not completely flat so that part of thegotrigin saturates the detector.
Or the opposite situation can occur where some pulses arenlpawer and shot noise
domination is not achieved. Furthermore, the frequengyaese of the detector must be
taken into account. When operated in CW mode with a nonezhifiO, only frequency
shifts from0 MHz to 25 MHz are considered and in this range roughlyB of shot noise
domination can be achieved with the present detector [8@wéver, when used as an
FSPT modulated lidar, frequency shifts uRfi®) MHz are measured and in this range the
response will have dropped BydB according to the detector spec sheet.

The basic concept of the LSFS with a recirculating pulse k#lads to a degradation
of the SNR because for every revolution the amplifier conteb with additional ASE,
incoherently adding, thus raising the noise floor. It istiartexpected that the data pro-
cessing procedure influences how the noise level grows ibahespectrum as function
of pulse number in the FSPT. Therefore, the following mea®m@nts have been carried
out for each of the methods presented in Sections 7.2.3-7Filse trains consisting of
twenty 1 us pulses are generated, sampled, and processed pulse by putsn each
pulse0.52 us is used, equivalent @08 data points when sampled 410 MS/s, a cosine
window function is applied to reduce spectral leakage frbendtrong peaks @b MHz,
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and 80 MHz, and the length of the DFT is alst)8 points resulting in a bin width of
1.92 MHz. In each measurement data from a full buffer are usedigndase resulting in
approximately205 pulse trains. The raw spectra belonging to each pulse nuanbehen
averaged and finally the average noise level betvsddviHz and65 MHz for each pulse
number is found.

Fig. 7.9(a) shows the noise level as function of pulse nurrddative to the noise level
when no light is incident on the detector, i.e. the dark ndimefive different measurement
configurations:

CW: Standard CW lidar configuration
1: Keopsys EDFA, and unfiltered electrical signal as describe&tkction 7.2.1
2: Keopsys EDFA, and electrical signal bandpass filtered awithesl in Section 7.1.2

3: Keopsys EDFA, electrical signal bandpass filtered, andstatad in matrix format as
described in Section 7.2.2

4: Home build EDFA, electrical signal bandpass filtered, arnd dtored in matrix format

The digitizer voltage span is set@d V, even though with the bandpass filtered measure-
ments it is possible to go down 2 V. The CW measurement is, for obvious reasons,
not pulsed and is therefore depicted as a constahi5éfdB above the dark noise level
for all twenty pulses. This is assumed to be the shot noise, feen to be considerably
lower here around0 MHz than thes dB shot noise domination at lower frequencies [80].
However, the noise levels of the pulsed measurements shomwilarsand rapid increase
as function of pulse number from abaidB to about7 — 9 dB above the dark noise.
Measurement has the lowest starting point 6f74 dB, which is actually below the level

of the CW measurement, but numbehnas the smallest increase compared to the starting
point. This is more easily seen in Fig. 7.9(b) which showsrbise level relative to the
noise level of the first pulse. Curveincreases relatively smoothly 51 dB above the
starting point. Curvesd and2 more or less follow each other up to a level®$ dB,
although numbee® is less smooth. Finally, numb@&rends at a level o7.67 dB above

its starting point. This strongly supports the presumptiwat the introduction of a new
EDFA has helped to bring the noise level of the measurememb dti would be of great
interest to design an amplifier specifically for the use inltB&S and FSPT modulated
lidar, just more work on the noise in the FSPT modulated lidayeneral is needed.
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7.3 Summary

In this chapter the ability of the FSPT modulated lidar to oésly measure the speed
of the wind has been demonstrated through three differeasorements. Between the
measurements the lidar itself and the data processing guoedave undergone different
modifications to improve the performance of the lidar, botthwegard to the sensitivity
as well as to the processing time. The most important motldicas probably the intro-
duction of a new EDFA which has been constructed with a fodvaopagating80 nm
pump with the purpose of reducing the ASE. This EDFA showsitamably better per-
formance with a measured NF of aroufdB than the previously used amplifier which
had an NF around dB. Furthermore, it has no difficulties delivering the neszeg gain of
10 dB. This has seemingly led to an improvement in the lidarisieitg, but even though
the new amplifier performs better than the old one, it is intgrarto note that when using
a loss compensated recirculation loop as the LSFS for ligintce, the amplifier will al-
ways contribute to increasing the noise level. The work onimmizing the optical noise
in the FSPT and to understand its influence on lidar perfoom#éimerefore continues. An-
other benefit of the new EDFA is that full insight into all détasuch as fibre length and
pump power etc. is now available enabling an update of theshprdsented in Chapter 5,
paving the way for a better understanding of the physicatigsses involved in generating
an FSPT suited for reliable wind speed measurements.

The large difference between top and bottom of the pulseshwgrioved to be a chal-
lenge, was solved by inserting an electrical highpass fiténe lidar, although this re-
sulted in the lidar being blinded in the first range cell. Arportant improvement would
be to remove this restriction, and different ideas for da@ngincluding a better resolved
digitizer and an electrical integrating circuit for sulatiag the envelope function from
the pulse train, are currently under consideration.
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Figure 7.3: (a) FSPT consisting of twenityus pulses measured with the photo detector
in the lidar. (b) Close-up of the ninth pulse. (c) highpagerfdd FSPT. (d) Close-up of
the highpass filtered FSPT. It is seen that ringing stretabesit0.2 ;s into the pulse.
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Figure 7.5: (a) Wind speed measured with the FSPT modulatadfbcused at80 m but
also showing a wind speed result for a closer distance. Téieedivertical lines indicate
the different frequency slots. (b) Wind speed measured thighlidar in standard CW
mode focused &t60 m.
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Figure 7.6: (a) Wind speed measurement with the FSPT maatlliglar pointing into the
wind. The measured wind speedii$.68 + 0.30 m/s in both range cells. (b) Wind speed
measurement with the FSPT modulated lidar pointing aloegwind. The measured
wind speeds areé.87 + 0.30 m/s and’.50 + 0.30 m/s in the two range cells separated by

only one bin.
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Figure 7.7: Sketch of the EDFA build for the LSFS. The ampliiseforward pumped by
a 980 nm diode and the Erbium doped fibre is approximateiy in length. The isolator
is used to ensure unidirectional propagation in the LSFS.
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CHAPTER 8

Conclusion

The knowledge of atmospheric wind speeds is important wiarious fields of re-
search as well as industries including, meteorology, paws and wind energy. A tool
for measuring the wind speed is the Doppler lidar which,eit&ccommercial emergence
about ten years ago, has been playing an increasingly iengale, especially within the
wind energy industry. Wind lidars has been the subject f tifiesis, with special focus
on the light source, i.e. the laser providing the basis ftarlimeasurements.

A brief introduction to the broad field of lidars has been giemad the principles un-
derlying wind lidars described. This included a descriptad a basic lidar setup, the
difference between focused and range gated systems, tloetanpphenomenon of het-
erodyne detection, and the various demands put on the Iggbetidar. The concept of
an frequency stepped pulse train (FSPT) modulated lidatygsesof lidar combining the
advantages of fast measurements of a continuous wave (Cs@nsywith the inherent
range gating of a pulsed system was introduced.

The FSPT modulated lidar mainly separates itself from ottiad lidars in that the
light source needs to be a hybrid between conventional CWpaitskd lasers. Such a
light source, the lightwave synthesized frequency swe@FS), has been described in
detail, including the acousto-optic modulator (AOM) whialorks as frequency shifter
and the fibre optical amplifier used for compensating the ilogise loop. Two different
amplifiers, an Erbium doped fibre amplifier (EDFA) and a Ranmapldier, were tested
in the setup and both were found capable of delivering thessy gain to compensate
the losses. However, the relatively low pump to signal cosiva efficiency of the Raman
amplifier meant that a longer fibre was necessary than forEieéAEwhich again resulted
in the pulses generated by the Raman assisted LSFS beingngadd be used with the
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FSPT modulated lidar. The long pulses also led to the shagieqiulses changing with
the number of revolutions as a result of amplifier pump dépiet A time dependent
model of the LSFS, capable of describing the individual @sil& the pulse train as well
as the pulse train envelope was developed and tested agapstments. As for the
physical LSFS, either an EDFA or a Raman amplifier were usethénmodel but in
general the agreement between measurements and simsita@srbetter for the Raman
assisted LSFS. This was partly ascribed to the fact that BifétEs a commercial product
and the exact properties such as fibre length or doping lavelaot known.

The spectral properties of the FSPT were investigated @asiimge gated measurement
of the beat spectrum between the individual pulses and a @& tscillator (LO). The
frequency stability of the pulses proved to be very high giao the stable laser and
AOMs used. However, the measurements also revealed parasge at integer multiples
of the frequency shiftinduced by the AOM, and this was atted to light leaking through
the AOM without being frequency shifted. The amount of ligbt shifted was measured
using an interferometric setup including two AOMs and use@ parameter in a model
made to describe the build-up of noise in the ring. The maglahi expansion of a time
independent model describing the LSFS adopted from thatitee. The model showed
gualitatively the same behaviour of the build-up of noisemlserved in measurements,
but was not able to accurately predict the noise level. This speculated to relate to
the fact that the time independent LSFS model underlyirgygtmulation is less accurate
than the time dependent LSFS model.

Finally, the LSFS was coupled to a CW lidar system to estalais FSPT modulated
lidar system. Measurements of wind speed were successitiiigved, although only in
hazy weather, demonstrating the functionality of lidar &il a&s its ability to distinguish
the sign of the Doppler shift. However, measurements welg surccessful using a fo-
cused beam. This is because the lidar is not nearly as sensitien operating in the
FSPT modulated mode as in CW mode. Measurements showeditbatquickly builds
up in the pulses suppressing the shot noise dominationdkr ¢o increase the sensitivity,
it is thus vital to reduce this noise as much as possible. Warkhis is ongoing as we
shall return to shortly.

Lidars are increasingly being used for active control ofdviarbines and it seems
natural that the next step will be to implement lidars in tindine wings for active pitch
control. An initial study investigating the potential risknpeding the feasibility of such
an implementation, has been presented. The risks condiderieided saturation of the
detector due to reflections from the ground, loss of sigmahgth due to misalignment
of receiver and backscattered signal, and loss of seitgitivie to broadening of the sig-



121

nal caused by the movement of the transceiver. The anabgitlthe conclusion that
the considered risks are unlikely to stand in the way for a&esssful realization of the
envisioned blade-mounted lidar system. The positive au&of the risk analysis led to
the testing of a system designed for implementation in artarblade, carried out in a
high-performance wind tunnel. The trial mainly focused esting the lidar performance
at various wind speeds up @ m/s, and it showed very good agreement with the two
reference measurement systems used; so good that lidadagmeight become part of
standard wind tunnel equipment. The testing further altb¥ee an experimental confir-
mation of the studied phenomenon of spectral broadeningrong when aerosols move
quickly through the lidar beam. A good match with the deridegpendency of this so-
called speckle broadening on the wind speed was found, vigrilall wind speeds, the
measured broadening exceeded the derived one by a conftatt dhe digital signal
processing was given as a plausible explanation for this.

In conclusion, the main achievement during this PhD projeas the establishment
of an LSFS setup which in combination with a FSPT modulatédr]imodified for the
purpose, resulted in successful demonstrations of thigyatibilmeasure, not only the wind
speed, but also the wind direction.

However, there are still many unresolved issues concemhi@d-SPT modulated li-
dar, not least the optical noise building up in the ring doniepeated recirculation and
amplification; a noise that can never be completely elingidatith the recirculation loop
used. Nonetheless, a new EDFA being designed, optimizechifimizing noise in the
LSFS is expected to improve the signal to noise ratio. Witlnareased signal to noise
ratio (SNR) measurements can hopefully be performed mgrdady in all weather con-
ditions, and the accuracy regarding wind speed can be igaésti. Also the highly dy-
namic signal of the FSPT presents a challenge which needsaddressed, e.g. through
implementation of an integrating circuit. Finally, if a liggr spatial confinement is de-
sired, shorter pulses are necessary, imposing furtheiresgents on the data processing
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Wind tunnel trial correlation plots
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Figure A.1: Plot of the mean wind speeds in the initial “higlesd test” measured by the
lidar against the wind speeds measured by the referencetiito(a) and System (b).
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Figure A.2: Plot of the mean wind speeds in the “short rangé taeasured by the lidar
with a focus length ot.3 m against the wind speeds measured by the reference Piéot tub

(a) and System (b).
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Figure A.3: Plot of the mean wind speeds the “long range tasisured by the lidar with
a focus length 06.9 m against the wind speeds measured by the reference Pito{aub

and System (b).
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Figure A.5: Plot of the mean wind speeds in the “high anglettaick test” measured by
the lidar after correction for the angle of attack againstwlind speeds measured by the
reference Pitot tube (a) and System (b).
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List of acronyms

ADC analog-to-digital converter

AOM acousto-optic modulator

ASE amplified spontaneous emission
BPD balanced photo detector

BPF bandpass filter

BPLO back propagating local oscillator
CNR carrier to noise ratio

CW  continuous wave

DFT discrete Fourier transform

DSP digital signal processor

EDFA Erbium doped fibre amplifier
ESA electrical spectrum analyzer
FBG fibre Bragg grating

FFT fast Fourier transform

FSPT frequency stepped pulse train



VI List of acronyms

FWHM full width at half maximum
FWM four-wave mixing

LSFS lightwave synthesized frequency sweeper
LOS line-of-sight

LO local oscillator

NF  noise figure

ODE ordinary differential equation
OSA optical spectrum analyzer

PC  polarization controller

PD  photo detector

RF  radio frequency

RIN relative intensity noise

SBS stimulated Brillouin scattering
SMF single-mode fibre

SNR signal to noise ratio

SOA semiconductor optical amplifier
SBS stimulated Brillouin scattering
SRS stimulated Raman scattering
TOF time-of-flight

VA  variable attenuator

WDM wavelength division multiplexing

YDFA Ytterbium doped fibre amplifier
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