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Duals of Affine Grassmann Codes and Their Relatives
Peter Beelen, Sudhir R. Ghorpade, and Tom Høholdt, Fellow, IEEE

Abstract—Affine Grassmann codes are a variant of general-
ized Reed–Muller codes and are closely related to Grassmann
codes. These codes were introduced in a recent work by Beelen
et al. Here, we consider, more generally, affine Grassmann codes
of a given level. We explicitly determine the dual of an affine
Grassmann code of any level and compute its minimum distance.
Further, we ameliorate the results by Beelen et al. concerning the
automorphism group of affine Grassmann codes. Finally, we prove
that affine Grassmann codes and their duals have the property
that they are linear codes generated by their minimum-weight
codewords. This provides a clean analogue of a corresponding
result for generalized Reed–Muller codes.

Index Terms—Automorphism group, dual code, Grassmann
Codes, minimum weight codewords.

I. INTRODUCTION

F IX a finite field with elements and positive integers
with ; set

Briefly put, the affine Grassmann code is the -ary
linear code obtained by evaluating linear polynomials in the
minors of a generic matrix at all points of the -di-
mensional affine space of matrices with entries in .
Evidently, when , this gives the first order generalized
Reed–Muller code . However, in general, is
only a subcode of the -order generalized Reed–Muller code

. The length and the dimension of are
given by

Affine Grassmann codes were introduced in [2], where the fol-
lowing was shown.

1) The minimum distance of is

(1)
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2) The (permutation) automorphism group of
contains a subgroup isomorphic to the semidirect
product of the additive group
of matrices over with the multiplication
group of nonsingular matrices over , where

is the homomorphism
defined by .

3) The minimum-weight codewords of are
precisely the evaluations of leading maximal minors
(formed by the rows and the first columns) of ,
where for some and

.
4) The number of minimum-weight codewords of

is given, in terms of the Gaussian binomial coefficients
(defined below for any ), by

(2)

In this paper, we continue the study of affine Grassmann codes
and give an explicit description of the dual of . As a
result, it will be seen that affine Grassmann codes are almost
always self-orthogonal. Moreover, we determine precisely the
minimum distance of and show that it is at most 4 .
Thus, it is seen that the parity check matrix of is rather
sparse and that an affine Grassmann code may be regarded as a
low-density parity-check code. Further, following a suggestion
by an anonymous referee of [2], we augment the aforementioned
result on the automorphism group of by showing that

contains, in fact, a larger group that is essentially ob-
tained by taking the product of the general linear group
with the semidirect product . It will also
be seen that the full automorphism group can, in fact, be even
larger. Finally, we show that the affine Grassmann codes as well
as their duals have the property that the minimum-weight code-
words generate the code. This can be viewed as an analogue
of the classical result that binary Reed–Muller codes are gener-
ated by their minimum-weight codewords (see, e.g., [9, ch. 13,
§ 6]). Such a result is not true, in general, for -ary generalized
Reed–Muller codes, and in this case, a complete characteriza-
tion of generation by the minimum-weight codewords was ob-
tained by Ding and Key [5, Th. 1]. A special case of our re-
sults corresponds to their result for the generalized Reed–Muller
codes and .

Following a suggestion of D. Augot, we shall consider in this
paper a mild generalization of obtained by choosing
a nonnegative integer and then restricting the function
space to linear polynomials in the minors of for
. The resulting linear codes are denoted by and

0018-9448/$31.00 © 2012 IEEE
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called affine Grassmann codes of level . Note that the first order
Reed–Muller codes of length as well as the affine Grassmann
codes are special cases; indeed, and

. Moreover, by varying the levels, we
obtain a nice filtration, compatible with the Reed–Muller filtra-
tion:

In general, for any , the length and the dimension of
are given by

(3)

whereas formula (1) generalizes nicely to the following:

(4)

The augmentation of the result concerning the automorphism
group, an explicit description of the dual, determination of the
minimum distance of the dual, and the result concerning gen-
eration by minimum-weight codewords are all obtained more
generally, in the case of affine Grassmann codes of any given
level. However, for the duals , it is shown that gen-
eration by minimum-weight codewords is valid for and

, but not, in general, for .

II. PRELIMINARIES

Let be a matrix whose entries are alge-
braically independent indeterminates over . By , we denote
the integral rectangle , i.e.,

By , we denote the polynomial ring in the variables
(where vary over ) with coefficients in . The set

of all monomials in will be denoted by . Note
that every is of the form

The exponents ( ) are uniquely determined
by and their sum is denoted by ; also, we write

. We say that the monomial is reduced (re-
spectively, square-free) if (respectively,

) for all . These two notions
coincide when . The set of all reduced monomials in

will be denoted by and the -linear space
generated by will be denoted by . Elements
of are called reduced polynomials. There is a natural
surjective map from to that sends a mono-
mial to the unique monomial obtained from as follows:
whenever an exponent of is , replace it by ,
where and . This map
extends by -linearity to a surjective -vector space homo-
morphism , which may be referred to as the

reduction map. We will denote the image of under
the reduction map by , and call the reduced polynomial
corresponding to .

The set is obviously a -basis of and hence
every can be uniquely written as ,
where for each and for all except
finitely many ’s. A monomial for which will be
referred to as a term of , and we let

Note that is the empty set if and only if is the zero
polynomial. For , the (total) degree and the
degree in the variable are given by

and

We shall denote the space of all matrices with en-
tries in by , or simply by . Fix an enumeration

of . The map

defined by

will be referred to as the evaluation map of . It is clear
that the evaluation map defined above is a surjective linear
map, and also that for every . Thus,
the restriction of to is also surjective. In fact, it is
well known that this restriction is injective as well. (See, e.g., [7,
p. 11].) In other words, reduced polynomials can be identified
with functions from to .

Remark 1: Although the reduction map from onto
is -linear, it is not multiplicative, i.e., need not

be equal to , in general. In fact, the product of reduced mono-
mials need not be a reduced monomial. However, if

are polynomials in disjoint sets of variables, then
.
Recall that by a minor of of order we mean the deter-

minant of an submatrix of . A minor of of order is
sometimes referred to as an minor of . For , let

be the subset of consisting of all minors
of , where, as per standard conventions, the only 0 0 minor
of is 1. For , we define

and to be the -linear subspace of gener-
ated by . Often and will just
be denoted by and , respectively. Observe that

for all and . In partic-
ular, . Next, we record the following basic
result. It is an easy consequence of Lemma 2 of [2] and its proof
together with [2, Lemma 3].
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Proposition 2: For every , the elements of
are linearly independent. In particular

and

Thanks to Proposition 2, every is a unique
-linear combination of the elements of , say

where for every . We define the support
of to be the set

Note that the support of is the empty set if and only if is
the zero polynomial. Also note that for and

, the sets and coincide only when
.

For any nonnegative integer , the image of
under the evaluation map will be denoted by
and called the affine Grassmann code of level . As in [2], we
will write and refer to this simply as
the affine Grassmann code (corresponding to the fixed parame-
ters and , or equivalently, and ). The following result is a
consequence of Proposition 2. Its proof is similar to that of [2,
Lemma 7], and is hence omitted.

Proposition 3: For each , the affine Grass-
mann code of level is a nondegenerate linear code of length
and dimension given by (3).

Finally, in this section, we review some basic facts about gen-
eralized Reed–Muller codes, which will be useful in the sequel.
First, recall that for any nonnegative integer , the

-order generalized Reed–Muller code of length , denoted
or simply , is the image of

under the evaluation map . Some of its funda-
mental properties are the following.

Proposition 4: Let be a ,
and let be unique integers such that

and . Then
1) is nondegenerate linear code of length and

In particular, if , then the dimension of
is .

2) The minimum distance of is and
the number of minimum-weight codewords of is

given, in terms of the Gaussian binomial coefficients (de-
fined in (2)), by

if

if .

3) If , then the (permutation) automorphism group of
is isomorphic to the affine general linear group

of transformations of the form
, where and .

4) The dual of is .
5) Write , where is a prime number and . Then

is generated by its minimum-weight codewords
if and only if or or or

.
A proof of the assertions in Proposition 4 can be found, for ex-
ample, in: [1, § 5.4] (parts 1 and 4), [4] (part 2), [3] (part 3), and
[5] (part 5).

III. MINIMUM DISTANCE

For a positive integer , we shall denote by the
leading principal minor of the matrix . In other words,

is the determinant of the submatrix of formed by the first
rows and the first columns. Also, we set . Often

we write simply as and refer to it as the leading maximal
minor.

Theorem 5: Let be a nonnegative integer . Then, the
minimum distance of is

(5)

Also is a minimum-weight codeword of .
Proof: Let be such that . Then there

is a nonnegative integer such that
is nonempty, but is empty for each .
Choose a minor and let be the
corresponding submatrix of . In view of Proposition
2, any specialization of , obtained by substituting arbitrary
values in for the variables not occurring in , is a
nonzero linear combination of minors of . It follows that

where denotes the (Hamming) weight of a codeword
and denotes the minimum distance of the affine Grass-
mann code corresponding to the matrix .
Using (1) (i.e., [2, Th. 16]) with , we see that
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On the other hand, it is readily seen that and

This yields (5) and also shows that is a minimum-
weight codeword.

It may be tempting to believe that, as in the case of affine
Grassmann codes, every minimum-weight codeword of

is essentially of the form , i.e., it is equal to
, where is the leading principal minor of the

matrix , where for some
and . However, the following example shows
that if , then this need not be the case even when is,
more generally, of the form , where are as
above and .

Example 6: Assume that and let be any
matrix over of rank . Then some 2 2 minor of
is nonzero. Consider . We know from
Reed–Muller theory (or alternatively, [2, Remark 11]) that any
linear polynomial in in which some occurs with
a nonzero coefficient gives rise to a minimum-weight code-
word. In particular, is a minimum-weight codeword of

, where

However, is not the first leading principal minor of any
matrix of the form . Indeed, if this were the case for
some , , and

, then

Consequently, and for and
. But this is a contradiction since it is readily seen

that every 2 2 minor of the matrix is always
zero.

IV. AUTOMORPHISMS

Recall that the (permutation) automorphism group
of a code is the set of all permutations of
such that for all .
Evidently, is a subgroup of the symmetric group
on . In this section, we shall observe that the result
stated in the introduction about the automorphism groups of
affine Grassmann codes being large can be extended a little fur-
ther.

For any , , and ,
define

to be the affine transformation given by

for It is clear that the trans-
formation gives a bijection of
onto itself, and hence there is a unique permutation of

such that

We shall denote this permutation by and for any
, we will often write for the -tuple
.

Lemma 7: Let be a nonnegative integer and let
, , and . Then

.
Proof: From [2, Lemma 18] and with its proof, we know

that if is in , then
. Now consider the product and let be any in-

teger with . Observe that any minor of
is of the form , where is a submatrix of
and is a submatrix of . Hence by the Cauchy–Binet
formula (cf., [2, Lemma 10]), every minor of is a

-linear combination of minors of . Consequently, if
, then . Moreover

It follows that , where
.

Notice that is the identity transformation of ,
where denotes the zero matrix in and (re-
spectively, ) denotes the (respectively, ) identity
matrix over . Moreover, given any ,

, and , we have

(6)

where and . It follows that

is a group with respect to composition of maps. We determine
the group structure of in the following result, which is
an analogue of [2, Prop. 20].

Proposition 8: Let denote the factor group ,
where is the direct product and is the
normal subgroup of given by . Then
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as a group is isomorphic to the semidirect product
, where

is a group homomorphism defined by
.

Proof: It is easy to check that is well defined and that it
is a group homomorphism. Let

be the map given by .
Clearly, is well defined and surjective. Moreover, from (6) it
is readily seen that is a group homomorphism. Finally, sup-
pose is in the kernel of for some ,

, and . Then

(7)

Taking to be the zero matrix in (7), we obtain . Next,
write and and let us fix any
with and . Taking to be the matrix

, with 1 in spot and 0 elsewhere, in (7), we obtain

if
if

(8)

for and . In particular, and
. Now taking in (8), we obtain for .

Likewise, for . It follows that and are
diagonal matrices. Furthermore, thanks to (8), we have

and , and
therefore and for some . This
shows that the coset of in is the identity element.
Thus, is an isomorphism.

It may be noted that is a 1-D code of length
spanned by and thus its automorphism group

is the full symmetric group . For affine Grassmann codes of
level , one has the following partial result, which extends
[2, Th. 21].

Theorem 9: Let be a . Then, the au-
tomorphism group of contains a subgroup isomor-
phic to . In particular

(9)

Proof: In view of Lemma 7, gives a
natural map from into . It is readily
seen that this map is a group homomorphism. So it suffices to
show that this homomorphism is injective. To this end, suppose

is the identity permutation for some ,
, and . Then

for all , i.e.,

for all and all . By letting vary over
all possible 1 1 minors, we see that (7) holds. Hence
is the identity transformation of . Finally, (9) follows from
Proposition 8.

Remark 10: It may be tempting to believe that
is isomorphic to for any . But

already when , we know from part 3 of Proposition 4 that

and the latter is, in general, much larger that .
Even when , one can see as fol-
lows that can be
larger than . Consider the permutation of
induced by the transpose map, i.e., such that

. It is clear that the minors
of are minors of , and hence is an automorphism of

. If were equal to for some ,
, and , then as in the proof of

Theorem 9, we obtain

for all . Taking to be the
zero matrix, we conclude that . Further, since linear poly-
nomials are reduced and hence determined by the corresponding

-valued function on , we see that . In
particular, writing and , we see that

Consequently, for any , we obtain
and if . This, in turn, implies that

and are diagonal matrices. But then the entry
of is , which cannot always be since

. This shows that does not belong the subgroup of
corresponding to . At any rate, the

complete determination of and more generally,
of for , remains an open question.

V. DUALITY

In this section, we shall explicitly determine the dual of any
affine Grassmann code and compute its minimum distance. Let
us begin by observing that the monomial

is reduced and that is a reduced monomial if and
only if divides . We may refer to as the full product. Note
that for

and also that

(10)
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The usual “inner product” on corresponds to the symmetric
bilinear form on the -linear space given by

The dual of corresponds, via the -linear isomor-
phism of , to the subspace

(11)

of . We shall now proceed to determine an explicit
-basis of this subspace. The first step is to recall the following

well-known result (cf., [4, Lemma 1.6]).

Proposition 11: Let be a reduced monomial.
Then

if
if .

We have noted in Remark 1 that need not be equal to
for arbitrary . The following useful lemma shows
what is the best that we can do in a special case.

Lemma 12: Let be such that . Then
there is a divisor of such that . Moreover, if is
square-free and if , then .

Proof: For , let and
. Since and are reduced, it follows that

if
if .

On the other hand, since , we see that
for all . Hence is a

divisor of and it clearly satisfies . Finally, suppose
is square-free and , but . Then, there is a variable

that divides , but not . Now since , we see that
. But then , which contradicts

the assumption that , since .

Given any nonnegative integer , define

(12)

It is clear that elements of are reduced monomials;
we shall refer to them as forbidden monomials with respect to
the affine Grassmann code of level . This terminology is justi-
fied by the following result.

Lemma 13: Let be a nonnegative integer and
let be such that . Then,

.
Proof: Let and let . Now

is reduced and if it were equal to , then by Lemma 12,
for some divisor of . But this contradicts the assumption

that because the divisor of a term of a minor
in is also a term of a minor in . Thus, in
view of Proposition 11, we obtain .
Consequently, is in the subspace of given by (11),
and so .

Already, we have enough information to show that affine
Grassmann codes are almost always self-orthogonal. More
precisely, we have the following.

Theorem 14: Let be a . Then, the
affine Grassmann code of level is self-orthogonal
if and only if is different from ,
and .

Proof: First, if , then is the one-dimen-
sional code spanned by the all 1-vector in and
this is clearly self-orthogonal. Now suppose . Observe that
if is any forbidden monomial, then

In particular, if , then no reduced monomial of
degree is forbidden. On the other hand, is
spanned by the evaluations of minors of size , which, in turn,
are -linear combinations of reduced monomials of degree

. Hence, by Lemma 13, we can conclude that
when . Now suppose .

Since , the only possible values of are
, , , and . For the first

3 values, one finds , and
hence, is not self-orthogonal in these cases. When

, the code is spanned by
the evaluations of and the minor

. The first five are nonforbidden reduced
monomials; hence by Lemma 13, they are in . A
direct verification shows that , since . Thus

is self-orthogonal when .

Although the nonforbidden monomials give rise to linearly
independent elements of the dual of an affine Grassmann code,
they fail to span it. To extend these to a basis, one needs to
add certain binomials such as the polynomial in the proof
of Theorem 14. A general definition of these binomials is given
in the following.

First, let us introduce some notation, which will be useful
in the sequel. For any nonnegative integer , denote, as
usual, by the set of all permutations of . Further,
given any minor of and any , denote by

the signed term of corresponding to the permutation
. For example, , where

is the leading principal minor of . We will denote by the
identity permutation and, by abuse of language, regard it as an
element of for every nonnegative integer . In particular, for
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any minor of , the corresponding signed term is
precisely the product of the variables on the principal diagonal
of the submatrix corresponding to . Define

Clearly, if and in particular, if . If
and if is a nonidentity permutation, then is a reduced
polynomial with exactly two terms, each of which is a forbidden
monomial up to multiplication by . We may refer to as
the binomial corresponding to the minor and the permutation

.

Lemma 15: Let be integers such that
, and let and . Then,

.
Proof: Clearly, it suffices to show that for

all . So let us fix some minor of ,
where . Also let denote a permutation of . We
will distinguish two cases.

Case 1: : Since is a square-free mono-
mial, it follows from Lemma 12 that
only when , which, in turn, is possible only
when , , and . Consequently, in view
of Proposition 11, we see that if ,
whereas

Case 2: : In this case, it follows from Lemma 12 that
only when divides . If

denotes the submatrix of corresponding to the minor
involving the rows indexed by , and columns in-

dexed by , then the permutations corresponding to the
terms of can be thought of as bijections of
onto . With this convention in mind, it is readily seen
that divides if and only if , ,
and , where is an submatrix of and is the re-
striction of to . Consequently, in view of Proposition
11, we see that for precisely
permutations obtained by extending to by
permuting randomly. It follows that

This completes the proof.

We are now ready to describe an explicit -vector space
basis for . In fact, this is given by the nonforbidden
monomials and the binomials. More precisely, for a nonnegative
integer , we let

where is the set of nonidentity permutations of
; also let

Note that is a subspace of and, in partic-
ular, it is -isomorphic to its image in under the evaluation
map. Now we have the following explicit description of the dual
of an affine Grassmann code of any given level.

Theorem 16: for
.

Proof: Fix a nonnegative integer . Let us first show
that the elements of are linearly independent. Sup-
pose

for some , where varies over
. Then

(13)

where, for and , we have put
. Now observe that (13) is a linear combina-

tion of distinct monomials. Hence, we must have and
for all relevant parameters and .

To complete the proof, it suffices to show that the cardinality
of coincides with the dimension of the subspace
of given by (11). To this end, let us first note that a
forbidden monomial is completely determined by an minor
of and by one of its terms. Since has exactly
minors, we see that

On the other hand, the binomials are determined by an
minor of and a nonidentity permutation of . Thus

Combining the last two equations, we see that is
the expression on the right in (10), as desired.

We shall now proceed to determine the minimum distance of
the dual of an affine Grassmann code. As a warm-up, it may
be noted that the Singleton bound shows already that for any
nonnegative integer

This indicates that the minimum distance is rather small and it
does not grow with . In the trivial case , we obtain 2
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as an upper bound, and it is readily seen that this is attained.
Indeed, is the 1-D code of length spanned by

and its dual contains no codeword of weight 1. An-
other trivial case is when and . In this case,

, while . Barring these, it
will be seen below that the minimum distance is always 3 or 4.

Theorem 17: Let be a positive integer . Then, the min-
imum distance of the -ary code is given by

if
if and .

Moreover, if and if are any distinct elements
of , then is a minimum-weight codeword of

, where

(14)
On the other hand, if and , then there are distinct

such that or , and moreover
for any such , if we let

(15)

then is a minimum-weight codeword of .
Proof: Let us assume that either or that and

. This ensures that . Now, observe
that every element of is either a reduced mono-
mial of degree or a difference of two reduced
monomials of . Hence, it follows from
Theorem 16 that is a subcode of the generalized
Reed–Muller code . Consequently, from
part 2 of Proposition 4, we see that

if
if and .

To complete the proof, it suffices to show that the evaluations
of (14) and (15) give codewords of (Hamming) weight 3 and 4,
respectively.

To begin with, suppose and let be any dis-
tinct elements of . Since , it
is clear that defined by (14) is in and is, in fact, a
reduced polynomial. Moreover, . On the
other hand, since the terms of any minor are square-free mono-
mials, every forbidden monomial must satisfy

for all and . It fol-
lows that is a -linear combination of nonforbidden re-
duced monomials and in particular, it is in . More-
over, if , then if and only
if for all and . Thus
we conclude that is a codeword of of
weight 3.

Next, suppose and . The existence of distinct
such that or is obvious;

for example, we can take , and

. Moreover, for any such , the monomial
contains two variables from the same row or from

the same column, and hence it can never be the term of any
minor of . Consequently, the reduced monomial defined by
(15) is nonforbidden and is a codeword of .
Furthermore, if , then if and
only if for all different from and

. Thus, we conclude that is of weight 4.

VI. GENERATION BY MINIMUM-WEIGHT CODEWORDS

In this section, we will show that the affine Grassmann codes
as well as their duals have the property that the codewords of
minimum weight generate the code. The case of affine Grass-
mann codes is easy and in fact, it is shown below that the result
holds more generally for affine Grassmann codes of any level.

Theorem 18: Let be a nonnegative integer . Then,
the minimum-weight codewords of generate

.
Proof: The code is generated by as

varies over the minors of for . We
proceed by decreasing induction on ( ) to show
that is in the -linear span of minimum-weight code-
words of for every minor of . To begin
with, if , then is the leading principal minor of

for some permutation matrices
and . Hence, Lemma 7 shows that dif-
fers from by an automorphism of ; con-
sequently, by Theorem 5, is itself a minimum-weight
codeword of . Now, suppose and the result
holds for the minors of . Let and

denote, respectively, the row and column indices of
corresponding to the minor . Since , we can choose
a row index distinct from and a column index dis-
tinct from . Consider , where is the
matrix whose entry is 1 and all other entries are 0. Let

(respectively, ) be the minor of (re-
spectively, ) corresponding to the row indices
and column indices . Observe that .
From the induction hypothesis together with Lemma 7, it fol-
lows that both and are in the -linear span of
minimum-weight codewords of , and therefore, so
is .

Remark 19: Affine Grassmann codes are closely related to
Grassmann codes, and this connection was explained in [2, Sec.
VII]. We remark here that a result analogous to Theorem 18
holds for Grassmann codes as well. To see this, it suffices to
note that by a result of Nogin (see, e.g., [6, Cor. 19]), the min-
imum-weight codewords of the Grassmann code cor-
respond precisely to the decomposable elements in the exterior
power and evidently, these decomposable elements
span the corresponding function space

.
As indicated in the Introduction, an analogous result for

the dual of is not true, in general. However,
the minimum-weight codewords of do generate

. In other words, a result analogous to Theorem
18 holds for the duals of affine Grassmann codes (of level ).
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This, in fact, seems much harder to prove and we will need a
number of auxiliary results, which will be spread over the next
three subsections. The first subsection contains lemmas of a
general nature concerning generating sets and bases for certain
spaces of polynomials. Next, we show that the evaluations of
certain nonforbidden monomials with respect to
are generated by the minimum-weight codewords. Finally, the
binomials in are dealt with in the last subsection,
where we conclude with the main result of this section. Wher-
ever possible, we will consider affine Grassmann codes of an
arbitrary level so as to make it clear what works in general and
what goes wrong when as opposed to .

Before proceeding with generalities, and as a warm-up, let
us consider the case of . Here, is the one-
dimensional code of length spanned by
and .
Thus, if denotes the standard basis of , then

are minimum-weight codewords and these
clearly generate .

A. Generators and Bases

Let be an indeterminate over and a nonnegative in-
teger. Denote by the space of polynomials in with co-
efficients in , and by the subspace of polynomials in

of degree . Also, denote by the set of monic
polynomials in of degree having distinct roots in .

Lemma 20: Assume that . Then, spans
.

Proof: Since , we can choose distinct elements
from . The polynomials

are elements of . Moreover, it is easily seen that they
are linearly independent in the -vector space . Since

, the lemma follows.

Corollary 21:
and moreover, is an -basis of .

Proof: For each , the polynomial
is clearly monic of degree and its roots are precisely the
elements with . It follows that

. In particular,
. Hence by Lemma 20 and its proof,

is a -basis of .

Remark 22: For , the set is a basis of
if and only if or . The case is

trivial whereas was noted above. For the converse,
it suffices to observe that
when . In general, for , upon letting

, one can write

(16)

This representation is particularly useful for large values of
. It may be noted, however, that for a given polynomial in

, the corresponding and the -element subset
of is not unique.

We now derive a multivariable analogue of Lemma 20.
To this end, let be a positive integer and in-
dependent indeterminates over , and let be
nonnegative integers. Denote by the space
of polynomials in with coefficients in and
by the subspace of polynomials

with for . Also,
let

Lemma 23: Assume that for . Then,
spans .

Proof: is generated by mono-
mials of the form with for ,
and by Lemma 20, each factor of such a monomial is a

-linear combination of elements of .

As in Remark 22, it may be noted that
is a basis of

if and only if or .
In particular, is a basis of the
space of all reduced polynomials
in with coefficients in . The following lemma
gives several other bases for this space. As in Section II,
for any , we denote by the reduced
polynomial in corresponding to . Note that
if is a homogeneous linear polynomial,
i.e., if for some ,
then . In particular, can be identified with the
functional that maps to

.

Lemma 24: Let be a
set of linearly independent homogeneous linear polynomials.
Then, the set

is a basis of .
Proof: Since the linear polynomials are lin-

early independent, the map given by
is a -linear isomorphism of onto . Hence, given any

, there exists such that .
Now let a relation be
given, where for all (with

). Evaluating the given relation at ,
we find . Conse-
quently, the polynomial
vanishes at all points of . Since for

, this is only possible if for all
. Thus, is linearly independent. Finally, since
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, the lemma
is proved.

B. Nonforbidden Monomials

Let us fix a positive integer . From Theorem 16,
we know that , where

is the space spanned by the nonforbidden mono-
mials and the binomials, or more precisely, by . Let

denote the set of all such
that is a minimum-weight codeword of ,

and let denote the subspace of

spanned by .
We begin with a useful characterization of the nonforbidden

monomials. To this end, let us first make a definition. We say
that a reduced monomial is maximal nonforbidden
with respect to if

(17)
or if there are such that

(18)
It may be noted that in (ii) above, the possibility

is not excluded (except when ).

Remark 25: When , i.e., in the case of affine Grassmann
codes, possibility (i) does not arise at all, whereas when ,
we can combine (i) and (ii) to simply say that is a reduced
monomial of degree .

The terminology in the above definition is justified by the
following.

Lemma 26: A reduced monomial in is nonforbidden
with respect to if and only if it divides some max-
imal nonforbidden monomial with respect to .

Proof: For a monomial and for and
, let us denote by the row-degree of (i.e., the

number of variables, counting multiplicities, from the row
of appearing in ) and by the column-degree of .
Observe that a monomial is a term of a minor of
size , i.e., for some , if and
only if , for all and for
all . Hence, if is a reduced monomial,
then

In other words, a reduced monomial is nonfor-
bidden with respect to if and only if (a)

, or (b) for some
, or (c) for some .

To conclude, it suffices to observe that for any , we
have the following. If divides a monomial satisfying (17), then
(a) holds. On the other hand, if (a) holds but neither (b) nor (c)

holds, then divides a monomial satisfying (17). Finally, di-
vides a monomial satisfying (18) if and only if (b) or (c) holds.

We will now proceed to show that nonforbidden monomials
of type (ii), i.e., those that divide a maximal nonforbidden mono-
mial given by (18), are generated by the minimum-weight code-
words. In what follows, we will tacitly use the obvious fact that
the (permutation) automorphisms of a code and its dual are iden-
tical and that minimum-weight codewords are always preserved
by an automorphism. Furthermore, we will make frequent use of
the automorphisms of given by Lemma 7, i.e., the
automorphisms induced by the transformation ,
where , and . It
is convenient to treat the binary and the nonbinary cases sepa-
rately.

Lemma 27: Assume that and that . Suppose
is as in (18) and divides . Then,

.

Proof: First, observe that , thanks to
Theorem 17. We use (finite) induction on

to show that . If ,
then and there is nothing to prove. Assume that
and that the result holds for smaller values of . Since ,
there is a variable that divides . Write . By

induction hypothesis . Hence, the poly-

nomial, say , obtained from when is changed to is
in for every . Now take to

be the matrix whose entry is 1 and all other entries

are zero. Then, , and so .

Lemma 28: Assume that . If is such
that for some , then is in

.
Proof: Applying an automorphism induced by

, where and are
suitable permutation matrices, we may assume, without
loss of generality, that . In view of Corol-
lary 21, Remark 22 and Lemma 23, we see that the space

of all reduced polynomials of
degree in the last variable is spanned by the
products of the form

where vary over and the constants vary over
with . But these products are precisely of the

form (14) up to an automorphism induced by ,
where . In fact one can choose .
Hence, from Theorem 17, we obtain the desired result.

The above lemma shows that if and if a reduced
monomial divides a maximal nonforbidden monomial of the
form for some , then is generated by min-
imum-weight codewords of . This covers, in par-
ticular, the case when (so that ). It only re-
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mains to consider the case of reduced monomials dividing max-
imal nonforbidden monomials of the form , where

are distinct elements of and where .

Lemma 29: Assume that and that . Suppose is
a maximal nonforbidden monomial of the form ,
where are distinct elements of such that

or . Then, every divisor of is in .
Proof: First, suppose . Applying an automorphism

induced by , where and
are suitable permutation matrices, we can and will as-

sume that . Let
and let

(19)

be any reduced monomial in the variables
. By Lemma 28,

. Consider the matrix

obtained from by adding the column to the last
column (so that for , if
and ). Clearly, is obtained from
upon multiplication by an elementary matrix in
on the right, and hence induces an automorphism
of . Consequently, the corresponding reduced
polynomial is generated by the minimum-weight codewords,
i.e.,

where Now since and

are polynomials in disjoint sets of
variables, in view of Remark 1 and the binomial theorem, the
polynomial

is in . Moreover, by Lemma 28, each term in
the above expansion, except possibly the term corresponding to

, is in . It follows therefore that the term

corresponding to is also in . In other

words, . Finally, since

the , , are clearly linearly independent, it follows
from Lemma 24 that polynomials of the form , where
is of the form (19), form a basis of the space of reduced poly-
nomials in . Hence, we conclude that any di-

visor of is in . The case when is
proved similarly.

Corollary 30: Every nonforbidden monomial with respect to
is in the -linear span of minimum-weight code-

words of .
Proof: We have noted already in Remark 25 that when
, the only maximal nonforbidden monomials with respect

to are those of type (ii), i.e., those given by (18).
Hence the desired result follows from Lemmas 26–29.

C. Binomials

Fix a positive integer . Recall that the basis
of consists of the nonforbidden monomials with
respect to and the binomials

where varies over the minors of with
and varies over the nonidentity permutations of

. The two monomials appearing in such a
binomial are forbidden and, therefore, do not correspond to a
codeword of . However, the binomials themselves
correspond to codewords of , and we will show
that they are generated by the minimum-weight codewords. We
begin with an elementary algebraic observation, which will be
useful in the sequel.

Lemma 31: Let be independent indeterminates over
. Consider the polynomial

. Also let

(20)

Then, the reduced polynomial corresponding to is given by

where is a reduced polynomial such that
every satisfies or .

Proof: Expanding and by the bi-
nomial theorem, we see that

Considering separately the terms in the double summation
above corresponding to ,
and upon letting denote the sum of the remaining terms, we
readily obtain the desired result.

Lemma 32: Assume that . Let be an integer such that
and let . If are such that

is a transposition, then

Proof: Applying an automorphism induced by
, where and are suitable

permutation matrices, we may assume that , i.e., is
the leading principal minor of . Next, by a similar trick,
we may assume that is the identity permutation and is a
transposition in , say . Let us denote the indeterminates

and by and , respectively. Also let
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. With these simplifications
and notations,

where is as in (20). More precisely

(21)

with a reduced monomial dividing . On the
other hand, by Lemmas 27 and 29, any divisor of is in

. In particular, is in

, for any reduced monomial in the

variables . Now if is the
matrix obtained from by adding the row to the row,
then induces an automorphism of and
therefore in view of Remark 1

is in Moreover, by Lemma 24, the reduc-

tions form a basis of the space of reduced polynomials in
. Consequently, can be replaced by an

arbitrary reduced monomial in , and, in par-
ticular, by the monomial from (21). This, in view of Lemma
31, shows that

(22)

where is a reduced polynomial each of whose term
has -degree or -degree . By Lemmas 27 and 29,
the first two terms in the above sum are in
and moreover, so is , thanks to Lemma 28. It is now clear that
(21) and (22) yield the desired result.

An application of a classical result concerning permutations
now yields the main result of this subsection.

Lemma 33: Let be a nonnegative integer and let
and . Then, the binomial is in

.
Proof: If , then is necessarily the identity permu-

tation and . Now assume that and .
Then, is a nonempty product of transpositions in , say

. Define and for
. Then, is a transposition for ,

and hence using Lemma 32, we see that

is in .

We are now ready to prove the main result of this section.

Theorem 34: is generated by its min-
imum-weight codewords.

Proof: Follows from Corollary 30 and Lemma 33.

In the discussion before Section VI-B, we have noted that
is generated by its minimum-weight codewords.

Moreover, analyzing the proofs of the results in this section, it
can be seen that is generated by its minimum-
weight codewords. It is, however, easier to derive the result for

directly
from Theorem 34 as shown below.

Corollary 35: For any positive integer , the Reed–Muller
codes and are linear codes gen-
erated by their minimum-weight codewords.

Proof: Taking and in Theorem 18, we see
that is generated by its minimum-weight codewords.
Moreover taking and in Theorem 34, we see
that is
generated by its minimum-weight codewords.

Remark 36: For the intermediate levels, generation by
minimum-weight codewords is not true, in general. More pre-
cisely, if , then the minimum-weight codewords of

need not generate . For example,
if and , then the affine Grassmann
code is a -code, while its dual is
a -code, and a computer verification shows that
the number of codewords of weight 4 in and

is the same! Hence, the minimum-weight code-
words of just generate . In general,
we have

and it seems plausible that for , the minimum of
weight codewords of generate the smallest of
these codes, namely, . In fact, the results of this
section seem to show that the binomials and the nonforbidden
monomials of type (ii) are generated by the minimum-weight
codewords of for any . In particular,
they are generated by the minimum-weight codewords of

. The difficulty arises due to maximal nonforbidden
monomials of type (i), i.e., those given by (17). At any rate, a
complete determination of the minimum-weight codewords of
duals of affine Grassmann codes of any level and of the space
generated by them could be an interesting problem.
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