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Abstract

This thesis is focused mainly on the study of the electrocatalysts or photoelectrocatalysts
for water electrolysis. The overall process is divided in two: hydrogen evolution at cathode
(HER) and oxygen evolution at the anode (OER). The total energy input to evolve one
oxygen and one hydrogen molecule is 4.92 eV . The efficiency of the overall energy
conversion reaction is mainly determined by the overpotential at the anode. It is therefore
of paramount importance to develop catalysts for the anode reaction, even though the
wanted product is the hydrogen produced at the cathode. Our tools are density functional
theory (DFT) and thermodynamic models to calculate the surface structures and reaction
intermediates on different surfaces. The theoretical standard electrode and the standard
reduction potentials for different species (taken from tables) are used to model the
thermodynamics of electrochemical cells.

Based on the relation between the adsorption energies of intermediates present
during oxygen evolution reaction on different surfaces (rutiles, perovskites, spinel, rock
salt) we developed a single descriptor AGo*-AGho to screen through different materials
suitable for OER. We calculate the theoretical overpotentials and we compare
qualitatively with the experimental values. We obtain a good agreement as concern their
trends towards OER. The intermediates that relates one to each other by a value of 3.2
eV in terms of binding energies are HOO* and HO¥*. The intermediate that makes the
connection between them is O*. The HOO* and HO* levels move in the same time, in the
same direction with approximately the same magnitude, while O* level moves differently.
These three levels define the lowest possible theoretical overpotential for OER. Thereby
among the best catalysts are: RuO2, Co304 LaNiO3z, SrCoOs3, SrNiO3z, IrO2, MnOa2. For
rutile oxides, based on scaling relations between different oxygen species that bind on
the surface, we derived another descriptor to construct the generalized surface stability
diagram for different potentials and different pH’s. Close to the oxygen evolution
potential, the surface structures changes when going from weak to strong bindings. We
investigate the possible changes in mechanism and we show it doesn’t affect significantly
the magnitude of the overpotential for OER.

Using the same model we perform studies on IrxRu1.xO2 mixtures(x = 25%,50% and
75%). The previous studied oxides have on the surface only one type of atom. For these
mixtures two different metal atoms are present on the surface. Our studies show that the
activities of these alloys depend on the arrangements of the atoms on the (110) surface
across the active and inactive sites. When only Ir or Ru are present on the active sites the
activity of the surface approaches the activity of pure oxides and is not strongly
influenced by the host atoms placed in the inactive sites. When the two atoms are next
neighbors on the cus sites, the activity is dictated by Ru center and approaches that of
pure RuOa. For the same mixtures we show that Ir has the tendency to segregate to the
surface. Across the surface under the influence of the adsorbed intermediates Ir tend to
migrate towards the active sites. This shows a high probability for the surface to be
enriched in Ir and after a certain concentration of Ir the activity is close to that of pure
IrO2. We consider the kinked surfaces, because the corrosion takes place at these sites. In
these mixtures we show that Ir atoms migrates towards kink sites. These structures achieve
an increase resistance towards corrosion in comparison with pure RuO2 and pure IrOo.

Separately we have studied the Mn,O, oxides. When the potential is shifted
towards positive values, their oxidation state change gradually: +2, +2 and +3, +3, +4.
This property allows them to be used as bi-functional catalysts for oxygen reduction and
oxygen evolution reaction. They are cheap, abundant and are stable during the operating



conditions. During ORR Mn;O3 is the most stable phase, while during OER MnQO> is the most
stable one. We construct the surface phase diagrams for these oxides to identify the most
stable surface configurations at these potentials and we calculate the activities. When
compared with the best catalysts for ORR and OER, Mn2O3 perform better than Ru and
approaches the activity of Pt (which is the best) while MnO2 approaches the activity of
RuO; for OER. We included some experimental data to confirm these findings. In
conclusion their high activities make them promising catalysts for these applications.

In the last part of this work we dealt with chlorine and bromine evolution on (110)
rutile surfaces. Oxidation of water at the catalysts sites competes with chlorine /bromine
adsorption and modifies the nature and the availability of the active sites. We show that
the adsorption of different chlorine/bromine species and the adsorption of hydroxyl
groups at the cus sites are linearly correlated. The stability surface diagrams were
constructed using the oxygen binding energy as a reference. They are divided in two main
zones: one where the selectivity towards CIER/BrER is high and the other one where
surfaces are more selectively for OER. Based on this we suggest a model describing both
water oxidation and chlorine /bromine evolution to predict the selectivity towards one of
these reactions. The model manages to give an explanation for different achievable
selectivities.

Vi



Abstract

Denne afhandling fokuserer hovedsageligt p& studiet af elektrokatalysatorer og
fotoelektrokatalysatorer  til  vandelekirolyse. Overordnet er processen todelt:
Hydrogenevolution ved katoden (HER) og oxygenevolution ved anoden (OER). Det
samlede energiinput, der skal bruges til at udvikle et oxygen- og et hydrogenmolekyle er
4,92 eV. Effektiviteten af den overordnede energiomdannelsesreaktion bestemmes
hovedsageligt af overpotentialet p& anoden. Det er derfor afgerende at udvikle
katalysatorer ftil anodereaktfionen, selv om det gnskede reaktionsprodukt er hydrogen,
som produceres ved katoden. Som vcerktgjer bruger vi teethedsfunktionalteori (DFT) og
termodynamiske modeller fil at beregne overfladestrukturerne og
reaktionsintermedicererne pé& forskellige overflader. Den teoretiske standardelektrode
samt standardreduktionspotentialer for forskellige stoffer (som tabelveerdier) bruges til at
modellere de elektrokemiske cellers termodynamik.

Baseret pd& relationen mellem de intermedicerers adsorptionsenergier, som er til
stede under oxygenevolutionsreaktionen pé& forskellige overflader (rutiler, perovskitter,
spinell, natriumchlorid), har vi udviklet en selvstcendig deskriptor for AGo* - AGho* til at
kunne screene for materialer, der er egnet til OER. Vi har udregnet de teoretiske
overpotentialer og sammenlignet kvantitativt med eksperimentelle vcerdier. Vi opndede
god overensstemmelse i deres tendenser for OER. Intermedicererne, hvis bindingsenergier
ligger 3.2 eV fra hinanden, er HOO* og HO*. En anden intermedicer, der forbinder dem,
er O* HOO*- og HO*-niveauerne cendres p& samme tid og i samme retning og omtrent
lige meget, mens O*-niveauet cendres anderledes. Disse tre niveauer definerer det
mindste mulige teoretiske overpotential for OER. Heraf sluttes at RuO2, CO304, LaNiO3,
SrCo0Og3, SrNiO3, IrO2 og MnO> herer til de bedste katalysatorer. For rutiloxiderne har vi
pd& baggrund af skaleringsrelationer udledt en anden deskriptor til at konstruere det
generaliserede overfladestabilitetsdiagram for forskellige potentialer og forskellige
pH'er. Ncer oxygens evolutionspotential, nér bindingen gér fra svag ftil steerk, cendres
overfladestrukturen. Vi underseager mulige cendringer i mekanismen, og viser at den ikke
pé& afgerende vis pévirker starrelsen af overpotentialet i OER.

Med samme model undersager vi blandingerne IrxRu1.xO2 (x = 25 %, 50 % og
75 %). Oxiderne fra fer har kun en enkelt type overfladeatom, mens blandingerne i dette
tilfcelde har to. Vores undersggelse viser at aktiviteterne af disse legeringer afhcenger af
hvordan atomerne pé& (110)-overfladen er fordelt pd aktive og inaktive steder. Nér Ir
eller Ru alene er til stede pd de aktive steder, ligger overfladens aktivitet ncer de rene
oxiders, og afhcenger kun svagt af typen af veertsatomer pé& de inaktive steder. Nar de
to atomtyper er naboer p& cus-stederne, dikteres aktiviteten af Ru-centeret, og gdr imod
centret for ren RuO2. For de samme blandinger har vi vist, at Ir har en tendens til at
segregere til overfladen. Over hele overfladen har Ir under pédvirkning of de
adsorberede intermedicerer en tendens til at vandre mod de aktive steder. Dette angiver
at der med stor sandsynlighed bar veere flere Ir-atomer ved overfladen, og at aktiviteten
over en vis Ir-koncentration vil ligge tcet p& aktiviteten for ren IrO2. Vi har betragtet
overflader med trin, da korrosionen finder sted pa trinene. | disse legeringer har vi vist, at
Ir-atomer vandrer mod ftrinene. Disse strukturer viser en @get modstandskraft mod
korrosion sammenlignet med ren RuO2 eller ren IrO2.
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Vi har scerskilt undersegt MnxOy-oxiderne. Né&r potentialet gges, cendrer disse
oxider gradvist oxidationstilstand pé& felgende méde: +2, +2 og +3, +3, +4. Denne
egenskab ftillader at de kan bruges som katalysatorer bdéde til oxygenreduktion og
oxygenevolutionsreaktionen. De er billige, findes i store meengder og er stabile under
reaktionsbetingelserne. Under ORR er Mn20O3 den mest stabile fase, mens MnO2 er mest
stabil under OER. Vi konstruerer overfladefasediagrammerne for disse oxider for at finde
de mest stabile overfladekonfigurationer ved disse potentialer, og vi beregner
aktiviteterne. Sammenlignet med de bedste katalysatorer til ORR og OER, er Mn2O3
bedre end Ru, og ligger tcet p& aktiviteten af Pt, som er den bedste, mens MnO> ligger
tcet pd aktiviteten af RuO2 for OER. Vi har inkluderet visse eksperimentelle data som
bekrcefter disse resultater. Som konklusion er stofferne lovende katalysatorer p& grund af
deres hgje aktiviteter til disse anvendelser.

| den sidste del af denne afhandling har vi betragtet chlor- og bromevolution pé
rutiloverflader. Oxidation af vand pd& katalysatoren konkurrerer med chlor-
/bromadsorption, og cendrer typen og tilgcengeligheden af de aktive steder. Vi viser at
adsorption af forskellige chlor-/bromholdige stoffer samt adsorption af hydroxylgrupper
pé& cus-stederne er linecert korreleret. Stabilitetsoverfladediagrammerne blev konstrueret
med oxygenbindingsenergien som reference. De er inddelt i to hovedzoner: En hvor
selektiviteten mod CIER/BrER er hgj, og den anden hvor selektiviteten for OER med sterre
sandsynlighed finder sted. P& baggrund af dette foreslar vi en model, der beskriver béde
vandoxidation og chlor-/bromevolution ved brug af den tidligere udviklede deskriptor for
OER. Modellen forklarer hvorfor potentialet for chlor/brom er lavere end potentialet for
oxygenevolution.
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1 Introduction

The hydrogen element one of the simplest element and the only one for which the
Schrédinger equation can be solved without any approximations. Nowadays in its
molecular form offer a pathway to enable the use of clean energy systems to reduce CO;
emissions but also as an alternative to fossil fuels which are finite and increasingly
expensive. A recent energy report predict that if everyone will consume as much energy
as the average Singaporean and U.S. resident, the world’s oil reserves would be depleted
in 9 year[1]. In the same report a part of the 7th (out of 10) recommendation for a
100% renewable energy is related to transport and urge to support research into
hydrogen and other alternative fuels for shipping and aviation.

Hydrogen can be derived from renewable sources and is fully interchangeable with
electricity: hydrogen can be used to generate electricity while electricity can be used to
produce hydrogen, in conclusion represent one way to storage the renewable power.

In addition to these benefits, challenges exists such as: no existing transport network
for hydrogen fuel, has a lower energy density than conventional fuels, which makes it
bulky to store and transport and electricity — hydrogen — electricity conversion is less
effective than using direct the electricity. Therefore the scenario is to use hydrogen for
applications where: can be used directly near the production sites such as the demand
could be easily integrated with a renewable power network (suitable for central industrial
installations). Hydrogen is a valuable product for producing fertilizers and is a way to
produce sustainable nutrients for the production of biomass for a sustainable bioenergy.
Another way to make it useful is to convert it into methane, the component of the natural
gas by reacting with COa. In this sense steps were done and the current status of creation
is an industrial scale pilot plant consisting of seawater electrolysis and carbon dioxide
methanation [2].

= Desert memmmmmmmmm s Coast close to the desert g
Bt £ g

- ‘ A,

! Methan ation by the reaction
€0y is spontaneousty recovered af hydrogen and carbon dioxide
CHy + 205 — COp + 2Hp0 § CHy & OOy + 4k, = CHy + 2H,0

Figure 1-1 A schematic representation of methane production through hydrogen from
renewable energy [3]

Even if it can be produced from renewable sources at this moment only 4% of the
hydrogen is generated using electrolysis while the rest of it is produced from natural gas
(48%), oil (30%) and coal (18%).When systems that generate renewable electricity
(photovoltaics, wind, hydro, geothermal or other sources that nature can provide us and



we are not aware so far) are integrated with the electrolyzer stacks to split water into
oxygen and hydrogen transform it in a completely clean process. Because the final price
of hydrogen is not yet competitive with the oil price, a lot of work is focused to increase
the efficiently and to make it cost competitively by improving the key materials and
systems [4-7].

One way to convert hydrogen into electricity is to use it in the fuel cell where the

only byproduct is water and heat. The fuel cells have more than double the energy-
efficiency of internal combustion engines and can provide energy at all scales ranging
from micro power sources for small consumers to multi — MW power plants.
Two key materials of this cycle electricity — hydrogen — electricity are the electrocatalysts
for oxygen evolution (OER) and for oxygen reduction reaction (ORR). OER or water
oxidation occurs in water electrolyzers or in regenerative fuel cells to produce hydrogen,
while ORR is the key to achieve the overall fuel oxidation reaction in fuel cells.
Electrocatalysis is one of the aims to identify the primary variable influencing the reaction
rate and represent one way by which the technological costs are decreased. The
consumption or production of electric power is proportional to AUel, where AU is the
voltage applied to the cell and | is the current flowing across the cell. Therefore for a
given | is thus necessary to minimize AU. The potential consists of several components:

AU =AU, +An+AU,, +AU, o

Where: AU, is the thermodynamic potential difference for the given electrode reactions;
An s the sum of the anodic and cathodic overpotentials

AU, is the ohmic drop (IR) in the inter — electrode gap, in the electrodes and the
connections
AU, - stability (i.e. the drift of the voltage due to degradation of the electrode

performance, for fresh electrodes is zero).

In the fundamental research the main term that measures the activity of an
electrocatalyst is the overpotential term. Reduction of this term implies an increase in the
electrocatalytic activity and off course a decrease in the power consumption or when is
seen from the other side hydrogen to electricity an increase in power generation.

The importance of better understanding of ORR/OER is explained by the high
overvoltages developed during the operating conditions, thus the overall efficiency of the
full conversion cycle from electricity to hydrogen and back to electricity is reduced [8].
Moreover, the most efficient catalysts for oxygen electrodes are based on scarce and
expensive group materials such as Pt, Ru and Ir. Development of more active and cheaper
(photo)electrocatalysts for water oxidation or for oxygen reduction is therefore required

[9].

Quantum mechanical simulations based on density functional theory (DFT) have
become an extremely powerful tool to understand, predict and design the properties of
complex materials or devices. Simulation of the catalytic and electrochemical processes
provide significantly challenges to develop new materials for energy storage (for
example one of the most studied systems are the hydrogen storage materials) or for
energy conversion. A rational catalyst design starts from understanding the process at the
atomic level following the important aspects related to catalysis: how active, selective and
stable a catalyst is. DFT allows these insights and can be used to test directly a large
range of catalysts fast and efficiently, with the possibility to develop different models that
can be summarized in a series of descriptors. They can be tabulated and used to screen
other new materials without a large effort. For example the scaling relations between the
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adsorption energies of different adsorbates [10-11] and BEP relations between reaction
barriers and reaction energies [12] allow simple reactions to be well described using a
single parameter (the descriptor) and which can be used to describe the activity of
different materials towards respective reaction. Usually a catalyst has to fulfill more
requirements thereby a number of different descriptors have to be applied to each
candidate. This approach is completed with a list of possible candidates that encounter all
the requirements.

DFT calculations for electrochemical reactions present a higher complexity because
of the charged interfaces between the solid electrode (electrons) and electrolyte(dipole
moment of the solvent and ions). Each side is oppositely charged creating a large electric
field. Within DFT formalism is very difficult to model these interfaces in order to calculate
the electrochemical potential of electrons and ions at a certain potential. This makes
difficult to calculate potential dependent reaction barriers for extended surfaces and to
apply for a large number of systems. In our studies we use a thermodynamic model which
allows us to shift the free energy of the reaction intermediates with respect to potential,
pH, ion concentrations and electric field. With this model we manage to predict
successfully the electrocatalyst activities.

Outline

Chapter 2 — Density functional theory (DFT) basics: Schrédinger equation, Hohenberg —
Kohn, Kohn — Sham equations, implementation of DFT, calculation details

Chapter 3 — Catalysis, heterogeneous catalysis, adsorption energies calculated from DFT
ground state energies, zero point energy corrections, entropy corrections, free energy,
electrocatalysis, computational standard hydrogen electrode, thermodynamic models for
free energy change with potential and pH, thermodynamic model for anion adsorption
and for dissolution of different species from the surface, basics of kinetics of electrode
reactions

Chapter 4 - Oxygen evolution reaction on oxides that have only one type of metal at the
surface. Proposal of reaction mechanism and of the reaction intermediates. Linear scaling
between reaction intermediates. Descriptor derivation. Activity prediction for all oxides
based using the descriptor. Identification of the best materials. Qualitative comparison
between theoretical and experimental trends. Generalized stability phase diagram for
(110) rutile oxides. Other mechanisms that can change the activity trends.

Chapter 5 - Oxygen evolution (OER) on mixtures that have two types of metal atoms at
the surface: IrxRu1-xO2, Ruo.25Tio7502 and lro.25Tio7502. General trends for segregation,
migration and dissolution phenomena on these mixtures. Phase diagrams. Activity
prediction using the previous derived descriptor.

Chapter 6 - Oxygen evolution (OER) and oxygen reduction (ORR) reactions on Mn,O,
oxides. Descriptor derivation for ORR. Surface stabilities. Activity predictions using OER
and ORR descriptors. Comparison with the best existing catalysts for these two reactions

Chapter 7 - chlorine (CIER) and bromine (BrER) evolution. Descriptor derivation for the two
reactions. Surface stability diagrams. Activity prediction. Identification of descriptors to
establish the catalyst selectivity towards CIER /BrER or OER.
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2 Theory

A brief introduction on density functional theory (DFT) is given.

Catalysis is one of the fields where DFT shines a light on. One can obtain information at
the atomic level about the structure of the catalysts, the adsorption energies and activation
barriers of atoms and molecules on different surfaces for different chemical reactions.
Several books and reviews cover this topic [13-18].

2.1 Schrodinger equation

The basic equation on which the fundamentals of DFT lies is the Schrédinger equation
which describes how the quantum state of a physical system changes in time and is the
most complete description that can be given to a physical system. Solutions to
Schrédinger's equation describe not only molecular, atomic and subatomic systems, but
also macroscopic systems, possibly even the whole universe[19]. To solve the equation for
a set of atomic nuclei and electrons, according to Born Oppernheimer approximation the
motions of nucleus and electrons treated separately [20]. For a set of M nuclei the ground
state energy is expressed as a function of their fixed positions E (R1,..., Ru). Thereby the
time independent electronic equation is:

Hy =Ey 2.1

0
Where: H —is the Hamiltonian operator
YW= l/j(l‘l, rz,...,rn)- many body wave function depending on the spatial coordinates

of the electrons and are a set of solutions ({/ ) or eigenstates of the Hamiltonian

E — electronic energy of the system (to each set of solutions correspond an
eigenvalue( Ey))

Because the electrons interact with multiple nuclei and other electrons, the complete
Schrédinger equation is as follows:

{—Z_;me+iV(ri)+iU(ri,r]—)}w=El// 2.2

Where: m — electron mass
1st term — kinetic energy of each electron
2nd term — the interaction energy between electrons and the atomic nuclei
3rd term — the interaction energy between electrons

Y =¢,(r,r,,..,r,) - the electronic wave function which is a function of each

coordinates of all N electrons can be approximated as a product of individual wave
functions.

Some simple questions can be addressed: How many electrons does your system
have? How many dimensions the full wave function requires?2 How many electron — electron
interactions do you have? Would you be able to solve the Schrédinger equation for your
system? If you are interested for example in the H2O molecule, the full wave function is
going to be 30 dimensional function. How large is going to be the system if we want to
place the molecule on a metal surface, consisting of few hundred of atoms? Thereby
solving the many bony Schrédinger equation represents an issue. The term that describes



the electron — electron interaction is one of the most critical and it is worth realizing that
the wave function for any particularly set of coordinates cannot be directly observed and
is also difficult to give the wave function any physical significance. The quantity that can
be measured is the probability density of electrons at a particular position in space, in
terms of the individual electron wave function:

n(r) =250, (O, (1) 2.3

Y, - complex conjugate
2.2 Density functional theory(DFT)

2.2.1 The Hohenberg — Kohn theorems

This method relies on two fundamental theorems published by Hohenberg and Kohn (HK) in
1964 [21] and provides the theoretical foundation for applying the electron density
N(r)instead of the many body wave function to solve the Schrédinger equation. Thereby

the number of variables is reduced from 3N to 3. The first theorem, proved by HK is: ‘The
ground state energy from Schrédinger’s equation is a unique functional of the electron
density’. Restated the ground state energy can be expressed as a functional of the
electron density n(r):

E, = FIn(r)] = En(r),] 2.4

Therefore the ground state electron density uniquely determines all properties
including the energy and wave function of the ground state. The theorem says that such a
functional F of the electron density exists, but does not tell how to find it.

The second HK theorem defines a property of the functional: * The electron density
that minimizes the energy of the overall functional is the true electron density corresponding
to the full solution of the Schrédinger equation’ :

E, = minEn()] e

2.2.2 Kohn — Sham equations

A useful way to write down the functional described by Hohenberg — Kohn theorem is in
terms of single electron wave functions{/; (r) . The energy functional can be written as:

E sl )] :—%2 i + [y e+ [[MN g e gy

r—r'|
2.6
Where 15t term — is the electron kinetic energy
2nd term — the Coulomb interaction between electrons and nuclei (external

potential)
3rd term — the Coulomb interactions between pairs of electrons

and Exc[{‘/ji}] is the exchange correlation functional that include all the many body
effects that are not included in the ‘known’ terms.

But however the exact form of the 3 term in equation 2.7 is not known. This
problem could be solved by applying the next approach.
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Kohn and Sham turn the many body problem to single electron problem [22].
Hence the task of finding the right electron density can be expressed in a way that
involves solving a set of equations and each equation only involves a relation for a single
electron:

~2m

{ e 0% +V(r) +V,, (r) +ch(r)}‘/ji (=&, (r)
2.7

This is similar with equation (2.2) but without summation terms since are single
electron wave functions and depend on only three spatial variables.
Where: V() — the potential which defines the interaction between an electron and the
aftomic nuclei.
Vi — the Coulomb repulsion between the considered electron and the total
electron density defined by all electrons in the problem(Hartree potential):

V, (r):ezf%rl)‘d%'
r-r] 2.8

Therefore corrections of the many body effects of electrons have to be included in
the final potential V,. which defines exchange and correlation contribution to the single
electron equations:

. (r
XC( ) 29

Vye(r) = ()

2.2.3 Exchange correlation energy

The Kohn Sham Scheme is in principle exact, but the expression for the exchange
correlation functional E, is unknown.

There is one case when this functional could be derived exactly: the uniform electron
gas. For this situation the electron density is constant at all points in space, N(r). This is
known as the local density approximation (LDA), in which the XC energy can be written:

E = [£xc((r)n(r)dr 2.10

Where £/2"(n(r)) is the energy of the exchange correlation hole in the homogeneous

electron gas of density n.

Despite this simplicity, LDA describes properties such as lattice constants, vibrational
frequencies and equilibrium geometries of a wide range of physical systems surprisingly
well. Other properties such as dissociation energies of molecules, cohesive energies are not
very well described using this functional.

The best known class of functionals after LDA, uses information about the local
electron density and the local gradient in the electron density. This approach is the
generalized gradient approximation (GGA):

EfS" = [ £ ((r), On(r))dr )11

Because the gradient of the electron density could be included in a GGA functional
in different ways, a large number of such functionals have been developed. Two of the



most widely used functionals are PW91[23], PBE[24-25] and RPBE [26]. The best choice of
functional will depend on the system of interest.

2.2.4 Implementation of DFT

In order to find the right electron density an iterative method is applied:

1. A trial electron density N(r)is constructed

2. The trial electron density is used to solve the Kohn — Sham equations to find the
single particle wave functions ().

3. The Kohn Sham single particle wave functions from step 2 is used to calculate an

electron density, N (r) = ZZlﬂi* (N, (r)

4. Finally the calculated electron density N (r) is compared with the trial electron

density N(r). If they are the same with some small tolerances, this is the ground state

electron density and can be used to compute the total energy. If they are different from
the trial electron density is updated in some way and the loop is repeated again.

2.2.5 Computational approximations

In numerical implementation, the wave functions are expanded using different basis: for
example spatially localized functions(Gaussians) and spatially extended functions (plane
waves). The shape of the cell is repeated periodically in space by lattice vectors: al, a2
and a3. The solution for the Schrédinger equation(the wave function) for this periodic
system has to satisfy the Bloch theorem, which states that the solution can be expressed as
a product of an exponential and a cell periodic part uk(r):

— k)
wi,k(r) _el ui,k(r) 212
The cell periodic function has the property that :
U (r+na, +n,a, +na;) =u,,(r) -is periodic in space with the same periodicity of

the supercell. Is more convenient to solve certain mathematical problems in terms of k
(reciprocal space) than in terms of r (real space). For example to larger lattice vectors in
real space correspond shorter lattice vectors in reciprocal space.

The electronic wave function is written as a sum of plane waves:

U, (r) = Zci,(|<+e)eiGr 2.13
1

Where C; ., are the expansion coefficients, Kis the wave vector in the first Brillouin zone

and G is the reciprocal in the reciprocal wave vectors. So it is possible to solve
Schrédinger equation for each value of k independently and can be expanded in terms

of a special set of planewaves with G[& = 27m, (set of vectors defined in real space
lattice vectors &;)
The total plane wave expansion reads:

Wi (r) = Z:Ci,(|<+cs)eik+Gr 2.14
G
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2.2.5.1 K point sampling

It is important to converge results with respect to kpoint sampling [27-28]. In this thesis
monkhorst pack is used and convergence tests were performed with respect to the number
of k points. Increasing the volume of the cell reduces the number of k points. Exploring the
symmetries in the kpoints can significantly reduce the computational time.

2.2.5.2 Energy cutoffs

The functions from equation (2.14) can be expanded in infinite series of plane waves.
This is not possible in numerical solutions so an energy cutoff to the planewave is critical.
The kinetic energy of the systems is:

h? 2
E= —|k + G| 2.15
2m
Because not all kinetic energies have a physical significance, is needed to truncate the
infinite sum from equation (2.15) and to include only the solutions that have the kinetic

energy lower than a certain value:

e,
E.= %cht 2.16
And the infinite sum from equation (2.15) reduces to:
(1) = D Cpee e 2.17
| G+K[ <Gy

This is another parameter that has to be defined whenever a DFT calculation is performed.
Convergence tests should be done for each system. In general many packages provide
default values. A key point to remember, is whenever a DFT calculation is performed for
multiple systems that are going to be compared, the same energy cutoff should be used
for all systems.

2.2.5.3 Pseudopotentials

Since core electronic wavefunctions have many nodes and in general doesn’t influence the
electronic properties of valence electrons, the so called pseudopotential approximation is
introduced. This method replaces the electron wavefunction from a set of core electrons
with a smoothed wavefunction. This is established so as to match various important physical
and mathematical properties of the true ion core. This approach is greatly necessary to
reduce the computational cost when plane waves are used as basis set. The properties of
the core electrons are fixed in all calculations. This is called the frozen core approximation.
Current DFT codes typically provide a library of pseudopotentials that includes an entry
for almost each element in the periodic table. There has to be defined a minimum energy
cutoff that has to be used in calculations. The most widely used method is based on work
by Vanderbilt and are ultrasoft pseudopotentials that require substantially lower cutoff
energies.



2.2.5.4 Density mixing, electronic temperature and electronic bands

Numerically the Kohn Sham Hamiltonian is solved in an iterative way. By mixing the input
and output density, it is possible to get the new guess for the density with some portion of
the previous guess for the next iteration.

The Kohn Sham orbitals are populated according to the Fermi — Dirac distribution. At
0 K the distribution is a step function and the minimization is slow because of numerical
difficulties. A way to make it easier is to increase the electronic temperature and thereby
the distribution is smoothed. After the energy functional is converged the energy is
extrapolated back to OK. A high electronic temperature speeds up the convergence but a
too high temperature will invalidate the extrapolation. For a temperature higher than OK,
the number of bands considered for calculation must to be increased because at this
temperature some orbitals above Fermi level energy will be occupied.

2.3 Calculations details

The electronic structure is obtained by DACAPO [29] code that uses a planewave
pseudopotential implementation [30-31], with ultrasoft pseudopotentials[32]. All
calculations were performed with RPBE exchange correlation functional [26]. The self
consistent electron density is determined by iterative diagonalization of Kohn Sham
Hamiltonian. Pulay mixing of the resulting electron density and the resulting total energy
extrapolated to zero temperature (kgT = O) is used [33].

In each chapter of the thesis the details of calculations are given. They includes the
sizes of the unit cell, k-point sampling, kinetic energies cutoffs and the cutoff for the
density grid. The structure optimization is done with a Quasi-Newton(QN) algorithm, until
the maximum force of any ion is less than 0.05 eV /A. Corrections for the surface dipole
interaction are applied[34]. The most details can be found in Chapter 3.
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3 DFT calculations for solid surfaces

Surfaces present an increase importance in many fields such as: catalysis, electrocatalysis,
interfaces, membranes, semiconductors, biomaterials etc. One important aspect of catalysis
is to understand the geometry and electronic structure of the clean surfaces and the
interaction with other chemical species. As the molecule approach the surface, the wave
functions of the molecules will overlap with those of the surface. Depending on the strength
of the interaction new set of electronic levels will be formed and will determine the
reactivity of the molecule. Surface science experiments and DFT are often teammates in
many successful projects. A good example is TiO2 surface which is very studied either
experimentally or theoretically because is suitable for many interesting applications [35].
DFT studies are coupled with experimental techniques (STM,LEED,AFM,XPS,TPD) in order to
characterize the surfaces and the dynamics of different reactions or other process that
take place at the surface and manage to provide a better understanding [36-37].
Thereby a good understanding helps to design better surfaces for improved efficiency [1].

In this chapter we introduce in a very simple way the concept of catalysis,
heterogeneous catalysis and its connection with electrocatalysis. We show how to obtain
the adsorption free energies from DFT calculations and how to tune them with respect to
the applied bias, proton (pH) and ion concentrations etc. This is a method that was
previously developed [2].

3.1 Heterogeneous catalysis

A simple definition of catalysis is: ‘Catalysis is the change in rate of a chemical reaction
due to the participation of a substance called a catalyst. Unlike other reagents that
participate in the chemical reaction, a catalyst is not consumed by the reaction itself.
Catalysts that speed the reaction are called positive catalysts’ [3]. Catalysts can be either
heterogeneous or homogeneous, depending weather a catalyst exist in the same phase as
the substrate. We deal with heterogeneous catalysts. The catalysts are solids that act on
substrates in a gaseous or liquid reaction mixture. At the interphase between the solid
surface and the gas phase, atoms and molecules are exchanged[38].

This concept is illustrated in Figure 3-1. The catalyst has to be able to: adsorb CO
and Oz from the gas phase, to dissociate Oz but not to dissociate CO molecule, to allow
for a new bond to form. And the newly formed molecule (CO>) has to be able to desorb
from the surface. Depending on each reaction, an optimum interaction between the
catalyst and adsorbates should be achieved (not too sfrong, or too weak) to allow to
break and form bonds at a specific rate. This concept is called the Saba tier principle and
is illustrated simply in Figure 3-2.

11
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Adsorption Reaction Desorption

Figure 3-1Adsorption of CO and O2 from the gas phase on the catalyst surface,
dissociation of oxygen molecule, reaction between CO molecule and atomic oxygen and
formation of CO2 molecule on the surface of the catalyst, followed by adsorption.

5trohg weak

>

Metal adsorbate bond

Figure 3-2 lllustration of Sabatier effect and which define an optimum interaction between
metal and the adsorbate, which should be optimum not too strong, nor too weak. If too
strong, the surface will be entirely covered with reactants or products, if too weak it won’t be
possible to breake the bonds.
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3.2 Elecironic interaction between solid surface and the molecule from the
gas phase

One way to classify the interaction between an atom or a molecule and a surface is:
physiosorption and chemisorption. Physiosorption is a weak interaction, when no electrons
are shared and contain the effect of a strongly repulsive part when molecule is situated at
a close distance from the surface and attractive interactions such as Wan der Walls, at
the medium distance of a few A. Chemisorption means that atoms form chemical bond
with the surface upon adsorption. This is well captured by the Newns Anderson model [4-
5] and manages to account for the main features of bonding when an adsorbate
approaches the surface of a metal and its wave function interact with those of metal.

As an example we take the adsorption of a molecule (H2) with a pair of bonding
and antibonding orbitals on a transitional d metal in Figure 3-3d metals have a broad sp
band and a narrow but intense d band both of them partially filed. When the adsorbate
start to interact with the surface, the electron levels is broaden and shifted down in energy
by the sp band. This means that the adsorbate is more stable when adsorbed on the
surface. Supplementary, the interaction with the d band will split the electronic levels into
a pair of bonding and antibonding chemisorption orbitals. The antibonding component is
going to be occupied only if it falls bellow the Fermi level of the metal. This weakens the
bond between adsorbate and surface. The filling of the original antibonding orbital of the
molecule strengthens the interaction with the surface and in the meantime weakens the
intramolecular bond of the adsorbate molecule. This will help the molecule to dissociate.

i metal adsorbate levels

sp-band

|_||_.'_._-: e It 01T SuUrkace

Figure 3-3 Interaction between a molecule with a bonding o and antibonding ¢* orbitals and
a transition metal . Picture taken from [6]

3.3 Adsorption energies calculated from DFT ground state energies
Theoretical calculations are done on models consisting of a metal slab with a few
adsorbates. This effectively models an extended surface in vacuum having different

degrees of adsorbate coverages. These results could be correlated with the experimental
results obtained in ultra-high vacuum (UHV) conditions [7].
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On DFT scale at OK, the adsorption of an atom from the gas phase is calculated as
a difference between the slab with the adsorbed atom, the clean slab and a reference
molecule for the adsorbed atom calculated in the vacuum. We take as an example the
chlorine molecule (the reference point is the chlorine molecule in the gas phase):

1/2Cl,(g)+* - CI* 3.1
Where * represent the adsorption site from the surface
AE = EST - Y ES, ~EXT 3.2

ESET , c?lf(Tg) , EXT . are the total ground state energies calculated for the surface
with Cl atom adsorbed on it, for chlorine molecule in the gas phase ( calculated in a box)
and for the bare surface.

The physical meaningful quantity is the energy gained (or lost) by pulling two
chlorine atoms off the surface and forming Cl2 molecule in the gas phase. A negative
number signifies that adsorption is lower in total energy compared to the bare surface
and half of the gas phase Cl; molecule.

Another adsorbed specie on the surface is atomic oxygen. Since is very difficult to
describe within DFT formalism due to triplet state, its adsorption energy is calculated

relative to H2O and Hz molecules (Eg ' = E,'fg(g) - ES;TQ) ):
H,0(g) +* —~ O* +H,(9) 3.3
DE,4 = EST —EPT - (EQT, —EX ) 3.4

EDFT EDFT EDFT  pDFT .
o 1 En,000) ' EBH,(g) - the total ground state energies calculated for the surface
with O atom adsorbed on it, respectively for bare surface and for water and hydrogen
calculated separately. Because our system has to include the effect of liquid water, this is
another reason why we express the oxygen energy in this way.

Other species that are calculated in the same way are: HO*, HOO*, CIO* etc.

Beside electronic energy of the molecule, other modes determine its energy and
these are the translational, rotational and vibrational motions:

E = Elrans(nx ’ ny’nz) + Erot (‘]) + Evib (V) + Eelec(n) 35

Each term is obtained by solving the appropriate Schrédinger equation:

At OK Elrans =0eV

h
Eo(J)=—-—-JJ+1);J =012 3.6
8n-cl
Where | is the moment of inertia and J rotational quantum number

At OK, J=0 than Ew(J) =0eV
While the vibrational energy is:

E.in(0) = (U + %jhv 3.7

U _is the vibrational frequency

At OK the vibrational energy is not zero,V = 0.

E,, (0) =%hv = ZPE 3.8
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And this energy is referred as zero point energy. A molecule on a surface vibrate
differently than when is in a gas phase. Compared to the net adsorption energy this
contribution from the zero point energies is not too large.

If we apply the ZPE corrections to the total ground state electronic energy, the
oxygen adsorption energy from equation (3.4) becomes:

3 h 3 hv,
€, = B2 ~EXT — (EX, ~EXD)+ Y Vz"*‘(Z 2h2J 30
i=1 i=1

The vibrational energies from equation 3.9 come from: the three vibrational modes
of oxygen adsorbed on the surface, three vibrational modes water in the gas phase and
one vibrational mode for hydrogen in the gas phase.

For other temperatures the translational, rotational energies contribute to the total
energy of the molecule and is called configurational entropy. At room temperature these
three modes are negligible and in calculations their effect can be neglect. For the surface
diagrams we are only interested in the relative stabilities of different adsorbate phases
and is reasonable to neglect them again. Another important factor when going from OK to
some other temperatures is the entropy of the gas at Tatm. When applied the Gibbs free
energy is obtained. For molecules in the gas phase the values are taken from standard
tables [39]. The Gibbs free energies of the slab and bulk crystal are calculated at the
athermal limit and their temperature dependence is ignored as it is negligible compared
to the molecules from the gas phase. Correction to finite temperature is possible by either
molecular dynamics simulations or the calculation of lattice dynamics and the use of
quasiharmonic approximation. These small corrections have not been computed. The PAV
term (EPFT+pAV) is also neglected due to a small change of the bulk or surface volume .
The general expression for the Gibbs free energy is:

G(T,P)=H(T,P)-TY(T,P) 3.10

Formally the chemical potential ( (T, P)) is a Gibbs free energy (G(T,P)) while EPFT
+ ZPE is an enthalpy(H(T,P)).

Because in the gas phase the chemical potential of the molecule depend also on
the pressure the entire expression for the chemical potential of the molecule in the gas
phase is:

T=T p
0, =8, o (o) T sk B e
X
Where p,, Py are partial and standard pressures (1 atm) of the gas molecules.

Care has to be taken in calculating the middle term of the relation and is derived as

follows:
=T

A/Jx(piﬂzo (HO_H§98)+(H§98_H8)_TSO 3.12

The enthalpies and entropies corrections could be found in the following
references[40-41].

So far we considered water in the gas phase. In our study we want to make the
connection with water in the liquid phase. One way is to consider the equilibrium between

liquid and gas water (,quo(l) = Hyo0g) ). At room temperature the equilibrium takes place

at 0.035 bars. Therefore the entropy correction for water in liquid phase is taken to be
the entropy of water in the gas phase at 0.035 bars.
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We return again to oxygen molecule to get the entire energetics. We take the free
energy of the oxygen molecule (which is the free energy to produce one oxygen molecule
from liquid water or gas water depending on the systems and hydrogen at standard
conditions):

2H,0(l) ~ 0,(g) +2H,(9);AG(0,(g)) = 492eV (liquid water) 3.13

On a DFT scale the general relation (3-10) becomes:

GOz(g) (Egz'(:gT) ZPEOz(g) +T8002(g> ):

3.14
= 492+ 2(E,32Fg(g) +ZPE, 04 ~ TS0 )aroo3soars)_2(E5F(Tg) +ZPE, _ngz(g))

3.4 Thermodynamic modeling of the electrochemical cells
3.4.1 Introduction

Electrochemical reactions are connected with transfer of electric charge through the
electrode/electrolyte interface. The charge carriers are ions or electrons. The difference
between electrocatalysis and heterogeneous catalysis in the gas phase, consist in the fact
that the driving force of an electrode reaction is not only controlled by pressure and
temperature but also by electrical forces and the concentration of ions. In electrochemistry
the interface forms between an electronic conductor (metal) and an ionic conductor
(electrolyte). Close to the metal surface lays mostly solvent molecules which have a dipole
momentum. The ions are close to the surface but in general they are not in direct contact
with the surface and they are separated from the metal by their solvation shells. When
they are in contact with the metal is called that they are specifically adsorbed and in
general there are chemical interactions. Anions are less strongly solvated than cations and
their solvation shells is easier to be broken and are more often specifically adsorbed,
particularly on positive charged surfaces. All these are illustrated in Figure 3-4.

... ®® Figure 3-4 Structures and processes at the metal
@—@ ;Ef}';ed solution interface: on the left side the metal atoms
... @ indicated by the dotted circle, solvent molecules that

Solm o have a dipole moment represented by spheres with a

@*@ ﬂﬁfm dipole moment at the center. lons are indicated by
®® adsorbed spheres with a charge at the center. (Bottom)
@' anion schematic picture of  the charge and potential

distribution at the metal solution interface [figures
adapted from reference [42]

The interfaces are charged: an example is the
surface that carries a positive excess charge(less
electrons) while the solution has a negative charge
= (more anions than cations).Because the metal is an
5 . ®®® @ @ excellent conductor the charge; excess is restricted
Metal Solution to a surface region of about 1A thick. In the case of
I solutions they are few order magnitude less
Charge  conductive and the mobility of the carriers is lower,

/ so the charge extends over 5-20 A thick. This

X\ — charge distribution is known as the electric double
¥ Potential

~1A  ~5-20A
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layer. The voltage drop between the metal and solution is typically of 1V over a narrow
region. If the voltage is substantially higher the solution is decomposed (when aqueous
oxygen and hydrogen are produced). Because this potential drop takes place over this
small region (5-20 A) it creates extremely high fields up to 10? Vm-'.

The connection between heterogeneous catalysis and electrochemistry is the
chemisorptions of species on the surface. In this thesis the concepts from the heterogeneous
catalysis are applied to electrocatalysis. Approximations are applied to express the
change of reaction free energies with the potential, pH, ion concentration or electric field.

3.4.2 Chemical and electrochemical potentials

The thermodynamics of solutions and solid liquid interfaces are very well described by the
chemical and electrochemical potentials of the system. The chemical potential has the
following relation [8-9]:
ur =&
| m 3.15

i /TP

Where G is the Gibbs free energy and ' is the number of moles of ith species in
phase o if the temperature T, the pressure p and the concentration of the species are kept
constant.

The chemical potential of certain specie is related to its activity:

M = ,uio +k;T In(a) 3.16
Where a; is the activity of specie in solution and is related to the concentration via
the activity coefficient:
a,=Jyc, 3.17
For gases the activity is given in terms of pressure if the gas is ideal or fugacity if
the gas is non — ideal.
If particles of species i are charged (ions or electrons), the energy required to bring
a charge to a certain location has to be considered and accordingly another
thermodynamic function have to be defined, the electrochemical potential:

1 = 14 + 2eg™™ 3.18

Where - 4€@ is the potential energy of the charged species with e elementary charge

(e=1.6[10"°C), Z is the charge of the specie and ¢ is the potential at the location in
volts for ions in solutions or electrons on the metal (or is called inner potential of a phase).

Across the metal solution interphase each electrochemical couple (surface metal-
electrolyte) exhibits a characteristic potential difference, the so called interfacial potential
difference:

NG 3.19
Due to the strong field developed at the two interfaces as shown in the introduction
of this chapter, there is a sharp change in potential from (UM to ¢75 This quantity is not

measurable; therefore the way it can be expressed is to measure against a commonly
accepted reference electrode (to be seen in Figure 3-5) and in our case is the standard
hydrogen electrode (SHE). For this we investigate the electrochemical potential of the
electrons in the two electrodes. These electrodes are connected through copper wires to
the voltmeter terminal. Because the voltmeter has a high input resistance, it prevents the
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equilibrium between the electrons in the two terminals. Therefore is the electrochemical
potential of electrons in two identical phases that are not at equilibrium (the phases are
two copper wires that are attached to the two electrodes - Cu’ and Cu” connected with
electrode1 and electrode2 which at their turn to be in contact with the electrode). In Figure
3-5 is depicted graphically a simplified potential profile across a whole cell where some
interfacial differences were neglected (for example the potential between electrode1 /Cu’
and electrode2/Cu”). Thereby we write down the electrochemical potential of electrons at
each side of the terminal and which account for the electrodes/solution potentials:

—cu , , —cu . .
He =He" —eg™ and p, =up;" —eg™ 3.20
And since:
He" = pg 321
We subtract the two electrochemical potentials, we rearrange them and that one have:

~ (2%, 1A~ p=U oR 3.22

Ay, = —e%A g = —eU 3.23

The quantity C“'AC“"¢ is the potential measured between two copper wires (U) or the

difference in the electrochemical potentials of the electrons in the two terminals of the
measuring instrument. This measured quantity account for the sum of different interfacial
potentials developed around the cell:

U :CU'ACU"wzCu'AM1¢)+M1AS¢)+SAM 2¢)+M ZACU" 3.24

Therefore if the interfacial potential of the reference electrode junction is kept constant
(SAM2@=ct or SA°"@ because we neglect the interfacial potential between the copper
wire and electrode?2), as well other interfacial potentials that develop at other junctions in
the cell (here neglected) than any change of U must be attributed to a change in MlAS(D
or in our case because we neglect the junction between electrodel /Cu’ is the change
C”'AS(D. We make a formal notation of potentials developed at the two interfaces and
their  connection with the measured potential at voltmeter terminal U:
U=U%-U“("A@p-A"""¢). More about the interfacial potentials can be found in
references [43-45]

¢Ml Figure 3-5
e

______________________________ Simplified potential
profile for «a
electrodel -

eU electrolyte -
eletrode2 system.

¢so|
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3.4.3 Computational Standard hydrogen electrode

In our studies we use as reference the theoretical standard hydrogen electrode (SHE). This
allows us to refer the chemical potential of protons and electrons with the chemical
potential of oxygen in the gas phase. In this chapter we show the way we relate these
chemical potentials. It is something that make our job easier and allow us to address some
issues from the electrochemical point of view

The hydrogen electrode is an oxidation reduction electrode at which equilibrium is
established between electrons in a nobel metal (platinum), hydrogen ions in solution and
dissolved molecular hydrogen which is in equilibrium with the hydrogen in the gas phase:

H'(ag) +e o %Hz(g) 3.25
The expression for its potential can be directly written down:
a +
U =USHE+kB—T|I’l H > 3.26
¢ (py,)

When operated under standard conditions (pH = O or ap+ = 1, pr2 =1 atm, T =
298.15 K) is known under the name of Standard Hydrogen Electrode (SHE) or normal
hydrogen electrode (NHE) and U =U°"®. By convention U "¢
temperatures and is the way is established the hydrogen scale.

In terms of electrochemical potentials at equilibrium and standard conditions the
relation between electrons, protons and hydrogen is:

is set zero to all

0 0 0
Hy+t+ He :%/JHZ(Q) 3.27
Using equation (3.18) the relation become:
L. +eg + 1 —egt +eP A = }é(,uaz(g)) 3.28
Or:
1 "
SHy, — b, i =N ) 3.20

SAPt Pt ACU
A”@ summed with the potential developed between the two metals in contact A g (Pt

and copper) is defined to be zero| SN+ D g = yste = 0)'. In this way the chemical
potential of protons and electrons are related to the chemical potential of hydrogen in the
gas phase:
15 0 0
Equz = Hn, + He- 3.30

We refer to this equation as the standard hydrogen electrode (SHE) equation.

! The absolute potential scale is not O and was shown to be 4.44 V-4.85 V [Kotz, Neff, Muller 1986]
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0 0
H+ My, (g) represent the chemical potential of protons in solution and the chemical
potential of dissolved molecular hydrogen at standard conditions, respectivelly. From a

computational point of view, /,1,(_)|2 is straightforward to calculate in an accurate and
unambiguous manner than /Jg+ , because the latter involves the solvation free energy of a
proton.

Any hydrogen electrode at equilibrium than in terms of electrochemical potentials is:

P+l = You,, 3.31
Extended using eq. (3.16) and (3.18) this becomes:
M. tkgTIna,. +eg’ +u —ep™ +e"A™ p= }é(,u,‘jZ(Q) +kgTIn sz) 3.32

where &, represent the activity of protons( kept 1), Ph,is the partial pressure of
hydrogen (The activity of the dissolved hydrogen is normally an independent variable
fixed by maintaining equilibrium with a known partial pressure of hydrogen in the gas
phase). The concentration of electrons doesn't change thereby Inqe. is not present in the
relation.

When measured against (SHE) at equilibrium:

a . N
kBT In -(p—H)chu Acu¢=U 3.33
H,

e
_keT In pH - kgT |n(pH2 )1/2 — | RHE _| SHE
or: € € 3.34
With pH defined as [46]:

Ina .
pH =- H 3.35
In1C

Equation (3-34) gives the potential of reversible electrode (RHE) relative to SHE. The
importance of RHE lies in the fact that the most processes relevant for oxygen reduction
and oxygen evolution are in equilibrium at a constant potential vs. RHE rather than SHE.
We assume standard pressure of hydrogen, a potential on the RHE scale is converted to
the SHE scale by:

U-USE =y —URHE—kB—TInlopH 3.36
(S

3.4.4 Water splitting. HO* formation. Free energy shift with potential and pH.

In our studies most of the reactions occur with a proton and an electron transfer. Water
oxidation on a surface is one example. Measured vs. SHE (working +SHE):
Anode:

H.,O()+* « HO*+H ™ +e” with UHO*/HZO(I) 3.37
Cathode:
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H +e o %Hz(g) with U SHE
3.38
Overall:
H,0() « HO* +%H2(g) 3.39
The free energy change of the overall reaction in terms of electrochemical potentials is:
_ _ _ 1.0 _ _ o o
AGHZO/HO* =Hyor THy- U, +EtuH2(g)_/'IHZO(I) “H T My T He 3.40

Extended using relations (3-16;3-18) becomes:
1 e
AGy0/h0 = Hrior +/JE|+ +kgTlna,. +E/JE|2(9) _IUI?IWO(I) - _/JE,+ +e“'A™ g 3.41

Expressed on DFT scale according with equation 3-10 and with
eVAYM P = U= U, o) = €Uy n,q) formally written:

GHZO/HO* = Eﬁ? - EDFT _( EE;; ¥y EngFTg) +AZPE- TA S+ 5 h F@ - eLIJO/ Ho)
3.42

For other similar steps the derivation is similar.
3.4.5 Anion adsorption

At positive potentials adsorption of anions from the electrolyte becomes
thermodynamically favored. For the electrochemical production of halides (or other anions),
the atomic adsorbed species are the infermediates in the overall reaction. Thereby when
an anion becomes specifically adsorbed, an electron is discharged and a chemical bond is
formed between the surface and adsorbate. We take the example of chlorine adsorption
relative to (SHE):

Anode: ClI™ +* o Cl* +e with U o 3.43
Catode: H" +e&” o %Hz(g) with U SHE 3.44
Overall: CI” +H™ +* C|*+%H2(g) 3.45

The extended relation for free energy of adsorption at any potential and any
concentration of chloride anion measured against standard electrode is:

0 0

1 u'pCu"
NG, =§,uﬂ2(g) —p1. — - —kegTIna,. — p + g, +e“'A g 3.46

with e“ap=eu**-u_ |

Because we cannot express the potential of chloride anion from DFT calculations, we
have to express somehow the chemical potential of chloride anion. We know from the

formally written.
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standard tables the standard reduction potential of the Cl2/Cl- system measured vs. SHE,
when chlorine gas is in equilibrium with chloride ions:

Anode:

Cl-(aq) %Clz(g)+e" 3.47
The free energy becomes (use 3-16,3-18,3-22,3-23):
AG er sei(e) = %ﬂﬂzm My T +%ﬂ&2<g> +640%'p=0 3.48
Or: %’L{E‘z(g) _qu* _'ugr = _%:uglz(g) —eA™y 3.49
with e“'A°" g = e(U SHE _Ucolz(g)/cr) formally written.

We replace (3-49) in (3-46) and we get the change in free energy of adsorption in
terms of chemical potential of chlorine in gas phase, activity of chloride ion and standard
reduction potential for Cl2/Cl-:

1
Gap = o = I _E'uglz(g) ~kgTlna,, _e(U cl,/cl” _U((I)IZ(g)/CI’) 3.50
On DFT scale is :
1
Gy =By —EXT =By, +AZPE-TAS- kTh a -
ci | > By o K & 351
0
_e( Uenier ~Yeiayer )

3.4.6 Dissolution potential

An important aspect of electrochemistry is corrosion. Depending on each material at a
certain potential and pH may dissolve to form different soluble products with different
oxidation states. We derive the free energy of dissolution starting from standard
reduction potentials and thermochemical data [39, 47]. At each potential one can estimate
if the dissolution is spontaneous or not or if is at equilibrium (AGdiss<,> or =0). When
measured against SHE at standard conditions, the equilibrium potential is known.The metal
(or other specie eg. oxide surface) in the surface layer of the slabs is in equilibrium with
the respective ion in solution (metal or other specie and they have the activity equal to 1)).
The net reaction for the reference + working electrode for metal a dissolution is
exemplified:

+ + zZ
M(s)+zH" o M? +§H2(g) 3.52
Thus:
Z . "
M + 218, = 2Ul s (9) =260 = 24U TE-UL ) 3.53
Where U&”/M is the standard reduction potential of the metal given in electrochemical
series.
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At other potentials and ion concentrations, the free energy of dissolution is:

3.54

MZ=/M)

VA
DGiss = Hyyer * 7 Hiva = H ~ Huy +keTING, . + 2du = -u

By replacing (3-53) in (3-54) in we get:
DGy =keTIna, . —2zdU ... -UC. ) 3.55
A similar thermodynamic approach is possible when dissolution takes place from an
alloy surface. This model was developed by J.Greeley [48-49], and allow to monitor the
changes in dissolution potentials when solute specie is deposited on another substrate.
The derivation starts from the free energy of the slab with Nm2 host units and Nm1 solute
units, each characterized by its chemical potential:

Ggan = E=TS= £4y1Ny1 = 2Ny, 3.56
As claimed in subchapter 3.3 the surface entropy (TS) is neglected. The solution is

supposed to be saturated with dissolved substrate M2 and its chemical potential in the
alloy is equivalent with its chemical potential in the pure bulk:

Hyz = My 2puk = Ewzouk 3.57
The quantity that has to be determined is the chemical potential of solute M1 in the host
surface layer. The same concept applies here, that at a given potential versus SHE,
equilibrium exist between M1 in the surface of the host slab and the dissolved specie in

the acidic solution when ion concentration is unity (UM ). The connection is the

M1
chemical potential of dissolved ions that are related to the chemical potential of MI

specie in pure bulk and this U&lHlMl ):
—,,0 _ —1°
H1 = M1 pure Ze( UM 1# /M1 UM 7 M 1) 3.58
with :
Hyy = B 1oui 3.99

If we replace 3-59 together with 3-58, 3-57 in 3-56 the free energy of dissolution of
specie M1 from the alloy surface become:

Gyan = E_( EBITbqu + ZE( L&p/m “Yiem 1)) Ny — FZT,bulk ;+ kTh G 3.60

The O/HO deposition can be accounted as a supplementary term: U,,5,oN, 0,0 Which is a

term similar with equation 3.42.
The same free energy can be written for the case when a single M1 is removed from
M2 substrate when is placed for example at the kink site:

— EDFT  _ pEDFT DFT _
Giss = ENm_l EN“ +( B + Zé l7$|11*/IV|1 l'g/Il”/M 1)) + kT Qe 3.61
Where ESEI is the total energy of the ‘M1’ substrate with Nm1 adsorbed atoms.

The free energy change corresponds to a process whereby M1 atom/specie in the surface
layer of the alloy dissolves in the solution that is saturated with M2 ions. By setting to zero
an estimate of potential versus SHE at which dissolution process become
thermodynamically favorable (AG = 0 eV) can be obtained:

P _ DFT _ [DFT FT
Ze(UMlz*/M UMlz*/M)_ w11 E‘al * B 1buik 3.62
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3.4.7 Pourbaix diagrams. Stability surface diagrams (potential — pH diagrams)

At the interface of different electrode/electrolyte an exchange of neutral molecules, ions
and electrons exist depending on the operating conditions (pH, potential, the type of the
electrode and electrolyte). A pourbaix diagram is known as the potential/pH diagram
and maps out possible stable phases of an aqueous electrochemical system [47, 50]. A
simplified Pourbaix diagram indicates regions of immunity, corrosion and passivity. In this
thesis we used the standard reduction potentials form ref [47] of different bulk systems
that are in equilibrium(two solids, a solid and a soluble substance, two soluble substances).
The values that are derived from DFT are the interfacial free energies and are integrated
with the solid surfaces to construct the surface stability diagrams in electrochemical
environments. We base on the previously showed models to include the effect of pH,
potential and the concentration of other ions that adsorb on the surface. Modeling the
stability of electrode/electrolyte interfaces under electrochemical conditions, are similar
with the ab initio thermodynamic modeling of surface diagrams in the gas phase[10-11],
where the chemical potential is determined by pressure and temperature as shown in
equation 3-12. The electrochemical model was developed previously [12-15] .

To construct the diagrams a reference surface has to be considered to relate the
free energies of the other surfaces covered with different species. In general the clean
surface is the reference with X sites, on which different adsorbates adsorbs (Oq(n = 1,2),
HO, A species and depending on the condition empty sites * could de available). The
general reaction is:

X(No, + Nygr + N, +* ) +(Ng + N0, JH,0(1) + N, A (aq) —

N _ 3.63
X(Non(l,z) ! NHO* ! NA’*)ads + (2NO* + NHO* )H + (2No* + NHO* + ZNA)e

We use the relations derived previously to write the free energy of the surface with
adsorbates relative to the clean surface:

3 (2Ng + Noo0) N
G= EQ(FIIOWNHOMNA,*)MS - EQ(FIIOWNHOMNA.*)* —(No + NHO*)Eﬁg(g) + ° 2 e EIBZF(Tg) _7A EZF(Z)
+AZPE-TAS- (2N +Nyo )€U -k;TIna,.) -zN,(eU , .. -U f\Z/A_Z) +kgTIna,.,)
3.64

The most stable surfaces at a certain set of conditions are the surfaces with the
lowest free energy.

Relation (3-61) is used to construct the generalized phased diagrams for a range of
potentials and pH’s using a certain descriptor (i.e. AEo*).

Supplementary details about how to construct the diagrams are given in Chapter 6.

3.4.8 Electric field effect

In the expression for all free energies a supplementary term should have been included:
AGyy and is the effect of the electric field in the electrochemical double layer at the

cathode or anode.

AG,,, =FU[E 3.65
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Where [ dipole moment of the adsorbate and E is the electric field at the position of the
dipole. The effect of AG,,, was studied in detail for Pt{(111) [51-52] and the relative

change in stability of O* and HO* is less than 0.11 eV when the potential is increased
from O to 1V vs. SHE. If compared with the term that account for the free energy change
with potential (-eU, which is 1V), the trends in adsorption energies are well described by

fiel

neglecting AG,,, in constructing the phase diagrams.

3.4.9 Kinetics of elecirode reactions

First we want to recall the simple Arrhenius equation:

k = Aexp =k 3.66
Where Ea has units of energy and is known as the activation energy. The
exponential expresses the probability of surmounting the barrier; A is the frequency
factor (frequency of attempts). The whole idea is about potential energy along the
reaction coordinate. In another notation we can understand EA as the change in standard
internal energy in going from one minimum to the maximum which is called the transition
states or activated complex. And it might be designated as standard internal energy of
activation AEL This theory was further adapted for electrode kinetics and is known as
transition state theory (or absolute rate theory or the activated complex theory). Central
to this approach is the idea that the reaction proceed through a fairly defined activated
complex as shown in Figure 3-6: and show the standard free energy change in going from
the reactants to the complex is AG¢# whereas the complex is above the products by AGept.
After further derivations the equation of the rate constant can be written as follows:

k= KkBTT exp ¢ kT 3.67

Where kg and h are Boltzman and Planck constants, Kk — is the transmission coefficient
and can take value from zero to unity. More information about this expression can be
found in different thermodynamically and statistical text books one of this is in reference
[53]. To get this relation only the systems in equilibrium are considered.

Figure 3-6 The change of
Free energy during the
reaction. The activated
complex  (or  ftransitfion
stated) is the configuration
of maximum free energy

Reaction coordinate
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Experience demonstrates that the potential of an electrode strongly affects the
kinetics of reaction occurring on its surface. A reaction performs faster at certain potentials
but not at others. If we consider the standard potential of a couple O/R as a reference
point:

k

o+e‘§R,uO 3.68

When U, the cathodic and anodic activation energies are AGocd (reduction) and
AGoo* (oxidation)

When the potential changes to a new value U the energy of the electron changes by
-neAU = -ne(U-Uo). In the figure can be seen how it changes when AU is positive
(oxidation reaction is favourized) than the barrier for AGt has become less than AGoqt
by a fraction of the total energy change 1-a (a transfer coefficient and can range from
zero to unity).

I —

O +€ R O+e R

Reactior Reaction

Figure 3-7 The Effect of the potfential change on the standard free energies of activation for
oxidation and reduction. The left frame is a magnified picture of the boxed area from the
right frame. Adapted after reference [44]
So AGodt is lower with:
AG] =AGg, - @-a)ngU -U %)
3.69
and AG is higher with:
AG; =AGj, +angU -U %)
3.70

If assumed that the rate constants kq and ke have an Arrhenius form and for a certain
value of E their expressions are:

kc - A: exp(_Ach/kBT) exp(_m G _UO)) 371
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_ F _ 110
k, = A, exp( 265,/ keT) exp(‘l @ fu-u) 3.72
Where f is e /ksT and A is area. When at UO the species are at equilibrium the product of
the first two factors have the same value and is the standard rate constant kO.
These two relations are inserted in the expression of the reaction rate for the
electrochemical reactions (the current) and which is:

. . . _ —y° — —yo
i=i_-i, =neAk, —k,)= neAI{’(exp AU _ gxpt UV ’) 3.73
This relation gives the current potential characteristics and is known broadly as

Butler — Volmer formulation of the electrode kinetics.
As a last derivation the relation can be expressed as current overpotential equation:
i = io(exp“’“7 —expt " ) 3.74
At equilibrium, even if the net current is zero there is a balanced faradic activity
called the exchanged current:
Ig =g =1, 3.75
When the potential is shifted in one of the directions towards higher overpotential,
the contribution of one of the terms will be small and only the contribution of the other
term is important in a certain direction (To be seen in Figure 3-8)

Figure 3-8 Current —

0.8~ overpotential  curves
osf- for the system O+e-
oa|- g/ ol current —R witha=0.5T=
i g,g},{" 298 K, i = is and
| | i —— -7 -1loo —zlou —3|ua —300 io /il = 0.2. The
400 aa0 200 00 e n. my dashed lines show the
“ ',‘7L4'2 component currents ic
/7 [0 and iq. Taken from
I~ | 0s reference [44]

- -0.8

—-1.0

These are the main concepts on which cyclic voltagrams (CV) lies on. This translates
in measuring the current through an electrochemical cell as the cell potential is ramped up
to a certain value and turned back, with a different rate depending on the type of
oxidation/reduction process (dU/dt)

Expression 3.74 can be derived further on to:
n =a+blogi 3.76
This relation is known under the name of tafel relation. Where

.23, 2.3 .
ais Elogl0 or mloglO 3.77
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—af - cathodic or M - anodic 3.78

2.3
A plot of log i vs. 1 is known as a tafel plot and is used in general to evaluate the kinetic
parameters. There are cathodic or anodic branches with slopes given by one of the
relations (3.77) and (3.78)

b is
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4 Oxygen evolution reaction (OER) on pure oxide surfaces

In chapter 1 we argued that the electrochemical water splitting is a key process to
produce hydrogen in a clean manner when coupled with renewable sources of electricity.
The overall reaction is divided in two: hydrogen evolution at the cathode (HER) and
oxygen evolution at the anode (OER). It is recognized that one of the major drawbacks is
related to the anode reaction, because significant overpotentials are obtained and
decrease the efficiency of the overall process [54-59]. At potentials higher than the
standard echilibrium potential of H2O/O2 (1.23 V vs. SHE) almost all metal surfaces are
covered with a thin layer of oxide [55].

In addition, only RuO2 and some of the RuO; alloy catalysts exhibit reasonable
activity in acidic environment, albeit with very low stability. Another issue is the scarcity of
this metal, which makes of it an expensive material. In alkaline media, the flexibility
concerning the anode catalysts is much larger, as other types of oxides are stable:
including perovkites and spinel compounds such as Co3O4 [47, 54, 56, 60].

In this chapter we introduce the oxygen evolution reaction. We derive a simple
model to describe the overall trends in activity of different oxides. We use as a descriptor
the free energy of one of the intermediate steps that is supposed to perform on all of the
studied catalysts: AG . —AG .

Another important aspect that has to be considered in the study of the oxygen
evolution reaction is related to the surfaces in the electrochemical environment. The
structure of the surfaces becomes important near the standard reversible potential of
O2/H20 couple. Equilibrium is established between the adsorbed species on the surface
and the species in the electrolyte. To show the most stable surfaces at a given pH and
potential we define another descriptor which is the oxygen binding energy (AEox).
Therefore we construct the generalized surface diagram for the (110) rutile oxides based
on the linear relation between the binding energies of different species that can
accumulate on the surface and the binding energy of oxygen. Afterwards we analyze the
possibility of different reaction paths for OER.

4.1 OER intermediates

The overall reaction for the oxygen evolution is the following:
2H,0 + electricity —~ Q(g+ 2H, (9 4.1

Is a four electron transfer process and is divided into two half redox reactions. The
hydrogen evolution reaction (HER) occurs at the cathode with the equilibrium

potential E° =0V:

H™ /' H,(g)
Cathode:
4H" +4e - 2H, (9) 4.2
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By definition, under standard conditions this reaction is at equilibrium at O V versus a
Standard Hydrogen electrode (SHE). The oxygen evolution reaction (OER) occurs at the

anode, with the equilibrium potential EgleZO =123V (vsSHE)
Anode:
2H,0(l) - O,(g) +4H" +4e” 4.3
At equilibrium and standard conditions the minimum energy required to split two
molecules of water (or to form one molecule of oxygen) is:

AG o = 4% 123= 4928V 4.4

A more detailed reviews about the thermodynamic of the process were provided
recently[61-62].

Several different mechanisms were proposed, in the past, based on experimental
[63-66] or theoretical calculations [67]. In this work we use the mechanism proposed by
Rossmeisl et al [67] and which was recently revised in a review paper by Koper [61],
including the thermodynamic conditions that should be fulfilled by the ideal catalyst. We
take the view that this mechanism is the best to describe a large range of oxides in terms
of trends towards OER. All intermediate steps are described as single proton transfers,
coupled with single electron transfers. The main idea is based on the fact that all that
matters are the intermediates, as Trasatti suggested that electrocatalysis can be
expressed to a first approximation, in terms of bond strength between the electrode
surface and reaction intermediates [55].Thereby since the entire process is a 4 electron
transfer process, there are four intermediate steps. During the first step, a water molecule
is oxidized on one active site of the oxide surface and one proton and one electron are
released in order to form a surface adsorbed HO* intermediate:

H,O()+* -~ HO*+H" +e” 4.5
That HO* intermediate is further oxidized to O* specie:
HO* . O* + H'+ ¢ 4.6

A second water molecule is splitted ontop of the previously formed O* specie to form a
surface adsorbed superoxide intermediate:

H,O()+0O* - HOO*+H " +e” 4.7
This intermediate is oxidized in order to release the oxygen molecule:
HOO* -* + Q9 + H + e 4.8

The free energies on DFT scale are:

AG, =AG,. = Eqyl —E” —(ERS —VY2EFT ) +

H,(9) 4.9
+AZPE-TAS® +Kk,TIn a,. —eu
AG, =AG,. —AG,. =Eg”" —Efor _(EHD:CI B E,'ng)) + 4.10
+AZPE-TAS® +k,TIna,. —eU |
AG; =G, 00 ~AG,. = Efoy ~Egr ' - (ZESES _]/ZEHDS(TG)) * 4.11

+AZPE-TAS® +Kk,TIn a,. —eu
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AG, =-AG oo = EXTT - El?glc;* + 492+ QEE!S _]/ZEE':(TQ)
+AZPE-TAS® + kgTIn a,. -eU

Any additional activation barriers are neglected and we base on the assumption
that they scale with AG in a Brgnsted-Evans Polanyi-type relationship [68-69]

Each term is dependent on potential (U) and pH. However we are interested in the
step that has the highest free energy and which determine the overpotential regardless of
pH or potential. We note that overpotentials (defined in the next paragraph) are
independent on pH and potential. When these terms are taken into consideration the free
energies of all steps decrease with the same magnitude. Therefore for our analyze we
make U equal to zero and an+=1 at room temperature.

For the ideal catalyst, the corresponding equilibrium potential at standard conditions
for each step should be equal to 1.23 V. This is illustrated in 4-1 (a) and (e).

The catalysts performance is done in terms of the ‘thermodynamic overvoltage’,
defined as the least thermodynamically favorable reaction of the four elementary steps in
terms of free energy:

412

GOO=R = Ma){AGf,AGS,AGg,AGf] 4.13
Thereby the theoretical ‘thermodynamic voltage’ for standard conditions is:
1°%FF = (G*°F/ e)-1.23V 4.14

Below, in Figure 4-1 we show the free energy diagrams for three different oxides
and for the ideal catalyst, eachat U =0V, 1.23 V and 2.11 V.

\deal LaMnO; RuQ; (rutile{(101)) TiO,(anatase(101))
0. (9] Lo apu— 7y (v |
a) = HOO"5=0
-1
e 1 e e S I B e I L
*+2H,0(0) U=123 -0t T - . - © u=123
U=2.68
f) o (g || a 0@ || L.#D_Qllo:_g;.
— —, et —
,|U=0 +[U=0 I U=0
- -4 B IE\ -
™ m
| o* w 1<
= —12 HO*| _ _ _ 7 _
: ol _w  |f 3 1L i
< HO* i
HO*| _ _ _ _1___|| [ —— "7
*+2HL 001} *+2HL O(l) *+2HL O(l)
Reaction coordinates Reaction coordinates Reaction coordinates Reaction coordinates

Figure 4-1Standard Free energy diagram for the oxygen evolution reaction (OER) over: a)
the ideal catalyst b) LaMnQO3 (low coverage regime) ¢) RuOz2 rutile crystal structure with 101
orientation of the surface (high coverage regime) d) TiO2 anatase crystal structure with 101
orientation of the surface(low coverage regime), for zero potential (U = 0V), equilibrium
potential for oxygen evolution at standard conditions (U = 1.23V) and at the potential when
all the steps becomes downhill. Standard free energies at U =0V for e) the ideal catalyst f)
LaMnO3 g) RuO2 d) TiO2. For all three cases AG%oo+ - AGOo+ (vertical dashed lines) is
approximately constant with an average value of 3 eV, while the optimum value should be
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2.46 eV. The variation of AG%:+ between AG%0+ and AGCuoo+ differs for each one. For the
ideal case AGO% o+ is 1.23 eV, AGO% 00+ is 3.69 eV, and AG%:+ in the middle at 2.46 eV.

Thereby in Figure 4-1(b), (c) and (d), the standard free energy diagrams for
oxygen evolution reaction are drawn for: a perovskite (LaMnQO3), a rutile oxide (RuO2)
with (101) surface orientation and an anatase phase (TiO2) with (101) crystallographic
orientation. As expected for U = OV all steps are uphill. For the ideal catalyst, at
standard equilibrium potential for the OER, U = 1.23 V, the free energy diagram is
completely flat for all steps in the reaction. However, for the calculated oxide surfaces, at
1.23 V there are some steps which are uphill (endothermic) and other which are downhill.

For LaMnQO3 the oxidation of H,O on top of O* (AGPY3) is the only uphill step at U
= 1.23 V. In order for this step to become downhill in free energy, the electrode potential
needs to be increased to U = 2.11 V.

For RuO2 the first three steps are uphill, whereas the final step is downhill. In
order for these steps to become downhill, the electrode potential needs to be increased to
1.5 V.

On TiOg, two intermediate steps are uphill and an electrode potential of 2.68 V is
needed for both these steps to become downhill in free energy.

From all three cases, RuO2 needs the lowest potential, which explains why it is a
better OER catalyst than TiO2 and than LaMnOs.

If we consider the standard free energy diagram of the intermediate steps at U =
0 V, a general trend for the difference of HOO* and HO* levels is noticed. No matter
how weak or strong these two intermediate species bind on these surfaces, the difference
between the two levels is approximately constant and around 3 eV. It is desirable that
this difference to be equal to the corresponding value for the ideal catalyst 2.46 eV
(Figure 4-1 (e)).However, it is striking that the relative position of O* changes for the
different catalysts. For LaMnOg3, the free energy is closer to that of HO*, while for TiO», it
is very close to HOO*.The first conclusion that we can make is that if the two intermediates
bind stronger, than the O* level is placed closer to HO* and when the two intermediates
bind weaker, the O* level is placed closer to HOO*. Thereby as the levels of HOO* and
HO* shift constantly towards weaker binding energy the level of the oxygen moves as
well, but with different magnitude and will determine the value of the ratio:

AG)  AGY -AG].
= 4.15
AG)  AG.o —AGS

For the ideal catalyst, the ratio should be 1 or as close as possible to 1. If the
value of this ratio get closer to O or infinite, the catalysts are unsuitable for the oxygen
evolution reaction. The free energy of one of these two intermediate steps is most likely to
be the potential determining step.

4.2 Structures and computational details

Our study was performed on a large range of oxides that have only one type of metal
atom in the first layer. Consequently, we performed calculations on the following
structures: MO2 rutile type (tetragonal, Ps2/mnm), MO:2 anatase type structures
(tetragonal,l4; /amd), MNO3 perovskite type structures (Pm3m), M20O3 bixbyite type
structures (la3), M3O4 spinel cubic closed pack oxides (I4;/amd) and on MO rock salt type
structures (cubic, Fm3m) . Crystal structures of the most oxides can be found in [70]

32



Theoretical study of Electro-catalysts for oxygen evolution

The surface structures together with the unit cells (some of them repeated in X or Y
direction) are shown in Figure 4-2.

r~¢-—==¢~=

Figure 4-2 Top view visualization of the considered surface structures of metal oxides. The
reaction takes place only on one site at a time a) Rutile -like stoichiometric surface (110) for
MO2 with M =Ti, V, Cr, Mn, Nb, Mo, Ru, Rh, Re, Ir, Pt, Sn. The dashed line show a (1x2)
unit cell. Red and light blue spheres represent O and metal atoms, respectively. Positions 1
and 2 represent the active sites (cus). 3,4 represent the inactive sites (BRIDGE) and are
covered with oxygen. b) Rutile like reduced surface (110) for MO2. The dashed line shows a
(1x2) unit cell. Positions 3,4 represent the active position (BRIDGE) and 1,2 the inactive
position (cus) with M = Ni, Pb, Sn. Red and light blue represent O and metal atoms,
respectively c) rutile like 101 surface, with 1,2,3,and 4 being the active sites for RuO2, IrO>
and TiO2. Dashed line show a (1x2) unit cell d) and e) anatase like (101) and (001) surface
for RuO2, IrO2 and TiOg2. Dashed line show a (1x2) unit cell f) Perovskites structure for
LaMO3 and SrMO3 (100) surface with M = Ti, V, Mn, Fe, Co, Ni, Cu. The dashed line shows
a (2x2) unit cell. Red, dark blue and light blue spheres represent O, La (Sr) and metal
respectively. Sr and La are in the second layer. (1,2,3,4) — represent the active sites whereas
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5 — represent the subsurface atom. g) Mn2O3 (110) surface structure. 1- represent the most
active site and is five fold coordinate whereas 2,3,4 are four fold coordinate. The dashed
line indicate a (1x1) unit cell h) Mn3O4 (001) surface structure. The dashed line indicates a
(2x1) unit cell. i) Co304 (001). The dashed line indicate a (1x1) unit cell ) MO(100)
surface with M = Mn, Ni. The dashed line indicates a (1x1) unit cell.

For the rutile type structures, the investigated surface crystal planes are (110) and
(101) which were shown to be the most stable ones [71-73]. The stoichimoetric (110)
surface expose two type of sites: the active site (cus), which is a fivefold coordinated
metal atom (5¢) with one dangling bond perpendicular to the surface (to be seen in
Figure 4-2a sites 1 and 2) and the inactive site (Bridge) which is a sixfold (6c) coordinated
metal atom(as in the bulk - Figure 4-2a sites 3 and 4). There are also two kinds of oxygen
atoms: the first one is localized in the surface plane (O;) and is threefold coordinated (3c)
while the second one is prominent from the surface placed between the two inactive sites
(Ob) and is doubly coordinated (2c). The reduced (110) surface present the same structure,
but the two fold oxygen (Ou) is missing. Thereby, the exposed sites are: the fivefold
coordinated metal atom (5c), on which no reaction is considered to take place and the
fourfold coordinated metal atom (4c). The binding of intermediates is considered to be on
the sites between two 4c metal atoms (Figure 4-2b sites 3 and 4). We consider these
surfaces, when on the stoichiometric surfaces the cus sites bind the intermediates extremely
weakly. As mentioned before the bridge sites bind stronger than the cus sites, thereby the
bridge sites will be the ones that will perform the reaction, when on the cus sites is not
possible any more [67, 74]. For B-PtO2 and NiO> the calculations were performed on a
CaCly structure; this results from a small orthorhombic distortion of the rutile crystal
structure [75]. Consequently, the structure of the surface is the same as that for rutile (110),
albeit somewhat distorted.

For the (101) rutile surfaces, two kinds of atoms are present: the pentacoordinated
metal (5¢) atom and twofold oxygen atom (2c) (Figure 4-2c).

For the anatase phase, (101) surface is the most stable one [35], and is strongly
corrugated (kind of zig zag structure). The surface has five (5¢) and six fold (6¢)
coordinated metal atoms respectively two (2c) and three (3c) fold coordinated oxygen.
The reaction is supposed to take place on the 5c sites. The (001) crystal plane orientation
of the same phase expose only five fold metal (5¢) atoms and each of them are bounded
to two raised twofold (2¢) and two lowered threefold coordinated (3c) oxygens (Figure
4-2d and 2e).

For perovskites, which are binary compounds, MNO3 (where M component is
La(+3) and Sr(+2) while N component is a 3d metal - Ti, V, Mn, Fe, Co, Ni, Cu having
different oxidation states), the most stable orientation of the surfaces is (001) [76].
Thereby, the surface consists of layers of one type of oxide at once, either LaO or SrO or
MO:.. In our studies the first layer of the surface consists of five fold metal atoms (5¢) and
which are the transition metals, two (2¢) and four (4c) fold oxygen atoms located above or
bellow the metal atoms (Figure 4-2f). The larger cations (Sr and La) are placed in the
second layer of the oxide. The reaction is considered to take place on the 5c sites.

For Mn2Os3, the calculations were performed on (110) crystal orientation of the
surface. The surface has a zigzag appearance with four types of sites in Figure 4-2: two
types of five fold coordinate sites (5¢): site 1 with four oxygen in the same plane and one
in the second layer, site 4 with three oxygens in the same plane and two in the second
layer. The other two sites are four fold coordinates: site 2 coordinated with three oxygens
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in the same plane and one oxygen in the second layer and site 3 coordinated with two
oxygens in the same plane and two in the second layer.

The calculation for the spinel structures (Mn3O4 and Co3z04) were performed on the
(001) crystal plane orientation [77-78]. Both structures present a kind of zig zag shape of
the surface (Figure 4-2h and i sites). The active sites present five fold coordinate metal
atoms with four oxygens placed in the same plane and one oxygen in the second layer
(5¢c equivalent sites - 1,2,3,4 for both of them). Also there are present two (2¢) and three
(3c) fold coordinate oxygen atoms.

For rock salt structures (MnO, NiO) was shown that (100) is one of the stable
surface [79-81]. The surface expose in the same plane, five fold metal respectively two
fold oxygen atoms.

We used a (2x2) unit cells for the perovskite type oxides, (1x2) unit cell for
(110),(101) rutile, PtO253(CaClz) type, (001),(101) anatase, a (2x1) unit cell for Mn304
and (1x1) unit cell for Co304 ,Mn203 and MO.

A four layer slab for rutile, anatase, perovskites, MO oxides and PtO23(CaCly)
and a 8 layer slab for Mn2O3, Mn3O4 and Co3O4 were employed, separated by more
than 16 A of vacuum. A dipole correction was applied as well. The adsorbates together
with the two topmost layers for the rutiles, anatase, persovskites oxides, MO oxides and
PtO2B(CaCl2), the four topmost layers for Mn203, Mn3O4 and Co304 were allowed to
fully relax, while the other layers were fixed to their optimized bulk positions.

The Brillouin zone of the systems was sampled with 4x4x1 Monkhorst — Pack grid
for the rutile(110,101), anatase(001), persovskites oxides, MO oxides and PtO2 -
B(CaCl2) surfaces, and 2x3x1, 2x4x1, and 3x3x1 Monkhorst — Pack grid for Mn,O3
(anatase(101)), Mn3Oy4, and Co3O4 respectively. The Kohn — Sham equations were solved
using a plane wave basis with a cutoff of 350 - 400 eV for kinetic energy and a cutoff of
500 eV for density. The occupancy of the one-electron states was calculated using an
electronic temperature of ksT = 0.1 eV for surfaces and 0.01 eV for molecules in vacuum.
All energies were extrapolated to T = OK. The ionic degrees of freedom were relaxed
using the quasi-Newton minimization scheme until the maximum force component was
smaller than 0.05 eVA-1. Spin-polarization calculations were carried out for CrO2 , Mn, Ni
and Co oxides and for perovskites when appropriate.

Most of the oxides were studied under both low and high coverage regimes.
Under the low coverage regime, the reaction takes place on one site, while the other
active sites are vacant. For the high coverage regime, the active intermediates are
coadsorbed with O* or HO* spectator species at adjacent sites. For perovskites and MO
oxides, the overpotentials are reported for the low coverage regime; for these materials
we deemed that the distance between two active sites was sufficiently large to neglect
adsorbate-adsorbate inetaractions. . For almost all the other oxides, the overpotential
was reported for the high coverage regime . It is important to note that for any given
catalyst, all the intermediate species will be more stable at the same specific site, i.e. that
only one type of active site needs to be considered for each catalyst.

4.3 Energy scaling for HO* and HOO* intermediates

In the paragraph 4.1, we established that the difference between the free energy
levels of HO* and HOO* should be approximately constant for the three oxides depicted
on Figure 4-1 (f,g,h). The question arises, whether the same trend is preserved for many
other existing oxides, no matter on how weak or strong these intermediates bind. Recently
T.M.Koper highlighted [61, 82] that the binding of HO* and HOO* are related to each
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other by a constant of ~ 3.2eV, both for metals and oxide surfaces regardless of the
binding site. We verify this, by plotting the binding energy of HOO* species versus the
binding energy of HO* species on the considered oxides for low and high coverage
regimes (when the surfaces are entirely covered with O* while few cases include the effect
of HO* neighborhood).
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Figure 4-3 a) Adsorption energy of HOO* plotted against the adsorption energy of HO* on
perovskites, rutiles, anatase, MnyO,, Co304 and NiO oxides. They were calculated using the
relations  and doesn’t include ZPE and entropy corrections. Hollow symbols represent the
adsorption energy on the clean surfaces (is illustrated for rutiles as a top view) for 0 —
perovskites, A - rutiles(110), 0 — Mn,O,, O - anatase(001) whereas — represent NiO,
MnO, — anatase (101) and O - rutile(101). Solid symbols(black filled) represent the

adsorption energies on high coverage surfaces, with oxygen atoms representfing nearest
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neighbors (the top view image of a rutile surface, the picture from the middle) whereas + -
Co30y4, ¥ — anatase (101), O - rutile(101).The best fit of all points is AEnoo* = AEno* +
3.20 eV and with 68% of the points within £0.2 eV and 95% within 0.4 eV. The blue
filled triangles — represent points for the cases when as a next neighbor is a HO* specie (the
right top view image of a rutile surface). The red star indicates where the binding energies
need to be for an ideal electrocatalyst, whereas the red interrupted line represents the trend
that should be followed by catalysts for the ideal case and the scaling relations should follow
the relation: AEyoo* = AEno+ + 2.44 eV b) HO*, O*, HOO* adsorption free energies on
few rutile oxides. The levels of HO* and HOO* changes in the same way, while the level of
O* changes with a different magnitude between strong and weak binding values. The points
for WO3 were calculated by Alvaro Valdes and the data can be found in ref. [83].

In Figure 4-3a we illustrate in two different ways (a and b) that the binding
energies of HOO* and HO* species on the various oxides are linearly correlated, with a
slope of approximately 1 and an intercept of 3.2eV. The Mean Absolute Error (MAE) of
the linear fit is 0.17 eV, indicating an extremely strong correlation between the two
species. The linear slope is an indication that both species make a single bond between the
O and the binding site, whereas the intercept shows the difference between the binding
strength of HOO* and HO* species on the surface, with HOO* that binds weaker than
HO* species. It is worth noting that AEnoo* and AEwo+ are calculated using only ground
state DFT energies values and they are not influenced by the potential, pH or temperature.
In Figure 4-3b we show that the same intercept remain available when the free energies
are used to plot them. AGOo+ scales approximately linearly with AG%o+ with a slope of
0.5. It is also possible to discern that at the low coverage regime (shown as hollow
symbols) in most of the cases the intermediates bind by up to 0.3 eV more strongly than at
the high coverage sites (shown as filled symbols).

4.4 OER descriptor

The linear scaling relation that we established above between HO* and HOO™* allows us
to define a ‘descriptor’ for catalytic activity. In other words the activity (in our case the
overpotential) can be plotted as a function of only one parameter. The result is a volcano
shape relation between the activity (in our case the overpotential) and the descriptor.
Such a descriptor could be used as the basis on which one could screen for new catalysts
[84-85].

Given the constant difference between the HOO* and HO* levels, the variation in
the overpotential N°R from one oxide surface to the next one, is determined by the O*
adsorption energy as shown in Figure 4-3b. This means that either step 2 or 3 is potential
determining and the relation (4-13) become:

G%FR = maqAGS, AGS | = maq(AGY, - AG, ) (AGSy. —AGS ) 410

At U=0 and pH = 02, AG® hoo* = AGO no+ + 3.2 or AG%, + AG%; = 3.2 eV. By
rewriting G OOFR;

2 AG2 and AGs scales the same as AE2 and AEs. For instance, AG2 + AG3 = AGroo* - AGro+- 2(eU —
kuTlnan+) = AEnoo* - AEno+ - 2(eU — ksTlnan+) + AZPE - TAS (AZPE - TAS correction for this relation is 0.02
eV) shows a constant shift of AEhoo* - AEHo* with the term - 2(eU —ksTInan+) and accordingly we obtain AGroo*
= AGro* + 3.2 - 2(eU —koTInan+). The AZPE - TAS correction doesn’t change the slope and the intercept for the
scaling of AGroo* and AGro*, and only slightly changes the MAE. Consequently, we choose U=0 V and a n+
=1 as arbitrary reference point from which we can describe the overall trends.
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GOOFR = ma{AGY 32-AGY| = may(AGS, —AGS,. )32 - (AGS - AGS, ) 4.17

At this point we have simplified the situation sufficiently to define a descriptor,
namely AGO+ - AG%o+. On the basis of this descriptor, it should be possible to define the
activity of the oxides for the OER. Consequently, the overpotential becomes:

7°°% = {max|(AGS. - AGS,, ) 32eV - (AGS. - 4GS, )| & - 1237 4.18

For oxides that have different types of sites to find the potential determining steps
is more complex and depends on how different the intermediates bind on the surface. If
both of them have the potential determining step AG: the activity is given by the
attainable minimum of all sites. If both of them have AGs the activity is given by the
attainable maximum of all sites. If they are combined in most of the cases apply the
following formula:

0.0ER _ i 0 0 0 0 0 0
n - mln(maX(AGZ ’AQ )sitel ! ma><AGZ AG3)site2 T meéﬂ GZ A Q) siter) 4.19
Mn20O3 has four types of sites. All have AG, as the potential determining step,
thereby the potential is determined by the site that manage to form HOO* easier.

4.5 Activity trends. Theory vs. Experiment

We plot N%OR as function of AGOo+ - AG%o+ for the classes of materials considered here
and we get a universal volcano relationship independent of the catalyst material. For
clarity, the trends are shown separately for perovskites and rutiles, and the points
represent the calculated value for each oxide. In Figure 4-4a, the volcano plot is shown
for perovskites with SrCoO3 > LaNiO3 > SrNiO3 > SrFeO3; > LaCoO3> SrRuO3>LaRuO3>
LaFeO3 lying close to the peak.

A qualitative comparison between the theoretical and experimental overpotentials
is shown on Figure 4-4b. The experimental overpotentials were defined at 10 mA cm-2
and pH=14 and were originally reported by Bockris et al and Matsumoto et al [60, 86].
Notably, these catalysts are only stable under such alkaline conditions[87]. The linear
relationship between the experimental and theoretical overpotential confirms the validity
of our model in describing the trends that determine OER activity. We note that there is
not a 1:1 correspondence between experiment and theory. This is only to expected, for
several different reasons. From a theoretical standpoint, the barriers between the
intermediates are not included and we expect that thermodynamic analysis presented
here to capture trends in activity due to cancellation of errors when similar surfaces are
compared. However, we cannot expect to obtain absolute activities at this level of
modeling. On the other hand, the mechanism could change or the number of steps through
which the reaction proceed could be different and the free energy of the intermediate
steps could slightly change. Regardless, we do not anticipate a prounounced change in the
value of the free energy of the potential determining step. From an experimental point of
view the preparation methods plays an extremely important role in the obtaining different
degrees of crystallinity, conductivity, surface stoichiometries etc and this could be seen
from the Figure 4-5b where for most oxides a range of overpotentials obtained by
different groups is given. In addition, the real surface area of the catalysts is not known
with certainty and also the current density at which the overpotential is measured plays an
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important role when comparing the relative activity. For an ideal comparison, the
experiments would have to be performed on well defined single crystal surfaces.
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Figure 4-4 a) The activity trends towards oxygen evolution plotted for perovskites. The
negative theoretical overpotential is plotted against the standard free energy of the AG%Hox -
AGO0+ step. The low coverage regime was considered and the calculated values were used to
show the activity of each oxide. The volcano curve was established by using the scaling
relation between AG%i00* - AG%* and AG%+ -A GPo+. b) Theoretical overpotential vs. the
experimental overpotential in alkaline media. Experimental data were adapted from the study
of O.M. Bockris and T. Otagawa [60, 86]. All experimental values were recorded at 10 mA
cm2, room temperature and pH = 14.

It was not possible to obtain experimental data for some of the perovskites which lie
close to the top of the volcano: SrCoO3, SrNiOs. For example, for SrCoO3 we predict the
highest activity among all the oxides. Its high activity was also predicted previously also
theoretically by Y. Matsumoto et. all [88], but the main issue is its synthesis under
perovskite type structure. This compound was obtained for a non perovskite type structure
and with a lower stoichiometry: SrCoQOa 5

With few exceptions for the other studied oxides, the overpotential was
determined for the high coverage regime, with O* as a nearest neighbor. The exceptions
are the oxides that bind very weakly to the intermediates, in which case the high coverage
regime would be inappropriate (TiO2 and SnOy).
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Figure 4-5 a) Activity trends towards oxygen evolution, for rutile, anatase, Co304, Mn,Ox
oxides. The negative value of theoretical overpotential is plotted against the standard free
energy of AG%%o+ - AGO%+ step. Solid tfriangles - the effect of interaction with the oxygen
from the neighboring site is considered: A rutile oxides, m —Mn,O, . Hollowand filled symbols
— are for WO3; taken from ref[83]. For NiOp2, PbOp2 and SnOp2 cus sites are empty, and
the reaction takes place on the bridge sites. Hollow triangles are for low coverage regime.
Red triangles show the overpotential values for RhO2 and PtO2 when the number of H bonds
are increased b) Theoretical overpotential vs. the experimental overpotential in acidic media
(solid circles) and in alkaline media (open circles). Experimental data were taken from Y.
Matsumoto and E. Sato. All experimental values are considered at 10 mA ecm? and room
temperature. For RuO2, RhO2, IrO2, NiO2 and SnO: error bars are given.

In Figure 4-5a are given the theoretical trends for the other oxides. Close to the top
we find: RuO3, Co30y4, IrO2, PtO2, RhO2 , Mn,O,, NiO, and PbO2. For RuO2, the (101)
rutile surface show the highest activity, followed by (110) rutile surface and (001) and
(101) anatase surfaces. Nevertheless, the differences between the different catalysts are
not particularly pronounced. For IrO», it was found that all the surfaces exhibit the same
activity. A high activity is predicted for Co3O4 and is close to that of RuO2. Mn3O4 seems
to be the most active form of the MnO, family. However, this oxide is not stable under
oxygen evolution conditions nor in an alkaline or acidic environment.

Since on the right side of the volcano the rate determining step is HO* oxidation, it
is possible that the HO* species could be coadsorbed with another HO* species as a
nearest neighbour instead of O*. Thus, increasing the number hydrogen bonds, will lead to
an increase of the free energy for AGOo« - AGO%%o+ step and thereby of the overpotential.
This is indicated for RhO2 and PtO2 by the red triangles.

It is striking to note how well the relative position of the free energy of OF, relative
to HO* and HOO*, determines the position of the catalysts on the the volcano. If we start
at the lower left hand side, the free energy of O* is very close to that of HO* and the
rate determining step is AG%00+-AGP%+. As we go up it moves towards the HOO* side,
whereas the peak of the volcano is situated between the two levels. Then, as we go down
on the right side it get closer to HOO* level and the rate determining step is AGo*-AGho™.
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The constant difference between the adsorption energies or free energies (as shown
previously) of HO* and HOO* of 3.2 eV, regardless of the binding energy of O* defines
a lower limit for the OER overpotential. Since two proton and electron transfer steps
separate the two intermediates, the perfect separation in terms of energy should be 2.46
eV as illustrated in Figure 4-l1e. The difference in the energetic between the value
obtained from scaling and the value for the ideal catalyst: (3.2 eV-2.46 eV)/2e defines a
minimum overpotential of 0.37 - 0.2 V (with the value -0.2eV that comes from standard
deviation of the population from 3.2 eV value: 26 = + 0.4eV with 95% of the values
expected to lie within this confidence interval). Thereby even if we could find a material
where the O* level is placed optimally between those of HO* and HOO¥, as shown in the
example from the Figure 4-1g we won’t be able to run closely to the equilibrium potential.
For the oxides close to the top, a change in mechanism and of the potential determining
step is expected. These changes in mechanism become important if the overpotential value
change very much. This aspect will be treated shortly in the the next subchapter.

The qualitative comparison between the theoretical and experimental
overpotentials for these oxides is shown in Figure 4-5b and as in the case of perovkites
the prediction trends are kept.

For the theoretical overpotentials of some oxides we have added the error bars: for
RuO2 and IrO; (the error bars indicate the overpotentials differences between different
crystal surfaces and phases rutile and anatase, (110) and (101)), for RhO2 indicate the
increase of the overpotential due to increase number of hydrogen bonds whereas for
NiO2 and SnO3 indicates differences between different crystal phases (eg. NiO and NiO»).
Even if we are supposed to compare two experimental overpotentials as stated already
before, the comparisons is difficult to establish, due to many factors that affect the
measured potential, including pH, effective surface area, particle size and this could be
seen in different overpotential values reported in literature. This is exemplified by the
case of Co3Ou: it was shown that Co3Oy4 is non-stoichiometric with an excess of oxygen
while the size of crystallites vary with the calcination temperature [55]. Recently, Singh et.
al. synthesized a spinel type of Co30Oy4 thin film which showed a low overpotential [89] in
agreement with our calculations. It has also been reported that the overpotential on Co-
oxide nanoparticle electrocatalysts is size-dependent with lower overpotentials on
smaller particles [90-91]. Other Co oxide structures with a low overpotential have been
reported as well[92]. In Figure 4-5b these different experimental values are compared
to the theoretical overpotential. Starting from left to right, the most active is the sample
prepared by Singh et. all [89], followed by three values reported by Esswein et. all [90].
NiO is expected to have a more complicated composition, including species in higher
oxidation states [47, 55, 93].

A direct comparison between theoretical and experimental overpotentials cannot
be performed for all oxides, because some oxides are completely unstable under OER
conditions such as: NbO;, ReO, VO3, MO,, CrO2, Mn3O4 etc [47]. However, on the basis
of the given theoretical values, one could establish different mixtures that could show
improved activity and stability [94-100].

Close to the top of the volcano a change in mechanism is possible together with a
change of potential determining step. This change in reaction path depends on the
structure of the surface. At potentials relevant for the oxygen evolution reaction different
species accumulate or are exchanged at the cus sites of the oxide surfaces such as: atomic
oxygen, molecular oxygen with different orientations on the surface, HO* etc.
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4.6 Energy scaling for HO*, O*, O2,* on (110) rutile oxides

We consider the following species : O*, O2.*(where the Oz molecule lies horizontal on one
cus site top view of the surface in Figure 4-6b), O2n* (where the O2 molecule lies between
two cus sites each oxygen atom binds to a different cus site Figure 4-6d), O2*(O2 lie
vertical on cus site — with only one oxygen atom binding to the surface Figure 4-6c), HO*
and HOO*. We considered surfaces mostly dominated by a single type of adsorbate at
low (50%) and high coverage regime (100%). Only two types of coverage regimes are
possible because the unit cell is small (1x2) and has only two active sites. We considered
the mixed phases as well. These phases are smaller than the areas of the separate
unmixed phases. Their adsorption energies are related to the adsorption energy of atomic
oxygen and scaling relations are established in Figure 4-6. The MAE are bellow 0.23 eV
and therefore of the same order as errors on the adsorption energies in DFT.
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Figure 4-6 Linear relations for adsorbents formed at cus sites of rutile (110) surfaces.
Hollow, black and blue up triangles represent the points for HO* binding energy on clean
surface and when O* and HO* are spectators . Red circles represent the binding energies for
O2n* (oxygen molecule binds between two cus sites- b top view). Black circles, down
friangles, crosses and squares represent the binding energies of O2,* (oxygen molecule binds
vertical on the surface ¢ top view) on clean surface and with O* , HO*, O2,* as next
neighbors spectators. Blue circles, down friangles and crosses represent the binding energies
of O2.* on clean surface and with O* and O2.* as spectators (d top view).
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4.7 Generalized surface diagram for OER on (110) rutile oxides

By using the scaling relations we determine the most stable surface configuration at
pH =0 and different potentials and the surface reactivity descriptor. In the diagram for
potentials up to the equilibrium potential of H,O/O2 system (1.23 V) we show the most
stable surfaces, because in this region the surface is supposed to be in equilibrium with
liquid water, protons and electrons. For higher potentials the structure of the surface is not
determined only by the equilibrium, but also by the dynamic of the reaction itself on each
surface (steady state of the reaction).

Close to standard equilibrium potential (1.23 V the red dashed line) the surface
structure changes with the strength of the oxygen binding energy. At strong binding
energies the surface is covered with atomic oxygen (zones | and Il). In the limit of the weak
bindings, the surface will be covered with molecular oxygen (zone Ill) because the
recombination becomes exothermic. In this case an activation barrier which is temperature
dependent has to be overcome. Therefore zones Il and Il will change. In the lower panel
in Figure 4-7 the activation energy for oxygen recombination versus the recombination
energies are plotted. As the oxygen binding energy becomes weaker the activation
barrier and the recombination free energy decrease linearly and this affect directly the
structure of the surfaces covered with oxygen. Ir(110) is in zone Il, but close to zone Il
The oxygen recombination energy AE.s is positive and present an activation energy of
approximately 0.5 eV. Ir(101) is in zone Il but close to the border with zone Il. For this
surface the recombination energy become zero but an activation barrier of
approximately 0.3 eV has to be overcome. Depending on temperature, oxygen molecules
can coexist with atomic oxygen. On RuO2 (110) and (101) the activation energy become
exothermic but with a transition state of approximately 0.2 eV while for RhO2 the process
is barrier less. At room temperature the probability to find molecular oxygen on the last
three surfaces is high.

From the linear relations we find that:

0,.* - 0,(9) +2* has AGuess < O for AEox > 3 eV

After this value, the oxygen molecules bind extremely weak on the surface and
leave the surface. For a narrow zone (IV), the surface is covered 100% with HO* and O*
species. As the oxygen binding energy becomes weaker the surface becomes clean3.

Because none the oxide catalysts can operate close to the equilibrium potential is
essential to check the surface structures for higher potentials. As emphasized before this is
a constrained equilibrium, because the surface configuration is dictated by the dynamics
of the reaction. In zone I, O2* accumulate on the surface and indicate that higher order
oxides could be formed. For zone Il O2* accumulate on the surface. The coverage
depend on the rate of its release from the surface and this specie coexist with O* species.
This is a more complicated process and is out the purpose of this study. In zone Ill the same
structures as in zone Il are found, because the horizontal oxygen will be raised from the
surface. In zone IV where, the oxygen molecule leaves directly the surface, O* and HO*
species coexist. In zone V only a part of the sites will be occupied with HO* and O*
species, the rest of them will be occupied with undissociated water.

3 Clean means that the surface is covered with undissociated water molecules.
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Figure 4-7 a) the most stable surfaces at pH = O and room temperature as a function of
potential U and the surface descriptor AEo+.  The coverage with different species is 50%
and 100%. b) calculated transition state energies (AErs) as a function of the recombination
energy of oxygen (AEqss).
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The change of surface configuration of each zone is expected to induce other
reaction paths for OER.

4.8 Change of OER mechanism on (110) rutile oxides

In Figure 4-8 we show two main possible reaction paths that could be followed: through
the formation of HOO* species (the associative path) or recombination of oxygen (20* —
O2n*). Water splitting on the metal sites and HO* oxidation to O* are common steps for
both reaction paths. For the later one, to be relevant the oxygen binding free energy on
the surface has to be approximately the same with the free energy of oxygen in the gas
phase (2Go™ = Gozg)). This is the case for the top and the right side of the volcano when
20*— O3 (g) is downhill in free energy. The O-O bond formation is anyway not a
potential determining step. This means that the alternative reaction path not including
HOO* can only affect the potential determining step at the top of the volcano. Including
the second mechanism in the general analysis can bring only small variations to the
volcanoes shown in Figure 4-5a.

If we scan through each zone of the phase diagram and in the mean time we move
along the volcano curve we have (graphically depicted in Figure 4-8): for zone | and I
oxygen bind strongly on the surface and the recombination of oxygen is not possible
(AEqss > OeV,AErs > 0.5 eV) at least at room temperature. Therefore the most probable
path to follow is the initial proposed mechanism and for which the potential determining
step is AGOHOO* - AGOO*. With the exception of MnO2, most of the oxides from the left
side of the volcano stay in this zone.

In zone Il the oxygen recombination energy becomes negative (exothermic process)
while AErs decreases from 0.3 eV to 0. The values are relatively small and even at room
temperature the second reaction path becomes possible. In this zone the oxygen binds at
the surface strong enough and the direct release of the oxygen molecule from the surface
is not thermodynamically favorable AGgess< O eV. The removal of the horizontal oxygen
molecule from the surface (a water molecule splits directly on one of the cus sites) is the
only step that competes with the other two potential limiting steps. This is possible for a
narrow range of oxygen binding energies. In this region lie the oxides close to the top of
volcano. For RuO2(110) this mechanism is more probable but the value of the
overpotential doesn’t change much with the change of potential determining step. For
RhO, the potential determining step remains HO* oxidation to O*. For zone IV the oxygen
recombination is barrierless. Direct desorption from the surface is thermodynamically
favorable and the overpotential is mainly influenced by HO* oxidation (right side of the
volcano). In zone V the coverage of the surface with reaction intermediates is low and
both reaction paths could be followed. The potential determining step is again HO*
oxidation.
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Figure 4-8 Three main reaction paths through which OER could perform.

We conclude that for a wide range of oxygen binding energy the potential
determining steps remain the same. Only at the top of the volcano the flexibility in terms
of change in the potential determining steps is higher.

Approximately the same behavior is expected for the other oxides not invoked
here because follow the same trends in the binding energies (perovskites, MnyO,, Co304
etc).

We illustrate the mechanism change for two oxides placed at the top of the
volcano.
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Figure 4-9 Free energy of OER intermediates on TML O (OpO¢) (110) RuO2 at OV, 1.23V
and max(AG0;.,) vs. RHE a) for the reaction path that has HOO* as intermediate and b) the
reaction path that has O2x* as intermediate.

For RuO; (110) the two reaction paths are graphically represented in Figure 4-9 (a)
M1 — HOO* intermediate and b) M2 — Ox* intermediate. These diagrams start from the
step where all sites are completely covered with oxygen. At this point if we compare the
two possible paths in terms of free energies: HOO* formation is less probable than
oxygen recombination, because the recombination is exothermic and has a relatively small
transition state (0.2 eV). In comparison with M1, where HOO¥* is the potential determining
step, for M2 two intermediate steps can determine the overpotential: oxygen removal
from the surface or HO* oxidation. All these three intermediate steps have approximately
the same free energy. On (101) surface, the same reaction path is most likely to be
followed. In this case the removal of oxygen from the surface is the step with the highest
energy and require approximately 0.15 eV more energy in comparison with (110)
surface. This is affected mostly by the geometry of the surface which is a little bit different
in comparison with (110). Even though remain close to the top of the volcano.

For MnO2 (110) the recombination of oxygen is barrier less and the second
proposed mechanism is the most feasible to happen. In Figure 4-10b for the mechanism II’
two intermediate steps are not potential dependent but temperature dependent: the
formation of oxygen molecule and its direct desorption in the gas phase. Both of them are
exothermic. For this mechanism the potential determining step is given by the free energy
of water splitting on the active site. This value differs within 0.1 eV from the value
predicted with the first proposed mechanism. In Figure 4-10q, the free energy of the
intermediates for the first proposed mechanism is given for 100% oxygen coverage. For
50% coverage the potential determining step remain the same and has the same value as
for the case when the reaction takes place on high coverage regime. For this mechanism
the step with the highest energy is formation of HOO* intermediate.
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Figure 4-10 Free energy of OER intermediates on TML O (O,O.) (110) MnO2 at OV, 1.23V
and max (AGO;.,) vs. RHE a) for reaction path that has HOO* intermediate b) reaction path
that has O2v* intermediate.

4.9 Conclusions

First principles periodic DFT calculations have been used to revisit the origin of the
overpotential for oxygen evolution for a wide range of oxides including rutile, perovskite,
spinel, rock salt and bixbyite. A universal scaling relationship between the binding energy
of HOO* and HO* is identified. The scaling relation leads to an approximately constant
difference between the binding energies of HOO* and HO®*, which in turn defines the
lowest possible theoretical overpotential for the OER on a wide variety of oxides. Few
catalyst materials operate at this minimum theoretical overpotential, the remaining
hundreds of catalyst materials are further burdened by an additional overpotential
arising from a sub-optimal O* binding energy. Thus the origin of the overpotential for
oxygen evolution catalysis has been elucidated, whereby a single descriptor (AGo* —
AGho+) is introduced which results in a universal description of oxygen-evolving activities.
Experimental trend studies from the literature can be described and understood within the
model.

This study provides an understanding of the fundamental limitations for the OER activity
on oxide-based electrocatalysts. Our results show that for the classes of structures
considered here the OER activity cannot be significantly improved beyond RuO2 by tuning
the binding between the intermediates and the catalyst surface. The predicted change in
mechanism doesn’t affect to much the predicting character of this descriptor.

To avoid the limitations defined by the universal scaling relation, one must find ways
to stabilize HOO* compared to HO*. It is possible that three dimensional structures, such
as rough surface structures, zeolites or co-adsorbates that are stable at oxidizing
conditions, on the surface could accomplish this by allowing for a selective hydrogen bond
to HOO*. Effects such as these are likely present in enzymes that catalyze water oxidation
very effectively in nature.
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5 OER on mixed (110) rutile oxides (IrxRuixO2, Ru/lro.25Tio.7502).

In the previous chapter we established the theoretical basis to explain why RuO2 has an
exceptionally high activity for the anodic evolution of O2.Apart from its scarcity and high
cost, the major disadvantage of RuO> is that it is particularly susceptible to corrosion
under operating conditions [47, 101-102]. It can be stabilized by mixing with other
elements, thus preventing its corrosion. [56, 102] Ideally this stabilization should be
performed without compromising the activity of RuO2. Mixed oxides of IrO2 and RuO;
have been shown to be particularly effective for this purpose [56, 102]. IrO2 has a
reasonable OER activity, and is far more stable than RuO2 [47]. Moreover these mixtures
are used in industry under the commercial name of Dimensional Stable Anodes (DSA) in the
field of chloro alkali cells and because they perform very well, the attention was turned to
activated anodes for Oz evolution, mainly derived from the original DSA through
successive improvements helped by the progress done in the understanding [57, 103-104].
The original DSA was made of RuO> deposited on Ti substrate [58] and than was
successively mixed with other components, one of it being IrO2 [56-57]. Fundamental
research is still exploring the field of DSA with the aim to identify the factors responsible
for their increased activity. Recently, Nakamatsu et al have analyzed the surfaces of
RuO2-TiO2/Ti and IrO2-RuO2/Ti, electrodes following 15 years of industrial use as anodes
in chloroalkali industry[105].. Their results reveal for RuO2 — TiO2/Ti electrodes a surface
depleted in RuO2 mostly because of the corrosion process. However, their XRD studies
showed that RuO; is still present in the bulk of the anode. On the other hand, the IrxRui«
O2/Ti retained the same surface composition following this long term test, providing a
clear explanation for its high activity. According to our rationale, the residual amount of
RuO; (presumably also at the surface) is reason to maintain the high activity of the RuO>
coated electrode.

Back to IrxRuixO2 mixtures Kotz and Stucki showed that the susceptibility of IrcRu;.
xO2 to corrosion was dependent on its method of preparation [102]. They found that when
the sample was obtained through reactive sputtering, the OER overpotential was a linear
interpolation between that of pure RuO2 and IrO,. However, when x > 0.5, the Tafel
slope became virtually independent of composition and approximates that of pure IrO-.
In their case, the advantage of reactive sputtering was that they could obtain a solid
solution with no preferential dissolution of the components once the electrode was exposed
to reaction conditions. The synthesis of IrxRu1.xO2 with more ‘chemical’ methods, resulted in
less intfimate mixing of the Ir and Ru. Electrodes produced from aqueous precursors results
in an OER performance similar to that of pure IrO2 electrodes over most of the
composition range; this was corroborated by evidence that Ru had dissolved from the
surface of the electrode at high potentials. [106-107]. On the other hand, Trasatti and
coworkers showed that when Ir,Ru1.xO2 was synthesized from nonaqueous precursors, the
Tafel slope approaches that of pure RuO; over the majority of the composition range.
[108-109]. They attributed the sensitivity of the electrocatalytic response to the
preparation method to the degree of homogeneity of the electrode material. Aqueous
solvents result in more homogeneous mixtures in comparison with the non-aqueous solvents.
The XRD spectrum of the samples prepared from the non- aqueous solvents, reveal distinct
peaks for pure RuO2 and IrO2 [108-109]. Different solvents and species develop
different redox potentials and pH values at the interface between the forming surface
oxide and solution [110]. These conditions are important for the elements dispersal in the
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alloy matrix. For example, the samples obtained from aqueous environment are covered
with hydroxide groups at temperature up to 5500 C [106] . The partial pressure of
oxygen and temperature also influence the dispersion of the elements, because each
element exhibits different affinities towards different adsorbed species.

Although this mixture has been studied experimentally for many years, little is known
at atomistic level. Therefore in this chapter we give a theoretical perspective on the
activity of IrxRu1.xO2.

For the current theoretical study, we shall examine a limited number of
configurations and concentrations (respectively x = 25%, 50% and 75%). The
methodology described in Chapter 4 is used to predict their activities in terms of
overpotentials and allow us to compare with the values for pure oxides. We tackle the
issue of corrosion with a model developed previously by Greeley and Ngrskov[49] and
which was presented briefly in Chapter 3. On the basis of Nakamatsu’s results it seems
appropriate to model the reactivity of the RuO2-TiO2/Ti as a TiO2 substrate with small
concentrations of Ru. One Ti atom from the bridge or cus site is replaced with Ru atom.

With the aid of surface diagrams we manage to show that different adsorbed
species and different obtaining conditions influence the way the metals are dispersed in
the surface matrix. In particular we identify whether the active site constitutes an Ir or Ru
atom.

5.1 IrxRuU1.xO2 mixtures
5.1.1 Structures

Bulk RuO> and IrO; crystallize under the rutile structure (tetragonal, P42/mnm). The
experimental values of the unit cell parameters are reported to be a = 4.4968 A and ¢ =
3.1049 A for pure RuOg, respectively a = 4.5051 A and ¢ = 3.1586 A for IrO2[111].
Unit cell optimization was performed in two steps4. During the first step, the volume of the
unit cell was kept constant while the internal parameter c/a was varied. Than we kept
constant the c¢/a ratio found in the previous step (that gave the smallest ground state
energy) and we varied the volume. We select the volume that has the lowest ground state
energy and we perform with the first step again. The two steps were repeated iteratively
several times in order to get values as close as possible to the experimental reported
data. For RuO2 we got a = 4.662 A and ¢ = 3.185 A, respectively for IrO2 a = 4.544 A
and ¢ = 1.66 A for IrO,. As expected an overestimation of lattice parameters with this
functional was obtained. In comparison with IrO2, the overestimation for RuO is larger,
but the deviation is less than 4% in comparison with the experimental values. The error for
c¢/a ration is less than 1% for both oxides.

Murakami et al’'s experiments showed that IrxRui-xO2 crystallize in a rutile
structure across the entire range of compositions [112]. Therefore IrxRu1.«O2 bulk mixtures
were modeled by considering a (2x2x2) supercell containing 8 elementary unit cells. In
order to obtain different concentrations, each RuO; elementary cell was replaced
gradually with one elementary IrO2 unit cell and a large range of concentrations were
obtained (12.5%, 25%, 37.5%, 50%, 62.5%, 75%, 87.5%). The experimental values of
the bulk lattice constants increase linearly as the content of iridium increase [112]. The

4 Computational details for bulk calculations: KE bellow 350 eV, density cutoff energy 500 eV, kpoint
sampling (4,4,6) for pure oxides and (2,2,3) for alloys, all atoms were let to relax until the sum of forces
were below 0.05 eV/A.
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calculated values vary also linearly with the content of Ir, but the overestimated lattice
parameters for RuO2; make these values decrease as the content of Ir increase. Even
though, the deviation remains within 4% for all cases.

The enthalpy of formation of IrkRu;1.\O2 alloys at their equilibrium volumes, are
calculated relative to the same quantity of bulk oxides at their equilibrium volumes:

DE r o, (Vech) — %6 [EDFTbuk _ o =DFT bulk (1_ X)Ellr)ng,bulk) 51

IRy, ,O, RuG,

For surfaces® (110 orientation) three concentrations were considered: 25%, 50%
and 75% IrO3 in RuO: or vice versa. For each concentration different arrangements of the
atoms were examined. As seen in the Figure 5-1Eroare! Fard sursa de referintd. for 25%
Ir concentration on the surface, Ru atoms from the RuO2 unit cell were replaced with Ir
atoms (see Figure 5-1— the side view). They were positioned on the cus or on the bridge
sites, in the first and/or in the second layer (Figure 5-2)

Irc Irb

Figure 5-1 Two employed
models for Irp.25 Ruo7s O2. The
figure shows the unit cell
repeated 2 by 4 times parallel to
the surface with a top and a side
view. In the first model Ir atoms
(dark blue) are located in RuO:>
(Ru light blue) matrix and are
present in the first and in the
second layer, along the active
(cus) sites lc. In the second
structure, Ir atoms are placed
along the inactive sites (bridge
3b) also in the first and the
second layer. Red balls are the
oxygen atoms

Top view

Side view

25% Ir

the first structure, bridge Ir atom from the
first layer is interchanged with the cus Ru

1st layer
2nd laye
3rd layer
4th laye
Figure 5-2 Side view of the two top most
1Irc_1Irbs
1st layer
atom c) starting from the structure b, el e
atom from the bridge position from the

layers for lIro.25Ru07502. a) Ir atoms are
placed in the bridge position in the first
and in the second layer b) Starting from

second layer is inferchanged with Ru a) 0 eV b) 0.625 eV
atom from the cus position . All energies
are relative to the first structure.

5> The surface structure for (110) crystallographic orientation together with the calculation details are
presented in Chapter 4. The same set-ups are used for IrxRu1-xO2 alloys.
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Irb Irc_Irb Irc

1st layer
2nd laye
3rd layer
4th laye

Figure 5-3 Three employed models for Iros Ruos5O2 surface concentration, with unit cell
repeated 2 by 4 times parallel to the surface. In the first model along the active sites
Ir(2¢c) and Ru(1c) are evenly distributed. The same it is for the inactive positions. For these
models the bulk unit cell of Iro.5sRu0502 was used. In the second and the third model Ir
atoms were placed along the inactive sites (3b, 4b) respectively along the active sites (1c
and 2c). Dark and light blue represent Ir respectively Ru atoms.

Top view

Side view

509 Ir
Irb 2Irbs_1Irb_1Irc Irb_Trc 2rbs_2Tre
1stJayer
2nd lyer,
a) 0 eV b) 0.56 eV c) 0.69 eV d) L05 eV e) 1.52 eV

Figure 5-4 Side view - different configurations of the two top most layers of Irg.sRug.502.
Structures (a,e) have all 4 Ru atoms placed in the cus positions, respectively in the bridge
positions, in the first and second layer. Structures (b,d) start from the first one, when
gradually bridge Ir atoms from the first layer are interchanged with cus Ru atoms. Structure ¢
has the two alloying atoms evenly distributed across the bridge and cus sites. All energies are
calculated relative to the first structure. Dark and light blue represent Ir respectively Ru
atoms.
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Ruc Rub

Figure 5-5 Two employed models
for Iro75Ru0.2502 . The figure
shows the unit cell repeated 2 by 4
times parallel to the surface with a
top and a side view. In the first
structure Ru atoms are located in ) 2 ) |

IrO2 matrix in the first and in the 4b 4b

T

| B0

Top view

second layer, along the active (cus
sites - 1c). In the second model Ru
atoms are placed along the
inactive sites (bridge 3b) also in
the first and the second layer. Dark
and light blue represent Ir
respectively Ru atoms.

1st laye

2nd lay

Side view

3rd layer

4th lay

Figure 5-6 Configuration of the 15%

two top most layers of Iro7s 1Rucs_1Rub

Rue Rub
Ruo.2502. a) Ru atoms are
placed on cus position in the first
and in the second layer. b)
Starting from the previous
structure, Ru atom from cus site
from  the  first layer s

interchanged with Ir atom from a)0eV b) 0.68 eV ) 0.85 eV
the bridge site ¢) In the previous structure, cus Ru atom from the second layer is interchanged
with Ir atom from the bridge site. Dark and light blue represent Ir respectively Ru atoms.

For 50% Ir concentration on the surface, the atoms were moved around, in the
Iro.5Ru0.502 unit cell (see Figure 5-3 the side view). Five configurations are described
(Figure 5-3 and Figure 5-4): two configurations when Ru and Ir atoms are evenly
distributed along cus and bridge sites; the other two are located only on bridge or on cus
sites in the first and in the second layer and other one when in the first layer on cus sites
are only Ir atoms, while in the second layer the dispersal is different (in Figure 5-4).

For the case when Ir concentration is 75% we found three possibilities when Ir atoms
from the first two layers were replaced with Ru atoms in IrO2 unit cell .This is shown in

Figure 5-5 and
Figure 5-6.

Because at each concentration different lattice constant was used, we examined the
effect of employing different lattice constants on the same bulk substrate. Consequently,
we registered the variation in the adsorption energy of different species (HO*O* and
HOO¥*) with these parameters for Iro.sRu0.502 system in the following way: (a) when in the
RuO2 surface unit cell, Ir atoms were placed in the two top layers, (b) when in the
Ir0.5Ru0.502 unit cell the atoms were moved around in order to get the configurations, as
presented in Figure 5-3 and Figure 5-4 (c) when in the IrO2 surface unit cell Ir atoms
were replaced with Ru atoms such as to obtain 50% concentration across the first two
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topmost layers. The variation of binding energies were within £0.05 eV. This justifies our
decision to optimize the unit cells for each concentration. This is shown in Figure 5-13 for
HO* intermediates.

Beside the planar (110) crystal orientation, we also consider the (120) orientation, ¢
having a stepped appearance. On this surface we create kinks by changing the way the
cell is repeated (x vector pointing two rows backwards). Their structures, together with the
type of sites they are evolving are schematically depicted in Figure 5-7. Briefly, on the
stepped structure three types of sites are available: the bridge and cus sites that belong
to the planar surfaces and the sites that sit along the steps but which are similar with the
cus sites, because they have a five fold coordinate atom (ab sites in Figure 5-7a). For the
kinked surface in Figure 5-7b, two additional sites are available: a three fold coordinate
atom (2ck) with a cus like structure and a five fold coordinate atom with a bridge like
structure (abk). The kink sites are extremely important in the electrochemical dynamics of
the surface, because they are the most likely to corrode [48, 113]. The growth and the
dissolution from the bulk are described as the deposition and dissolution of material at the
kinks. When the kink site (which in our case contains two formula units) is deposited or
dissolved, it leaves another kink on the surface, leaving no qualitative change in the
surface morphology. Test calculations for removing(dissolving) two RuO; respectively 1rO2
formulas from the kink sites of the pure slabs, show a potential shift of zero as they
dissolve indicating that the change in energy of the slab is equal to the energy of the unit
in the bulk:

DFT DFT DFT _
Eslab,Nlroz&RLIOZ Eslab,N"m,RLIOZ Ebulk,IrOZ/RuQ =0 5.2
Consequently:
DFT _ DFT — DFT 5 3
slab,N;,024 Ruoz slabNyo2/ruo2 . —bulk,IrO,/RuG, .

® The unit cell is tetragonal: (2x1) UC with ¢ X5 The set-up parameters are the same as for dnarpl
surfaces, with the exception of the k-points whigk reduced to (4x2x1) and the relaxation is done b
keeping the bottom layer along (120) fixed while tither two along the same direction were let axre
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a) b)

Figure 5-7 a) Top and side view of the (120) surface, repeated 2 by 3 times parallel to the
surface. Three type of sites are available: rows of cus (1c and 2¢) and Bridge sites (3b and
4b) similar to those from the (110) planar surface and the sites situated at the apices(ab)
that carry rows of bridging oxygens. The metal atoms from the apices are tfetrahedral five
fold coordinate b) Top and side view of the (120) surface with a kink like sites, repeated 3
by 3 parallel to the surface with 5 different sites: bridge and cus sites on the terrace (3b and
4b which - six fold coordinate,1c - five fold coordinate), the kink sites that include one cus
and one bridge site (2ck — three fold coordinate and abk which is five fold coordinate) and
the bridge apical metal (ab — five fold coordinate). The light blue represents the Ru atom (the
lighter ones are also Ru atoms and evidentiate the atoms placed at the steps and the kink
sites) while the red ones represent the oxygen atoms

5.1.2 Pourbaix diagrams for RuO; and IrO,

The Pourbaix diagram for pure Ru/RuO2 and Ir/IrO2 systems are shown in order to
establish their stability domains. For this purpose the equilibrium between bulk metal
systems and bulk oxide is taken into consideration together with the equilibrium between
different soluble products and solid substances. Most of this values are adapted from
Pourbaix atlas and referenced to the bulk metallic system [47]. In a recently published
paper about the bulk formation energies of pure rutilies and perovskites using RPBE, a
good agreement with experimental values was obtained [6-7]. The theoretical bulk free
energy for RuO2 calculated in this way is 3.1 eV, in excelent agreement with the
experimentally value of 3.15 eV [39, 47] For IrO; the theoretical value is 2.53 eV, which
is lower than experimental values. On the basis of Pourbaix’s data is 3.7 eV [47] whereas
Bratsch’s data results in a value of 2.93 eV [114]. For the phase diagram we chose to use
the 3.7 eV value. The experimental values are prone to variation with the particle sizes,
degree of crystalinities etc.
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In the same diagram we depict the most stable surfaces, for the domain where the
oxide phases are stable. Supplementary information about how to prepare these
diagrams is given in the next chapter. The dissolved substances for Ru are: H2RuOs,
HRuOs, RuO42-, RuOy4 . The bulk formation energy for RuO4 oxide is considered as well.
On the other hand, for IrO2 only IrO4% is considered as a dissolved substance. In Figure
5-8 all these considerations are summarized showing the most stable phases and surfaces
as a function of pH and potential. This diagram can be improved further including the
stability of surfaces for pure metals.

Figure 5-8 Pourbaix diagram relative to the bulk Ru and Ir, including acidic and alkaline
dissolutions together with RuO2 and IrO2 surface structures for the stable region at room
temperature: a) for Ru system . RuO2 phase is stable approx between 0.75 to 1.4 V vs RHE
b) for Ir system. IrO2 phase is stable between approx 0.9 V to 2.1 V vs RHE.

Because Ru and Ir are noble metals, they show a good resistance to corrosion up to
a potential of approx 1.4V (RHE)) and respectively 2.1 V (RHE). Above these potentials,
RuO3 is oxidized to a higher oxide (RuOu4). RuOy4 is in equilibrium with the soluble species
H2RuOs across the entire pH range. IrO2 oxidize to IrO42- soluble product. At approx.
0.75 V vs. RHE bulk Ru starts to oxidize to RuO2. The probability for bulk oxidation to
start at lower potentials is high, because the chemical potentials of Ru(OH)2 or Ru2O3 are
not known. The RuO2 oxide phase is shown to be stable between (0.75 -1.4V). The most
stable structures on the (110) surface, along these potentials are: (a) at lower potentials a
layer of HO* is formed while at slightly higher potentials they oxidize to a monolayer of
atomic oxygen at bridge sites while the atomic oxygen from the cus sites recombine to
form molecular oxygen. For this region because the recombination of oxygen requires an
activation barrier, molecular oxygen can coexist with the atomic oxygen.

Bulk Ir starts to oxidize at aprox. 0.9 V vs RHE, but decreases when one of the other
two IrO2 bulk formation energies is used. The same occurs with the equilibrium potential
between solid IrO2 and the soluble product IrO42, which moves towards higher potentials.

Comparing the stability domains of the two oxides we clearly notice that IrO; is
more stable in acidic media than RuOa.
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5.1.3 Bulk and surfaces

5.1.3.1 Bulk formation energies
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In Figure 5-9 the formation energy of the considered bulk alloys with respect to pure
rutile oxides is shown. Evidently, the mixed oxides have a negative enthalpy of formation,
relative to the pure oxides. The curve has a well defined ‘v’ shape, with a maximum in
stability at x = 0.5. This trend is confirmed by XRD experiments [106-107, 112]. On the
other hand, these values are relatively small (-0.1 eV/ formula unit). This could explain the
experimental observations (discussed earlier) that the surface chemistry of the oxides is
very sensitive to the synthesis methods. Moreover, segregation processes could also
influence the surface composition, as described in the next subsection.

We note that our DFT calculations were limited to a small number of compositions.
These calculations are particularly demanding terms of computational time and resources.
[115]. A larger number of structures could be calculated using Monte Carlo simulations. It
is quite likely that more stable compositions could also exist. Even so, our calculations
capture the overall trends, and suggest that RuO2 and IrO; have a tendency to form solid
solutions across the entire composition range.

5.1.3.2 Segregation and migration tendencies

In the previous subsection we presented calculations to explain the bulk stability of the
IrxRu1.xO2 system. However, a stable catalyst would also require a stable surface
composition. In the current subsection we attempt to explain the experimentally observed
surface stability of IrxRu1.xO2 system. [102]

We shall first calculate the segregation energies of a single Ir atom in the second
layer of a host RuO; crystal when it exchanges with a surface Ru atom. This is done for
the case when the surface is completely covered with atomic oxygen, because close to the
oxygen evolution potential, the surface stability diagrams indicate these structures to be
the most stable ones (in Figure 5-8). It is well established that the presence of an
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adsorbate can change the surface composition of an alloy significantly compared to the
case where there is no gas or electrolyte [116-119]. Iridium has a tendency to binds most
adsorbates more strongly than Ru [11, 67]. The segregation energy is calculated in the
following way:

E., = E(Ir, surf) = E(Ir,bulk) 54

Where E(lr,sur) and E(Ir,bulk) are the total energies of the supercells that have the surface
covered with 1ML of oxygen and the host atom in the surface and respectively in the bulk.
On the surface Ir/Ru were placed in the bridge respectively in cus positions (structures Il
and IV in Figure 5-10a and b). The last structure is taken as reference. For the subsurface
structures the same configurations were considered (structures | and Il in Figure 5-10a and
b). In the same figure we present schematically the segregation energies. No matter where
the Ir atoms are placed in the subsurface of RuO: lattice, they show a strong tendency to
segregate to the surface and especially towards the cus position Figure 5-10a. When on
'rhe surface is placed at the bridge position it migrates towards the cus position as well.

b)

-0.22 eV

-0.31 eV

-

Figure 5-10 Structures of the two top most layers of a) RuO2 surface, when a Ru atom was
replaced with Ir atom and b) IrO2 surface, when Ir atom was replaced with Ru atom in
different positions in the first and the second layer. Structures Il and IV have Ir/Ru atoms
placed in the first layer on the bridge and on the cus positions. Structures | and Il have the
Ir/Ru atom placed in the second layer bellow the bridge and cus atoms from the first layer.
All segregation energies are calculated when the surfaces are covered with a monolayer of
oxygen. For a better representation of the surface the adsorbed oxygens on the cus surface
are not shown.

When Ru is placed in the IrO2 matrix, it has no tendency to segregate towards the
surface (Figure 5-10b). In other words, Ru placed at the surface of the crystal has a
tendency to move into the bulk. Experimental findings come to confirm these evidences.
Depending on the synthesis conditions, the surface is more enriched with Ir atoms than the
bulk [120-121]

We also carried out a similar analysis at the kink sites to see the direction of atoms
migration. We investigated which sites are preferred by Ir atoms when they are covered
with atomic oxygen, until all the uncoordinated metal sites are six fold coordinated. This is
depicted in Figure 5-11.
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Figure 5-11 Graphical representation of Ir migration towards the kink sites. The dashed
parallelograms include the four possible positions: 1¢ - cus site on the terrace, 2ck — kink cus
site, abk - kink bridge site whereas - ab is the bridge site on the step. The absolute values are
obtained for the structures with all uncoordinated sites covered with oxygen in order to be
sixfold coordinated. Light + lighter blue balls represent Ru atoms, dark blue atoms are Ir
atoms, while red atoms represent the oxygen atoms. Light blue is used for Ru in order to put
in evidence the kink sites.

When placed on the cus site on the terrace (1c), Ir has a strong tendency to
migrate directly towards bridge kink site or towards the cus kink site (2ck) and afterwards
to the bridge kink site (abk). When placed on the step bridge site (ab) the migration
effect towards the bridge kink site is even stronger. A supplementary test was performed
when Ir atom was placed in the second layer; just bellow one of the kink sites. In
comparison with the flat (110) surface, they have a stronger tendency to segregate in the
first layer at the kink centers. The magnitude of the segregation energy is approximately
1eV. Thereby depending on the concentration of iridium, structures with the kink sites
occupied by Ir atoms are the most stable ones. The same migration effect along the
surface is preserved when all sites are covered with HO* species but the energies are
smaller, almost half the case when the surface is covered with oxygen.

An explanation on the way the Ir atom migrate, can be given in terms of the
number of uncoordinated oxygens attached to the surface. On the flat surface at cus sites
sits one uncoordinated oxygen, while for the kinked centers there are two uncoordinated
oxygens. Because Ir has a higher affinity towards oxygen prefers to stay within the near
proximity of uncoordinated oxygen atoms. We use the standard dissolution potentials as
references, to monitor the change in dissolution potential when two IrO; are removed
from the kink sites. Details can be found in Chapter 3. When IrO> dissolves goes into
IrO42:

Ir0,+2H,0 « IrO; +4H " + 2~ 5.5
The standard reduction potential is U, =2.05% .
For RuO2 the dissolution product is:
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RuQ,+3H,0- H RuQ+4 H+4e 5.6
The standard reduction potential is U, =1.4/ .

The effect of oxygen was taken into consideration, because at higher potentials
this is most likely to happen (all sites are covered with a monolayer of oxygen):

b)U=U0-0.1V

a) —0.82 eV

Figure 5-12 Graphical representation of two kinked (120) RuO2 surfaces with two IrO2 units
placed at the kink sites and when are placed in the proximity of the kink sites (in this case
RuQO: sits on this position). The structures that results after these units were removed. a) valuve
is the migration energy for IrO2 from the terrace to the kink sites is given b) the change in
dissolution potential when RuO3 is removed from the kink site c) the change in dissolution
potential when IrO2 is removed from the kink site. The uncoordinated cus sites are covered
with O* until they are saturated (6 fold coordinated).

Figure 5-12 graphically depicts the removal of IrO2 from the kink sites when is
placed in RuO2 substrate. It is likely to be stripped at higher potentials when is mixed into
RuO». The same calculations were performed when RuQO; is placed at the kink sites and
has IrO2 as a next neighbor. In this case RuO; is likely to be removed at even lower
potentials. This can be one of the explanations for the dramatic decrease of corrosion
rate when a small amount of IrO; is mixed with RuO>.

5.1.4 Trends in HO*, O*, HOO* adsorption energies

In Figure 5-13 and Figure 5-14 the variation of HO* binding energies on Ir and Ru sites
for different configurations of IrxRu1.xO3 structures (x = 25%, 50%, 75%) are given in
comparison with pure oxides. They are calculated for the high coverage regime when O
is a spectator. The variations are not very large and depend strongly on the position and
concentration of the host/solute atoms. The binding is 0.1 eV stronger or weaker between
the structures with the host atoms only in the first layer and the structures that have them
added also in the second layer.
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Figure 5-13 HO* binding energy on Ru site for 0, 25, 50 and 75% Ir. O* is a spectator.
Red boxes show: the comparison between AEuo+ when Ir atoms are placed only in the 1st
layer and when they are added also in the 2" . Black boxes - the structures with the same
configuration for the first two layers but with different unit cells and different bulk
compositions (IrO2, RuO2 and Iro.5sRu0.502). Thereby in the first black box (starting from left),
the HO* binding energies on surfaces relaxed (from left to right) using RuO2, Iro.5Ru0.502
and respectively IrO2 bulk unit cells . In the second box (from left) the points are calculated
only with RuO2 and Iro.5Rup.502 unit cells. No significant influence of the unit cell parameters
and of the bulk composition on the binding energies of the HO* intermediates is registered.
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Figure 5-14 HO* binding energy on Ir cus site at 0, 25, 50 and 75% Ir concentration with
O* as spectator. Red and black boxes — see the explanations from the previous figure. In the
first black box (from left) are with RuO2 and Iro.5Ruo.502 unit cells. In the second box (from
left), the HO* binding energies (from left to right) on RuO2 unit cell with RuO2 as a bulk,
Iro.5sRu0.502 unit cell with IrO2 and RuO2 in the bulk and than IrO2 unit cell with IrO2 as a
bulk. No significant changes in HO* binding energies take place, due to variation of unit
cells or of the bulk composition

At 25% iridium concentration, when Ir atom is placed only in the first layer, on
bridge or cus position, the strength of Ru-OH bond is slightly increased with
approximately 0.1 eV in comparison with pure RuO,. This bond strengthen with 0.1eV
when Ir is added in the second layer (Figure 5-13(qa,b)).

For the same concentration but when Ir atom is on cus site, because is surrounded
only by Ru atoms a stronger influence is registered. HO* binding on Ir will be weaker with
approximately 0.4 eV when compared with the binding on pure IrO; (Figure 5-14a). If
another Ir atom is placed in the second layer the bond strengthen with approximately 0.1
eV.

For 75% Ir concentration, when Ru is placed in the first layer in the bridge or in the
cus position, doesn’t affect almost at all Ir -OH bond energy. This value is almost the same
as in the pure IrO2. When is placed in the second layer, will slightly weaken the bond
with approximately 0.1 eV in comparison with the case when Ru atom is present only in
the first layer (Figure 5-14d,e)).
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When Ru atom is in cus position, Ru-OH bond strengthened with approximately 0.5
eV in comparison with the pure RuO2. When is added in the second layer, this bond
weaken with approximately 0.1 eV (Figure 5-13d,e)). Thereby at this concentration the
surrounding Ir atoms strongly influence the binding energy on Ru atoms.

At 50% Ir concentration, when Ir atoms are placed at bridge positions, the cus sites
are occupied by Ru atoms and the influence on the Ru-HO* bond strength is
approximately the same as in the case when only one Ir atom, is present on the bridge
position in the first layer and/or in the second layer for 25% (Figure 5-13c). Two
structures were considered when the surface cus sites are entirely occupied by Ir atoms
while the bridge surface sites are occupied entirely with Ru atoms. One configuration is
when there are Ir atoms below Ir cus atoms, (and Ru atoms beneath bridge Ru). For this
case Ir-OH bond strength is the same as for pure IrO2. When the atoms from the second
layer are interchanged, the Ir-OH bond weakens by approximately 0.3 eV and has
almost the same value as when Ir atoms are present only in the first layer (Figure 5-14c).

The last case is when Ir and Ru atoms are evenly distributed along the bridge and
cus sites. The binding on Ru, is almost the same as for the 25% concentration (Figure
5-13d). For the binding on Ir sites it is placed aproximatively at the same level as when Ir
is placed only on the cus position (Figure 5-14b).

For HOO* species, the trend is the same. They obey the scaling relation between the
two species with the constant difference of 3.2 eV. They run linearly between the values of
the pure oxides, as illustrated in Figure 5-15. From this point of view, they preserve the
minimum attainable overpotential. In summary, the general trend is as follows: when only
one type of atom is present on cus sites, the host atoms on the bridge positions affect
slightly the binding energies when compared with the pure oxides. The red triangles in
Figure 5-15 depicts all these structures. When Ir and Ru atoms coexist on the cus sites, they
influence each other and depends on the configuration of the surrounding atoms, as shown
by the dark blue filled triangles for Ir sites and the light blue triangles for Ru sites.

6 ! I !

Figure 5-15: Adsorption energies of HOO*

sk & 4  plotted against the adsorption energy of HO*
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imposed by the previous studied oxides, with a
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The variation of O* specie is important as well. The trends keeps the same as for the
HOO* and HO*.
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5.1.5 Adsorbate induced surface migration. Surface stability diagrams

In Section 5.3.2 we demonstrated that adsorbed oxygen will tend to induce segregation
of Ir to the surface of IrkRu1.xO2. This is particularly important for the (110) rutile surface,
as the distribution of Ru and Ir along the cus and bridge sites play an important role in
determining the catalyst activity.

As a result of O or OH induced segregation, the most thermodynamically stable
surface composition and configuration of the oxides will be determined by the
environmental conditions during preparation and operation. In particular, the pH,
electrode potential, gas environment, pressure and temperature should play an important
role. We note that the surface phase may not necessarily correspond to the most
thermodynamically stable configuration, especially as the OER is typically operated close
to ambient conditions. Nonetheless, there are some experimental studies which show that
adsorbate induced segregation can occur at the electrochemical interface, especially
under prolonged potential cycling [117-119].

The most stable distribution of Ir and Ru is described by the surface stability
diagrams. In Figure 5-16 the stabilities of three different surfaces (x = 25, 50 and 75 in
IrxRu1.xO2) are plotted as function of electrode potential. The plots are shown for pH = 0
at room temperature. The upper panel shows the stability diagrams from O V to 1 V (SHE),
whereas the lower panel shows the stability diagrams from 1 V to 2 V (SHE).
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Figure 5-16 The most stable surfaces at pH = 0 and T = 298 K for potentials between (0O-
1V) respectively (1-2V) for 25, 50, 75% Ir concentration. Full horizontal lines — when Ir is
on bridge while dashed ones when is present on the cus sites. Black lines - clean stoichiometric
surfaces, blue and red for surfaces covered with HO* respectively O* intermediates on
bridge and on cus sites, Purple are for the surfaces covered with O* species at bridge sites
and with HO* species at cus sites. Reference surfaces are the stoichiometric clean surfaces of
the structures that have Ir at bridge sites.

From O V to 1 V we can suppose that simulate partially the oxidation potentials at
the surface of forming oxide during synthesis[110], whereas from 1 V to 2 V approximates
the situation under OER conditions. The lowest lines indicate the surfaces with the lowest
energy at a given potential.

At each concentration up to a potential of 0.8 V, the surface is entirely covered
with HO* species and Ir prefer the cus sites. In an aqueous synthesis environment this would
be the case. This means that from 50% Ir concentration there is a high probability that
most of the active (cus) sites are occupied by Ir atoms, while the inactive, bridge sites are
occupied by Ru atoms. By increasing the potential above 0.8 V the HO* species are
oxidized to O*. The first sites to be oxidized are the HO* groups at bridge sites, followed
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by the HO* groups at cus sites. The same tendency (for Ir atoms to sit at cus sites) is
preserved when surfaces are covered with a monolayer of atomic oxygen.

For Iro.25Ru07502 the continuous lines indicate the surface free energies of the
structures with Ir atoms at bridge sites while the dashed lines are for the structures with Ir
atoms placed at cus positions. When the surfaces are clean the most stable configurations
are those with Ir at bridge sites (black lines). When O* and HO* (blue, purple and red)
are adsorbed the structures with Ir at cus site become more stable along all pH and
potentials

For Iro.5Ru0.502, the continuous lines indicate the structures with only Ir atoms at
bridge sites (and only Ru atoms at cus sites). The different dashed lines indicate the
structures from Figure 5-4, where the Ir atoms from the bridge sites are interchanged with
Ru atoms from the cus sites until the cus sites are completely occupied with Ir and the
bridge sites are completely occupied with Ru. Our calculations suggest that the same
trends apply as for the case with 25% Ir. The structure with all cus sites occupied by Ir
atoms (Figure 5-4d) is the most stable when different species are adsorbed at these
centers.

For Iro75Ru0.2502 alloy, the continuous lines represent the structures with Ru atoms
on cus site, while the dashed lines are for structures with Ru atom at bridge site. When
HO* and O* adsorb on the surface, we also found that the most stable structures are
those with a maximal amount of Ir at cus (structure from
Figure 5-6b,c). However, the increase in stability is smaller when compared to the case
when a lower concentration of Ir is present. Figure 5-17 shows the surface diagrams of the
most stable surfaces . The trend is maintained along the pH values. Because the energy
difference between different surfaces is not very large, metastable configurations could
be possible. Temperature and pressure can also influence the surface configuration, as
illustrated by Figure 5-18, particularly when the oxides are obtained from the gas phase
[122-123].
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Figure 5-17 Surface pourbaix diagrams for Iro.25Ru07502, Iro.5sRuo.50O2 and respectively
Iro.75Ru0.2502. For all concentrations the Ir atoms are favorably located at cus sites as a result
of adsorption induced segregation.
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Figure 5-18 : Phase diagrams for Irp.25Ru07502, IrosRuo502, and Iro75Rup2502 as a
function of temperature and pressure.

Each diagram contains two areas: the clean surfaces and the most stable surfaces in
the presence of adsorbates. For RuO2 with 25 % Ir, the area covered with oxygen is
narrow. As the concentration of Ir increases, the region covered with oxygen become
larger. For clean surfaces, the most stable structures are those with a maximal number of
cus sites occupied by Ru. At the corresponding pressures and temperatures, when the
surfaces become covered with oxygen, the most stable surfaces are those with the
maximum concentration of Ir at the cus sites. These diagrams are modeled to show in
general how the distribution of the two atoms is done along the two types of sites. For a
complete picture, more phases should be considered including the metal phases.

5.1.6 Activity trends

To express the theoretical overpotential for all IrxRui.xO2 configurations we use the model
developed in Chapter 4. The overpotential versus AG+-AGO%0+ descriptor is plotted in
Figure 5-19 The activities of the mixtures present two trends: those whose activity
approximates that of pure RuO2 and those whose activity approximates that of pure IrO2.
When the cus sites are occupied only by Ru atoms, the activity of the surfaces are close to
that of pure RuO: (light blue triangles on figure Figure 5-19 When the cus sites are
occupied only by Ir atoms the activity approximates that of pure IrO; (dark blue triangles).
Red triangles are for the strucures on which on the cus sites Ir and Ru atoms alternates.
Their activities approach the activity of pure RuO2, because the reactive site is the Ru
atom. This can be understood by considering that the binding energies of HO*, O* and
HOO* varies with the same magnitude regardless the composition of the cus site or the
configuration of the neighboring atoms and keep the magnitude of the potential (AGO%ico*
- AGO+) determining step close to the pure oxides.
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Figure 5-20 The overpotential of different structures at each concentration. Hollow red
squares — sfructures with Ir on cus in first layer and Ir underneath bridge site in the second
layer. Red filled squares — the dashed line shows that Ir atoms from the second layer goes
underneath cus Ir atoms from cus site. Black squares represent the overpotentials for the
structures where Ru atom is maximized on the cus sites in the first and second layer. The
hollow circle is for Iro.sRuo.5O2 with Ir and Ru atoms at cus sites. (Light blue spheres represent
Ru atoms, dark blue ones Iridium and red ones represent the oxygen atoms)
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In Figure 5-20, we show the trends for the most stable surfaces close to the OER
potential identified in the previous chapter and are the structures with Ir maximized on the
cus sites, in the first layer while in the second layer they sit once beneath bridge sites
(hollow red triangles — the structures are shown in the graph) and once beneath the cus
sites (filled red triangles- dashed lines indicate the migration of the atoms). Clearly the
overpotential values are not strongly affected by changing the atoms from beneath (at
25% and 75% concentrations the values are the same). At 25% Ir, the overpotential
values go close to that of pure RuO: because the active center is Ru. When the Ir
concentration increase, the cus sites are occupied entirely with Ir atoms and the activity
goes close to that of pure IrO2, regardless of the concentration of subsurface Ir (for the
same subsurface concentration). Taking into account both segregation phenomena and the
migration of Ir to the cus site, explains the experimental behavior of the mixtures with
more than 50 % Ir. They have an OER activity equivalent to that of pure IrO2. [106-1071].

In order to explore the possibility that the experimental surfaces may be in a
metastable configuration, in Figure 5-20 we also consider the case when the concentration
of Ru atoms at cus sites is maximized. For all three concentrations these values are
relativelly close to pure RuO: (albeit with slightly higher overpotentials). Even for 75% lIr,
when the Ru site is surrounded by Ir atoms (apart from one Ru atom below), its activity
stays close to that of pure RuO2. This also concurs with experimental observations for
inhomogenous IrkRu1.xO2 samples [56, 124].

5.2 Ruo.25Tio.7502 and lro.25Tio.7502

5.2.1 Surface stability diagrams

As stated in the introduction, the purpose of this study is to investigate how the activity of
TiO2 changes when a small amount of Ru and Ir is present. Consequently we simulate TiO2
structures with Ti atoms from the first layer at bridge and cus sites replaced by 1Ru or 117,
In Figure 5-21 the most stable surfaces as function of potential and pH are plotted.

" The same set-ups as for the other mixtures were used. In this case spin was added on Ru and Ir atoms.
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Figure 5-21 The most stable structures and surfaces for different pH and potentials for TiO2
when a Ti atom from the bridge and cus site was replaced by a) Ru and b) Ir. For each region
a side view of the two topmost layers are depicted schematically: Ru atoms — light blue balls,
Ir — dark blue balls, Ti — gray balls and O-red balls. Red dashed line — the equilibrium
potential for H2O/Ox.

For the TiO2-1Ru system, up to a potential of 1.1V (RHE) the surface is clean®. Under
this regime, the most stable configuration is when Ru is at a bridge position. At higher
potentials, the surface starts to be partially covered with HO* species. In this region both
types of structures have the same (with Ru on cus or bridge sites) stability. When the
potential become positive enough for the O* species to exist on the surface (between 1.5
-1.4 V vs RHE), the most stable structure is when Ru atom is at a cus position. The same
structure is maintained when the surface is completely covered with one layer of oxygen.

Similar trends are for the TiO2 — 1Ir system. The clean surface with Ir placed at the
bridge site is the most stable structure at low potentials, up to 1V vs RHE. When low
coverages of O* species is achieved on the surface, Ir will tend to migrate from the bridge
site to the cus site. In comparison with TiO2 - 1Ru system, the high coverage regime occurs
at lower potentials. This is because Ir atoms bind to the intermediates stronger.

Close to the equilibrium potential for the OER, the TiO2-1Ru surface is partially
covered with HO* species. For TiO; -1lr, the surface is partially covered with O*. Given a
general minimum theoretical overpotential of 0.4V, for TiO2 — 1Ru system the reaction is
expected to take place at low coverage of O* adsorbed at Ru cus sites, while for the
TiO2 — Ir system the reaction is expected to take a place at high coverage regime where
both HO* and O* are present at the surface with O* adsorbed at Ir sites and HO*
adsorbed on Ti sites.

8 Covered with water
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5.2.2 Trends in HO*, O*, HOO* adsorption energies
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Figure 5-22 HO*, O*, HOO* adsorption free energies on pure rutile RuO3, IrOz, TiO2
oxides and for TiO2 with 1Ru and 1Ir atoms on bridge and cus sites. Hollow symbols are for
the low coverage regimes (the interaction with water molecule from the neighboring sites is
neglected). Filled symbols are for high coverage regimes with O* as a spectator.

In Figure 5-22 the variations of binding energies for HO*, HOO* and O* for all possible
configurations is shown. For the TiO2-1Ru system only the bindings on the clean surface are
considered (hollow triangles). Notably, we have neglected the effect of neighboring water
on the reaction intermediates. This is because we anticipate they would stabilize the
binding energies of the intermediates with the same magnitude when comparing one
catalyst to another. When Ru or Ir are on the bridge positions the cus sites are occupied
only with Ti atoms. At low coverage the intermediates bind considerably stronger when
compared to pure TiO2. At these sites the difference AG%%oo* - AG%o+ increases from the
average value 3.2e V to 3.3 eV. This will reflect directly in the minimum attainable
potential when O* is placed at the middle. When the binding sites are Ru or Ir atoms, the
binding of intermediates on these sites are slightly weaker in comparison with the pure
oxides. However, the values are comparable with the case of IrxRu1.xO2 mixtures. For the
TiO2-Ir system, when Ir is at cus site it is the first site to be occupied with the adsorbed
intermediates (as seen in Figure 5-21). At high coverages , the differential adsorption
energy on Ir and Ti (between the two centers) is very large ( in Figure 5-22 - HO* and O*
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points for TiO2-lrc_Ir (hollow symbol) and TiO2-Irc_Ti (filled symbols)). Because of these
large differences, when the surface is covered with HO* and O* species, HO* will always
be stable on Ti sites while O* species will be stable on Ir sites. A prediction on the activity
of each structure can be made directly from Figure 5-22, because the difference between
each consecutive points, gives the free energy of each intermediate step for OER reaction.
From the surface phase diagrams (Figure 5-21), close to the OER potential the most stable
structures are those with host atoms placed at cus position and the overpotential is
calculated for these surfaces in Figure 5-23(light and dark blue for Ru respectively for Ir
atoms).

5.2.3 Activity trends
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Figure 5-23 The OER activity
for TiO2 with single Ir or Ru
atom placed at cus or bridge
sites.  Light and dark blue
filled triangles are the
- overpotentials for the most
stable surfaces when Ru or Ir
atoms are placed at cus sites,
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For TiO2-Ru system, the activity is close to that of pure RuO2, because the reaction takes
place only under the low coverage regime and only Ru are the active sites. Their activities
are not influenced strongly by the presence of neighboring Ti atoms. For the TiO2-Ir system,
the activity decreases considerably in comparison with pure IrO2 because of the high
coverage regime and the site that determines the overpotential is a Ti atom. Even so, the
TiO2-Ir system does show a considerable improvement in comparison with pure TiO,.
When the host atoms are placed at bridge sites, these sites exhibit an improvement in
activity over pure TiO2, although the activity is still not as high as when Ru is at the active
site.
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5.3 Summary

In this chapter we analyzed the results of the computational study on IrxRu1.xO2 mixtures
for the OER. We give explanations at the atomic level as concern the activity and
stability of these systems which are highly sensitive to the surface composition and
heterogeneity.

We show how the reactivity of the rutile (110) surface is largely a function of the
distribution of solute and host atoms amongst the active cus sites and the inactive bridge
sites. When Ir is placed in a bulk matrix of RuO>, covered with 1 ML of O%, it will tend to
segregate to the surface. When is on the surface it tend to migrate towards the cus site or
kink sites. The migration phenomenon was also studied for all IrxRuixO2 surfaces (with x
=25, 50 and 75%) in the presence of different adsorbates (HO* and O*) on the cus sites.
The adsorbates favor the migration of Ir atoms towards these sites. Therefore at 50% Ir
concentration the cus sites are expected to be mostly occupied with Ir atoms. The activities
for these configurations go close to the activity of pure IrO2 irrespective of the
concentration of Ru in the other surrounding sites (below the cus sites or in the neighboring
bridge sites). We also explored the possibility that Ru might reside in a metastable
configuration at the cus sites. In this case, the OER activity of the surface approached that
of pure RuO2. This is because both IrO2 and RuO2 are on the left hand side of the volcano,
thereby for all surfaces the potential determining step is H2O splitting on top of adsorbed
oxygen. This is more favorable on top of a Ru site, explaining its superior electrocatalytic
activity.

We have shown that Ir migrates towards kink sites thereby by increasing the
concentration more sites will be occupied by these atoms. The corrosion stability was
predicted by removing two IrO2 units that were placed in a RuO; matrix at the kink sites,
and we investigated change in dissolution potential and its dissolution potential is
increased in comparison to bulk IrO2 or RuOa2. This provides an explanation for the
improved corrosion resistance of IrcRu;.xO2 in comparison to pure RuO,.

Finally, we investigated the case when Ru and Ir atoms are placed in TiO2 matrix. At
the OER potential the most stable structures are when the host atoms are placed at cus
sites. In terms of activities, the TiO2-Ru system is the most active and is close to that of pure
IrO2. For the other systems (1Ru_bridge, 1Ir_cus,1Ir_bridge) the activity is decreased in
comparison with pure Ir and Ru oxides, but is significantly increased in comparison with
pure TiO2.

In both cases the active cus sites under the influence of adsorbed species (adsorbed
O* and HO*) tend to be occupied with the metal atoms that bind stronger (Ru and Ir).
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6 ORR/OER on Mn,O,

The reversal of the OER is oxygen reduction reaction (ORR), and occurs at the cathode of
fuel cells. The poor kinetics of oxygen reduction is the largest cause of inefficiency in low
temperature fuel cells [125] . Consequently, reducing the overpotential for both the OER
and the ORR would significantly improve the overall efficiency of the full conversion cycle
from electricity to hydrogen and back.

It is possible to obtain exceptionally large current densities for the hydrogen
evolution and hydrogen oxidation reactions within a few millivolts of the reversible
potential.? However, this is certainly not the case for the OER and the ORR. Pt and RuO2
show the lowest overpotentials respectively for the ORR and OER [127]. However, RuO;
is a better catalyst than Pt for the OER and Pt is a better catalyst than RuO2 for the ORR.
In the previous two chapters we have shown that even for the most optimal catalysts there
is a limit on the minimum applied potential for OER reaction. We argue one more time the
stability and abundance, two important aspects that have to be taken into consideration
for the final use of the electrocatalyst. Unfortunately, these two catalysts are scarce and
thereby quite expensive to be used for large scale applications. From the point of view of
stability, Pt tends to dissolve at high potentials during start up and shut down cycles of a
fuel cell. RuO; is very unstable under OER conditions(Figure 5-8a) [47]. IrO2 the another
active catalyst for OER as shown in the previous chapters (Figure 5-8b), has a better
stability but has a high price as well. It is therefore important to find alternatives to
Pt/IrO2 or IrO2-RuO2/Pt catalysts. Some combinatorial approaches were performed in
order to optimize catalyst mixtures for PEM regenerative fuel cell applications. Out of all
tested combinations, Pt4.5Ru4lr0.5 material was found to perform better for both
reactions [128-129] However, this is not so advantageous from the perspective of
availability and price.

Manganese oxides (MnOy) seem to be promising for this application. They are
inexpensive, earth abundant and they change their oxidation states from +2 to +3 to +4
near the equilibrium potential for ORR and OER. This property is of vital importance for its
role in photosynthesis. The structure of the oxygen evolving complex and accordingly the
mechanism of water oxidation are not fully elucidated many studies are still performed
on this system [130-131] . The ability to change oxidation state makes Mn the active
center for water oxidation in the CaMnOy4 cubane in nature. These changes in oxidation
state are facilitated by other coenzymes and cofactors, which extract the electrons and
protons from two water molecules [130-137]

Jaramillo and coworkers recently synthesized a nanostructured 0—Mn2QO3 surface,
and they studied it as a ‘bifunctional’ catalyst for both the OER and ORR [138]. They
found that it exhibited excellent activities for both reactions that are similar to the best
known precious metal or metal oxide catalysts: Pt, RuOx and IrO,.

In this chapter we identify from the Pourbaix diagrams close to ORR/OER conditions,
the most stable phases and surfaces of MnO,. The ORR/OER catalytic activities for
respective surfaces are predicted. These theoretical predictions on surface structure and

9 On Pt nanoparticles in a polymer electrolyte membrane (PEM) fuel cell, it is possible to obtain current
densities of 1 Acm2 at overpotentials of 20 mV for both the hydrogen evolution and hydrogen oxidation
reactions 126. Neyerlin, K.C., et al., Study of the exchange current density for the hydrogen oxidation
and evolution reactions. Journal of the Electrochemical Society, 2007. 154(7): p. B631-B635..
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catalytic activities are corroborated with the electrochemical characterization of an active
Mn,O, bi—functional catalyst. We also compare both the experiments and theoretical
calculations with equivalent data for RuO2 and Pt.

6.1 ORR descriptor

Since the ORR is the reverse of OER, the derivation of descriptor for this reaction is a
natural extension of the scaling relations for the OER, starting from the scaling relations
presented in Chapter 4. The levels of HOO* and HO* impose the same limitations for the
ORR in terms of overpotential as for OER. We consider again the same mechanism as for
the OER but in reverse. The same rule applies here. The potential determining step is
dictated by the least thermodynamically favorable step. We have seen that for the OER
the potential determining step is the highest in free energy and is the maximum between
AGO;,, AGO3. This means that for the reverse reaction, these steps become exothermal and
will turn to be the most favorable steps. Therefore, one of the other two steps (i.e. AGO;
and AGO) will be the potential determining for the ORR (the least exothermic step). The
intermediates for these two steps together with their free energies were described in
Chapter 4. One is water formation and its release from the surface:

HO*+H"™ +e” « H,O(l) +* 6.1
With AG™™ = -AG = -AG),. +eU-k Tin 3, 6.2
and the other one is the formation of HOO* on the surface:

O,(g)+H" +e +* . HOO* 6.3
With AG;™ = -AG] °F= AG o, —4.92+eU -k Tin a. 6.4

For standard conditions and U = OV the relation for the potential step becomes:

B GPORR _ max( _AGlo,OER ,_AG;),OER)

| OORR —
& &
_ max(-AGS,. AG, ~ 4.92
%
6.5
Together with the theoretical overpotential:
”ORR =1.23/ —(UO‘ ORR)
6.6

If we consider the case of the ideal catalyst, all steps are downhill and equal to
1.23 V for standard conditions as seen in Figure 6-1.
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6
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In order to define the descriptor for this reaction, we consider again the constant
difference of 3.2 eV between AGO%oo+ - AGO%o+ levels, illustrated in Figure 6-1 by the
red lines in comparison with the levels of ideal catalyst and which defines the closest
catalyst in activity to the ideal one.

Under ORR conditions some of the surfaces are bare metals[47] . However, this
relation holds also for these surfaces [139]. So we express the relation for the potential
determining step in terms of free energy:

max(-AG,. AGH, ~1.72
&

For this reaction the overpotential depends on how the levels of HOO* and HO*
move towards stronger or weaker binding.

These two reactions are consecutive steps as well. The sum between these two levels
for the ideal catalyst is again AG1 + AG4 = 2.46 eV. For the other catalysts, this value is
given by the difference between the total free energy of the process and the constant
value between the two levels: 4.92-3.2=1.72 eV. A minimum overpotential is found again
to be: (2.46 — 1.72)/2e = 0.37 V (this could be decreased for some materials with
approx 16 = - 0.2 eV). To represent graphically the overpotential trend for ORR we
choose one of the two potential determining steps: AG%%o+ as the descriptor for the overall
reaction. The general volcano for the ORR is given in Figure 6-2 together with the minimum
attainable overpotential. When HO* and HOO* intermediates bind strongly on the
surface, the potential limiting step is represented by the removal of water from the
surface, i.e. the left side of the volcano. When they bind weakly, the potential determining
step is represented by the adsorption of HOO* on the surface, on the right side of the

UOORR = _

6.7

volcano.
2.5 T T T
Figure 6-2 General activity trends for ORR:
20k _ theoretical overpotential vs the standard free
) & energy of the intermediate step: water
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6.2 Pourbaix diagram for Mn,O,. CV and LSV of & — Mn,O3 film

To construct the Pourbaix diagram, we take into consideration the bulk formation energies
of the pure metal and of its oxides and their respective dissolution potentials. The aim is to
identify the most bulk stable phases of different Mn,O, oxides as a function of potential
and pH.

Figure 6-3 Top view of Mn,O, surfaces a) MnO2 (110) rutile structure the dashed square
include the unit cell on which the calculations were performed (1X2), with 2 active sites (1,2)
the cus sites and 2 inactive (4,3) bridge sites b) Mn2Q3 , the dashed square indicate a (1X1)
unit cell used in calculations and 4 different sites ¢) Mn3O4 a (2X1) unit cell used in
calculations

The dissolution potentials are taken from Pourbaix [47]. We used the experimental
values for bulk formation energies calculated relatively to bulk manganese, because the
values from DFT for Mn2O3 and Mn3O4 did not correspond closely to the experimental
values (this obviously contrasts with the good agreement between experiment and theory
for perovskites and rutile oxides [140-141], but the use of another gradient corrected
functional doesn’t guarantee for better results [142]). We used the standard dissolution
potentials of pure manganese and respective oxide as follow [47] :

XMn?* +2xe o xMn with Uz, 6.8
Mn,O, (bulk) + 2yH" + x(z—xy - 2]e‘ o XM+ YHO0) with Uno e 6.9
Combining these two reactions, the standard free energy of formation for an oxide is'0:

AG g = G{ZXU l\(jln2+/Mn + X(Z_)S/ B ZJU I\[jlnXOy/Mn2+ J 6.10

The change of formation free energy with the pH or with potential varies in the
following manner:

10 Attention should be paid to the fact that the reaction is inversed in order to get the formation energy,

thereby first we establish the right stoichiometry, sum up the two standard reduction potentials and than in
order to get the free energy for the right direction of the reaction the sign has to be inversed

2
B (XZU l\(jlnz"/Mn + X(Ty B ZJU l\(jlnz"/Mnxoy j because AG = —neu,
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AGS® =2yk;TIna,. - 2exU

form

0
_U 2+

Mn2* / Mn Mn /Mn)

B e{? B 2] U Mn,0, /Mn?" U e rn

We start from a particle that has N metal atoms in equilibrium with H2O, H* and
electrons than the free energy of the particle becomes(the effect of steps and kinks are
considered negligible):

AG = NAGS® + Z YA 6.12
I,X

The second term represent the sum over all facets (i) and terminations (x). Thereby
Yix is the surface energy of the facet ‘i’ with the adorbates ‘x’ (and ‘y’ when different
species are adorbed on the surface in the same time) as calculated with the formula from
Chapter 3. Al represent the surface area of respective surface minimized such as to
obtain the Wolff construction. In our study we suppose that the particle is spherical and
has only one type of facet (the most stable one for each type of oxide MnyQy), then the
sum over index i disappear and A represent the surface of the particle. For N we choose
1000000 atoms, which is converged relative to the bulk phase[47].. The stability of
particles of different oxides may then be compared for particles with a fixed number of
metal atoms N. The surface area of the particle is calculated starting from the volume of
each Mn,Oy formula unit.

Pure manganese lies well bellow the stability of water. This is because Mn is a
base metal (i.e. it has a very negative reduction potential) and in the presence of water
reacts to give Ha. The soluble products we consider are: Mn2t, MnO4, MnO42 , HMnO42-,
The Appendix provides the standard reduction potentials for these species (for some cases
we had to combine the relations, in order to keep the same reference system — bulk Mn)

[8].

79



Figure 6-4 Surface pourbaix diagram for MnOy including all bulk phases and surfaces and
the dissolution products. The dashed lines represent the equilibrium lines for O2/H20 and
H20/Hz systems'!. The potential scale is on SHE.

Finally in Figure 6-4 the most stable phases and surfaces are shown. This diagram
is equivalent with the diagram shown in ref [47] for the bulk phases. The new part is that
we identified the most stable surfaces for each oxide phase at respective pH and
potential. We need to identify the most stable surfaces close to ORR and OER equilibrium
potential (1.23 vs RHE) and to make good predictions as concern the activities of different
surfaces.

The chemistry of Mn is quite complex. It can be easily dissolved in acidic
environments for potentials that last up to 1.25V (RHE). At reducing conditions in alkaline
medium containing Mn2* jons, manganous hydroxide Mn(OH)> will form. By changing to
the oxidizing conditions, these ions will be further oxidized up to a heptavalent state with
the formation of MnOy. Its domain of stability covers the whole upper part of the
diagram all along the pH range and is situated above the O2/H20O equilibrium potential.
The stability domain of Mn2* and MnO42- are separated by oxides having different
oxidation states. In acidic solution this domain is smaller and MnO2 is the oxide that
connects the stability domains of these two ions. Because the stability domain of MnO42-

1" Oxygen dissolved in water is in equilibrium with water at UOZIHZO =1.233- OOSQIDH and

water is in equilibrium with gaseous hydrogen UH*/H = —00591pH
2
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lies above the O2/H20 equilibrium line, it would tend to oxidize water, forming MnO2. In
alkaline media, oxides with other oxidation states are stable. At potentials above 0.46 V
(RHE) and up to 0.71 eV(RHE) the most stable oxide is Mn3O4. In terms of surface
stabilities Mn3Oy, is a clean surface with no intermediate adsorbates. At around 0.71 V
(RHE) Mn3Oy4 is in equilibrium with Mn2Os. This type of oxide is stable up to
approximately 1 V (RHE) when it comes into equilibrium with the MnO2 bulk phase. In
acids, the domain of stability of MnO3 is wider than for Mn2O3 and Mn3Ou. It can be
operated for the OER over the entire pH range. The surface will be gradually oxidized
until a high coverage with oxygen is obtained: O, 1/2MLOc up to OpO.. This oxide is
stable up to 1.7 V (RHE) when is oxidized into soluble MnO42-. However, in acidic media,
at the potentials relevant for the ORR, it is generally unstable against dissolution to Mn2+,
On the other hand, in alkaline solutions, the MnO2 phase is also stable at potentials
relevant for the ORR, where is covered with with 1/2ML or 3/4ML OH.

The features from the electrochemical characterization of 0—Mn2O3 thin films by
Jaramillo and co-workers is shown in Figure 6-5. The agreement between the two is
generally good. The cyclic voltammograms (CV’s) in N2 of these structures are shown in
Figure 6-5. The blue line show two oxidation peaks in the anodic sweep: one is between
0.6 — 0.8 V and the another one is between 0.8 and 1 V. We assign these features the
oxidation of Mn3O4 to Mn2O3 and then further to MnO2, on the basis that the
thermodynamic standard potentials for these processes are 0.69 V and 1.01 V, as shown
in the diagram from Figure 6-4 . 12 The reductive features shown on the cathodic sweep of
the N2 saturated CV are associated with the discharge reaction back from MnO2 to
Mn203, as assigned by Kozawa et al [143].
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Figure 6-5 Electrochemical characterization of o — Mn203 nanostructured thin film. (blue) a
base CV in a nitrogen saturated environment (green) a CV in an oxygen safurated
environment of the same potential window (red) a linear sweep voltammogram (LSV) in a
wide potential window in an oxygen saturated solution.

12 All experiments were performed by Y. Gorolin and T.F. Jaramillo - Stanford University.
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The CV in the oxygen saturated environment (green dashed line) is used to identify
where the onset potential for the ORR appears. The currents starts to flow at 0.8 V and
the potential at which ORR has reached half of the diffusion limited values are 0.73 V and
0.74 V for anodic and respectively cathodic respectively direction. The fact that the onset
potential is located at the cathodic end of the potential region of the Mn2O3 /MnO,
redox features indicates that Mn2O3 is the active surface for ORR. The LSV (red line)
reveals that the onset potential for the OER occurs at ~1.5 V, beyond the region where
oxidation of Mn2O3 to MnO2 takes place, under which conditions it should be fully
oxidized.

6.3 ORR/OER on Mn203/MnO:

To summarize the previous subsection, the experiments performed on nanostructured o —
Mn2O3 electrode, together with the theoretical predictions, suggest that Mn2O3 is most
likely the active phase for the ORR and MnQ: is the active phase for the OER. According
to our calculations, Mn2O3 (110) covered with 1/2ML HO* and O* covered MnO2 (110)
are the most probable surface structures under ORR and OER conditions, respectively. In
recent studies it was shown that one bond between H2O and an ORR intermediates (HO*
and HOO¥) leads to the stabilization in the adsorption energy by =0.15 eV [144]. For
our oxide surfaces we considered that these species are stabilized by two supplementary
H bonds. So on the Mn2O3 (Mn30y4) surfaces reduce the energy levels of HO* and HOO*
intermediates by = 0.3 eV.

The free energies diagrams for the ORR and OER for these two surfaces are shown
on Figure 6-7b and Figure 6-8c. For ORR on Mn2O3, the overpotential is approximately
0.55 V and the potential determining step is the release of water from the surface (the
smallest step at U = OV). In Chapter 4.8, we have shown that a change of mechanism
could be possible on MnO2 surface, but the magnitude of the potential determining step
doesn’t change significantly. Herein we consider the HOO* mechanism. At equilibrium
potentials the steps that are uphill are the dissociation of water onto the metal surface or
on top of the adsorbed oxygen. When the potential is switched towards more positive
values, the last step to become downhill is water dissociation on top of adsorbed oxygen.
An extra energy of approximately 0.6 eV is needed to overcome it.

We note, that the theoretical overpotential required for the OER coincides with the
region where the anodic dissolution of MnO2 to MnO4- becomes favorable, according to
Pourbaix diagram in Figure 6-4. Also the theoretical overpotential value of Mn2O3 place
it close to border with Mn3O4 phase, and there is a possible a coexistence of mixed
phases. The activity of this surface is debated in the next chapter.

6.4 Pourbaix diagrams for Mn3;04, Mn2,O3; and MnO;

In Section 6.3, our calculations were performed on the most stable bulk surface phases.
However, in a real nanoparticulate catalyst, the morphology and particle size will be a
function of the synthesis method. This could also bring about changes to the stability
between different surface phases. [82, 145]. The extents to which these changes occur are
challenging to predict with current theoretical methods. Moreover, if the kinetics of the
surface oxidation and reduction are slow the actual catalyst composition may not
necessarily correspond to the most thermodynamically stable phase. This could be
especially pertinent when taking into consideration the short time frame (on the order of
minutes) required for the CV’s shown in Figure 6-5
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In this subsection we shall separately investigate the theoretical electrocatalytic
performance of Mn3zO4, Mn2O3 and MnOa. In this way we can explore the possibility that
some of these phases may be contributing to the OER and ORR activity under conditions
where they are not the most thermodynamically stable bulk phases. We shall follow the
same methodology as earlier in this chapter, first evaluating the most stable adsorbate
structures as a function of potential and pH. We take also into account the dissolution
potentials.

Figure 6-6 Surface Pourbaix diagram a) Mn3O4(001) b) Mn203(110) and ¢) MnO2 (110).
Dashed lines represent the equilibrium potentials for O2/H20 and H20O/H2 potentials. The
stability domains for Mn2?*, MnOy ions and for Mn(OH)2 change slightly from one oxide to
another.

In Figure 6-6 he stability domains for Mn2*, MnOZ2-4 and for Mn(OH), change slightly
from one oxide another. The stability of the Mn3O4 domain lies mostly in alkaline media
and only a narrow part lies in acidic media. Therefore this oxide can be operated mainly
in alkaline media. At low potentials (Urne < 0.95 V) the clean surface is the most stable
one. As the potential increases, the cleavage of water begins and the surface is covered
gradually by HO* species (Urue = 0.95 — 1.29 V). At potentials above 1.29 V(RHE) the
adsorbed hydroxyl is oxidized further to O* (Figure 6-6a).

In comparison with Mn3Ou4, the Mn2O3 stability domain extends a little bit more in
the acidic region. The OER could be operated both in acidic and alkaline conditions but
only if the overpotential is low enough, while for the ORR can be operated mostly in
alkaline conditions and has to fulfill the same conditions as for the OER but for a larger
domain. As concern the state of the surface around 0.53 V(RHE) is clean and extends for a
narrow region. At higher potentials the surface becomes covered gradually with HO*
species (from 1/2MLOH, 3/4MLOH,7 /8 MLOH and 1MLOH) up to 1.23V (RHE), when
these hydroxyl groups oxidize to TML of O* (Figure 6-6b). The surface Pourbaix
diagram of MnO2 (110) is shown in Figure 6-6c. The bridge sites are firstly occupied by
HO* species, which are oxidized to O* species at potentials above 1.1 V (RHE). At
potentials higher than 1.38 eV, the coordinated unsaturated sites becomes energetically
favorable when they are covered with oxygen (H2O—HO*—O*). For the OER, MnO2 can
be operated both in acidic and alkaline conditions and the stability domain is larger in
comparison with the other two types of oxides, while for the ORR can be operated mostly
under alkaline conditions within a narrow range of stability.
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6.5 ORR/OER on Mn304, Mn203 and MnO

Under ORR conditions, (001) Mn3QOy4 is mainly clean (in other words, it is covered with
water molecules) while the bridge sites of (110) MnO2 are covered with HO* species. In
Figure 6-7, the free energy diagrams show close activities in terms of potentials for
Mn3O4 and Mn2O3 oxides, while MnO3 has a very low activity. A good activity of Mn3O4
is desired because the Mn2O3 overpotential place it close to the region where can be
reduced to Mn3QOu4. It turns out that Mn2O3, the phase that was experimentally found to be
stable under ORR conditions is also the most desirable phase for high activity. For Mn3Oy,
the potential determining step is the formation of water and its release from the surface.
For MnOz: it is the formation of HOO* species. There could be a change in reaction
pathway for Mn3O4 and Mn203, as to whether Oz is adsorbed associatively or not.
Nonetheless, this does not affect the potential determining step, which is H2O formation
and its release from the surface. On MnO> the mechanism can change as well, but because
show a low activity we didn’t consider its study. Such a change in pathway also occurs on
RuO2, as shown in the next subchapter.

ORR_(110)Mn, O, ORR_(110)MnO,

ORR_(001)Mn,0,

6
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Figure 6-7 Potential energy diagram for ORR intermediate steps on a) clean (001) Mn3Oy,

b) 1/2MLHO (110) Mn203 c) HOp (110)MnO2 at potentials OV vs. RHE ,

1.23V vs RHE

and at the corresponding maximum free energy for each oxide vs. RHE. For Mn3O4 and
Mn203 corrections for extra H bonds were applied (0.3 eV).

AG/eV —
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At electrode potentials positive of the equilibrium potential for H,O/O2 system
(1.23 V) the relevant surfaces are those covered with a monolayer of oxygen for Mn3O4
and Mn20a3. In Figure 6-8 Mn3O4 shows an activity close to that of MnO2, but this phase is
very unlikely to exist at these high potentials as indicated by the diagram.
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Figure 6-8 Potential energy diagram for all OER infermediate steps on TMLO (001) Mn3QOy,
TMLO (110) Mn203 and On1/20(110)MnO at potentials OV vs. RHE , 1.23V vs RHE
and at the corresponding to the larger free energy for each oxide vs. RHE.

Mn203 doesn’t show a good activity at this overpotential, and is most likely to be
oxidized into the soluble product MnO4-. Supplementary the transition to MnO2 phase
take place at much lower potential as shown bellow the equilibrium potential of H2O/O>
system.

6.6 ORR on (110) RuO,

Because OER on RuO; (110) was already studied in the previous chapters, here we focus
only on ORR activity. As seen from the surface pourbaix diagram, the reaction is likely to
proceed on a surface covered with 1ML HO*,

Notably, close to this potential the RuO2 phase, changes to lower oxides, hydroxides
or a metallic phase, reflecting a more complex mechanism [146-148]. For this study, we
consider a RuO> surface covered with HO* species to predict the ORR activity. In Figure
6-9 the free energy of ORR intermediates on OHb1/2MLHO*1 /2% surface is shown. Two
possible reaction paths are examined: the mechanism proposed for the general
description of oxygen reduction reaction with HOO*, O* and HO* intermediates and the
second one when instead forming HOO* intermediate, first oxygen molecule is adsorbed
on the surface, while the proton and the electron transfers to the neighboring HO®. This
step is followed by the adsorption of the proton ontop of Oz *. A complex step follow:
when water leave the surface in the same time as HOO* together with a proton and
electron form HO* species adsorbed on the active sites. The last step is again the release
of water from the surface.
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Figure 6-9 The free energy of ORR intermediates on OHp1/2MLHO* RuO; (110) surface at
potentials 0V, 1.23V and potential when the reaction is favorable (0.78V left side and 0.64
right side) a) the ORR general proposed mechanism with HOO* , HO* and O* intermediates
b) alternative mechanism with O2,* and H2O* intermediates after first step, HOO* and H,O*
after the second step and 2HO* after the third step.

Even if, at first sight these two reaction paths seems to be quite different they have
in common approximately the same potential determining step. For the first mechanism, the
highest free energy is achieved by the formation of a peroxy intermediate, by adsorption
of molecular oxygen and direct proton and electron transfer to it. For the second reaction
path the potential determining step is represented only by the direct proton - electron
transfer to the adsorbed molecular oxygen after the molecule was adsorbed on the

~

surface during the previous step. Thereby this translates in a potential difference of =
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0.15 eV between these two potential determining steps. If we consider the overpotential
value of the first reaction path (0.45 V) and we place it on the volcano plot we see that
sits close to the top. Thereby the surface is more flexible to mechanism changes. Between
these two reaction paths, the second one seems to be the most feasible because the
overpotential comes mostly from the direct transfer of proton and electron to the
adsorbed O2/*.

6.7 ORR/OER theoretical and experimental polarization curves

In Chapter 3 we recalled the generalized expression for the relationship between current
and potential. In order to perform this analysis we need the activation barriers for each
intermediate step and it is challenging and time consuming to obtain from DFT calculations.
To circumvent, this we will simplify the analysis somewhat. First, we assume that the
activation energy for the rate limiting proton transfer step is at least equal to the larger
reaction free energy of ORR reaction path [127]. Detailed calculations for the transfer of
solvated proton to adsorbed HO* can be found in ref. [144, 149]. We make the same
approximation for the case when the proton transfers from the adsorbed HO* to the
water layer.

At equilibrium the activation energy for ORR/OER'3 should be:

DG e = MaXAGOR(U, ), AGIRR(U, ) 6.13
DG oer = MaXAGITR(U, ), AGR(U,)) 6.14

Where Up = 1.23V. When the potential is changed to a new value, the activation
energy can be expressed as follows:

DG = MaXAGL™(U ), AGRR(U ) = max(AG ™R, ) - aen°F), (AGORR(U,, ) - aen°FF))

6.15
DG, = MaXAGYE(U ), AGSR(U ) = max(aGOH (U, ) - e7°FF), (AGER (U, ) - (1- @)en °F))
6.16
where NORR = (U — U) and n°® = (U-Uo)
The corresponding rate constants are:
kORR(U) — kOORReXp—AGgRR/(kBT) 6.17
kOER(U) — kOOEReXp—AGgER/(kBT) 6.18

The prefactor ko includes all the details of the proton transfer to the surface and
the recombination with the electron. We take it from the measured values of the proton
transfer rate to metal surfaces under conditions where is no driving force (the exchange
current) and this gives a value of ko®*R = 200 s'site’!. This value was calculated by
N@rskov et al. for hydrogen evolution reaction on Pt(111) surface and was shown to fit to
experimental data [150]. In order to perform the comparison between different catalysts
for OER we take the same value for koOFR. The value for OER was taken O while for ORR it
was taken 1. In terms of current, the reaction rates for ORR/OER are:

ikORR/OER(U ) = de N;ites kORR/OER(U) 6.19

13 To be seen the relation from Chapter 3,
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For each type of surface, the number of active sites per square cm was calculated.

With this model, ORR and OER polarization curves for the most stable Mn,Oy,
RuOx and PtOx phases at each potential, are given in Figure 6-10. For PtOy, the stability
diagram given in the Pourbaix atlas shows that up to 1V (RHV) the most stable phase is a
bulk metal [47]. At higher potentials it transforms into PtO; with different crystallographic
structures [47, 151]. Therefore for the ORR, AGIORR s the value for Pt{111) taken from
reference[127] , while for the OER, AGIOR js the corresponding value for rutile PtO2(110)
(or B - PtO2 (110) ) taken form the previous chapters. For (110) RuO2, AGIORR is for the
second considered reaction path, while AGIOR s taken from Chapter 4.

Pt-Ru-MnO, Pt-Ru-MnO,

I/mAcm™
I/mAcm?

E/V(RHE) E/V(RHE)
Figure 6-10 (a) Calculated current densities for Mn,O,, RuO, and PtOy; (b) Linear sweep
voltagrams (LSV) for the same materials performed by Y.Gorlin and Th. Jaramillo. Ru and Pt
nanoparticles were dispersed on a carbon support. For details on experiments see paper P

The theoretical and experimental polarization curves show the same qualitative
trends. For the ORR the trend is: Pt > Mn2O3 > RuO2. For OER the trend is RuO2 > MnO:
> PtO2. The same model was used to predict the trends in ORR activity for metal alloy
catalysts [152]. As mentioned in the introduction Pt/C shows the best ORR activity, while
for the OER the oxidized Ru shows the best activity. Under reductive conditions relevant to
ORR, Mn;03 surface outperforms Ru/C and approaches the activity of Pt/C. Under
oxidizing potentials relevant to the OER, the MnO2 surface outperforms oxidized Pt/C
and approaches the oxidized Run/C, as seen from the experiments. From a theoretical
point of view MnO2 stays quite close to PtO2. For PtO; the calculated structure might not
correspond exactly to the experimental structure, as the rutile phase is not the most stable
crystalline phase [151]

On the experimentally obtained LSVs, some features cannot be captured by the
theoretical LSVs. For example Ru/C catalyst demonstrates a change in slope of its ORR
current at potentials below 0.6V vs (RHE), which may arise from a change on oxidation
state, going from a high oxidation state towards lower oxidation state (RuO2 to Ru) [146-
147].

For Mn,Oy the discrepancies are small and can be due to presence of other crystal
phases within the sample. For example, the theoretical studies were performed only on 3 —
MnO2 because is the most stable phase among MnO2 family. However, the presence of o
— MnO2 and 7 — MnO2 phases could be expected in experimental MnO> electrodes [153-
154]. There are other features that will make the difference between the theoretical and
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experimental values such as surface stoichiometry. Some of other features are presented
in the Chapter 4.

6.8 Conclusions

In this chapter we showed that manganese oxides, inexpensive and earth abundant,
can exhibit good bi-functional activity for the oxygen reduction reaction (ORR) and
oxygen evolution reaction (OER). Experiments showed that they achieve an activity close
to the best catalysts: Pt for the ORR and respectively RuO2 for the OER. Our density
functional theory (DFT) calculations provided a microscopic explanation for the
experimental observations. We constructed the stability diagram, to predict the most
stable phases and the surface configurations as a function of pH and electrochemical
potentials. This diagram indicated that the most stable surfaces for the ORR and OER are
2 ML HO* covered Mn;03 and Ob1/2MLO. covered MnO>, respectively. In terms of
overpotentials the same surfaces were found to be the most active.
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7 Chlorine (CIER) and Bromine(BrER) evolution on (110) rutile
oxides

In the previous chapters we have treated the process of water oxidation as if the water
was pure. However, we have to be aware that in reality other ions present in the water
could compete with oxygen evolution reaction leading to undesired by-products and to
the decrease of the process efficiency. An example of such an ion is the chloride anion
present in the seawater. We know that out of all water on the earth only 2.75 percent is
fresh water, including 2.05 percent frozen glaciers, 0.68 percent as a groundwater and
0.0101 of it as surface water in lakes [155-157]. Because in many places fresh water is
scarce, using it as a clean source to produce hydrogen is not the best option. The sea
water (or salty water) is an alternative. When the best OER anode materials are used
(RuO2 and IrQ3), considerable amounts of chlorine gas is obtained as an undesired
byproduct for clean energy. Due to this reason, one of the key problems for seawater
electrolysis is to tailor the anodes for high selectivity, activity and long durability for
oxygen evolution. [96, 158-162]. On the other hand, in brine “electrolysis, chlorine is the
desired product. Therefore in this case the selectivity towards this reaction is crucial. As
already mentioned in the introduction of Chapter 5, the RuO2/IrO> oxides deposited on Ti
substrate (known under the name of dimensionally stable anodes (DSA)) are used on the
industrial scale to produce chlorine [57]. Chlorine is one of the main products of the
chemical industry and is one of the world applications that consume approximately 1% of
the electricity produced [163]. Despite the fact that DSA anodes perform very well, a
future development of other types of catalysts is desired because the price of the raw
materials is high with no tendency to decrease in the future.

The aim of this chapter is to give an understanding into the activity and selectivity
of some materials towards chlorine evolution because very little is known about the atomic
scale structure of the surface and about the reaction mechanism. We start the analysis in
the same way as we did in the previous chapter with the surface stability diagram. In this
case the surface is in equilibrium with liquid water, protons, chloride ions and electrons.
We establish scaling relations between different species that form on the surface. We
combine them such as to relate everything to a single descriptor AEox. We identify the
most stable surfaces close to CIER potential for each catalyst and we establish their
activities. OER and CIER potentials for different surfaces are compared in terms of OER
descriptor: A°Go+-AGO%%0+ RuO2 and MnO> are discussed as examples.

Because the reactions of halogens are in principle the same, a short analysis for
bromine is done as well. The corresponding standard reduction potential is 1.09 V and is
positive enough for most surfaces to be oxidized and is approximately 0.3 V lower than
for chlorine. In spite of the fact that halogen evolution is the same, they have different
thermodynamic and kinetic parameters. One of the parameters that make the difference
is the solubility in water. Bromine solubility is higher than chlorine solubility (0.21 mol-I!

14 Brine — is water saturated with sodium chloride (39% salt by weight, - 39.12 g salt
dissolved in 100 mL of water)
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and 0.092 mol“l''). Another different property is the rate of hydrolysis which is 110 s-1
for Bro and only 11 s-1 for Cl2[162] . One of the hydrolysis products is:

X, +H,0 o HXO+H"* + X" 7.

The high solubility of bromine make it a good candidate to reduce the total cell
voltage for hydrogen production (U, = (UH+/H2(9) +/7H2_evo|)—(U B (a)/ Br- +l78rw_evo|) ) in

comparison with the case when water splitting is used as an half reaction. However might
be in the mean time a clean way to produce hydrogen. This is because bromine gas is
very soluble in water the amount released in the gas phase is low. A closed looped system
can be used with bromide oxidation at the anode, bromine evolution followed by its
hydrolysis. The process itself is more complex because beside hydrolysis products: HBrO,
Br-, H* other species are formed such as Br3-,BrO3- and they have to be reduced back to
Br- [47, 164]. The electrolysis of HBr has already been suggested as another possibility
for the storage of renewable energy because as stated earlier much lower voltage is
required in comparison with electrolysis of water (1.09 + n < 1.23 + 1) [165-166].
Using the hydrogen produced in this way in an oxygen fuel cell increases the overall
efficiency of the system.

7.1 Energy scaling for CI*/Br*, CIO*/BrO*, *OCIO*/*OBrO*, HO*

Phase diagrams are constructed according to Chapter 3 based on DFT calculated
formation energies of adsorbates on the surface. Adsorbate interactions are included in
the surface phase diagram. As shown in the previous chapters, the adsorbates bind
stronger at bridge sites than on cus sites, so free metal cation sites are most likely found at
the cus sites. Oxygen binds stronger on the bridge site than X=HO*, HOO*, CI*/Br*,
ClO*/BrO*, *OCIO* /*OBrO* so most of the considered structures have the configuration
Ob + Xc or mixed phases. In comparison with the generalized surface diagram for
oxygen evolution, we have not considered O2.* and Oa2*, because these structures derive
from HOO* and is the first specie to compete with CIO* formation. Calculations were
performed on the (110) surfaces of rutiles oxides presented in Chapter 4, in the (2x1) unit
cell using the same set-ups. Single phases (eg. only HO* on cus sites) and also mixed
phases (HO* and CI*/Br*) were taken into consideration.

We construct the generalized phase diagram using the same descriptor as for the
generalized diagram for oxygen evolution: AEo+, Therefore the binding energies of these
species on cus sites are related to this descriptor. Because CI*/Br¥, CIO*/BrO* and
*OCIO*/*OBrO* species are supposed to perform the same type of bond at the surface
(single bond) we relate their binding energies to HO* binding energy. In O(Figure 4-6),
AEno+ is expressed as a function of AEo+. As seen from Figure 7-1a and b, no matter if we
use only the DFT binding energies (a) or if we use the appropriate corrections to calculate
the free adsorption energies relative to the standard hydrogen electrode (b), the slopes
remain the same while the intercepts change with the applied corrections A good
correlation is obtained between all species with a MAE within 0.21 eV. The slope of 115,
obtained for each species indicates that a single bond is formed between the
intermediates and the active site.

15 For all species the slopes get close to 1. TH@naus to fix all the slopes 1 and to be
within the acceptable errors imposed by DFT caltolss.
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Figure 7-1 a) and c) 1CI*/Br*, 1CIO*/BrO*, 10CIO*/OBrO* DFT binding energies vs
THO* binding energies on rutile(110) cus sites. b) and d) Free energy of the same
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intermediates related to SHE, for pH = 0, aci.g~=1 and for U = 0. Hollow triangles —
includes no inferaction effect with the species from the neighboring site. Filled triangles,
crosses — interactions with O¥*, CI* /Br¥* species from the neighboring site. m is the slope and
b is the intercept. In the lower panel the top view of the surfaces covered with a)CIO* /BrO*
and *OCIO*/*OBrO* species (green CI*/Br* species, red — oxygen and light blue
ruthenium). Dashed white lines fit the cus sites from the unit cell (1x2).

7.2 Generalized phase diagram for CIER

Despite the fact that sea water electrolysis performs under neutral conditions, the surface
diagram is given for acidic conditions (pH close to 0). In experiments the anodic
polarization curves of oxide electrodes does not depend on the initial pH (acidic or
neutral) of the solution. This is because, the initial oxygen evolution immediately decrease
the pH to about 1 - 2 or even lower close the anode surface and this favor the chlorine
evolution [161, 167]. Only the pH close to the interface affects the equilibrium potentials.
This change of pH near the electrode surface can be followed in

Figure 7-2B, during cyclic voltammetry when H203 is reduced and oxidized. An CF/IrOx
electrode is placed within 10 um of a 300 um diameter Pt electrode immersed in 10 mM
H202, in unbuffered 0.5 M KCI. The important region to be followed is when the potential
is higher than 0.5 V. After this value the oxidation of H2O> (

Figure 7-2A) is favorable and a rapid decrease of pH is observed corresponding to the
production of protons (

Figure 7-2B) (H2O2 = O, + 2H* + 2e°). When the potential is higher than 1.1 V the
oxidation of water starts and even larger quantities of protons are liberated. The CF/IrOx
electrode indicates that the pH becomes large and negative. Even if a correct response of
this electrode in extremely acidic solutions is not guaranteed is realistic to assume the
electrolyte is very acidic near the electrode surface. All these data are adapted from
reference [168]

Substrate Potential (V vs. Ag/AgCl)
1.0 05 00 05

o

Figure 7-2 A) Cyclic voltagram of the 300 —um
diameter Pt substrate electrode immersed in 10 mM
H202 in 0.5 KCI (B) Potentiometric response as a
function of substrate potential for CF/IrOx electrode
positioned withim 10 um of the 300um Pt substrate.
Adapted from ref.[168].
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When chlorine is obtained as a main product in industry the operating pH is acidic as
well. Another important parameter for our phase diagram is chloride concentration. In the
sea water is approximately 0.5 M. Industrial production requires saturated solution (a
concentration up to 5M). We consider the chloride activity (concentration) close to
electrode surface (double layer interface) equal to 1. Two main reasons influence our
choice: we do not know exactly how the concentrations of chloride ions vary along the INH
and OHP (Inner and outer Helmholz layer) in comparison with their bulk and for example
we expect that their concentration is higher across the double layer than in the bulk, when
chloride concentration is low. The opposite way is expected to happen at high
concentrations. There are many effects that contribute to the distribution of ions in bulk
solution and across the double layer such as: solvation shell, ion-ion interaction etc. These
aspects are debated in a series of books [42, 45]. The most important reason is that the
change in chloride concentration does not modify significantly the standard equilibrium
potential for chlorine evolution (1.36 + 0.06 V, going from 0.2M to 5M).

With these established parameters (pH and a..) together with the scaling relations, we
construct the general surface stability diagram as a function of potential and oxygen
binding energy (in Figure 7-3a and b). To see how the pH affect the surface structures we
plot the diagram also for pH = 7.

b) pH=7

0,0,

Figure 7-3 The most stable surfaces at a) pH = 0 and b) pH = 7 ac.. = 1, room temperature
as function of potential U and the surface descriptor AEo+. Red and blue dashed lines
represent the standard equilibrium potential for O2/H20 and CI-/Cl; respectively. As a note:
PtO2(rutile structure) is in the same location as RhO2. Note. The subscsript c is equivalent with
* from the body text. And PtOpz2 is the CaCl2 structure and which is a distorted rutile structure.

In comparison with the generalized surface diagram for oxygen evolution when no
other ions are considered, the surface structure changes at higher potentials. At pH = O
(Figure 7-3a) for AEox < 3 eV and potentials higher than aprox. 1.5 V vs. RHE, the
formation of CIO* and *OCIO* species become more favorable than the formation of
HOO* intermediates. HOO* continues to be unstable relative to CIO* and *OCIO* up to
ph = 7 (Figure 7-3b). When pH is increased above 7, the domains covered with CIO* and
*OCIO* become gradually replaced with HOO* species (and instantaneously with O2.c*).
Across the regions where the most stable surfaces are covered with simple adsorbates (CI*
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and HO*) a competition between adsorption of HO* and CI* exists close to pH = O (to be
seen in Figure 7-4, U =1.6V Eo+ = 3.08 eV), because the difference in their free energies
are small. For very acidic conditions the surfaces covered with CI* species are the most
stable. As the pH increases these regions become covered entirely with HO* species. To
illustrate these changes, we pick points from the phase diagram (Figure 7-3a) close to
equilibrium potentials of OER and CIER. The sampling is done for three different regions
that are prone to these variations at U=1.6V and AEo+ = 3.08 eV (I Figure 7-4a), U =
2.1V and AEo+ = 1.34 eV (Il Figure 7-4b) and at U = 1.5 V and AEo+ = 3.2 eV (lll Figure
7-4c)). For these regions we compare the free energies of surfaces covered with different
species along the pH domain.
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Figure 7-4 The free energies of different surfaces at different points from the surface
stability diagram for chlorine and bromine: at the point U=1.6 V and AEo+ = 3.08 eV we
compare the surface free energy for structures that have bridge sites occupied with O and the
cus sites: clean (magenta line), occupied with 100% HO* or CI*(Br*) (yellow and green
lines), 50% HO¥* and CI*(Br*)(light blue), O* and CI*(Br¥)(red lines), O* and HO*(dark
blue). At U = 2.1 V and AEo+=1.34, surfaces with bridge sites occupied by O and cus sites
occupied 100% with HOO*, O* or CIO*(BrO*) are compared. At U = 1.5 and AEo+= 3.2
the surfaces have the cus sites 50% occupied with O*, HO* and Br* and bridge sites
occupied with oxygen.

For the first case at negative pH the structure with CI* atoms adsorbed on cus sites
has the lowest free energy. As the pH increase above zero, HO* covered surfaces become
more and more stable (to be seen the doted lines that indicate this trend). Close to pH = 0,
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for a narrow region mixed phases (HO* and CI*) can coexist. For the second point, up to
a pH = 7, the structure with the lowest energy is the surface covered on the cus sites with
CIO* species. Above 7, the adsorption of HO* ontop of O* become favorable. For the
last case when the cus sites are only partially covered with intermediate species (ClI*, HO*
and O¥) the behavior is approximately the same as for the first presented case.

Once more we recall that the surface composition during oxygen or chlorine
evolution is not dictated by the equilibrium, but rather by the steady state reaction.
However is plausible that at the surface, the composition is determined by equilibrium and
represents the intermediates during the reaction especially when we are not too far from
the equilibrium.

7.3 Activity trends for CIER

The overall chlorine evolution reaction (CIER) that takes place at the anode is:
_ 1 _
Cl (aqg) - EC|2(g)+e ,U O5CE = 136VvsSHE 7.2

For different conditions the potential value is corrected as function of chloride activity,
chlorine partial pressure and temperature:

U=u’ +k Tlni 7.3
Cl,(g)/CI” B (p )0.5 .
i,

In literature different reaction mechanisms were proposed for this two electron
process [169-172] but only few of them were performed on single crystals [173-174].
For most of the mechanisms the first step is common and consists in the chloride ion
adsorption on the surface accompanied by the electron discharge. This can be done
directly on the active site or on top of the adsorbed atomic or molecular oxygen:

*(Or, O +CI” » CF (Cl®@* OCIO )+ € 7.4

— ACO 0
DG, = MGl o0 ~DGa op ~keT @, —d U-1§ ) 7.5
This is known as the Volmer step. Two alternative paths can then be followed: The

Heyrovsky step where a chloride ion transfers the electron and reacts with the adsorbed
CI* to form chlorine:

CI*(CIOY* OCI®) +CI o4 © Q) +Ql)g+ e 7.6
AG, = Aeglz(g) _AGcol*(uo*,ouo*) +AG*(ECIO*,OCIO*)
—kgTlna . —eU -U¢Z -

Or the so called Tafel step, where two neighboring chlorine atoms recombine on the
surface to form a chlorine molecule:

2CI* o *+Cl,(g). 7.8

7.7

Some other reaction paths have been proposed but cannot be treated within the DFT
formalism. One mechanism is proposed by Krishtalik[175], where the Volmer step is
followed by further oxidation of the CI* complex

Cl* - (Cl*)" +e 7.9

and then:
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(CI*) " +CI™ - *+Cl,(9). 7.10

For our study we consider the Volmer - Heyrovsky path. For the Volmer — Tafel
mechanism, an activation barrier for chlorine recombination has to be overcame. Tafel
step will become favorable any way when the binding energy is weak enough to allow
chlorine recombination. Therefore when this mechanism become possible, the potential
determining step will be given by the free energy of adsorption and is equivalent with the
potential determining step of the Volmer - Heyvrosky path.

The barriers of the two steps cannot be calculated and the relative rates cannot be
predicted. Our analysis is based again strictly on the ‘thermodynamic approach’.

The ideal catalyst for chlorine evolution is supposed to have the two steps equal. At
standard conditions their magnitude is 1.36V. The magnitude of the overpotential is given
by the level of one of the three intermediates CI*, CIO* and *OCIO* between the initial
and final state:

0,Cl*, CIO*,* OCIO* 0,CI*,CIO** OCIO*
Noer = maxAG; - 4G, ) 136V 7.11

Ideal CI(Br)ER

4 Figure 7-5 The ideal catalysts for Cl2 and Br>
evolution. The two infermediate steps have to
3k T S be equal. At standard conditions they have to
T T Bl be equal to the standard reduction potential
N _“_ _ _| (1.36V, respectively 1.09 V). CI*(Br¥),
] 2F SlS A CIO*(BrO*) or *OCIO*(*OBrO*) levels
2 X*X0*0X0* | {7 E:Q; determine the overpotential values.
1+ - - - : © :‘15_
: |
o L*0%02h* y v

Reaction coordinates

To plot the trends only for chlorine evolution, the descriptor is taken to be the free
energy change of the first step (chlorine adsorption on surfaces with different
configurations: * (black triangles), O* (red dots), O2n* (red crosses) (AG9)). Herein we
plot the activity, defined as the negative change of the most thermodynamically
unfavorable step (-AGOnax) against our descriptor and is given in Figure 7-6a (instead -
AGOnox we could have taken —m). On the strong binding side of the volcano the
overpotential is determined by desorption process. Moving towards weaker values (above
1.36 eV) the potential determining step is represented by the chlorine adsorption. The
volcano peak fall directly on the equilibrium potential line with RuO2 and RhO; being the
best when the reaction is supposed to take place directly on the active sites. On the other
hand the valid points are those that correspond to the most stable surface configuration
above the equilibrium potential (to be seen in Figure 7-3). Thereby for RuO2 (+), IrO2 (o),
RhO> (o), PtO2 (+), MoO2 (o) the position on the volcano is given by the overpotentials
obtained on O* or O2* surfaces (in Figure 7-6a - oxides in the squares). Experimental
results confirm IrO2 and RuO2 as the best catalyst for chlorine evolution [55, 176-179].
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K.Kuhn and J. Mortimer showed that at low current densities IrO3 is better than RuO2 while
T.Arikado established the order RuO2 > Ti/PtO2 > 1rO2[178-179] . From our study the
rutile structure of PtO2 show lower activity in comparison with RuO2 and IrO2. These
differences between the experimental and theoretical trends are mainly, because the most
stable crystal structure for PtO2 is a beta phase, a rutile distorted lattice [75, 180] . For
this structure we do not have calculated the overpotential for chlorine evolution on O* or
Oan* surfaces. But according to the position in the phase diagram is placed between RuO»
and IrO», and this indicate a higher activity than for rutile phase.
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Figure 7-6 Activity volcano plot for calculated values a) Cl2 evolution b) Brz evolution for
the anions activities equal to 1. The points represent the free energy of the potential
determinig steps when the reaction takes place: directly on the active site (cus) whith CI*/Br*
as spectators, ontop of O* and O2,* specie. The squares shows the potentials obtained for
the most stable surfaces above the Br- /Br2 equilibrium potential.

7.4 CIER/OER surface selectivities

So far we have addressed strictly the activities only towards chlorine evolution. In the
following we investigate the competition between chlorine and oxygen evolution. In
Chapter 4 we introduced the free energy of one of the intermediate steps: AGOo+ -
AGOi0+ as a descriptor for the activity of different catalysts towards oxygen evolution.
Because we want to compare CIER and OER, we express the free energies of the chlorine
evolution intermediate steps in terms of this descriptor. We consider the scaling relations
as shown in Figure 7-1b for CIO* and *OCIO* species. The free energy of the two
intermediate steps of chlorine evolution (vs SHE) expressed in terms of AGO%+ - AGOo+
becomes:

AGlclo*’OCIO = —(AGO* —AG\_K,) +2.72-Ik5TIn a- - g Lgnz(g)/cr B l?:lz(g)/cr ) 712
and
NG, = (AGo _AGHO*) ~kTina. -¢ Lg:lz(g)lcl’ a L?:IZ(g)/CI_) 713

The comparison is done in Figure 7-7a and b when aCl- = 1 for pH = 0 and
separately for pH = 7. A direct comparison is done in terms of activities as defined above.
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These values are compared with the standard equilibrium potentials for the two studied
systems: O2/H20 (red dashed line for pH = 0(1.23eV) and pH = 7(0.8eV)) and Clz/CI-
(blue dashed line for ac. = 1(1.36 eV)).
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Figure 7-7 Sabatier volcano for CIER/BrER (blue) involving CIO*/BrO* and for OER from
the Chapter 4 (red line). a) and c) for pH = 0, aci.g~ = 1 and T = 298 K b) and d) for pH
=7, acte- =1 and T = 298K. Blue and red dashed lines represent standard equilibrium
potentials for Cl2/Cl- or Br2/Br- systems, respectively for O2/H20 system at pH = 0 and 7.
For *OCIO* the volcano plot is approximately the same as for CIO* mechanism.
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Even if the standard equilibrium potential for oxygen evolution (red dashed line in
comparison with blue dashed line) at pH = 0 (1.23 V) is lower than the standard evolution
potential for chlorine (1.36 V), on the left side of the volcano the potential for the chlorine
evolution is lower than the potential for oxygen evolution. The correlation between the
surface structures and the potentials calculated on the most stable surfaces above the
equilibrium potential of Cly/Cl- explain why the electrochemical chlorine evolution is
possible on the best OER catalysts. The main evidences are the successfully use of DSA in
the chloro- alkali industry with an increased selectivity towards CIER. We recall that this
catalyst is a mixture of RuO2 and IrO2 deposited on a Ti substrate[57, 177]. We included
the direct calculated values for each oxide (red and blue up triangles). For the most
oxides from the left side of the volcano, the potentials for chlorine evolution are smaller
than the potentials of the oxygen evolution. RuO2 and IrO; lie very close to the top of the
Sabatier volcano for CIER and indicate no limitations in terms of overpotentials for this
reaction.

Separately in Figure 7-7b at pH 7 on the left side of the volcano the OER and
CIER activities are almost the same in terms of scaling relations. Thereby when possible to
maintain this pH close to the interface the oxygen evolution becomes favorable at pH
around and higher than 7 (a higher pH can be maintained with a buffer solution). The
direct calculated values for some of the oxides show already an improved activity
towards OER in comparison with CIER (because the for OER change with the kpTInan+).
Thereby for certain surfaces OER can become favorable at slightly smaller pH than 7. This
is possible because of the MAE.

On the right side of the volcano after a certain value of AGO%+ - AGOo+ the
surfaces are covered only partially with the intermediate species and the selectivity
towards CIER and OER become a more complex process. From Figure 7-4 for almost all
pH the surfaces are covered with HO* and O* species. For these coverage regimes up to
pH 7 CIO* can easily form (as seen from the Figure 7-4b for high coverage regimes).
Thereby close to the chlorine evolution potential the selectivity towards one of the two
reactions will be influenced by other parameters such as: the availability of two neighbor
oxygen atoms in order to form O3 molecule which desorbs spontaneously from the surface.

7.5 BrtER. Generalized phase diagram. Activity trends. BrER/OER surface
selectivities

The scaling relations between BrO*, Br*, *OBrO* and HO* intermediates give the same
good agreement (Figure 7-4c and d) as for the chlorine species. The MAE for all three
species is around 0.2 eV and is within the acceptable errors provided by DFT calculations.
In terms of DFT energies Br* and BrO* intermediates bind approximately 0.2 eV stronger
than CI* and CIO* intermediates. An exception is made by *OBrO* intermediate which
bind weaker than *OCIO*.
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Figure 7-8 The most stable surfaces at a) pH = 0 and b) pH = 7 for ag. = 1 and room
temperature as a function of pofential U and the surface descriptor AEo+. The red and blue
dashed lines represent the standard equilibrium potential for theO2/H20 system (1.23 eV),
respectively for the Br-/Brz system (1.09 eV). PtOgx(rutile structure) lies in the same location
as RhO2.

With some exceptions, the bromine surface stability diagrams are the same as
those for chlorine. The equivalent *OCIO* region from the chlorine diagram is covered
only with BrO* species in the diagram for bromine and this domain is slightly larger than
CIO* and *OCIO* domains altogether. At pH 7 this region keeps to be the most stable
phase. For regions that are covered only with HO* or Br* species, at zero pH Br* species
are favored while at pH 7 HO* species become more stable on the surface (to be seen in
Figure 7-8b). The free energy diagrams for the three different regions were repeated for
bromine (see Figure 7-4d,e,f). The most stable surfaces along the pH coordinate change
as follows: for U = 1.6V and AEo+ = 3.08eV in very acidic conditions up to pH = 1 the
surface is covered mainly with Br* species. By increasing the pH, the most stable surfaces
become those covered with O* and HO* species. This trend is valid also for weaker
binding energies (sampling at AEo+ = 3.2 eV), when the surface is only partially covered
with the intermediate species.

For the case when U = 2.1V and AEo+= 1.34 eV, BrO¥* is the most stable surface
regardless of pH. Therefore the catalysts that have AEo+ within this area are predicted to
have high selectivity towards bromine evolution.

As concerns the activity towards bromine evolution, the same models and descriptors
are valid as for chlorine evolution. In Figure 7-6b the adsorption free energy of bromine
on different surfaces was used to plot the activity. The peak of the volcano lies on the
equilibrium potential line. When correlated with the phase diagram, the activity tfowards
bromine evolution follows the trend: RuO2 (o), MnO> (A ), RhO2 (+), IrO2 (o), PtO2 (+). In
Figure 7-7c and d, we make the comparison between the activities towards BrER and OER.
We used the scaling relations only for BrO* species to express the activity towards BrER in
terms of AGO+ - AGOo+. This time the potential differences between the two reactions
are even larger at pH = 0. When the pH is increased to 7 the most of the surfaces from
the left side of the volcano remain selective for bromine evolution (the calculated values
for OER and BrER are very close). Because above the equilibrium potential of the Br/Bra,
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BrO* species are stable along all pH domain, BrER is favorized over OER. As concern
selectivity towards OER this is possible for pH above 7 when Uoer decrease bellow 0.8V
vs SHE. At potentials close to this value the attainable overpotentials for OER are not high
enough to be overcome by BrER potentials. But these regions require supplementary
studies because some of the surfaces won't be anymore covered with an oxide layer and
the reactions are likely to happen on metallic surfaces [47]. As concern the part of the
right side of the volcano, the comments remain approximately the same as for chlorine. But
in this case because at low coverage regimes the pH domain for which the surfaces are
covered with Br* species extends up to approx 1, the catalysts from these regions will be
selective towards BrER. After this value close to BrER standard reduction potential, the
selectivity will be determined again by the same parameters as enumerated for chlorine
evolution.

7.6 CIER/BrER on RuO; and MnO;

In the following we discuss some particular cases. For RuO2 four diagrams were
constructed (Figure 7-9a and b). Although surfaces covered with molecular oxygen are
thermodynamically more stable than surfaces covered with atomic oxygen, we chose to
construct the stability diagrams separately for the cus sites covered 100% with atomic
oxygen and when they are covered 100% with molecular oxygen. The activation energy
for oxygen recombination (0.2 eV) justifies our separate study. The size of the unit cell
doesn’t allow to treat the combined cases. For bigger unit cells an increased computational
time and resources are required.
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Figure 7-9 Surface equilibrium diagram for(110) RuQO2 in equilibrium with Cl- or Br-, H*
and H20 at 298K when the cus sites are supposed to be covered only with a)molecular and
b) atomic oxygen and for bromine a) molecular and b) atomic for ag,ci. = 1 and room
temperature.

For chlorine stability diagrams, no matter if it is O* or O2%, at potential positive enough
the most stable surfaces are those covered with *OCIO*. Along the pH domain this
structure is stable up to pH=4. After this pH, HOO* species are more favorable to be
adsorbed on the surface (at these potentials they transform fast into Oy,). For bromine
phase diagrams, BrO* species are stable all along the pH domain and imply no limitations
in terms of pH. Thereby above the equilibrium potential of Br-/Bry system the RuO-
surface is selective towards BrER. When the surface is covered only with atomic oxygen
the adsorption of CI*/Br* starts at less positive potentials in comparison with the case
when the adsorption is done ontop of molecular oxygen. One explanation is: for a
*OBrO* bond to be formed first the bond between the two oxygens has to be broken.
The overpotentials for bromine evolution vary in the same way (red filled circle and red
cross for RuO; in Figure 7-6b). For the bromine diagram, at a potential close to 1.1V vs
SHE and close to pH zero appear a narrow region covered with Br* species. For this
region the BrER takes place directly on the active sites (in Figure 7-6b the filled black
triangle for RuO: indicate a potential for Br2 evolution on a clean surface that lies in this
region).

For MnO; the presence of chloride ion (not even for higher chlorine activities)
doesn’t change the surface stability diagram as presented in Figure 6-6c not even close
to pH zero when from the generalized diagram the surface should be partially or totally
covered with CI* species. For bromine a small zone close to zero pH and potentials
between U = 1.4-1.6 is covered with Br* species and extend slightly for a higher bromine
activity. The general conclusion is that at potentials close to bromine, oxygen or chlorine
evolution reaction the surface is covered mainly with HO* and O* species and this turns
MnO, into a high oxygen selective catalyst no matter which ion is present. For bromine
evolution it is possible to obtain certain selectivity toward bromine, for a pH close to zero.
The experimental results acquired during the electrolysis of sea water come to confirm
completely this behavior. K. Hashimoto et. all developed a series of Mn based catalysts
that present a high selectivity towards OER [158-159, 181-182].

7.7 Catalysts screening

Other oxides that fulfill the scaling relations between HOO* and HO*, HO* and O* can
be successfully introduced in the scheme, because CIO*/BrO* , *OCIO* /*OBrO* and CI*
/Br* on these surfaces are expected to follow the same trend as the rutile oxides.
Thereby is reasonable to predict that the activities of the other oxides towards CIER /BrER
follow the same trend as rutile oxides. The first step is to take the oxygen binding energy
and establish their position in the phase diagram. The oxides studied in Chapter 4 that
weren't included in this study can be classified in this way. For example for Co3O4 the
oxygen binding energy place it in the same position as RhO2 and indicates it as catalyst
suitable to perform selectivity towards CIER/BrER. Both of them are close to the border
with the zone where higher selectivity towards OER is possible. Because of the deviations
from the scaling relations the borders can move. Therefore is probable for them to be
selective towards OER. Anyway in Figure 7-6a, chlorine evolution reaction on RhO2 has a
high overpotential.
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An important aspect has to be recalled about the perovskites. They can be used only
in the alkaline electrolyte [60, 87] .The perovskites from the left part of the volcano plot
from Chapter 4 (Figure 4-4), cannot be selective towards CIER. This is not possible
anymore, because in alkaline media at potentials higher than the standard equilibrium
potential of Cl-/Cl, system, the HOO* species are more stable than CIO* species. Instead
they can be used for bromine evlution in these media and the candidates are LaCoQOs3,
SrMnO3, SrRuO3, LaMnQOg3, LaRuOas. The other perovskites closed to the top of the volcano
(in Figure 4-4:SrCo0O3, LaNiO3, and SrNiO3) are placed in the same region as MnO3 in
the stability diagrams and thereby are more susceptible for OER no matter on the type of
present ion. In alkaline media production of hydrogen is possible at much lower potentials,
thereby this selectivity is required unless others applications are desired.

7.8 Conclusion

A first general conclusion for the oxides studied here is that a good oxygen catalyst is
also a good chlorine or bromine evolution catalyst Another aspect is about the limitations
in terms of overpotentials for CIER/BrER and OER. For CIER and BrER the scaling relations
show no minimum overpotentials when compared with the minimum attainable
overpotential for OER. At potentials higher than the equilibrium potential for CI-/Cly,
chlorine evolution (or selectivity towards CIER or OER) is strongly influenced by the pH at
the interface between electrode and electrolyte. For the zones covered with CIO * species,
after pH 7 our phase diagrams show no selectivity towards CIER. Across these regions
bromine evolution is not influenced by the pH. The zones covered with HO* or CI*/Br* ,
are selective towards chlorine or bromine evolution only for negative pH and for a narrow
region above O because the most stable surfaces are those covered with the halogen
species. An increase of pH will stabilize the surfaces covered with HO* species and a
higher selectivity towards OER. These zones correspond to the low coverage regimes, and
the selectivity towards CIER or BrER might be possible ontop of the adsorbed oxygen.
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8 Summary and outlook

In this thesis we have combined density functional (DFT) calculations with thermodynamic
modeling of electrochemical reactions to describe the surface structures and activities of
different electrocatalysts in electrochemical environment.

The thermodynamic approach is based on the definitions of standard hydrogen
electrodes (SHE) which forms the basis of the thermodynamic scale of oxidation reduction
potentials and allow modeling the change of reaction free energy with respect to pH,
potential and ion concentration. Barriers of electrochemical reactions are difficult to model
within DFT formalism and our study takes into consideration only the change of reaction
free energies of different systems with respect to the SHE.

Electrochemical systems imply the existence different pHs, potentials or
concentrations of other ions, thereby the surfaces are in equilibrium with protons, liquid
water (in our case at 298 K) or other ions and species such as: hydroxyl, oxygen, anions,
protons are exchanged between surface and the reference electrolyte. The free energy
of surfaces covered with these species are expressed in terms of adsorption free energy
of each intermediate.

Another important aspect on which this thesis is based, are the linear scaling
relations established between the binding energies of the previous enumerated species.
These relations allow reducing the complexity of a certain reaction to a single descriptor.
This allows screening new systems easier.

Based on these two approaches, different (photo) electrocatalysts for water
oxidation or oxygen evolution (OER) were studied in terms of overpotentials. We have
studied the trends in adsorption energies of HOO* and HO* (two intermediates that are
very likely to form on the most surfaces during OER) on a wide range of oxides (mixed
and pure). They are linearly correlated with an average constant difference of 3.2 eV no
matter on the type of oxide. The oxygen adsorption energy varies between them and
dictate the catalyst activities. Based on the relation between them a single descriptor was
derived to characterize them in terms of overpotentials: AGo+* - AGho+ The best
electrocatalysts were found to be: RuO;, Co304 SrCoOs, LaNiOs, SrNiOs3;, SrFeOs,
LaCoO3, NiO, IrO2, RhO2, PtO2. None of the studied oxides operates close to the
equilibrium potential of the H2O/O2 system. Our model identify a minimum attainable
theoretical overpotential for both sides of equilibrium of 0.4 V. Theoretical trends were
compared qualitatively with the experimental trends. A good agreement was obtained.
Extended studies were performed on (110) IrcRuixO2 mixtures because is a combination
of the best catalysts. These surfaces have two types of sites (active sites-cus) and inactive
sites (bridge). Some surfaces have both Ir and Ru on the active sites. Two preferential
behaviors were noticed: one when the cus sites are entirely occupied with Ir and their
activity get close to that of pure IrO2 and the other one for the other type of structures
(only Ru on the active sites or when Ir and Ru are next neighbors on the cus sites) when the
activity goes close to that of RuO2. Mn,O, were studied separately as well because they
are good candidates as bi-functional catalyst for ORR/OER cycle. In terms of OER
activities with the same descriptor their activities are: RuO2> MnO2 = Mn3O4 > PtO2>
Mn203. Because oxygen reduction reaction is a reverse of OER, we used the same
intermediates and the same linear relation between them to derive a proper descriptor
for this reaction and which is: AGro+. In terms of catalyst activities (overpotential) the
order is the following: Pt>Mn203 = Mn3O4 > RuO2>MnO2. From these trends MnO, are
next in the row as concern the activity when compared with the best catalysts for each side
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of the reaction. Is a promising system that can be operated successfully for a larger
potential domains, on both side of equilibrium potential of H2O/O2 system. These
theoretical findings were correlated with experimental measurements. To make a good
guess of activities the most stable surfaces during the operating conditions have to be
identified. For all the systems surface stabilities diagrams were constructed. During OER
most of the surfaces are covered with a monolayer of oxygen. For some of the oxides,
mainly on rutiles a change in mechanism was identified. Even though doesn’t influence the
predicting power of the previous defined descriptor.

In the end we have studied other two electrochemical reactions: chlorine and
bromine evolution. These two reactions are important because they are parasitic reactions
when oxygen evolution takes place in their presence, especially chloride which is present
in the sea water. Therefore an atomistic understanding of this reaction is essential, to
develop materials selective only for one of the reaction. For this reaction the descriptor is
the energy of chlorine adsorption on different surfaces AGg*. No limitations in terms of
overpotentials were found. The best catalysts can operate close to the equilibrium
potential of CI-/Cl, or Br/Br, system and thereby when compared with OER
overpotentials they are smaller. This is one of the reasons why the best OER catalyst are
selective towards chlorine evolution: RuO2 and IrO2. We identified them also to be the
best catalysts. We constructed the phase diagrams for the two reactions and we managed
to make delimitations of conditions which enable to obtain selectivity for each reaction
separately.

All these studies give us a better understanding of each reaction separately and
with the aid of the developed descriptors an easier screening of other materials could be
done.
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Based on density functional theory (DFT) calculations we study the electrochemical chlorine

evolution reaction on rutile (110) oxide surfaces. First we construct the Pourbaix surface diagram
for IrO, and RuO,, and from this we find the chlorine evolution reaction intermediates and
identify the lowest overpotential at which all elementary reaction steps in the chlorine evolution
reaction are downhill in free energy. This condition is then used as a measure for catalytic
activity. Linear scaling relations between the binding energies of the intermediates and the oxygen
binding energies at cus-sites are established for MO, (M being Ir, Ru, Pt, Ti). The linear relations

form the basis for constructing a generalized surface phase diagram where two parameters, the
potential and the binding energy of oxygen, are needed to determine the surface composition.
We calculate the catalytic activity as function of the oxygen binding energy, giving rise to a
Sabatier volcano. By combining the surface phase diagram and the volcano describing the
catalytic activity, we find that the reaction mechanism differs depending on catalyst material.
The flexibility in reaction path means that the chlorine evolution activity is high for a wide range
of oxygen binding energies. We find that the required overpotential for chlorine evolution is

lower than the overpotential necessary for oxygen evolution.

Introduction

Chlorine is an essential product for the global chemical
industry — approximately 50% of the total turnover of the
chemical industry depends on chlorine and caustic soda.’
Chlorine production by chlor-alkali processes is one of the
largest current technological applications of electrochemistry.”

The most active anode catalysts are usually based on RuO,,
however, RuO, is barely stable at the high potentials.
Therefore RuO, is mixed with IrO, and additives such as
TiO, and SnO,, in order to improve the stability. The most
commonly used electrocatalyst in industrial chlorine processes
is the so-called Dimensionally Stable Anodes (DSA") which is
named according to its improved lifetime compared with
earlier used electrocatalysts.’

The equilibrium potential for Cl, evolution is 1.36 V at
room temperature and standard conditions, which is slightly
larger than the equilibrium potential for oxygen evolution,
which is 1.23 V under the same conditions. This means that
under chlorine evolution the simultaneous evolution of oxygen
tends to occur as a parasitic side reaction, especially at high
current densities. However, depending on the employed
catalyst, oxygen evolution usually requires a somewhat larger
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overpotential than chlorine evolution. Unfortunately, RuO, is
known to be a good catalyst for oxygen evolution as well as for
chlorine evolution. This suggests an overlap of the activity
volcanoes for the two reactions, and it has in fact been
suggested that high catalytic activity for chlorine evolution is
fundamentally linked with high oxygen evolution activity.?

Anodic chlorine evolution at oxide electrodes, and especially
chlorine evolution on RuO,, has been widely studied
experimentally. A variety of different reaction mechanisms
have been suggested based on indirect experimental quantities
such as Tafel slopes and reaction orders.* Among the possible
reactions are the Volmer—Tafel reaction’

2% + 2CI" - 2CI* + 2¢~ —» 2* + Cl, + 2¢7, @)
the Volmer—Heyvrosky reaction®
¥*42C1T > Cl* +e” + ClI"” - * +Cl, + 2¢7, (2)
and the Khrishtalik reaction”®
*4+2C17 - Cl* + e + ClI” - (CI¥)" + 2 + CI”
- * 4+ Cly + 2. 3)

Here, * is an active site, which may be a surface oxygen or a
metal atom.®

Very little is known about the reaction mechanism for
chlorine evolution and about the atomic-scale structure of
the surface, which depends strongly on catalyst material,
electrostatic potential, and electrolyte. Recent developments
within density functional theory analysis of electrochemical
reactions have opened up the possibilities to study these
reactions at the atomic scale.® In particular, investigations of
fuel cell catalysis such as oxygen reduction'®'® and methanol
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oxidation'*!'” have deepened the insight into reaction
mechanisms and surface composition under electrocatalytic
reaction conditions. In a previous study the oxygen evolution
reaction was investigated.'® There it was established that it is
possible to describe the trends in the oxygen evolving activity
using one single descriptor: the adsorption energy of O-atoms
on the surfaces. RuO, was determined to be the most active
rutile (110) surface, which is in good agreement with the
experiments. Recently, theoretical studies have addressed
heterogeneously catalyzed chlorine production by the
so-called Deacon process.lg’20 However, in spite of the
significant importance of electrochemical chlorine evolution,
detailed electronic structure studies of this process have not
appeared in the literature.

The aim of the present study is to analyze the surface
structure and the activity trends underlying electrochemical
chlorine evolution over rutile oxides. We start by analyzing
IrO, and RuO, and we construct surface phase diagrams of
the rutile (110) surfaces. This allows us to derive plausible
mechanisms of the electrochemical chlorine evolution based
on the reaction intermediates. We determine the lowest
potential where Cl evolution is possible. Applying adsorption
energy correlations, we can determine a reduced set of key
energetic descriptors for the surface reactions involved, and
generalize the analysis of IrO, and RuO, to a trend study
where all the material dependence is included in a single
descriptor, in this case the oxygen binding energy.

Methods

Calculation details

All electronic structure calculations have been carried out
using density functional theory (DFT), with the RPBE
functional for exchange and correlation.”! A periodically
repeated 4-layer slab is chosen for the rutile (110) surfaces of
RuO,, IrO,, TiO,, and PtO,. A vacuum layer of 16 A is used
to separate the slab from its periodically repeated images. We
use a 2 x 1 surface unit cell and 4 x 4 x 1 Monkhorst-Pack
type k-point sampling for slab calculations.”> The
Kohn-Sham equations are solved using a plane wave basis
with a cutoff of 350 eV for the eigenstates, and the densities are
described using a cutoff corresponding to 500 eV. Vanderbilt
ultrasoft pseudopotentials are used to deal with the ion
cores.”® A Fermi smearing of 0.1 eV is used, and energies are
extrapolated to an electronic temperature of 0 K. The two
bottom layers of the slab are fixed in their bulk structure,
while the two top layers as well as possible adsorbates on it
are relaxed until the sum of the absolute forces is less than
0.05eV A", All calculations are performed using the Dacapo
and ASE simulation package.*

The surface of the unit cell contains two bridge and two cus
sites, which means that the total coverage at each type site
varies between 50% and 100%. We consider all relevant
combinations of adsorption site and adsorbates. We find that
adsorbates bind stronger at bridge sites than on cus sites and
bridge sites are therefore occupied with oxygen for a
large range of conditions. We therefore focus on cus sites
throughout this paper. Mixed phases where different kinds of

adsorbates are mutually present at the cus sites may exist,
however, we find that they are in general only stable in very
narrow windows of conditions.

We consider the adsorption of CI°, OH® and O° at a
cus site, ¢, as well as the formation of O, and CI(O°),
adsorbed at two cus sites. The adsorption energy of chlorine
is calculated using:

AE(CI°) = E(CI°) — E(°) — $E(CL). 4)
For oxygen the energy is calculated relative to water
AE(0°) = E(O°) — EC) — EH,0) + EH)  (5)

and for CIO® we apply the combined reference energy states
from above

AE(CIO®) = E(CIO®) — E€) — LE(Cly) — E(H,0) + E(H,). (6)

The adsorption energy of O, is defined with reference to
water and hydrogen

AE (05%) = E(0;°) — EQ2°) — 2E(H,0) + 2E(H,), (7)
and the adsorption energy of CI(O°), is defined by
AE(CI(0%),) = E(CI(0%,) — E(2°) — 2E(H,0)

+ 2E(H,). — JE(CL). ®)

The changes in the interaction between the liquid electrolyte
and the surface upon adsorption of molecules are expected to
be small as long as all hydrogen bonds are saturated. It has
previously been shown that the O and OH adsorption energies
at the cus site is changed by less than 0.05 eV by the presence
of water at the surface on RuO,.'® These interactions are
therefore neglected in the present study.

Furthermore, the effect of the local field in the Helmholtz
layer is not accounted for. Previously, it has been shown that
for metal surfaces the effect of the field is negligible for
adsorbates with small dipole moments perpendicular to the
surface.”> For RuO, we find that applying a homogeneous
external field up to —0.53 V A, corresponding to a 1.6 V
potential drop across a 3 A thick Helmholtz layer, changes the
relative adsorption energies by less than 0.11 eV.

The above simplifications are expected to be independent on
the catalyst material, and therefore the resulting trends in
catalytic activity should only be weakly affected by them.
Variations in the adsorption energy of e.g. oxygen on the
(110) surfaces are several eV between e.g. IrO, and TiO,, while
differences in water interaction and field effects are at least an
order of magnitude smaller, and therefore vanish on the
adsorption energy scale.

Surface phase diagram

There are four parameters determining the surface composition:
the potential, the pH, the concentration of Cl~, and the
electrode material. Only the latter is directly available in the
simulations, and the other three parameters can be included
analytically as described below. By applying the computa-
tional standard hydrogen electrode,’ it is possible to construct
surface Pourbaix diagrams, and identify the most stable
structure of the catalyst surface at a range of potentials and
pH values.’® At conditions where oxygen and chlorine
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evolution are negligible, the structure of the catalyst surface is
determined by the equilibrium with water, protons and
chloride ions. The oxidation of water may lead to the
formation of OH® or O° through

H,O() + = HO° + H"(aq) + e~ = O° + 2H " (aq) + 2¢~
)

Chloride ions may be exchanged with the surface via
Cl(aq) + = CI° + e~ (10)

CIO® may be formed by first having O° adsorbed on the
surface followed by CI™ adsorption on top of O°. At potentials
where evolution of Cl, or O, is appreciable, the surface
structure is, however, controlled by the steady-state reaction.

At standard conditions (zero pH), H (aq) + e is in
equilibrium with %Hz(g) at zero potential vs. the standard
hydrogen electrode. At finite pH and potential the chemical
potential of a proton and an electron is:

u(H"(aq)) + we”) = dune — eUsne + kpTIn(10)pH.
an

Similarly, Cl"(aq) is in equilibrium with %Clz + e~ under
standard conditions at the potential of standard chlorine
electrode,

Cl (aq) = iCL + ¢~ @Uspe = 1.36 V. (12)
For an arbitrary potential and activity we therefore obtain

w(Cl™(aq)) — p(e”) = Jpcie — e(Usne — 1.36 V) + kgTlnacy_.
(13)

Eqns (11) and (13) allow us to calculate the free energies of O°,
OHS¢, CI° and CIO® adsorbed at a surface site in the
electrochemical environment, based on calculations of the
gas-phase molecules rather than the solvated ions.

The free energy of adsorption for a surface with an
adsorbate at Usyg = 0 V is given by

AG = AE + AZPE — TAS + AGyy, (14)

where AZPE is the change in zero point energy, 7 is the
temperature, AS is the change in entropy upon absorption,
and AE is the DFT-calculated adsorption energy. The
zero-point energy contribution and the entropy for the
adsorbed species are obtained from harmonic vibrational
analysis and from tables of thermodynamic properties in the
case of gas-phase species. The numbers for AZPE and —TAS
are listed in the ESI{ (in Table S1). The correction AG,¢ is
1.36 eV for CI°, CIO® and CI(O°), and zero for HO® and O°,
and is related to the reversible potentials of the chlorine and
hydrogen electrodes, respectively (see ESI for detailst).

To obtain a measure of the activity we apply a simplified
estimate: the chlorine evolution reaction is considered possible
if and only if all the involved reaction steps are neutral or
downhill in free energy. For a given reaction we can determine
the lowest potential for which this is the case. Due to the
significant challenges in treating reaction barriers for electro-
chemical processes, we do not include reaction barriers in the
present study, and can therefore not directly compare e.g. the
relative rates of the Volmer—Tafel and the Volmer—Heyvrosky

reactions. Our approach can thus be viewed as a “lower-bound
overpotential analysis” of the chlorine evolution activity.
Since barriers of surface reactions®’ as well as barriers for
proton transfer reactions® are known to often be linearly
dependent on the reaction energy, we expect that the trends
are conserved even when barriers are included.

Results and discussion
Surface phase diagram for IrO,

Fig. 1 shows the interesting part of the phase diagram of
IrO,. At pH = 7 the surface sites are covered by OH and O at
most potentials. At low potential, the surface is covered by OH
groups (not shown). Increasing the potential oxidizes OH to O
first at the bridge sites and then at the cus sites. Eventually
formation of OOH becomes thermodynamically favored.
When this happens, we expect oxygen evolution to become
appreciable,'® and the surface structure is then determined by
the kinetics of the steady-state evolution of oxygen. The
formation of chlorine adsorbates directly at the cus sites
requires pH < —3. Formation of Cl at the bridge sites requires
even lower pH.

We would expect that for a good catalyst the formation of
the Cl intermediate has AG ~ 0 eV near 1.36 V and that
there are free sites available for the formation of this inter-
mediate. A mechanism involving Cl adsorbed directly at an Ir
cation, does not fulfill any of these requirements. Instead we
see from the phase diagram that a CIO° intermediate is
thermodynamically favored for U > 1.5 V in the pH range
from 0 to 3.

L8 = T Y T ¥ T T Y T
b e o 20" + O°
oy 20" + O° + CIO + OOH® |
1.6 |- -
CIER
1.5 -1

UiV
=

20" + 20H¢
1.0 i 1 . 1 i 1

Fig. 1 Surface phase diagram for IrO, (110) in equilibrium with Cl~,
H™" and H,O at 298.15 K and ac- = 1. The regions where we expect
chlorine or oxygen evolution to become significant have been marked.
¢ and ® denote cus site and bridge sites, respectively. The adsorbate
phases are shown in the insets. Ir atoms are cyan, O atoms are red,
H atoms are white and Cl atoms are green.
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This suggests the following sequence of intermediates on
II'OZ

0° + 2CI (aq) — CIO® + Cl(aq) + ¢~
- O° + Cly(g) + 2¢~ (15)

as both steps have |AG| = 0.14 eV at U = 136 V, and a
significant amount of O° sites exist at U > 1.36 V. The
reaction is written here as a Volmer—Heyvrosky mechanism.
However, as we only consider the stability of the adsorbed
intermediate, we cannot compare the relative rates of the
Tafel, Heyvrosky and Khrishtalik steps.

Surface phase diagram for RuO,

The phase diagram for RuO, (110) turns out to be a bit more
complicated (see Fig. 2). At pH = 7, the surface is dominated
by species formed by the oxidation of water. At low potential,
only the bridge sites are covered by OH. When the potential is
increased, OH is formed at the cus sites, before OH is oxidized
to O. We find that oxygen association at the cus sites

20° - 0,° (16)

is exothermic by 0.71 eV for the fully O-covered surface. The
association barrier is only 0.18 €V, while desorption of O, is
endothermic by 1.16 eV. O, will therefore most likely be
present at the surface rather than O°. Oxygen evolution could
happen by further oxidation of the surface

H20 + Ozcc - 020 + ¢ + H20
- O + OH° + H" + ¢ . (17)
The stability of the O,° + OHC structure relative to H,O and
H™" is indicated in Fig. 3. Desorption of O, from this surface

has AG = —0.1 eV, however, so when O,° + OHF starts to
form, we expect oxygen evolution to become important.

1‘8 1 1 1 1 1
20" + CI(0°)2
b c c
1.6 FCIER 207 + OH" + 03 |
1.5 -1

u]

20" + 05°

Fig. 2 Surface phase diagram for RuO, (110) in equilibrium with
Cl~, H" and H,O at 298.15 K and ac- = 1. The regions where we
expect chlorine or oxygen evolution to become significant have been
marked. © and ° denote cus site and bridge sites, respectively.

T L I ¥ I i )

AE [eV]

AE(CI°)

1 L | i L i 1

1.0 2.0 3.0 40 5.0 6.0
AE(0°) [eV]

Fig. 3 The adsorption energies of chlorine at cus (black): AE(CI®) =
0.59 AE(O°) —2.26 ¢V (M — vacant neighboring cus-sites, A — Cl
neighbor, @ — O neighbor), the adsorption energy of ClO (red) at cus:
AE(CIO®) = 0.52 AE(O°) + 0.62 eV (M — vacant neighboring cus sites,
® — O neighbor, # — average adsorption energy of ClO for the fully
covered surface vs. average adsorption energy for O for fully covered
surface), adsorption energy of Cl atop O at cus (blue):
AE(CI®) = —0.48 AE(O°) + 0.68 ¢V (M — Cl atop O vs. O with vacant
neighboring cus sites, ®—Cl atop O vs. O with O neighbors, 4 — Cl
atop O vs. O with CIO neighbors, W —average adsorption energy of Cl
atop O for fully covered surface on vs. average adsorption energy of O
for fully covered surface), the adsorption energy of O,vs. the average
adsorption energy of O° (yellow): AE(O,) = 0.94 AE(O°) + 1.96 ¢V,
and the adsorption energy of CI(O°),vs. the average adsorption energy
of O° (green): AE(CI(O%), = 0.56AE(O°) + 2.51 eV. The mean
absolute error of the fits are below 0.21 eV.

Additional barriers could exist, but we will not go further into
the details of oxygen evolution.

On RuO,—chlorine species formed at pH < 1.3, however,
oxygen is still the most stable adsorbate near U = 1.36 V. We
find that the 20° + O° + OCI® intermediate is metastable
relative to a 20° + CI(O°), structure. The latter structure
forms at U > 1.5V, and we expect this to be the intermediate
on RuO, (110).

0, + 2Cl (aq) = CI(O%), + Cl (aq) + e~
- O° + Cly(g) + 2¢. (18)

Adsorption of oxygen at the cus sites leads to an increase in
the work function. This is consistent with negatively charged
0, adsorbates. Subsequent formation of CI(O°), leads to a
decrease in the work function. This is consistent with C1(O°),
being more positively charged than O, as has been suggested
for the Khrishtalik mechanism.

We note in passing that the formation of O, and CI(O°),
depend on the presence of pairs of Ru cus sites at the surface,
and it may not be relevant for alloys of e.g. TiO, and RuQO,.
Neglecting the formation of O, and CI(O°), and considering
the IrO, reaction path eqn (15), we find that at U = 1.36 V
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each step has |AG| = 0.05-0.12 eV, depending on whether
there is O° or OCI® adsorbed at the other cus site in the (2 x 1)
unit cell. The trend in the change of the function upon
formation of O° and ClO° is similar to the change of the work
function upon formation of O, and CI(O°),.

Scaling relations. As mentioned above, it is possible to
construct the surface phase diagram and reaction intermediate
as function of pH, potential and the CI™ concentration for a
given material. The aim is now to generalize the analysis,
not studying a single or a few oxide surfaces but rather
determining a descriptor which will be a continuous material
variable. The starting point of our analysis is to establish
correlations between adsorption energies of intermediates on
various (110) rutile oxide surfaces. Such relations can be useful
in establishing simplified models describing the surface activity
and composition, and can be suitable for subsequent screening
purposes.” In Fig. 3 the adsorption energies of CI° and CIO®
as defined above are plotted against the O binding at the
cus-site with the same environment at the surface. The plot
clearly shows that the Cl and O adsorption energies are
linearly correlated. Such linear energy relations between
adsorption energies of hydrogenated species (CH,, OH, SH,
and NH,) and the adsorption of the corresponding unhydro-
genated atoms: (C, O, S, and N) have previously been shown
for transition metals®®*' and transition metal compounds
including oxides.'®*> The scaling of Cl with respect to O is
very similar to the scaling of OH with respect to O. This
reflects the fact that Cl has a valency of one like the oxygen
atom in OH. CIO® thus also scales as OH (and similar to
HOQ®). The present results suggest that the oxygen adsorption
energy is a general measure (a so-called ““descriptor”) for the
reactivity of oxides which has also been suggested for the case
of cations in oxides by Pankratiev.??

Adsorption of Cl atop O° is determined by:

AE = E(CIO®) — E(0°) — LE(CL) = AE(CIO®) — AE(O°)
(19)

The linear scaling relations established above makes it possible
to analyze the reaction, not only for a specific metal oxide
surface, but for potential metal oxide catalyst surfaces with
continuously varying reactivity as measured by the adsorption
energy of oxygen at the cus-site. The obtained reactivity curves
will then be continuous in the oxygen adsorption energy,
whereas specific oxides (e.g. RuO,, IrO,, PtO,, and TiO,) will
show up as discrete points. The descriptor approach provides a
fast overview of the ““phase-space” of materials, but leaves the
problem of how to find specific materials with the desired
descriptor properties unanswered.

Generalized phase diagram

Since the binding energy of all intermediates at the cus sites
scales directly with AE(O°), it is possible to construct a
generalized phase diagram showing the most stable phase at
potential U as function of the material-dependent descriptor,
AE(O°).

We choose the electrolytic conditions such that when
increasing the potential the most stable form of chlorine goes
directly from CI~ to Cl,, which means that the pH value

1.8
1.7
1.6

=3 1.5
= 14
1.3
1.2
1:1
0 1 2 3 4 5
AE(0%) [eV]
Fig. 4 The most stable surface at pH = 0 and ac- = 1 as a function

of potential, U, and the surface reactivity descriptor, AE(O°). Metal
ions are blue, O atoms red, hydrogen atoms white, and chlorine atoms
are green. The regions in the figure are determined by the most stable
surface configuration at the given potential. The phase borders are
defined by the equilibrium point of the reactions. So for example, the
border between the surface with O° on the surface and the surface
with ClO° is defined by: O° + Cl (aq) = CIO® + e7, AG(O°) —
AG(CIOL) — EUSHE = 0.

should be between —1 and 3. HCl(aq) is more stable than C1™
at pH values below ~ —1, whereas HCIO(aq) becomes stable
at pH values higher than ~ 3. We keep the electrolyte pH and
CI™ concentration fixed (pH = 0, aci- = 1) and investigate the
surface phase diagram as a function of AE(O°) and potential.
This approach is not a limitation of the method, since other
electrolyte conditions can be treated just by changing the free
energies accordingly.

This is shown in Fig. 4. In the limit of weak binding, oxygen
association becomes exothermic and barrierless, so phases like
ClO° and CI(O°), cannot form. From the linear relations we
find that

0, = Ox(g) + 2° (20)

has |AG| < 0 for AE(O°) > 2.97 eV. We therefore chose to
consider only OH® and CI° for AE(O°) > 2.97 eV. The free
energies of OH® and CI° are within 0.01-0.27 eV depending on
the oxide, and we expect some coexistence in these regions of
phase space. The range of AE(O°) for some rutile oxides is seen
in Fig. 5. For IrO, and RuO, the line at lowest AE(O®) marks
the adsorption energy with free neighboring cus sites, and the
line at highest AE(O) marks the adsorption energy with O°
neighbors as calculated in the (2 x 1) unit cell. For PtO, and
TiO, the line at weakest binding marks the binding energy at
high O° coverage. The variation in adsorption energy with
coverage may be seen as an uncertainty arising from neglecting
adsorbate—adsorbate interactions. For the considered oxides
AE(O°) is more affected by changing the oxide than changing
the O° coverage. The change of the most stable adsorbate
when the potential is increased is qualitatively reproduced for
RuO, and IrO».

Chlorine evolution activity. Firstly, we investigate the
mechanism involving CIO®

O° + 2Cl (aq) — CIO® + Cl(aq) + e~
- O° + Cly(g) + 2¢". ey
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Fig. 5 Sabatier volcanoes (black dotted) for the considered reaction
paths involving CIO®, CI(O°), and CI° (from left to right). The domains
of the most stable surface structure as function of potential and
oxygen binding energy is marked by gray. To be truly active, the
intermediate should form at sites that are stable, as this makes the
active site abundant. The solid black line shows the combined Sabatier
volcano taking into account the stability of the active sites for a given
mechanism. The Sabatier volcano for oxygen evolution'® (dashed blue
line) shows OER always requires a higher potential than CIER. The
activity of IrO, and RuO, are indicated with error bars derived from
the variation of the O° adsorption energy with varying O° coverage.

The potential at which all steps are neutral or downhill is:
U = U + |AG(CIO®) — AG(O°|/e, (22)

where U°? is the equilibrium potential for chlorine evolution,
in this case 1.36 Vgyg. Secondly, we investigate the mechanism
involving CI(O°),:

0, + 2CI (aq) — CI(O%), + Cl (aq) + e~
— O° + Cly(g) + 2¢. (23)
The potential at which all steps are neutral or downhill is:
U = U + |AG(CI(O%,) — AG(O5%)|/e. 24

Thirdly we consider a mechanism involving CI° adsorbed
directly at the metal cus site.

2CI (aq) + ¢ —» Cl (aq) + CI° + e~
— Cly(g) + ¢ + 2e™. (25)

This mechanism could be relevant for oxides with weaker
adsorption energy at the cus site than RuO,. However, our
calculations suggest that this mechanism will be somewhat
poisoned by OH formation at the cus sites. The potential
where all steps are neutral or downbhill is:

U = U + |AG(CI9)|/e, (26)

RuO; and PtO, have |AG(CI°)| < 0.05 eV for high and low
coverage of CI°, respectively, and could in principle work as
good catalysts following this path; however, for RuO, we find
the cus sites to be blocked by O,.

Since the different chlorine evolution potentials all are
functions of AE(O°), the potentials can be plotted directly on
the phase diagram as shown in Fig. 5. This is similar to the
Sabatier activity volcano curves known from heterogeneous
catalysis.** To have the surface phase diagram in the same plot
as the potential volcano directly assures that the activity

volcano and the stable surface configuration agree. In other
words, the different activity plots are relevant in different areas
of the phase diagram, which are easily obtained by looking at
Fig. 5. The thick black line marks the volcanoes, where the
mechanism involves one of the most stable surfaces as an
intermediate at the potential where all steps are neutral or
downhill in free energy. We note that the surface composition
during oxygen and chlorine evolution is not determined by
equilibrium, but rather by a steady state. However, it seems
plausible that the surface composition determined by
equilibrium is one of the intermediates during the reaction.
Fig. 5 also shows the activity of IrO, and RuO, based on O°
adsorption energy, with the error bars corresponding to the
variation of the O° adsorption energy when going from low to
high O° coverage.

If the accuracy of the linear relations are taken into account,
the three investigated mechanisms form a single volcano with a
broad plateau for AE(O°) from 1.5 eV to 3.5 eV. Deviations
from the linear relations could be important in this area. The
agreement between the detailed analysis for IrO, and RuO,
and the linear relations is therefore surprisingly good.

We find RuO, to be at the top of the volcano, whereas IrO,
binds Cl on top O too weakly. TiO, does not show up on this
activity scale. To our knowledge, only a few studies of the
relative activity of rutile oxides have been carried out. Kuhn
and Mortimer found IrO, and RuO, to have similar activities
and to be more active than TiO,. Mixtures of TiO, with Ir and
Ru are more active than mixtures of TiO, with Cr, Co, or Pt.>*
Arikado et al. found the overpotential to increase in the order
RuO, < Ti/PtO, < Ir0,.3° Kelly er al. found the specific
activity of Ru sites at Ru,Ti;_,O, to be 45% more active than
the Ir sites at Ir, Ti; _.O,. *3” We note the discrepancy between
the relative activity of RuO,, IrO,, and PtO, could be because
different preparation methods may lead to different surface
roughness factors and different concentrations of residual
chlorine in thermally prepared oxides.* The high activity of
RuO, and IrO, relative to TiO, is in agreement with experi-
ments. The rutile crystal structure of PtO, is not the most
stable structure for PtO,. It is however possible that some
PtO, may be found in the rutile crystal phase if PtO, is mixed
with oxides that do form the rutile crystal phase.

For comparison the potential for oxygen evolution is also
shown in Fig. 5. It is seen that the potential for chlorine
evolution is lower than the potential for oxygen evolution in
spite of the lower equilibrium potential for oxygen evolution.
This is the reason why electrochemical chlorine evolution is
possible. It is also seen that a good oxygen evolution catalyst is
also a good chlorine evolution catalyst. A comparison of the
experimental potentials for OER and CIER has suggested that
the selectivity of oxides does not depend appreciably on the
catalyst material.> The potential of chlorine evolution changes
with the potential of oxygen evolution with a slope of 1.
Interestingly, one of the biggest outliers in the comparison
above was a Pt/MnO, catalyst in acid where the potential for
oxygen evolution was 0.3 eV higher than the potential of
chlorine evolution. MnO, has an oxygen binding energy
around 3.2 eV.?® Based on Fig. 5 we would therefore expect
the potential for chlorine evolution to be 0.4 V lower than the
potential for oxygen evolution. We note that at other pH
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values the competition between chlorine and oxygen evolution
will change; see Fig. 1 and Fig. 2.

Single-crystal experiments on RuO, show that the (110)
surface is less active for Cl, evolution than the (101) and the
(320) surfaces.®*° On polycrystalline RuO,,* mixed RuO, +
TiO,,*! and RuO, (320)*° the activity depends on pH, whereas
the activity of RuO, (110) is independent on pH. The variation
of activity with pH has been explained by the reaction

OH®° = O° + H (aq) + (22)

determining the availability of active O° sites.”****? This

clearly requires O° and OH® to be near equilibrium at the
reaction conditions for Cl, evolution. Since the bridge sites
and cus-sites on the (110) surface of rutile oxides fulfill the
same scaling relations between O and OH adsorption as
perovskites,®? it is reasonable to assume the scaling relations
are identical for all rutile oxide surfaces. In this case Fig. 5
applies for any rutile oxide surface, but with the oxygen
adsorption energy depending on the specific surface facet. It
has been argued that the binding energy on the stepped (320)
surface is stronger than on the (110) surface. If it is assumed
the O, and CI(O°), intermediates form at the (320) surface as
well, Fig. 5 shows that as AE(O°) is decreased from ca. 2.6 €V,
the OH°-O,* equilibrium shifts to higher potential, which
leads to increased blocking of the active sites by OHC at a fixed
overpotential. We note the overpotential at constant current is
found to be 80 meV lower on the (320) surface than on
the (110) surface,® and thus within the vertical error bars
indicated in Fig. 5.

Conclusion

Based on DFT calculations, we have established linear scaling
relations between CI, ClO, and O adsorption energies at the
cus-sites of rutile oxides. These linear energy relations enable
the construction of a generalized surface phase diagram where
potential and binding of oxygen are the descriptors determining
the surface composition. By applying an electrochemical—
thermodynamic approach we can make the first simple
theoretical analysis of the electrocatalytic chlorine evolution
reaction based on the free energies of the reaction inter-
mediates. A lower-bound to the overpotential required for
driving the reaction is thereby determined as function of
the oxygen adsorption energy. This approach is an electro-
chemical analogue to the Sabatier analysis used in hetero-
geneous catalysis. Combining the surface phase diagram and
the Sabatier volcano, one obtains a qualified suggestion for the
surface structure during reaction condition. The analysis
shows that ClO or CI(O°), will form spontaneously on the
cus-sites of IrO, and RuO, at the potential required for
chlorine evolution. This indicates that the Cl, evolution occurs
through these intermediates on IrO, and RuO,. The potential
necessary for Cl, evolution is always smaller than the potential
for oxygen evolution for oxides exhibiting certain oxygen
adsorption energies. A simple explanation is that the oxide
evolution reaction involves three intermediates, and since the
bindings of these intermediates to the catalyst are linearly
related, there cannot be found a material that binds all of them
to the surface with exactly the right binding strength. This is

the reason for the high overpotential even at the top of the
oxygen evolution volcano. The chlorine evolution reaction, on
the other hand, involves only a single intermediate, and a
material that optimizes this bond could in principle exist. This
difference in overpotential is consistent with experiments> and
rationalizes experimental findings.
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Volcano Relation for the Deacon Process over Transition-

Metal Oxides
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Jan Rossmeisl,” and Thomas Bligaard*®

We establish an activity relation for the heterogeneous catalyt-
ic oxidation of HCl (the Deacon Process) over rutile transition-
metal oxide catalysts by combining density functional theory
calculations (DFT) with microkinetic modeling. Linear energy
relations for the elementary reaction steps are obtained from
the DFT calculations and used to establish a one-dimensional
descriptor for the catalytic activity. The descriptor employed

Introduction

Dichlorine is one of the most important compounds for the
chemical industry with a worldwide annual production of ap-
proximately 50 Mtonnes. It is usually produced from either hy-
drochloric acid or chloride salts. Electrochemical reduction of
either HCl or chloride salts is highly energy demanding and
there has thus been growing interest in the heterogeneously
catalyzed oxidation of HCl with oxygen using the so-called
Deacon process:"!

4HCI(9)+0,(g) — 2Cl,(g)+2H,0(g)(AH** = —114 k) mol™)
M

The Deacon process has been known for about 130 years,
but industrial production through this route was only estab-
lished recently by Sumitomo Chemicals using a RuO, catalyst
supported on TiO,.? Even though the production of chlorine is
extremely important to the chemical industry, there have only
been few attempts to describe this process theoretically.*™ Re-
cently, a density functional theory (DFT) study showed that the
most energy-demanding step in this reaction is likely to be the
recombination of adsorbed chlorine to form Cl,. All other steps
in the reaction pathway were calculated to have significantly
lower barriers.”! In that study, however, it was assumed that
the catalytically active surface was RuO,(110). This assumption
was challenged by combined experimental and theoretical
studies, which indicated that the active catalyst should have
chlorine atoms sitting in the bridge positions on the (110) sur-
face of RuQ,.”!

Herein, we use DFT calculations to address the underlying
principles of the catalytically active surface. Our calculations
support that chlorination of the surface does indeed occur
under reaction conditions and we analyze how it influences
the performance of the actual catalyst. By comparing the ther-
modynamics of the reaction on the RuO,(110) surface with
those on TiO,(110) and IrO,(110), we find the key parameters
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here is the dissociative chemisorption energy of oxygen. It is
found that the commonly employed RuO, catalyst is close to
optimal, but that there could still be room for improvements.
The analysis suggests that oxide surfaces which offer slightly
weaker bonding of oxygen should exhibit a superior activity to
that of RuO,.

determining the activity of the catalytically active surface. By
combining Brensted-Evans—Polanyi (BEP) relations®®® and scal-
ing relations!®'? with a microkinetic model of the reaction, we
furthermore derive a volcano-curve for the activity by which
the reaction rate over a given rutile oxide catalyst is described
in terms of a single descriptor.

Results and Discussion

It has been shown experimentally that the bridging oxygen
atoms of the Ru0,(110) surface is substituted when the surface
is exposed to HCL® In Figure 1, we present a phase diagram
for the bridge sites, which we consider as a part of the static
surface that is equilibrated with the reaction mixture. Subse-
quently, we consider the coverages of the coordinatively unsa-
turated (cus) sites through the steady state of the microkinetic
modeling. According to the calculated phase diagram
(Figure 1), the bridging oxygen atoms on RuO,(110) will to a
large extent be exchanged with chlorine under industrially rel-
evant pressures of oxygen and hydrochloric acid. The situation
is different, however, for the two other surfaces considered in
this study; neither IrO,(110) nor TiO,(110) will be chlorinated at
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Figure 1. Stability range of the RuO, (110) surface for bridge adsorbed 100%
0%, 50% O*+50% CI*, and 100% CI* as a function of O, and HCl pressures
at 573 K.

the bridge positions (see the Supporting Information for de-
tails). The pathway over the RuO,(110) surface is thus one-di-
mensional since the adsorbed chlorine atoms do not interact
with the hydrogen atoms of the reactant HCI. For the surfaces
considered here, bridging oxygen atoms are always energeti-
cally more difficult to remove than oxygen atoms bound to
the cus sites. Hence, the catalytic reaction on the (110) surfaces
will always take place along the free cus sites.® The bridging
oxygen atoms may bind and release hydrogen, but are unlikely
to be exchanged during the reaction.

The free energy diagram of the catalytic cycle for the HCI ox-
idation is shown in Figure 2 for reaction temperatures of 373 K
and 573 K. The reaction energetics is very similar for the two
different ruthenium oxide surfaces. The cycle starts with the

—Ru0,,Cly /
L == RuO =
L] o i 573K 4
TiO, 8
373K,

373 K

OH*+ CI*
+0*+ HCI

OH* + CI*

+2CI*.

x
a8
e}
I

Figure 2. Left: Gibbs free energy diagram obtained from DFT calculations for
the Deacon process on the RuO,_,Cl,["® Ru0,, IrO,, and TiO, (110) surfaces at
373 and 573 K. Right: potential energy diagram for the splitting of molecular
0,.
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dissociative adsorption of HCl on the cus site of the oxygen
precovered surface, whereby the hydrogen atom binds to the
oxygen and the chlorine atom binds directly to a free cus site.
This step is thermodynamically downhill for RuO, and IrO,. As
a next step, the dissociative adsorption of molecular oxygen is
considered. This reaction step is slightly downhill for RuO,, sig-
nificantly downbhill for IrO,, and strongly uphill for Ti0,.'*'
This reaction is accompanied by a barrier of 0.85eV for
RuO, ,CL," and 0.11 eV for IrO, (Figure 2, right side).

After coadsorption of a second HCI, there are two adsorbed
OH groups and two Cl atoms on the surface. At 373 K, recom-
bination of two chlorine atoms is endergonic for the RuO, and
IrO, surfaces and represents the most free energy-demanding
step of the catalytic cycle, in agreement with earlier studies.”
In a last step, two adsorbed OH groups react to form a water
molecule and leave an oxygen atom on the surface, thus rees-
tablishing the oxygen precovered surface, which was chosen
as the starting point of the catalytic cycle.

An increase in reaction temperature decreases the endergo-
nicity of the chlorine recombination explaining the high tem-
peratures that are needed to run the Deacon process over the
RuO, catalyst (Figure 2a). The overall Deacon process is mildly
exothermic [Equation (1)], and at lower temperatures, equilibri-
um will thus favor the product. An increase in reaction temper-
ature will make the process less exergonic (the exergonicity
was calculated to be —0.46 eV at 373 K compared to —0.32 eV
at 573 K; Figure 2). This will lead to a shift in the equilibrium
conversion which reduces the final chlorine yield.

There are two elementary steps which primarily determine
the volcano relation for the Deacon process. The first is the
splitting of molecular oxygen along two cus sites. Although
this step is feasible over RuO, and IrO,, it becomes very much
uphill over TiO, thus eliminating its activity completely. The
second rate-determining step is the recombination of two ad-
sorbed chlorine atoms which form Cl,. If this step becomes too
endergonic, chlorine cannot be removed on a reasonable time-
scale and poisons the surface, hence affecting the activity of
the catalyst. This effect can be observed for the IrO,(110) sur-
face in which this step is extremely endergonic.

The different reaction steps in the catalytic cycle are subject
to BEP relations®™® (linear energy relations between reaction
energies and reaction barriers) and scaling relations"®"'?
(linear energy relations between different adsorbates). Figure 3
shows the transition state energy for the splitting of the O—0O
bond on the Ru cus sites as a function of the dissociative
chemisorption energy of O, (AESZ). For more negative AES
values, the barrier for the oxygen dissociation decreases, and
at a positive AES2 the barrier increases until it falls on the
oxygen recombination line (dashed line in Figure 3), creating
kinks in the lines for AE,, AE,, and AE™. Similar BEP relations
have been observed for the splitting of diatomic molecules on
the transition metal surfaces.” The existence of such a BEP re-
lation allows for the description of the activation energy in
terms of AES2.

Figure 3 shows the energies AE; of the five elementary reac-
tion steps where * defines a surface site (i.e., CI* signifies a
chlorine atom adsorbed on the surface):
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Figure 3. Top: calculated transition state energies (AE™) as a function of the
dissociative chemisorption energy of O, (AES2,) on different rutile (110) surfa-

diss.
ces. Bottom: calculated energies for the five reactions steps of the Deacon
process as a function of AE2: . The dashed lines for the O,-dependent reac-

diss*
tions correspond to the regime where O, does not associatively adsorb. All
relations are given in eVs. See text for the labeling of the different reaction
steps.

1) O,42*—0,**

2) O0,**—20%

3) O*+*+HCl—-OH*+ClI*

4) 2CI1*—Cl,+2*

5) 20H*—0*+*+H,0

are plotted as a function of AEZ. It can be seen that all the re-
actions AE, (i=1, 2, 3, 4, 5) can be described in terms of AES,
within reasonable accuracy. Assuming scaling relations be-
tween AES? and AESZ, and taking valency considerations into
account, one would expect that Cl* scales with O* with a slope
of approximately 0.5 (or —0.5 for chlorine recombination), simi-
lar to the OH* versus O* adsorption on the transition metal™”
and metal-oxide surfaces.'®'? This is indeed the case for AE,
in which the recombination of chlorine is described by a slope
of approximately —0.5. Adsorption of the O, molecule (AE,)
and its dissociation into two oxygen atoms (AE,) scales with a
slope of approximately 0.5 versus AES2.. For significantly posi-

diss®

tive AE values, the adsorption of O, decreases to zero, so in
this regime, AF, is equal to AES, (Figure 3, dashed line). For

the reactions AE; and AE;, slopes of 0.15 and —0.19 eV are ob-
tained, respectively.

In order to establish a relationship for the Deacon Process
activity, a microkinetic model was developed. This microkinetic
model consists of the five elementary reaction steps (1-5) de-
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scribed above. The two competing rate determining steps of
the overall reaction are the dissociation of molecular oxygen
and the chlorine recombination. The overall reaction rate R,
can be written as:

Rtat = k2K1p020§(1 - 72) (2)

where the rate constant, k,:

K=em =emer (i=1,234,5) (4)

is determined from the BEP and scaling relations. Zero-point
energy corrections are calculated in the normal mode approxi-
mation; the entropic contributions, AS, to the free energies are
obtained from tabulated gas-phase data by assuming negligi-
ble entropy of surface species” and the pressure of oxygen,
Po,. is given by the reaction conditions. The coverage of free
sites, 6., and the approach to equilibrium (the backward rate
divided by the forward rate) for reaction 2, y,, are obtained
from the self-consistent steady-state solution of the microki-
netic model, which enables the determination of R, as a func-
tion of AES2 (see the Supporting Information).

Figure 4 shows the turnover frequency as a function of
AEQ, for a reaction temperature of 573 K and clearly identifies
the ruthenium oxide catalysts as being the closest to the opti-
mal, whereas the other investigated catalysts, IrO, and TiO,,
are on the left and right side of the volcano, respectively. At
573 K, the ruthenium catalyst with oxygen in the bridge posi-
tion is on top of the volcano. Substitution of the bridged

i 1000
100 i a 23 K
100 73K
RuO,_45,Clo s, ook 73 K
i T 23 K
10k RUO,_Cl, O L
) Us =i "5 0 05
w 573K ains! &V
S 1 =
L b
= - 15
o
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o
01k Sr
E 0
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0.01L—s—1 I 1 1 L L
-3 —2 1 1 2 3 4 5
AED2 fev
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Figure 4. Volcano-curve (turnover frequency as a function of AES:) for the
Deacon process at 573 K. Inset: a) volcano plots at various temperatures; b)
turnover frequency as a function of the reaction temperature for RuO,_,Cl,
and RuO,_,5,Clos"" The black line represents the theoretical maximal TOF of
the Deacon process as given through the BEP and scaling relations and the

optimal choice of AES,.
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oxygen by chlorine moves the catalytic performance of the
material slightly away from the optimum since the dissociative
oxygen chemisorption energy increases on these surfaces. The
chlorinated catalysts are, however, still close to the top of the
volcano. According to the microkinetic model, the Deacon pro-
cess is estimated to have reaction rates on the order of 10 to
100s™" at 573 K.

The dependence of the Deacon process on the reaction
temperature is depicted in Figure 4a. To achieve a turnover fre-
quency (TOF) of about 157, a reaction temperature of at least
about 423 K is necessary. The optimal catalyst that runs under
these relatively mild conditions, however, would need to have
a AEJ. that is about 0.5eV less negative than that of the
chlorinated RuO, surfaces. An increase in temperature increas-
es the TOF significantly and shifts the top of the volcano to
stronger oxygen binding energies, thus making the investigat-
ed ruthenium catalysts optimal at temperatures above approxi-
mately 700 K.

Figure 4b shows the TOF as a function of the reaction tem-
perature for the RuO, catalyst with 50% and 100% chlorine in
the bridge position. Chlorine production is found to “take off”
at around 500K (TOF(50% Cl,)=0.7s""; TOF(100% Cl,,) =
0.2 s7"). These theoretical TOFs are in remarkably good agree-
ment with experimental data for chlorine production over
ruthenium dioxide, which show that the reaction starts to take
off at approximately 500 K.®! According to our model, a more
optimal choice of the catalyst could theoretically increase the
TOF at 500 K to about 20 s7', thus increasing the catalytic ac-
tivity by more than an order of magnitude. Our analysis also
suggests that it would be possible to run the Deacon process
with a reasonable TOF at reaction temperatures that are about
100 K lower than those used for RuO, catalysts, if one would
be able to find an oxide material with the optimal catalytic
properties. This finding would mark a significant improvement
since the high reaction temperatures of the Deacon process
represent one of its major drawbacks.

The above analysis builds on the linear energy relations that
again are constructed from density functional theory which
has an inherent limitation in accuracy of at least 0.1-0.2 eV.
Since some of the considered energy differences are of that
order, one should be cautious. Other facets or defect sites
could also play a role. For example, on TiO,, any activity for O,
dissociation must occur over different types of active sites.
However, the position of the volcano-curve is rather stable
with respect to the variations in the underlying linear energy
relations, and the calculations correspond well to the available
experimental data, which suggests that the (110) surface could
be the most relevant for activity under the industrial reaction
conditions.

Conclusions

Using the hydrochloride oxidation as an example, we showed
that it is possible to apply linear energy relations over rutile
metal-oxide surfaces in such a way that a rather complex reac-
tion can be described using one single descriptor. This descrip-
tor was successfully used to establish a reactivity volcano by
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introducing a detailed microkinetic model. Importantly, the
theoretical model is capable of reproducing experimental find-
ings with good accuracy. Linear energy relations combined
with microkinetic modeling can thus potentially provide a
powerful tool for the computational discovery of new oxide
materials for catalytic processes, which has already proven
useful in transition-metal heterogeneous catalysis."”"'® Having
established the volcano relationship for the Deacon process,
new catalytic materials can now be screened based on the dis-
sociative oxygen adsorption energy alone. This method pro-
vides a simple and fast way of screening by means of first prin-
ciples calculations, and could eventually lead to the discovery
of improved catalysts. RuO, is a relatively expensive material,
and replacing RuO, with cheaper and more abundant materials
is therefore highly desirable. For such an extension of this
study, other factors, such as catalyst stability would have to be
taken into account.

Computational Methods

Density functional theory calculations were carried out using the
Dacapo code,™ which uses a plane wave implementation to de-
scribe the valence electrons and Vanderbilt ultrasoft pseudopoten-
tials® to represent the ionic cores. The kinetic energy cutoff was
350 eV. All calculations were performed using the RPBE®" general-
ized gradient approximation (GGA) functional. The self-consistent
electron density was determined by iterative diagonalization of the
Kohn-Sham Hamiltonian, with the occupation of the Kohn-Sham
states being smeared according to a Fermi-Dirac distribution with
a smearing factor of k,7=0.1 eV, and Pulay mixing of the resulting
electron densities.”?? All energies have been extrapolated to k,T=
0 eV. Slabs consisting of four layers separated by 16 A of vacuum
were periodically repeated in a 1x2 unit cell for the (110) surfaces.
The two bottom layers of the slabs were fixed in their bulk struc-
ture, while the two top layers and possible adsorbates were re-
laxed until the sum of the absolute forces were smaller than
0.05eVA~". A Monkhorst-Pack 4x4x1 k-point sampling was ap-
plied in order to sample the surface Brillouin zone.”® The transition
state energies were determined by increasing the bond lengths
between the two oxygen atoms in small steps (while relaxing all
other degrees of freedom) until a saddle point was reached. The vi-
brational frequencies that were used to determine the zero point
energy corrections were calculated in the harmonic normal-mode
approximation.
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Catalysis on Oxide Surfaces
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Abstract

Trends in electrocatalytic activity of the oxygen evolution
reaction (OER) are investigated on the basis of a large database
of HO* and HOO* adsorption energies on oxide surfaces. The
theoretical overpotential was calculated applying standard
density functional theory in combination with the computational
standard hydrogen electrode model (SHE). We show that by the

Introduction

Electrochemical water splitting has attracted substantial interest
in the recent years as a key process in hydrogen production from
sunlight and other sources of electricity [' . The clean, renewable
conversion of solar radiation into fuels can be done directly by
photons exciting electrons in a semi-conductor where the energy
level of the valence band is sufficiently low. The conversion could
also be done, in an indirect way, by electrolysis using a potential
difference obtained from a photovoltaic cell or from a wind
turbine. In both cases, effective catalysis for water oxidation to
molecular oxygen, i.e. the oxygen evolution reaction (OER), is
needed. There are, however, several challenges that have to be
solved for the process to become economically attractive. One of
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discovery of a universal scaling relation between the adsorption
energies of HOO* vs. HO* it is possible to analyze the reaction
free energy diagrams of all the oxides in a general way. This
gives rise to an activity volcano that is the same for a wide
variety of oxide catalyst materials and a universal descriptor for
the oxygen evolution activity. This suggests a fundamental
limitation on the maximum oxygen evolution activity for a class
of planar oxide catalysts.
them is associated with the substantial overpotential and thereby
energy losses at the anode, where oxygen is evolved, according

to the following overall reaction, involving four electron transfers
[2].

2H,0(l) + 4 X 1.23 eV — O, + 4H" + 4¢’

Substantial effort has been devoted to find more effective
catalysts for the oxygen evolution reaction and to elucidate the
reaction mechanism P An excellent review describing the
development in this field can be found in ¥,

To improve upon current electrocatalysts it is important to
develop a fundamental understanding of the reactions on different
materials ®". The electrocatalytic activity is to a large extent
determined by the binding strength of the reaction intermediates
to the electrode surface. Plotting the activity as a function of a
binding energy can give rise to a volcano plot. This concept has
been previously successfully applied to the oxygen evolution
reaction®® 3¢ 3 Since the binding energies are difficult to
measure, other descriptors believed to correlate with the
reactivity, have been used. An example is the use of the standard
enthalpy of lower to higher oxide transformation (MO, —
MOX+1)[3b’ 3d-g]

Advances in Density Functional Theory (DFT) calculations
make it possible to accurately determine surface binding energies
that can hence be used as activity descriptors ™. The reverse
reaction, the oxygen reduction reaction (ORR) in which molecular
oxygen is reduced to water, involves the same general reaction
intermediates as the OER. Recently, new alloy electrocatalysts
for the ORR have been suggested on the basis of computational
studies, where the values of the activity descriptor is calculated,
followed by identification of promising candidates.

Previously, the OER has been studied using computational
methods on two classes of materials: metals®® and rutile oxides!”.
A similar computational approach has been used for the OER
reaction which is in competition with chlorine evolution on rutile
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Figure 1. Standard Free energy diagram for the oxygen evolution reaction (OER) at zero potential (U = 0), equilibrium potential for oxygen evolution (U = 1.23)
and at the potential where all steps becomes downwards at pH 0 and T = 298K over: a) the ideal catalyst b) LaMnO3 c) SrCoO; d) LaCuQ;. Standard free
energies at U =0 for e) ideal catalyst f) LaMnOj; g) SrCoO; d) LaCuO;. For all three cases AGyoo+ - AGho- (vertical dashed lines) is approximately constant with
an average value of 3.2 eV, while the optimum value should be 2.46 eV. The variation of AGo- between AGyo- and AGyoo- differs for each one. For the ideall

case AGho- is 1.23 eV, AGypo- is 3.69 eV, and AGo- in the middle at 2.46 eV.

oxides®. In these studies, the proposed reaction mechanism
consists of four consecutive proton and electron transfer steps.
Considering the OER intermediates to be HO*, O* and HOO*,
free energy diagrams have been constructed and the oxygen
evolving activity has been estimated using O binding energies as
a descriptor. Our previous studies *™ have shown that scaling
relationships can be established between the binding energies of
HO*, HOO* and O* species on oxide surfaces. The scaling
relations suggest that there is only one free parameter that
determines the free energy diagram and thereby the activity. In
other words, the activity can be plotted as a function of only one
parameter, e.g. the oxygen binding energy. The result is a
volcano-shaped relationship between catalytic activity and the
calculated oxygen adsorption energy. We found that on the
surfaces that bind oxygen too strongly the rate is limited by the
formation of HOO* species, whereas for surfaces that bind
oxygen too weakly is the oxidation of HO*.

In the present paper, we revisit the origin of the overpotential
for oxygen evolution on the basis of an extensive database of
calculated binding energies on oxide surfaces. We include rutile,
perovskite, spinel, rock salt and bixbyite oxides in our
calculations. The scaling relationship between HO* and HOO* is
found to be universal for all the studied materials. We introduce a
new descriptor, the energy of a reaction step, which gives rise to
a universal description of oxygen evolving activities on the
studied materials. Excellent agreement is found in terms of
trends, between the calculated overpotentials and the
experimental results reported in literature.

Results and Discussion
Free energy diagram

We consider the following four electron reaction path:

H2O(l) + * <> HO* + H'+ & 1)
AGy = AGho* - AGHzo() - €U + kpTInan.

HO* < O*+H + e (2)
AG2= AGo+- AGhor- eU + kpTInan.

O* + HO(l) & HOO* + H' + & (3)
AG3 = AGhoo* - AGo+ - eU + kpTInan«

HOO > *+ 0y(g) + H" + & )

AG4 = AGoz - AGHOO*' eU + kaInaH+

We apply a method previously developed for modeling the
thermochemistry of electrochemical reactions based on density
functional calculations™. We calculate AGi4 using the
computational standard hydrogen electrode (SHE) allowing us to
replace a proton and an electron with half a hydrogen molecule at
U =0V vs. SHE P The free energy of the intermediates along the
reaction path, AGho*, AGo+ and AGoo- are thereby calculated at U
= 0V and standard conditions. Since the barriers between the
intermediates are not included, the free energy diagrams we
obtain are a first step towards a complete picture of the reaction
path.



A very important parameter which can be deduced from the
free energy diagram is the size of the potential determining step.
This concept was developed in many other previous papers ©7.
More precisely, the catalytic performance is estimated by the
magnitude of the potential-determining step for the OER, GPER.
This is the last step to become downhill in free energy as the
potential increases, i.e. the specific reaction step in the four step
mechanism with the largest AG:

GOER = Max [AG1, AGz, AG3, AG4] (5)

The theoretical overpotential at standard conditions is then:

n°ER= (GOFR fe)-1.23V (6)

The energy diagram for the ideal (but hereto non-existent)
oxygen evolution catalyst is shown in Figure 1a. This ideal
catalyst should be able to facilitate water oxidation just above the
equilibrium potential. This requires all the four charge transfer
steps to have reaction free energies of the same magnitude at
zero potential (4.92 eV/4=1.23eV). This is equivalent to all the
reaction free energies being zero at the equilibrium potential,
1.23V (Figure 1a). The catalyst that fulfills this requirement is
thermochemically ideal. Real catalysts do not show this behavior.
We show the calculated free energy diagrams at standard
conditions of the OER on the surfaces of LaMnO; (strong
binding), SrCoO; (intermediate binding) and LaCuO; (weak
binding) in Figure 1a, 1c and 1d. The most representative
potentials are at U = 0 eV where all steps are uphill, at equilibrium
potential for oxygen evolution U = 1.23 eV, when some of the
steps become downhill but some still remain uphill and at the
GP°FR potentials when the potential determining step become
downhill. Accordingly, LaMnO3; has a rather large overpotential
due to AG3. For SrCo0O3; AG; and AG3 have almost the same value
and the overpotential is small, whereas for LaCuO3; AG; is the
potential-determining step.

Scaling relations

Figures 1g, f, h show that the bond strength of all the
intermediates decreases from left to right (LaMnOs;, SrCoOs3,
LaCuOs3). Note that the levels of the intermediates move together,
i.e. if one reaction energy decreases, the others do too. This
correlated energy phenomenon has been observed on metal and
metal oxide surfaces as a result of the scaling relations between
the intermediates 7 "% An example is the linear relation between
the binding energy of HO* and O*, where the slope of one half
reflects that oxygen has two bonds to the surface, whereas HO*
has only one bond. The intercept is determined by the type of
binding site, meaning that there are different intercepts for
HO*(ontop) vs. O*(ontop) scaling compared to the HO*(hollow)
vs. O*(hollow) scaling. This gives rise to different intercepts for
metals and oxides since the binding sites are different. Figures
1e, f, g and h show that the free energy difference between HO*
and HOO* is almost constant, independent on the binding
strength to the surface. It was pointed out in a recent review by

M. Koper'" that the bindings of HO* and HOO* are related to
each other by a constant of ~ 3.2eV both for metals and oxide
surfaces regardless of the binding site. This implies that there is a
universal scaling relation between HO* and HOO*.

Here we establish the formal scaling relationship between
HO* and HOO* binding energies over a wide range of oxides.
Figure 1 shows that the binding energies of HOO* and HO* species
on the various oxide surfaces considered here are linearly
correlated, with a slope of approximately 1, and an intercept of
3.2eV. The Mean Absolute Error (MAE) of the linear fit is 0.17 eV,
indicating an extremely strong correlation between the two
species.

Buipug xeam

E=y

AEH e (;/GV
)

=
)
[ =
!

-1 0 1
AE;; ,/eV

Figure 1. Adsorption energy of HOO* plotted against the adsorption energy of
HO* on perovskites, rutiles, anatase, Mn,O,, CozO, and NiO oxides. Hollow
symbols represent the adsorption energy on the clean surfaces: o -
perovskites, A - rutiles, o — Mn,O,, ¢ - anatase, + - Co304, NiO. Solid symbols
represent the adsorption energies on high coverage surfaces, with oxygen
atoms representing nearest neighbors. The best fit of all points is AEpoo+ =
AEno- + 3.20 eV and with 68% of the points within 0.2 eV and 95% within +0.4
eV. The red star indicates where the binding energies need to be for an ideal
electrocatalyst.

The slope of unity in the correlated binding energies of HO*
and HOO* reflects the fact that both species have a single bond
between an O atom and the surface. The constant intercept
implies that HO* and HOO* normally prefer the same type of
binding site. Seen from the point of view of the surface, HO* and
HOO* look very similar. This results in the approximately constant
difference of AEnoor - AEno+ of 3.2 eV for all the oxides
considered. We note that this difference is also observed on
metal surfaces .

Interestingly, the constant difference between the
adsorption energies of HO* and HOO* of 3.2 eV regardless of the
binding energy of O* defines a lower limit for the OER
overpotentiall'". Since two proton and electron transfer steps
separate the two intermediates, the perfect separation in terms of
energy should be 2.46 eV as illustrated in Figure 1e. The
difference in the energetic of these two steps between actual
catalysts and an ideal one (3.2 eV-2.46 eV)/2e gives a minimum
overpotential of 0.4 - 0.2 eV, even if we could find a material
where the O* level is placed optimally between those of HO* and
HOO* , as shown in the example from the Figure1g (with the
value -0.2eV that comes from standard deviation of the
population from 3.2 eV value: 20 = + 0.4eV with 95% of the
values expected to lie within this confidence interval). The
thermochemically ideal catalyst is characterized by having AG; =



AG; = AG; = AG4 = 1.23 eV. This can only be achieved at a  Figure 2b.

specific binding of all intermediates indicated by the red star in A quantitative comparison between the theoretical and
Figure 1. It is seen that this point clearly falls outside the general experimental overpotentials is extremely difficult. The theoretical

. . . overpotential is not directly comparable to experimentally
trends and there is no oxide-based material in the classes  jetormined values, since activation barriers are neglected.

considered here that provides an optimum binding of both HO*  Furthermore, the experiments are performed using electrodes
and HOO*. In this picture, the challenge is to find a way to modify ~ with oxide nanoparticles, where the effective surface area is often
oxide surfaces or the electrochemical interface, such that the  unknown or not reported. Hence, the current per geometric area
relative stability of HOO* and HO* changes is not dlregtly available. In addition the experlmentally measgrqd

: overpotential depends on the current density at which it is
measured. On the other hand also the theoretical overpotentials
are expected to vary a little bit with increasing the size of the unit
cells and with the coverage regimes. In spite of these
Descriptor and activity volcano uncertainties, it should be possible to compare trends in

overpotentials for a set of different oxides. This is what we do in

Given the constant difference between the HOO* and HO* levels Figure 2b for the perovskites. According to our calculations, SrCoO;
the variation in the overpotential, n°F from one oxide surface to  has @ AGror - AGo: of 1.48 eV, close to the very top of the
the next is determined by the O* adsorption energy. This means ~ Volcano. The high activity of SrCoOs; was predicted also

. [13] . .

that, either step 2 or step 3 is potential-determining: theoretically by Y. Matsumoto et. all , but the main problem is
experimentally and is related to how to obtain SrCoO; with

GO = Max[AG2, AG 3] = Max[(AGo: - AGhor), (AGHoo- - AGo+)] perovskite type structure, since experimentally SrCoO; was

obtained under a non perovskite type structure and exists as
SrCo0,5 in composition .
= Max[(AGo-- AGHo-), 3.2eV - (AGo+- AGo)]  (7) For the other oxides such as rutiles (anatases), Mn oxides,
and Co oxides, the activity order given by the theoretical
calculations is extracted from Figure 3a: Co304 = RuO; > PtO; -
The difference, (AGo+ - AGhor), is therefore a unique descriptor for — tile phase = RhO, > IrO, = PtO, B-phase(CaCl,) = Mn,0, =

the OER activity, and the theoretical overpotential at standard  Njop, =~ RuO, and IrO, anatase phase >PbOb, >> Ti, Sn, Mo, V,

conditions is: Nb, Re oxides. The anatase phases with crystallographic

orientation 001, such as RuO; and IrO,, show approximately the

TIOER= {Max[(AGo-- AGHo-), 3.2eV - (AGo-- AGro-)l/e} - 1.23V  (8) same activity as the rutile phases. A similarly good agreement
between the theoretical and experimental values of overpotentials

We note that theoretical overpotential is independent of pH. on oxides other than perovskites is illustrated in Figure 3b.
Plotting n°%R as function of AGo: - AGuo- for the classes of
materials considered here will therefore lead to a universal

volcano relationship independent on the catalyst material. For Figure 3. a) Activity trends towards oxygen evolution, for rutile, anatase, Co30,,

clarity, the trends are shown separately for perovskites ( Mn, Oy oxides. The negative value of theoretical overpotential is plotted against
Figure 2a) and rutiles (Figure 3a), and the points represent the 0.0
calculated value for each oxide.
0.0 0.5
-05 o -1.0-
e\.
-1.0 — = 15k
i-15 -
3 2.0 - ~
-2.0 -
- L 1 L
25 L 237 2 0.0 0.5 1.0 1.5 2.0
AGy -AGy SV T, 2 [V]
-3.0 0.0 0_'5 1_10 15 the standard free energy of AGuo- - AGo step. Solid triangles - the effect of
AGy . - &Gy, foV NeeplV interaction with the oxygen from the neighboring site is considered: A rutile

oxides, m —Mn,O,. For NiO,,, PbOp,; and SnO,, cus sites are empty, and the

reaction takes place on the bridge sites. Hollow triangles are for low coverage
Figure 2 a) Activity trends towards oxygen evolution plotted for perovskites. The  regime b) Theoretical overpotential vs. the experimental overpotential in acidic
negative theoretical overpotential is plotted against the standard free energy of ~ media (solid circles) and in alkaline media (open circles). Experimental data
the AGpo- - AGo- step. The low coverage regime was considered and the  were taken from Y. Matsumoto and E. Sato!™ . All experimental values are
calculated values were used to show the activity of each oxide. The volcano considered at 10 mA cm™ and room temperature.
curve was established by using the scaling relation between Gyoor - Go- and
Gor - Guo. b) Theoretical overpotential vs. the experimental overpotential in . . :
alkaline media. Experimental data were adapted from the study of O.M. Bockris Even the comparisons between different experimental

and T. Otagawa * ", All experimental values were recorded at 10 mA cm?,  values are difficult to establish, due to many factors that affect the
room temperature and pH = 14. potential including pH, effective surface area, particle size, etc. A

This theoretical analysis leads to the following ordering of slight discrepancy exists between the calculated and measured

catalyst activities for the foillowing perovskites: SrCoO; > LaNiO;> ~ C0304 activity. DFT calculations show that Co;O4 is slightly more
SrNiO3 > SrFe0;>LaCo0; > LaFeOs > LaMnO; The trend agrees ~ reactive than RuO,, whereas most of the experimental studies
well  with exper[isrg%nz%al findings by Bockris et al. and Y.  suggest that Co;O4 has a higher overpotential than RuO,, by 0.2-
Matsumoto et al. under alkaline conditions, see 0.25 V "It was shown that Co30, is non-stoichiometric with an



excess of oxygen and that the size of crystallites vary with the
calcination temperature 9. Recently, Singh et. al. synthesized a
spinel type of Co304 thin film which showed a low overpotential
1'in agreement with our calculations. It has also been reported
that the overpotential on Co-oxide nanoparticle electrocatalysts is
size-dependent with lower overpotentials on smaller particles [®.
Other Co oxide structures with a low overpotential have been
reported as well"™®. In Figure 3b we compare for CosOs, three
experimental overpotentials from the literature to the computed
overpotential. Starting from left to right, the most active is the
value reported by Singh et. all ", followed by three values
reported by Esswein et. all '*¥. A slight discrepancy is also
observed in the case of NiO, but the theoretical value is only for
NiO, while in reality, NiO is expected to have a more complicated
composition, including species in higher oxidation states ¢ 71,

We emphasize that the reaction mechanism is more flexible
for the oxides close to the top of the volcano where the
intermediates have a better compromise in interaction strength.
This could be the case of Mn,O, oxides and detailed results will
be discussed in a future manuscript. However, at the top of the
volcano the overpotential is small and other reaction paths could
be also relevant if their overpotential is smaller than the values
reported in this study. This flexibility of reaction mechanism might
result in a slight variation in the theoretical overpotentials, and the
details of this matter are out of the scope of this paper.

The actual surface of an oxide catalyst can experience
oxidation and/or dissolution in the highly corrosive OER
environment. For instance, some oxides such as NbO,, ReO,,
VO, MoO,, CrO; " are not stable. Still, the theoretical values
may be interesting as a guide in designing mixed oxides that
could show improved activity ['®

Given the robustness of this theoretical model as applied
to oxide materials of well-defined stoichiometry and crystal
structure, one can potentially apply these methods to non-
stoichiometric oxide catalysts as well.

Conclusion

First principles periodic DFT calculations have been used to
revisit the origin of the overpotential for oxygen evolution for a
wide range of oxides including rutile, perovskite, spinel, rock salt
and bixbyite. A universal scaling relationship between the binding
energy of HOO* and HO* is identified. The scaling relation leads
to an approximately constant difference between the binding
energies of HOO* and HO*, which in turn defines the lowest
possible theoretical overpotential for the OER on a wide variety of
oxides. Few catalyst materials operate at this minimum
theoretical overpotential, the remaining hundreds of catalyst
materials are further burdened by an additional overpotential
arising from a sub-optimal O* binding energy. Thus the origin of
the overpotential for oxygen evolution catalysis has been
elucidated, whereby a single descriptor (AGo- — AGno+) is
introduced which results in a universal description of oxygen-

evolving activities. Experimental trend studies from the literature
can be described and understood within the model.

This study provides an understanding of the fundamental
limitations for the OER activity on oxide-based electrocatalysts.
Our results show that for the classes of structures considered
here the OER activity cannot be significantly improved beyond
RuO; by tuning the binding between the intermediates and the
catalyst surface.

To avoid the limitations defined by the universal scaling
relation, one must find ways to stabilize HOO* compared to HO*.
It is possible that three dimensional structures, such as rough
surface structures, zeolites or co-adsorbates on the surface could
accomplish this by allowing for a selective hydrogen bond to
HOO*. Effects such as these are likely present in enzymes that
catalyze water oxidation very effectively in nature "% .

Experimental Section
We calculated the binding energies of the intermediates O*, HO*,

and HOO* on the rutile, perovskite, Mn, Co and Ni oxide
surfaces:

AEno+ = E(HO*) — E(*) — (Enzo — 1/2En2) ©)
AEHO()* = E(HOO*) - E(*) - (ZEHZO - 3/2EH2) (10)
AEo« = E(O*) — E(*) — (En2o — En2) (11

Where E(*), E(HO*), E(O*), E(HOO*) represent the calculated
DFT energies of the clean surface and respectively with
adsorbates. Epoo, Ene calculated DFT energies of H,O and H;
molecules in the gas phase.

The surface structures together with the unit cells we used are
shown in

Figure 4. The stoichiometric surfaces were considered for rutile
oxides, with the exception of PbO, SnO, and NiO,, on which the
binding of intermediates are thermodynamically favored on non
stoichiometric surfaces (denoted by the subscript b). The results
presented here, were obtained using density functional theory (DFT)
B9 with the RPBE ®" exchange-correlation functional using
DACAPO™. The Kohn — Sham equations were solved using a plane
wave basis with a cutoff of 350 - 400 eV for the eigenstates and a
cutoff of 500 eV for the.kinetic energy. The ionic cores and their
interaction with valence electrons are described by ultrasoft
pseudopotentials ?". The occupancy of the one-electron states was
calculated using an electronic temperature of kg7 = 0.1 eV for
surfaces and 0.01 eV for molecules in vacuum. All energies were
extrapolated to T = OK. The ionic degrees of freedom were relaxed
using the quasi-Newton minimization scheme until the maximum force
component was smaller than 0.05 eVA™. Spin-polarization
calculations were carried out for CrO, , Mn, Ni and Co oxides and for
perovskites when appropriate. More about the surfaces and other
computational details can be found in the supplementary material.



Figure 4 Visualization of the considered surface structures of metal oxides. The
reaction takes place only on one site at a time a) Rutile-like stoichiometric
surface (110) for MO, with M = Ti, V, Cr, Mn, Nb, Mo, Ru, Rh, Re, Ir, Pt, Sn.
Red and light blue spheres represent O and metal atoms, respectively.
Positions 1 and 2 represent the active sites (CUS). 3,4 represent the inactive
sites (BRIDGE) and are covered with oxygen. b) Rutile-like reduced surface
(110) for MO,. Positions 3,4 represent the active position (BRIDGE) and 1,2 the
inactive position (CUS) with M = Ni, Pb, Sn. Red and light blue represent O and
metal atoms, respectively c) Perovskite structure for LaMO; and SrMO; (100)
surface with M = Ti, V, Mn, Fe, Co, Ni, Cu. Red, dark blue and light blue
spheres represent O, La(Sr) and metal respectively. Sr and La are in the
subsurface. (1,2,3,4) — represent the active sites/unit cell. 5 — represents the
subsurface atom. d) Mn,O; (110) surface structure. 1- represents the binding
site e) Mn;O4 (001) surface structure. f) Co;0, g) (001) Anatase-like surface h)
MO(100) surface with M = Mn, Ni.
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ABSTRACT: Progress in the field of electrocatalysiooften hamperedy the difficulty of identifying

the active site on an electrode surface. Hereincamabine theoretical analysis and surface sensitive
electrochemical methods to identify the active ate§ involved in a manganese oxide based bi-
functional catalyst for the oxygen reduction react{ORR) and the oxygen evolution reaction (OER).
First, we construct a Pourbaix diagram based orsiterflunctional theory (DFT) calculations to

determine the surface and bulk manganese oxidetstes as a function of pH and electrochemical



potential. With this knowledge, catalytic activgieould then be calculated on the relevant surfaces
within the ORR and OER potential windows, revealthgt the active surfaces for the ORR and the
OER are % ML HO* covered Mf; and O* covered Mng) respectively. The Sabatier model
previously developed explains how the inexpensie earth-abundant Mn oxides can exhibit excellent
bifunctional ORR and OER activities. These theogttpredictions on surface structure and catalytic
activities are corroborated by the synthesis ardtelchemical characterization of an active Mi®
functional catalyst that compares favorably witleq@ous metal catalysts. The combination of first-
principles theoretical analysis and surface semsiéxperimental methods offers an understanding of
metal oxide catalysis of the ORR and the OER atatbenic level, achieving fundamental insight that
can potentially be used to design and develop ingateelectrocatalysts for these and other important

reactions of technological interest.

1. Introduction

The description of electrochemical reactions haprawed significantly in recent years, yet many
microscopic processes occurring at electrode sesfare still poorly understood. Electrochemical
reactions can often be more complicated to study temperature-driven reactions occurring at ttse ga
solid interface since electron transfer reactiontha liquid-solid interface are particularly ddilt to
simulateand characterize. The ultimate challenge in eleatadyst development is to identify the active
sites on a given surface and determine the camglaeaction mechanisms on those sites. If one can
achieve that level of fundamental understanding, @am design and develmpproved electrocatalysts
[1-5].

The electrochemical oxygen reduction reaction (ORRJ oxygen evolution reaction (OER) are of
great interest as they involve energy conversicetsvéen fuel and electricity and vice versa. A bi-
functional catalyst for both reactions could be Eygd in a unitized regenerative fuel cell (URF&),
energy storage device that can be coupled to itterrh renewable energy such as wind or solar [6, 7

However, both in fuel cells and in water electr@ythie overpotentials at the oxygen electrode angel



To date, no catalyst material operates near thiilegum potential for either the ORR or the OERda
certainly not both. Better oxygen electrode catalgsuld improve the efficiency of the full conviers
cycle from electricity to hydrogen and back to #ietty [8, 9], and these reactions are preferably
catalyzed on materials that are cheap and abunttaist.therefore important to find alternatives to
IrO,/Ptor IrO,-RuQ,/Pt catalysts which are the best catalysts knowthiese reactions [10-12].

In this study, we investigate manganese oxides (IMa® they are interesting candidate materials for
these reactions. Several characteristics of Mmfotivate our study: (1) Mn changes oxidation state
from +2 to +3 to +4 near the equilibrium potenfiad the ORR and the OER, suggesting that Mn can
exchange oxygen atoms with the electrolyte at egleypotentials — a property that could potentially
facilitate ORR and OER chemistry, (2) Manganesanisnexpensive, earth-abundant element, and thus
is scalable, and (3) There is precedent for Mn exidffectively catalyzing the OER: the Oxygen-
Evolving Complex (OEC) in Photosystem Il is a Mmeokluster that catalyzes the OER during
photosynthesis [13-16]. Historically, a number ofanganese oxides have shown promising
electrocatalytic activity for either the ORR or t@&R, but not for both [17-29]. Recently it was wio
that a nanostructuredMn,O3 exhibited excellent bi-functional ORR and OER dtisimilar to that of
the best known precious metal nanoparticle catlyt, Ru, and Ir [30]. This result opened up a new
avenue for non-precious metal catalyst developnmesmergy conversion technologies.

In principle it should be possible to develop miaterthat effectively catalyze both the ORR and the
OER,; i.e. a reversible oxygen electrode. With dgm¢fORR catalyst one would be able to obtain & hig
reduction current at potentials just cathodic @ #yuilibrium potential, and likewise, with a peitfe
OER catalyst one could reach oxygen evolution &trma@ls just anodic of the equilibrium potential.
This means that the free energy reaction diagrawiving all intermediates on the surface would la¢ f
when the electrode is held at the/lO equilibrium potential; this, in turn, would yield high
exchange current density [16]. For imperfect catalyhere are overpotentials associated with thR OR

and the OER, shifting the onset potentials awaynfitbe equilibrium potential. This potential shift



creates different surface conditions within eackeptial window of activity, and will likely lead to
different surface oxidation states of catalysthatrelevant potentials for the ORR and the OER.

Advances in DFT calculations make it possible touaately determine surface binding energies that
can be used as activity descriptors for the contjoma screening of promising candidates for
electrochemical OER, ORR, and chlorine evolutiomctien CIER [31-35]. Furthermore, DFT
calculations can be used to construct surface Rouagrams which describe surface oxidation and
dissolution processes at a given pH and poten8@]. [When these two powerful DFT tools are
combined, it is possible to predict stable actiwdages for a reaction of interest.

In this paper, we present DFT calculations in coration with electrochemical characterization to
elucidate the active surfaces for the ORR and tB& ©n an active, bi-functional Mn oxide catalyst.
The Pourbaix diagrams we calculated for both thiéasa and the bulk indicate that the active sudace
are Y2 ML HO* covered MyO; for ORR and O* covered MnOfor OER respectively. Using the
Sabatier model developed previously [37], we shioat the inexpensive and earth-abundant Mn oxide
can exhibit excellent oxygen reduction and oxygeohéng activities. These theoretical predictions o
surface structure and catalytic activities are aworated by the synthesis and electrochemical
characterization of an active Mp@®i-functional catalyst that compares favorablyhapirecious metal
catalysts. The combination of first-principles thetacal analysis and experimental surface sensitive
methods offers an understanding of the electroatednoixygen reduction and oxygen evolution at the
atomic level. Herein we focus entirely on the egemgalysis based on binding energies of reactive
intermediates, an approach that we expect to bestadnd not very dependent on the computational
setup and the exchange and correlation functigraled in the DFT simulations.

2. Methods

The spin-polarized DFT calculations are performesihg a plane wave implementation at the
generalized gradient approximation (GGA) RPBE |€8]. Ultra-soft pseudo-potentials are used to
deal with the ion cores [39]. Therefore the elauttavave-functions can be represented well by plane

wave basis set with a cutoff energy of 350 eV. @leetron density is treated on a grid corresponting
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a plane wave cutoff at 500 eV. A Fermi smearin@.dfeV and Pulay mixing is used to ensure the fast
convergence of the self-consistent electron den8itymic positions are relaxed until the sum of the

absolute forces is less than 0.05 eV/A. For refaethe calculated equilibrium lattice constants of

MnO, are 4.5 A/MnO, 5.78 A(a), 9.59 A(c) /MD,, 9.51 Ab-Mn,0; and 4.43 A(a), 2.86 A(@MnO,,

in good agreement with the experimental measuresvard previous DFT studies [40-48].

A periodically repeating 4-8 layer slab is chosantifie most stable MnGurfaces in our calculations
(see Figure 1). A vacuum of at least 20 A is usedsdparate the slab from its periodic images.
Supercells with periodicity (2x1) have been emptbye simulate adsorption and electrochemical
reaction, with Monkhorst-Pack type of k-point samglof 4x4x1 for MnO (100) anfi-MnO, (110),
and 2x4x1 for MgO,4 (001). For the complex crystal structuresen,Os (110), only (1x1) unit cell
and 2x3x1 Monkhorst-Pack type of k-point sampling ased. The 2—4 top layers as well as possible
adsorbates are fully relaxed. Our calculations shioat the MnO (100) surface is not stable with
adsorbed oxygen, and thus it is not considerehlisnstudy.

We apply a previously developed method, the contjpmal standard hydrogen electrode (CSHE) for
modeling the thermochemistry of electrochemicattieas [31, 34]. In this method the only way the
potential affects the relative free energy is tiglouhe chemical potential of the electrons in the
electrode. This “first order” inclusion of the pential has been used to predict the activity tsdiod the
ORR on metal and metal alloys and the design atreleatalysts [31, 33]. Furthermore, we have shown
that thermochemical features such as phase diagramater are also well described by this method
[49]. The only effect of the pH is the change oéwtical potential of the solvated protons. At stadda
conditions (zero pH), Haq) + éis in equilibrium with %2 H(g) at zero potential vs. the SHE. At finite
pH and potential the chemical potential of a praad an electron is:

(H'(aq)) + (8) = %2 Hbg) — eUsue + kT In10 pH

The relative stability of different surface struesi is then calculated by considering reactionghef
type:

MnOx +YH,0 = MnOx.y + 2Y(H' + €)



And similarly for surfaces:

H,O +* > O*+ 2(H" + €)

Where * represents the surface of the oxide (forentietails see Supplementary Material).

The electrochemical characterization was perforned o-Mn,O3; nanostructured thin films
electrodeposited onto polished glassy carbon digia, 0.196 crfy SigradurG HTW Hochtemperatur-
Werkstoffe GmbH) as described previously [30]. Timas were characterized using cyclic voltammetry
(CV) in a three electrode electrochemical cell imogating disk electrode (RDE, Pine Instruments)
configuration. All CVs were iR-compensated and ruead using a Bio-Logic potentiostat (VMP3) in
0.1 M KOH electrolyte, in nitrogen or oxygen satethenvironments, with a scan rate of 5 niaad a
rotation rate of 1600 rpm. Platinum wire was usedaaounter electrode and Hg/HgO electrode was
used as a reference electrode. The potential seadecalibrated to a reversible hydrogen electrode
(RHE) and all potentials are reported vs RHE. QVaitrogen were used to identify the position a th
Mn**/Mn** redox couple, while CVs in oxygen identified pdtals relevant for the ORR and the OER.
Base CVs in nitrogen and ORR CVs in oxygen werdopaed from 0.05 V to 1.1 V vs RHE, while
OER linear sweep voltamograms (LSV) was perfornmechf0.05 V to 1.9 V vs RHE.

To compare ORR and OER activities of the nanostradia-Mn,O3;to active precious metals and
metal oxides, electrochemical characterization wig® performed on commercial carbon-supported
Platinum (20wt.% Pt/C, Etek) and Ruthenium (20wtR4a/C, Premetek) nanoparticles. Catalyst
dispersions of precious metal nanoparticles weepgred by adopting a known literature procedure
[50]. Briefly, 14 mg of conditioned catalyst powdeere ultrasonically dispersed in 2 ml isopropa#ol,
ml Millipore water, and 2@l of 5wt.% nafion solution (Sigma-Aldrich). For alaaterization, 1Qul of
the dispersed catalyst was drop-casted onto ahealiglassy carbon electrode and allowed to dry in
room air. To capture both ORR and OER activitiesne linear sweep, characterization was performed
between 0.05 V and 1.7 V for Ru/C, 1.9 V t6Mn,03, and 2.2 V for Pt/C. Different anodic potentials
were used in different catalytic systems in ordereaich an OER current of 10-20 mA:tim each case;

the highest value of 2.2 V used in Pt/C system m@sapplied to all other catalysts to mitigate carb
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oxidation at high anodic potentials. It is impottémnote that although the nanoparticles are pegpas
metals, at high anodic potentials relevant to OH#, surface of the nanoparticles is converted to a
metal oxide. Consequently, while the ORR is obse metal or on partially oxidized metal surfaces,
the OER is observed on the electrochemically formetal oxide surfaces.

3. The oxygen reduction and oxygen evolution reasti

In an acid environment the oxygen reduction andyeryevolution reactions can be written as:

O, + 4H" + 46 & 2H,0 (2.1)

We consider two possible ORR/OER reaction mechasism associative mechanism that involves a
HOO* species and a direct, @issociation/recombination mechanism. The asseeiatiechanism goes

through the following elementary steps:

O,+ 4H" + 46 & HOO* + 3H + 3¢ (2.2)
— O* + HO + 2H + 2¢ (2.3)
- HO*+HO+H +¢€ (2.4)
o 2H,0 (2.5)

The * represents the active site on the metal sarfa

In an alkaline electrolyte 4@ rather than kD" may act as the proton donor, the oxygen reduetiwh
oxygen evolution reaction is then:

0O, + 2H,0O + 4é > 40H (2.6)

This can be split into the following elementarypst@ccording to the associative mechanism

O+ 2H,0+ 4€ «—~ HOO* + H,0 + OH + 3e (2.7)

« O* + H,O + 20H + 2¢

(2.8)

& HO* + 30H + €
(2.9)

< 40H
(2.10)



Notice that the intermediates are the same in botlironments. Since water must be in equilibrium
with OH and H in order to relate gy to & and thereby introduce a pH scale, we can take the
equations already derived for the acid solution apdly them to a basic environment. Neglecting the
electric field [34], there is no difference in thee energy of the ORR/OER intermediates calculated
acid and alkaline environments at a fixed potemtirathe RHE scale. We note that the experimental da
is collected in base.

The mechanism via direct ;Qlissociation/recombination mechanism consists & tbllowing
elementary steps (for simplicity, only the stepadid environment are shown):

1/20, + 2H + 26 <> O* + 2H" + 26 > HO* + H" + € < H,O (2.11)

We emphasize that our model neglects the effetitetlectric field in the double layer and does not
treat barriers which may depend on whether theopratonor is HO or HO®. Consequently, the
predicted activities will be the same for acid akhline environments. As all surfaces are examined
with these same assumptions, comparing relatived$éren activity among them will likely be more
robust than modeling absolute rates.

4. Results

4.1. Stability of MnQ.

We first investigate the relative stability of difent surface states on the 4@y (001), MnO3 (110)
and MnQ (110) surfaces, taking into account dissolutioricwhis a relevant process for oxides (see
Figure S1 in Supplementary Material). It can bensekearly from Figure 2 that at low potentials
dissolution of all the MnQto M’ is spontaneous in acidic solutions. In alkalinaigohs this process
is suppressed, and thus stability is not as prodienas it is in acidic solutions; corrosion is mesvere
at potentials higher than 1.46 V (RHE) where the;@incan be oxidized and dissolved into MHO
(regardless of pH, see Figure 2(a)). We thus cdretenon the stability of various MrGsurface
structures in an alkaline environment, where digsmh is less likely.

For the case of My®, (001), at low potentials (0.46 V Wrye < 0.95 V) the clean surface (i.e. no

adsorbates) is the most stable surface structwéhé\potential increases, water cleavage beguhshen

8



surface is covered by HO*Q(95 <Ugrpe < 1.29 V). At potentials above 1.29 V (RHE) the atisd
hydroxyl is oxidized further to O* (see Figure J(a)

At potentials positive of 0.53 V, water dissociatimto HO* occurs on MyO3 (110). HO* coverage
increases gradually until potentials above 1.23RVWIE) are reached, where the hydroxyl is oxidized
further to 1 ML O* (see Figure 2(b)).

The surface Pourbaix diagram of MnQ@10) is shown in Figure 2(c). The bridge sited/miO, (110)
are occupied by HO* (20§l at low potentials (0.78 V "Ygrue < 1.1 V). The bridge HO* then gradually
dissociates into O* within the potential regionlol V <Ugpe< 1.38 V. At higher potentials the O*
adsorbed at the coordinated-unsaturated sites lescenergetically favorable.

4.2. Activity of MnQ, for OER/ORR.

Having obtained the most stable surfaces at a giteand potential, we then calculate the OER/ORR
on all the relevant MnQsurfaces. Only self-consistent results are ilatstt here (for more details see
Figure S2 and S3 in Supplementary Material). THecemsistency is achieved in the sense that the
surface must be stable at the overpotential wisathetermined by the oxide itself. We note that unde
reaction conditions, the surface stoichiometryas solely determined by equilibrium; the dynamics o
reaction intermediates present on the surface @pa role. For low rates of reaction (i.e. nda t
onset potential), however, the surface Pourbaigrdia is a good model for determining the self-
consistent surface. According to our calculatioihg self-consistent surfaces are similar for adl th
MnOy at OER potentials in the sense that all surfases@vered by oxygen. This is also consistent with
findings for our previous work investigating the RBn rutile oxide surfaces; at OER potentials the
oxide surfaces are covered with oxygen and thustfeet of water can be neglected since no active
sites are available for water adsorption [34]. Tikigot the case, however, for the ORR on the MnO
surfaces. All the MnQsurface structures are considerably different fimme another in this potential
region. The self-consistent surfaces involved | @RR are clean M@, (001), ¥> ML HO* covered

Mn,03(110) and MnQ@(110) with HO* at bridge sites as spectators.



For all these cases, there are empty surfacewsitese water adsorption can occur and this adsorbed
water can impact the adsorption energies of OR&nmediates. This is especially true with HO* and
HOO*, as these adsorbates can form H bonds to wadrcules. Therefore, the effect of water on ORR
over the MnQ surfaces is included. To maximize the H bondintyveen water and intermediates, we
consider one coadsorbed water molecule on the étitig* covered Mn®(110) and two coadsorbed
water molecules on clean My (001) and %2 ML HO* covered M3 (110). Our recent studies have
shown that one H bond betweepHand an ORR intermediate leads to the stabilimdaticadsorption
by ~0.15 eV [51]. Thus the two H bonds on thes@yand MnO; surfaces reduce the energy levels of
HO* and HOO* intermediates by ~0.3 eV.

The catalytic activity for OER/ORR is estimated dgtermining the lowest and highest potential,
respectively, at which all OER/ORR reaction steps @ownhill in free energy. It is found that the
associative mechanism is energetically favorabtepared to the direct mechanism on all the surfaces
considered, with the exception of the OER on thec®fered Mn@(110) surface, which is close to the
top of the volcano [52] where the intermediatesehabetter compromise in interaction strength aed t
reaction mechanism is thus more flexible. In thése; the direct mechanism by recombination of
oxygen atoms has slightly lower free energy th@oeative mechanism by 0.08 eV, as described below
and in the Supplementary Material.

The free energy diagram for the perfect oxygen wian/reduction catalyst is shown in Figure 3(a).
As mentioned in the introduction, the perfect gatiatequires the free energy reaction diagram ttidbe
at the equilibrium potential, which is equivaleotall the four charge transfer steps having readtiee
energies of the same magnitude at zero potent22 @v/4 = 1.23 eV). However, as illustrated inergc
work [52, 53], there is a universal scaling relasibip between the binding energy of HOO* and HO*
on a wide range of metals and oxides, leading t@@proximately constant difference between the
levels AGhoo—AGHo+~ 3.2 eV). Since there are two protons and electh@msferred between HOO*
and HO*, the perfect catalyst should exhibit anrgpélifference of 2.46 eV (2ex1.23V) between them.

Thus the 3.2 eV difference between HOO* and HO®ls\defines the lowest possible overpotential for
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OER and ORR [(3.2eV-2.46eV)/2e0.37 V]. The scaling relationship between HOO* &@* holds
for MnOy as well, as shown in Figure 3(b), 3(c) and 3(dhwialues of 3.18 eV, 3.1 eV and 3.12 eV.
The slight deviation oAGhoo-—AGHo+ from 3.2 eV can be attributed to the effect of emage of
adsorbates.

It has been shown previously that the potentiadgeining step for the OER is either the second
water splitting stepAGs) or the HO* oxidation stepAG,) [34]. Though the difference between the
HOO* and HO* energies defines the lowest possiblerpotential, additional overpotential can also
arise from sub-optimal O* binding in between those steps. ThereforeAGo-—AGho+) is introduced
as the universal descriptor for describing oxygeoheng activities. We can see from Figure 3(b) and
3(c) that the O* covered M@®,(001) and MpO3(110) have the same potential-determining step, i.e
the second water splitting\Gs). The lower overpotential on O* covered Mh (001) than on O*
covered MpO3(110) (0.6 V vs. 0.79 V) originates from the O* é&\being closer to half-way between
the HOO* and HO* levels. Likewise, the second waglitting (AG3) is the potential-determining step
on the O* covered Mn@surface according to the associative mechanise Rggure 3(d)). However,
the associative mechanism on the O* covered Ms®face is energetically slightly less favoralbiarn
the direct mechanism by recombination of oxygemmatoThe potential-determining step of the direct
mechanism is b oxidation at the coordinated-unsaturated site Esgure S3(b) in the Supplementary
Material), having an overpotential of 0.6 V. This the value used to construct the theoretical
predictions for the ORR and OER polarization curvel®w.

The free energy diagrams of the intermediates RR®n the MnQ surfaces are shown in Figure 4.
Our previous studies have shown that the HOO* foiona(AG4) or HO* reduction AG;) step is the
potential-determining step for ORR [34]. TA&yo- is thus introduced as descriptor for the universal
description of oxygen reduction activities. We cae that the My©, (001) and ¥2 ML HO* covered
Mn,O3 (110) are very active for the ORR, with the potalntietermining steps of the HO* reduction,
having overpotentials of only 0.57 V and 0.55 \spectively. However, the activity of bridge HO*

covered MnQ@(110) is not particularly high, with an overpotahtf0.7 V) much larger than what were
11



found for MnRsO4 and ¥2 ML HO* covered Mi©Os;. The step that demands the highest potentialas th
HOO* formation, which suggests generally weak hngdiof the intermediates on the bridge HO*
covered MnQ@(110) surface. Notice that all the Mp®urfaces change oxidation state from ORR to
OER conditions and these imperfect catalysts leawm for improvement.

5. Discussion

We construct the general Pourbaix diagram thatiders both surface and bulk oxidation as well as
dissolution on all possible MnOphases, as shown in Figure 5. It is clear thaadiic solution,
dissolution of MnQ to Mr?*is spontaneous at low potentials. In an alkalindrenment dissolution is
not as critical as in acidic solution. At potergiabove 0.46 V (RHE), the most stable MmsQrface is a
clean MnO, surface, which is oxidized into ¥2 ML HO* coveredn®; (110) surface at potentials
above 0.69 V (RHE) assuming no kinetic difficulti€&som 0.98 V (RHE) to 1.01 V (RHE) the HO*
coverage increases to ¥4MLhen, bulk oxidation of MyO3; could take place as the bridge HO* covered
MnO, (110) surface is the energetically favorable s@fabove 1.01 V. As the potential increases
further, the surface is oxidized gradually. At piigls above 1.21 V all the surface is covered by
oxygen. At even higher potentials the Mp@issolution becomes thermodynamically stable kgas
of pH.

From the Pourbaix diagram shown in Figure 5, weidantify that %2 ML HO* covered Mi©D3(110)
surface and O* covered MnQL10) surface are relevant to perform ORR and Olfi¢ch agrees well
with the results from our electrochemical charaz#tion on the nanostructuredMn,O3; electrode,
despite the fact that these are not single-crygidhces as represented by the DFT models. Figure 6
shows electrochemical characterization performedittogen and oxygen saturated 0.1M KOH. Three
different data sets are presented in the figurea(fhase CV in a nitrogen-saturated environmenta(2
CV in an oxygen-saturated environment of the sarmoterpial window, and (3) a linear sweep
voltammogram (LSV) in a wide potential window in amxygen-saturated solution. The base CV
performed in the nitrogen-saturatured environmeas wsed to identify oxidation/reduction features on

the nanostructured-Mn,O3; surface. As seen in the figure, two oxidation deat are observed in the
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anodic sweep — one between 0.6 to 0.8 V and anb#tereen 0.8 to 1.0 V. These features are assigned
to the oxidation of MgO, to Mn,O3 and then MpO3 to MnG;, as the thermodynamic standard potentials
for these processes are at 0.69 V and 1.01 V, cégply [54]. The reductive features shown on the
cathodic sweep of the,Msaturated CV pertain to the discharge reactiokioD, to Mn,Os, as assigned

in the literature [55].

The CV in the oxygen-saturated environment was twigadentify the onset potential for the ORR.
The catalyst first draws ORR current at 0.8V, ffeg an overpotential of approximately 0.5 V, and
exhibits anodic and cathodic half-wave potentiafs 0o71 V and 0.73 V, respectively. These
measurements reveal a highly active catalyst fer@RR, especially for non-precious metal catalysts.
The fact that the onset potential is located at#thodic end of the potential region of the XagiMnO,
redox features indicates that M3 is the active surface for the ORR. The LSV revéiadg the onset
potential for the OER occurs at 1.5V, evidenceighltatalytic activity for the OER. From the basé C
it is seen that at this high potential, M3 has been converted to MpO hus, experimental studies of
this nanostructured-Mn;Os electrode reveals M@s; as the relevant surface oxidation state for the
ORR and MnQ@ as the relevant surface for the OER, consistettt tlve theoretical predictions.

DFT calculated overpotentials for the ORR onMfnand the OER on MnQare 0.55 V and 0.6 V,
respectively, with the potential-determining stdpHD* reduction and KO oxidation as discussed
above. It has previously been shown for Pt andIBysathat the ORR potential is determined by aithe
the reduction of HO* or the formation of HOO*, deypkng on the alloy composition at the surface. For
overly-reactive surfaces the first of the two iggmtial-determining and for more noble surfaces the
latter is potential-determining. That these tw@stdetermine the same ORR overpotential refleets th
Pt has a high activity with the overpotential cf®YV. As seen from Figure 4(b), MDz has an activity
close to the Pt catalyst, having an overpotentid.b5V, where the potential-determining step o th
reduction of HO* means a stronger binding of intedmates than what would be considered ideal. For
the OER, MnQ is close to the top of the volcano where the mestiates have a better compromise in

interaction strength and the reaction mechanisthus more flexible [52]. The direct recombinatidn o
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oxygen atoms (Figure S3(b)) is energetically maeofable than the associative mechanism (Figure
3(d)), with an overpotential of 0.6 V a value stigHarger than what was found on Ru.37 V) and
similar to PtQ (0.6 V) [34].

Using the Sabatier model developed previously [8/4,0btained the theoretically-derived ORR and
OER polarization curves for M@®,;, Mn,O3; and MnQ, shown in Figure 7(a). In this figure, the curves
were constructed as if no changes in Ms@ichiometry were induced by the electrochencaéntial;
they are shown to reveal inherent catalytic agtifor these different surfaces. By cross-referegeive
results of the calculated Pourbaix diagram (Figbyewhich reveals which phases exist across the
potential window, the self-consistent curve for Mn@as constructed and is shown in Figure 7(b).
Similar theoretically-derived curves with predict&RR and OER activity for Ru and Pt are added to
Figure 7(b) for comparison; phase transitions t@Rand PtQ at oxidative potentials were taken into
account. Diffusion limitations for the ORR are déd in these curves by invoking the Koutecky-
Levich equation for a rotating disk at 1600 RPM][56

According to the model above, the predicted agtiotder for the OER is RuO> MnGO, > PtQ,
while for the ORR the model predicts the activiggnd: Pt > MpO3s> Ru. It should be noted that this
same model has previously been successful in pieglithe trends in ORR activity for metal-alloy
catalysts [32, 33]. Experimental LSVs for the ndanagureda-Mn,0O3;, Ru/C and Pt/C are shown in
Figure 7(c). Pt/C demonstrates the best ORR agtivihile the oxidized Ru/C demonstrates the best
OER activity. The nanostructuredMn,Oz shows high activity for both reactions. Under retdie
potentials relevant to the ORR, the M surface outperforms Ru/C and approaches activigtc,
while under oxidative potentials relevant to theRQEhe MnQ surface outperforms the oxidized Pt/C
and approaches the activity of the oxidized Ru/@. Iboth the ORR and the OER, the experimental
activity trends are identical to those predictedhi®/DFT models.

The onset of catalytic activity for the ORR and BER was the major focus of this work, and we
have shown excellent agreement between theorygretiment for Pt, Ru, and MnOx surfaces. Not all

surface processes that occur during the experimmbaotgever, were not included in the modeling and
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thus some experimentally observed features i 8\s are not produced in the theoretically caladat
LSVs. Specifically, the Pt/C catalyst demonstrateshange in slope of its OER current at potentials
above 1.8 V, the Ru/C catalyst demonstrates a ehiangjope of its ORR current at potentials belo@ 0
V, and the nanostructuredMn,Oj3 catalyst displays an anodic feature above 1.1 Whvis coupled to
the OER current at higher anodic potentials. Thange in the OER slope of the Pt/C catalyst is
attributed to a significant oxidation of the carbmack support at high anodic potentials. Such aixh

of the support leads to Pt removal as well as obaung surface structure, thus a reduction in th&@ OE
activity. Since this is not an inherent propertytlod Pt catalyst, this phenomenon is not repredante
the theoretical calculations. The change in the GiRipe of the Ru/C catalyst likely arises from a
complex oxide or hydroxide at the surface or peshapen a sub-surface oxide that occurs in this
potential region, thus engendering a complicatedR@fechanism [57, 58]. As Ru is not the focus of
this study, these details were not accounted fothen Ru calculations. The anodic feature of the
nanostructured-Mn,Os3, which begins at 1.1 V, could correspond to a nemdf processes, such as
anodic dissolution, anodic deposition, or oxidatairthe surface itself. Again, these processeqate
included in the Sabatier model and therefore ateepyoduced in the theoretical LSVs.

All in all, the theoretical predictions on ORR a@&R activity in Figure 7(b) are extremely accurate
when compared to the experiments of Figure 7(c).th® specific case of MnQthe discrepancies are
slight, and could be due to the differences intafyshases and structures. For instance, the theadre
study involved only3-MnO,, as this is the most stable phase among the Na@ily. However, the
presence oti-MnO, andy-MnO, phases can be expected in experimental Mal@ctrodes [20-24].
Furthermore, the theoretical calculations of thalgat surface structure as a function of electeocical
potential examined changes in the top-most layegreds during experiments it is quite possible that
complete or incomplete stoichiometric changes cqeédetrate deeper into the material. These two
issues would impact the number of oxygen atomsdinated to each Mn atom at the Mn8urface,
No, which can lead to significant variation in elecinemical activity. Figure 8 shows the origin akth

particular effect, exhibiting the relationships amgdhe free energy of HOAGHo+, descriptor for ORR
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activity), the free energy difference of O* and HXGo«—AGpo+, descriptor for OER activity), and the
number of O (N) coordinated with surface Mn. For the case of,®surfaces, as the oxygen
coordination number increaseszyo- changes only marginally, whilkGo-—AGpo+ changes by 0.7 eV.
Thus, the catalytic activities of metal oxides t@nextremely sensitive (or not) to oxygen coordamat
at the surface. These results offer further insigtat the ORR and the OER at the atomic levelf &as
been shown that the knowledge of the surface coatidin environment and how to manipulate it can
allow one to develop improved metal oxide electtalgats. Nano-structuring and doping/alloying are
two possible approaches to improve metal oxidelysttaas these approaches manipulate the local
coordination environment at the surface.

6. Conclusions

Using the Sabatier model previously developed, @wsherein that manganese oxides, inexpensive
and earth-abundant, can exhibit excellent bi-fumati activity for the oxygen reduction reaction [®R
and the oxygen evolution reaction (OER). Densityctional theory (DFT) calculations in combination
with electrochemical characterization have beemiezhrout to elucidate the active manganese oxide
surfaces responsible for each reaction. To accempghis goal, a calculated Pourbaix diagram was
constructed for manganese oxides using DFT thatigieesurface structure as a function of pH and
electrochemical potential. Catalytic activities d@inen calculated within the ORR and OER potential
windows. These calculations indicate that the actwrfaces for the ORR and the OER are %> ML HO*
covered MaO3; and O* covered Mng) respectively. These theoretical predictions ofage structure
and catalytic activities are corroborated by thatlsgsis and electrochemical characterization of an
active MnQ bi-functional catalyst that compares favorably hwiprecious metal catalysts. The
combination between first-principles theoreticablgais and surface sensitive experimental methods
offers an understanding of metal oxide catalysrsthie ORR and the OER at the atomic level. This
approach can potentially be used to develop imgtavetal oxide electrocatalysts for these and other

important reactions of interest.
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Figure 1. The schematic structures (top view) »MaO (100), (b) MRO,4 (001), (c) MRO3 (110), and

(d) MnG;, (110) surfaces. Blue and red spheres indicate amasg and oxygen atoms, respectively.
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Figure 2. Surface Pourbaix diagram on (a);8n(001), (b) MnRO3 (110), and (c) Mn©®(110). Line a
and b represent the reversible hydrogen electrBi¢E] line and the @H,O equilibrium line. The

notations b and c within the figure(c) legends espnt the adsorbates at the bridge sites and catedi

unsaturated sites.
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Figure 3. Free-energy diagram for the oxygen euauteaction (OER) on (a) the perfect catalyst, and
on oxygen covered (b) M@, (001), (c) MnO3 (110) and (d) Mn@(110) atU =0, pH =0 and T = 298
K. AGpoo-AGno+ (vertical solid lines) values of the three manganexides in (b), (c), and (d), are
approximately the same and close to 3.2 eV, theageevalue found on a wide range of metals and
oxides as shown in our recent paper in Ref 52. dgtenum value on the perfect catalyst is 2.46 eV

(see Fig. 3(a)).
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Figure 4. Free-energy diagram for oxygen reduabioria) MO, (001), (b) ¥2 ML HO* covered Mi©D;

(110) and (c) Mn@(110) with HO* at bridge sites as spectators a @ pH =0 and T = 298 K.
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Figure 5. Surface Pourbaix diagram for Mn€atalysts. The oxidation state of the surfacethardORR
and OER potential are constant versus the reverbjarogen electrode (RHE). Line a and b represent

the RHE line and the £H,0 equilibrium line.
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Figure 6. Electrochemical characterization ofoaln,O3; nanostructured thin film. Direct comparison
of a base CV in nitrogen, a LSV in oxygen, andMf& -produced surface Pourbaix diagram of Figure 5

show that the relevant surface for the ORR was®4mand the relevant surface for the OER was MnO
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Figure 7. Calculated current density for (a) #pn Mn,O; and MnQ (b) self-consistent curves from

DFT calculation for MnG, Ru and Pt (c) experimental curves for MnRu and Pt.

Mn,0,-Mn,O-MnO, Pt-Ru-MnO, Pt-Ru-MnO_

=== MnO,

2

I/mAcm?
I/mAcm
I/mAcm”

S AN o N » o @

» & N o N & o
S b v o R O

1 H T
EN/(RHE) EN/(RHE) EN/(RHE)

28



Figure 8. The free energy of HOAGHo+, solid circle) and the free energy difference lesw O* and
HO* (AGo+-AGho+, Open circle) plot against the number of Qy\Moordinated with Mn on Mi©;

(110) and MnQ@ (110). I, I and 1l represent three different ¢ypf Mn atoms on the M@; (110)

surface respectively.
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