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In Situ Measurements of Environmental Gamma Radiation
Using a Mobile Ge(lLi) Spectrometer System

by

S.P. Nielsen

Ris¢ National Laboratory
Health Physics Department

Abstract

A description is given of the setting up of a mobile Ge(Li)
spectrometer system for field measurements of environmental
gamma radiation. A computer program was worked out for the
processing of the recorded Ge(Li) spectra and the program per-
formance evaluated from analyses of test spectra provided by the
International Atomic Energy Agency. The validity of the results
from the spectrometer system was assessed from a series of
measurements at a single locality and from a series of country-
wide measurements. The results from the field measurements of
the radionuclide concentrations in the soil were compared to
the results of laboratory measurements of collected soil samples.
The estimates of the exposure rates from the individual radio-
nuclides were compared to the results of measurements of the
total exposure rate.

This report is submitted to the Technical University of Denmark
in partial fulfilment of the requirements for cbtaining the
lic.tech, (Ph.D.) degree.
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ABBREVIATIONS AND UNITS

103 electron volts

10° electron volts

picocurie, 10712 ¢4

millicurie, 1073 ci

micro-roentgen, 106 »

counts per second

uncollided gamma flux, photons/cmzls

exposure rate, uR/h

linear attenuation coefficient, cmzlq
density, 9/01!3

gamma yield, photons/disintegration

reciprocal relaxation length for exponential

distribution, cm !

standard deviation

standard deviation, / ——y—

standard error, v GOV

nin-
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1. INTRODUCTION

Environmental gamma radiation originates partly from natu-
rally occurring radionuclides and partly from man-made radio-
nuclides in the form of fallout from atmospheric nuclear weapons
tests. Field measurements of environmental gamma radiation with
Ge(Li) spectrometer systems yield detailed information on the
presence of gamma-emitting radionuclides in the soil and permit
assessments of radionuclide concentrations and exposure rates.
With such mobile systems it is possible to detect even the
presence of trace amounts of man-made radionuclides in the en-
viromment, and several countries now employ similar equipment
in the control of environmental pollution from nuclear power
stations.

Concerning the determination of radionuclide concentrations
in the soil, field measurements have a consicdarable advantage
compared to laboratory measurements of colleacted soil samples,
because the detector in a field measurement registers the radi-
ation from several tons of soil, while the amount of soil in a
sample is for practical reasons restricted to a few kilograms
in weight. The results from a field measurement are therefore
more representative of the site being measured than the results
of laboratory measurements. In addition the counting time of a
field measurement needs only to be about one tenth of that of a
laboratory measurement to obtain the same statistical precision.

Quantitative measurements of penetrating environmental radi-
ation from terrestrial sources and from secondary cosmic radi-
ation were first made with portable ionization chambersl'z).
Later, field gamma spectroscopy using haI(Tl) detectors made it
possible to qualitatively and quantitatively determine the major
contributors to environmental gamma radiation and to relate
individual exposure rates to radionuclide concentrations3_6).
This technique was highly improved by the advent of portable
large Ge(Li) detectors, whose superior resolution of gamma-ray
energies more than adequately compensated for the lower detec-
tion efficiency compared to NaI(T1) detectors’ ~11),

The present report describes the setting up of a mobile
Ge(Li) spectrometer system. The results of the calibration of
the detector system are presented and a description is given of
a computer program prepared for the processing of the recorded



gamma-ray spectra. Finally, the results of measurements made
throughout the country are given, and the validity of the results
is investigated by comparing with the results from laboratory
measurements of collected soil samples and with the results from
measurements of the total exposure rates in air.

2. EQUIPMENT

2.1. Installations in Motor Vehicle

The van-type motor vehicle is especially equipped for trans-
port of the spectrometer system and to provide electrical power
for the instruments. The installations are shown schematically
in fig. 2.1.1.

Batteri

I eries g Charging charger - N
24 Vv DC qenerator

Con- —e———liy{ Alrhester Elsctrical

verters
[ N\ termsl
f 1 I N ‘ .
Aplifier p0scilloscope _{ml!lchanml —l"p.' tape
nalys nch

AV supply
—

y
/

50 m cables

A
N
AW

/r- Dawar

Detector bias f

v
[Pnnplln'r pover supply
Oetector signal

Preamplif ier

Fig. 2.1,1, Schematic diagram of equipment.
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The source of power is two 12-volt batteries of 208 ampere-
hours connected in series. The DC voltage is converted to 220V
AC. Two independant converters are installed, each with a power
of 500 watts, and this is sufficient to supply the electronics
during measurements. The batteries are charged either from an
automatic charging unit using external power, which can also
supply the instruments directly, or from a special charging
generator coupled to the vehicle engine. With fully-charged
batteries the DC~AC converter system provides a maximum of €
hours operation without simultaneous charging.

The vehicle is heated by means of a thermostat-controlled
airheater, consuming diesel oil, or by an electrical heating
element used when external power is available.

The dimensioning of the electrical power systeam allows for
the operation of other and more power-consuming systems than
the spectrometer system, which thereby increases the applica-
bility of the motor vehicle,

2.2. Electronic Instruments for the Spectrometer System

As shown in fig. 2.1.1, the detector system is connected to
the electronics through 50 m long cables which permit the de-
tector set-up to be placed sufficiently far away from the vehicle
to avoid unwanted shielding effects. The cables supply the
detector with high voltage, the preamplifier with power and
return the detector signal to the main amplifier. Here the
pulses are shaped for subsequent analysis in the multichannel
analyser, waich has a 4k memory. Limited analysis can be per-
formed in the field of the accumulated spectra using the in-
herent integrating capabilities of the analyser, but as the
detailed analysis is made by computer, the spectra are punched
on paper tape and transferred to the B6700 computer at Rise.

The instruments are mounted in wooden boxes secured to a
table in the vehicle and are thus easily transportable for use
in the laboratory.

2.3. Ge(Li) Detector System

The Ge(Li) detector is mounted vertically in a cryostat of
common vacuum type underneath the liquid nitrogen dewar flask,
fig. 2.1.1. The detector is of the closed-end, coaxially-
drifted type; it has a resolution of 2.0 keV fwhm (full width
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at half maximum) at 1.33 MeV, and a full energy peak efficiency
of 17% relative to a 7.5 x 7.5 cm NaI(T1) detector. The pre-
amplifier, which has an uncooled field effect transistor, is
permanently mounted on the side of the cryostat.

When measuring in the field, the detector system is placed
on a tripod with the center of the detector 1 m above ground.
Field spectra are accumulated with a gain of 0.7 keV/channel
making full use of the 4k memory of the analyser for energies
below 2.8 MeV.

The dewvar flask has a volume of 15 1 and requires refilling
less than once a week. With an extra 50 1 dewar flask carried
in the vehicle, operations can be maintained for three weeks
before new supplies of liquid nitrogen are needed. During
transportation in the vehicle the detector system is placed on
shock absorbers in order to minimize mechanical stresses.

2.4. NaI(Tl) Detector

A 7.5 x 7.5 cm NaI(Tl1l) scintaillation detector is used to
provide independent measurements for comparison with the Ge(Li)
detector measurements.

The detector is placed in a tin canister lined with S om
expanded polystyrene to reduce the influence of temperature
variations on the photomultiplier tube. During measurements the
detector is placed on a tripod 1 m above ground and connected
to the vehicle instrumentaticn through the 50 m cables. The
resolution of the detector measured at 1.33 MeV is 8.0% fwim
and the spectra are therefore satisfactorily accumulated with a
gain of 25 keV/channel, permitting each spectrum to be recorded
in 125 channels.

2.5. High Pressure Ionization Chamber

An argon-filled high precsure ionization chamber system re-
cording exposure rates is used to supplement the spectrometric
measurements. The ionization chamber system was purchased from
Reuter Stokes, USA, and was developed at the Health and Safety
Laboratorylz) - Minor changes have been made to the system in
order to facilitate the transfer of data from the magnetic tape

recording system to the B6700 computer.
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3. BASIS OF SPECTRUM EVALUATION

The gamma radiation field at ground level consists mainly of
scattered gamma rays originating from decaying radionuclides in
the soil. 1In a field measurement, the instrumentation produces
a gamma spectrum, which is a projection of the gamma-ray energy
distribution at the detector. The scattered gamma rays, which
are detected, have lost part of their initial energy because of
the attenuating properties of the soil, of the air and of the
detector, and these gamma rays yield the background that slowly
varies with energy in the spectrum. A minor fraction of the
total number of detected gamma rays travels directly from the
decaying nuclei in the soil to the detector and deposits all
the initial energy, thereby producing the peaks in the spectrum.
The positions and intensities of these peaks (full energy peaks)
give information on the identities and quantities of the gamma-
emitting radionuclides in the soil. Examples of field spectra
are shown in fig. 3.1.

3.1. Ge(Li) Spectrum Evaluation

The Ge(Li) spectrum evaluation is based on a technique
developed by Beck7). The basic principle involved is the fact
that the count rates of the full energy peaks in the spectrum
are proportional to the concentrations of and the exposure
rates from the corresponding gamma emitters in the soil.

According to this principle, simple conversion factors are
calculated for each peak in the spectrum, and these energy-
dependant factors take account of the angular distribution of
the uncollided gamma rays, of the detector efficiency, and of
the uncollided gamma flux from the sources in the soil. This
is expressed in the equation:

e S S (3.1.1)
S N ¢ s’ o
o
where N¢ is the count rate (cps) for the full energy peaks, S
the radionuclide concentration in the soil (pCi/g or mCi/kmz),
No the count rate (cps) of the full energy peaks from gamma rays
emitted directly underneath the detector, and ¢ the uncollided

gamma flux (photons/cmz/s) 1 m above ground.
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The ratio of the full energy peak count rate to the exposure
rate Nf/i is obtained by replacing S by X (uR/h) in equation
(3.1.1).

The naturally occurring radionuclides, table 3.1.1, are
assumed to be homogeneously distributed in the soil. Fresh
fallout is assumed to represent a plane source evenly deposited
on the surface of the soil, while the concentration of aged
fallout in the soil is assumed to decrease exponentially with

depthlq).
Table 3.1,

Some importent chasscteristics of “l and of the l)l" and nzn decay chatns
Wuclide hadtation | Malf-life Weclide Radiatien | Balf-life
Dy e a8 - 20% 0y, . 1.40 - 101%
B4y ) " 20.14 a8, inTh,) ' .75y
3% (uxy " 1.10m ”'éc inrn ) 'y 6am
34y urn s 2.5 - 10% 20y, ey o 1.91y
e NI s » - 10 ), 1E) e 3.e0a
22y, ° 1600y ae), {thorom) a 8.3
a2, tradon) s 3.020 nel, (ThA) o .13
10, (aany s .05 n3,, ™) 'S 10.66n
"‘Ilb (na®) " 26.0m "’z’s\ ™o oiate) | sv.em
14y, (nac) ' 19.0m s
Wy, () N 1.6 - 10% | Ppgimnce) |aes ° 3 - 107,
200, (nce) r 1.5 208, 1mc) ' 3.1a
nojy (RaD) r 1.3y 200, -
a0y, (Ra) r 5.014
210, {nar) a 170,44 0, V.2 1.28 - 10%
206,

L stable -

3.1.1. Correction Factor for Angular Dependence, NfZN

Nf/No is the full energy peak count rate from a distributed
source in a field measurement relative to that if the source
were directly underneath the detector. Assuming a cylinder-

symmetric detector response, Nf/No is calculated according to:

Jn(e) g—g ae

o]

/2
I g%de
[+

N
it

No

(3.1.1.1)
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where R(8) is the angular response of the detector determined
with point sources and g% is the differential uncollided gamma
flux 1 m above ground.

3.1.2. Full Energy Peak Efficiency, Nolg

The full energy peak efficiency of the detector, NO/Q. is
calculated from measurements performed by placing absolutely
calibrated point sources directly underneath the detector, thus
providing a parallel beam of gamma rays incident on the detector.

3.1.3. Uncollided Gamma Flux per Unit Concentration of
Source, ¢/S

The uncollided gamma flux 1 m above ground per unit concen-
tration of source, ¢/S, is calculated from the schematic model
shown in fig. 3.1.3.1.

Detector

AIR

/
Rcos 6-h

Source volume
element

SOIL

fig. 3.1.3.1. Schematic model for the calculation of ¢/S.

The detector is situated a distance h above the infinite
plane interface between the two media that have the linear
attenuation coefficients u, and ug and the densities . and o,
where the indices a and s refer to air and soil, respectively.
The source concentrations are assumed to decrease exponentially
with depth:

S(x) = S, expl=(a/p)x pgls (3.1.3.1)
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where S(x) is the radionuclide activity per unit volume at depth
x in the solil, So the corresponding surface concentration and

a the reciprocal of the relaxation length. The distribution is
conveniently characterized by the depth distribution parameter
a/os. The total source concentration per unit area, SA.,is
obtained:

SA = I Si(x) dx = So/a. (3.1.3.2)

o

The total uncollided flux ¢ from a monoenergetic gamma
emitter is given by:

/2 =
f -
¢ = ] ] N SO(OIRZ) 1 exp[-(a/bs)(ncose—h)ps] -
©  Cos®

(3.1.3.3)
expl-(ua/ba)hpa/cose-(us/,s)(R-h/cose)psl 2!R2 siné dR 46,

where R is the distance from the detector to the infinitesimal
volume element and 8 the angle between the R-vector and vertical.
The integration of this equation is described in detail in
the appendix and only the results are given here.
The R-integration yields:

do _ S, sine exp(-(ua/pa)hpa/cose]
de 2T(a/p,) cost + Tug/o JTo,

(3.1.3.4)
and the 8-integration:
¢ =(Sy/2) (B [(uy/0,)hp, ] - explia/pgdho (u,/0,)/tu/pg) ] °
E [(uy/p)ho, + (a/p )ho, (u,/p,)/(ug/0) 11, (3.1.3.5)
where E;(t) is the exponential integral of the first order.
The case of the plane source distribution is obtained from

the above by letting a/ps + », This yields for the differential
angular flux:

g% = {SA/Z) tand exp[-(ua/pa)hpa/cosel, (3.1.3.6)
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and the 6-integration gives:
¢ = (SA/2) Ell(ua/oa)hpa] . (3.1.3.7)

The homogeneously distributed source is described for a/o§=0.
Inserting this in equation (3.1.3.4) yields:

32 ~ S,Sind exp[-(ua/pa)hpa/cosel (3.1.3.8
0 MW ' 1-3-8

and for the total flux:
¢ = [(So/os)/(Zus/os)]Ezl(ua/pa)hoa]. (3.1.3.9)

where E,(t) is the exponential integral of the second order.
S0 is expressed in terms of activity per unit volume, which is
converted to activity per unit weight, S, by division with

the soil density giving:

¢ = [S/(2ug/05) ) Exl(u,/0,) 00,1, (3.1.3.10)

and it is noted in this case that ¢ is independant of the soil
density. _

The calculations of ¢/S and of ¢/sA are made using values
for the mass attenuation coefficients from ref. 7. The values
of ua/Da apply to an air temperature of 20°C and a pressure of
760 mm Hg and the values of us/ps apply to a soil composition
of 13.5% A1203, 4.5% Fe,04, 67.5% 5102,34.5% Co,, and 10.0% H,0.
Furthermore, a soil density of 1.6 g/cm

The exponential integrals are calculated on a computer by

is used.

means of numerical integration of the equations (3.1.3.4),
(3.1.3.6) and (3.1.3.8) and the quantities computed with this
technique prove identical to tabulated values of the integrals.
For the naturally occurring radionuclides with a uniform
distribution in the soil, ¢/S is shown versus _energy in figqg.

photons/cm2/s
3.1.3.2. ¢/S is here expressed in photons/g/8 which is

2
converted to h;éin; cm by multiplication with 0.037:f, where
f is the gamma yield for the gamma emitter in question.

Data on the 2380 and 232Th series are taken from ref. 14.
For 4°K, a gamma energy of 1460.8 keV and a gamma yield of 0.107

are used, The final values of ¢/S for the prominent emission
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lines from the naturally occurring radionuclides are listed in
table 4.1.3.1.

For fallout radionuclides, the only gamma-emitting isotope
with a sufficiently long half-life to permit an exponential
distribution in the soil is 137CS, and for this reason ¢/sA is
calculated only for this isotope. Equation (3.1.3.5) yields

hotons/cmYs tons/ca
¢/SA in units of photons/cm2/s which is converted to -

by multiplication by 0.0037-f . O/SA is shown in fig. 3.1.3.3
versus the depth distribution parameter G/b‘.

For surface-distributed fallout radionuclides, °/SA is
calculated from equation (3.1.3.7) and the results are listed
in table 3.1.4.2.

3.1.4. Uncollided Gamma Flux per Unit Exposure Rate

The uncollided gamma flux per unit exposure rate ¢/X is
obtained from ¢/S by division with i/s.

The exposure rate per unit concentration of the source,
X/S, is calculated by solving the gamma-ray transport equation
for the situation shown in fig. 3.1.3.1, which requires
elaborate mathematical and computational techniques.
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The values of X/S for naturally occurring radionuclides
with a uniform distribution are taken from ref. 15, and are
listed in table 3.1.4.1.

Table 3.1.4.1

Zxzposure rate 1 B above ground par unit concentration
of naturally occurring radionuclides

Wecl ide Concentration Lrposure rite

. i 1.52 ur/h
K

1 pC1/9 0.183 WR/h

238 1 pp 0.63 ul/h

U series 1 pC3/e 1.89 A/

232 1 ppm 0.31 ut/h

™ series 1 pCi/e 0.79 uA/M

Values of 5(/5A for exponentially and surface-deposited
fallout are taken from ref. 7. For 137Cs, )'(/SA versus u/ps is
shown in fig. 3.1.4.1. The values of )'(/SA for surface-deposited
fallout are listed in table 3.1.4.2.

3.1.5. Influence of Source Distribution

A major problem in the evaluistion of field spectroscopic
measurements is the determination of a proper relaxation length
for exponentially distributed sources in the soil.
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Table 3.1.4.2

Data for surface-deposited fallout

woclide | Rnergy GCamms yield o e

(xev) | (photons/atsint.) | (ERotons/em/e)| MR
#C1/kn

MBer | 224.2 0.430 .27 (+3)  [1.35 (-2

MBer | 7567 0.546 418 (-3 -
Y | 25,8 0.9% 7.58 (-3)  [1.41 (-2)
100p; | 496.9 0.900 6.5 (-»  |9.22 ¢-»
125 | 176.3 0.06) 417 (-8 |8.29 (-}

125y | 720.0 0.2% 2.13 (-9 -

123y, | 600.0 0.104 1.37 (=3) -
11 | 6.8 0.024 5.84 (=3) [7.28 (=}
Mg | 661.6 0.046 6.3 (=) [1.08 (~2)
105, | 162.9 0.062 .06 (-4)  13.66 (-1

05, | 537,48 0.338 1.7 (9 -
1400, | 40,0 0.4%7 1.3 -1 |3.96 -1

140, l1sss¢.2 0.960 7.98 (-3) -
Wice | 145.5 0.49 .21 (=) |1.31 (-0
l e | 1038 0.108 6.9 (-0)  [3.27 (-8)

J7Cl exponentially distributed in

10’
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The importance of an accurate knowledge of the source distri-
bution is illustrated in figs. 3.1.3.3 and 3.1.4.1 showing
respectively, @/SA and i/sA for 137Cs. It is seen for o/sA that
the uncertainty of cx/ps becomes of greater significance as the
distribution approaches homogeneity (a/os + 0). This is also
the case for x/SA, but to a somewhat lesser extent.

The true distribution can be inferred from laboratory
measurements of collected soil samples, but the samples may not
be representative, because of the very large area registered by
the detector in a field measurement. From superficially de-
posited 137
originates from distances within 60 m, corresponding to an area

of 11300 mz, while the distance for a uniform distribution de-

2 11)

Cs, 90% of the uncollided gamma flux 1 m above ground

creases to 8 m corresponding to an area of 200 m
The ground roughness, which has not been included in the
calculation model, tends to shield the detector from the
radiating source in a field measurement. From the detector,
the source seems to Le buried more deeply in the soil than it
really is. This effect can be taken into account by ascribing
a greater relaxation length to the distribution than the true
one. Another approach is to use the fact that ground roughness
effects decrease with increasing height above ground. The latter
approach was used for surface deposited fallout in ref. 16,
where the ground roughness is expressed in terms of equivalent
height of air. This fictitious height is added to the original
height above the ground in the calculations and the resulting
reduction factors give the reduction in the dose rate due to
the additional height of air.
This method is applied in order to make a first approxi-
mation of the influence of ground roughness in field measure-

ments of 137Cs

. The variations with height above ground of
exposure rate and uncollided gamma flux from exponentially
distributed 137Csl7) have provided the basis for reduction fac-
tors calculated for surface deposition and for deeper deposition.
These are listed in tahle 3.1.5.1.

For a measurement in an ordinary plowed field, where 137Cs
is distributed exponentially with a depth distribution parameter
of a/ps= 0.1 cmz/g, a median value of the reduction factor for
uncollided 662 keV photons is 0.74 and for the corresponding

total exposure rate 0.85. This means that the ground roughness
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Table 3.1.5.1

Factors descr'bing the reduction of the uncollided Gamma flux and exposure rate from fresh and
137

aged fallout { Cs) due to varjous types of ground roughness

[ Fictitious Flux reduction Exposure rate reduction
! he aht 2. 2 0.1 m2/g 2. 2 2 0.1 cm2/g
Smooth plane 0 1.00 1.00 1.00 1.00

Paved areas 0-1.%5 1.00-0.78 1.00-0.94 1.00-0.8) 1.00-0.97
Lawns 1.%-1 0.78-0.67 0.94-0.8% 0.83-0.74 0.97-n.94
Gravelled areas 3-6 0.67-0.%13 0.89-0.00 0.74-0.64 0.94-0.88
Ordinary plowed field 6-12 0.33-0.40 0.80-0.67 0.64-0.52 0.88-0.81
Deeply plowed field 12-18 0.40-0.34 0.67-0.58 0.52-0.46 0.81-0.75

causes a reduction of 26% of the uncollided gamma flux measured
by the detector, and that the corresponding exposure rate is
reduced by 15%.

With these reduction factors an overall value of o./ps can
be estimated. From fig. 3 1.3.3 it is seen that a 26% reduction
of ¢/S for a/p = 0 1l cm /g corresponds to the value of ¢/°
for a/p = 0.067 cm /g, and from figqg. 3 1.4.1 it follows that a
1514 reduction of X/s for a/p = 0.1 em /g corresponds to a value
of X/S for a/p 0. 072 cm /g. The average value of a/ps- 0.07
cm /g w111 thus describe the combination of the true distribution
and the ground roughness. In other terms the ground roughness
is described for this particular site by increasing the true
relaxation length for the 137Cs distribution by 40%.

222

3.1.6. Influence of Rn in the Air

The calculational model shown in fig. 3.1.3.1 deals only

with radioactive sources distributed in the ground. When esti-~

226Ra in the so0il from field measurements,

£ 222

mating the content of

an error is introduced because the presence o Rn daughters

in the air is neglected.

The principal gamma emitters in the 2380 series are 214Pb

and 214

222

Bi, which are among the short-lived daughter products of
226Ra (table 3.1.1). Since 222
gas with a relatively long half-life, it may emanate in sig-

Rn, the successor of Rn is a
nificant amounts from the upper layers of the soil into the
atmosphere and travel over considerable distances with the
wind. The emanation from the soil is governed by such factors
as soil moisture, air temperature and barometric pressure, so

the local 222Rn concentrations in the air are critically de-
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pendant on meteorological parameters. When airborne 222Rn
decays, the short-lived daughter products attach to aerosols
and remain distributed in the air, where they contribute to the
gamma flux from the daughter products contained in the ground.
In a field measurement, the detector is naturally unable to
distinguish between the two source distributions, but usually
the airborne contribution is negligiblela). A quantitative

assessment of this contribution is made in a later section.

3.2. NaI(Tl) Spectrum Evaluation

The basis for the NaI(Tl) spectrum evaluation is a niethod
described by L¢vborg et al.lg) that is applicable for the in
situ determination of the naturally occurring radionuclides,
assuming secular equilibrium for the two decay series.

The gamma-ray intensities are recorded in three energy
40, the
U series, and the

intervals centered at the 1.46 MeV emission line of
1.76 MeV emission line of 2}%Bi from the 238
2.62 MeV emission line of 208Tl from the 232

The count rates NK, N.. and NTh in the three energy intervals

Th series.
U
are all linear combinations of the corresponding radionuclide
concentrations CK' CU and CTh' which is expressed in the fol-
lowing equation:

Ny By By A Cx
Ny | = { Ay Ay, Ay c, (3.2.1)
Neh Ry; Ay, Ay, Crn

The three diagonal elements Aii describe the total absorp-
tion of the 1.46, 1.76 and 2.62 MeV gamma rays in the detector.
The coefficient Alz describes the contribution to the energy
interval at 1.46 MeV from the 2380 series, and the coefficients
Ay, and Ayq describe the contribution from the 232'I‘h series to
the energy intervals at 1.46 and 1.76 MeV, respectively. The
coefficients AZ*oand A5, must be zero as they describe the con-
tribution from K to the energy intervals at 1.76 and 2.62 MeV,
respectively. The coefficient A32, describing the 2380 series
contribution to the interval at 2.62 MeV, will be small due to

the total absorption of a weak emission line of 2.45 MeV from
214
Bi.
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With a knowledge of the proper matrix coefficients Aij' the
radionuclide concentrations are determined from a field measure-
ment expressed in vector and matrix denomination:

c=aln. (3.2.2)

The matrix coefficients are determined from calibration
measurements made under circumstances similar to those for the
field measurements, but where the radionuclide concentrations
in the ground are known. Measurements at three locations wvhere
the individual radionuclide concentrations are linearly inde-
pendant suffice for the determination. The three count rate
vectors and the three concentration vectors, one for each
location, constitute two matrices N and ¢, respectively, which
are related through the equation:

y=3¢- (3.2.3)

For the unknown matrix this yields:

A=DNC . (3.2.4)
4. CALIBRATION

4.1. Calibration of Ge(Li) Detector System

4.1.1. Angular Correction Factor

The calculation of the correction factor Nf/No from equation
(3.1.1.1) is based on the assumption that the response of the
detector is cylinder-symmetric. The validity of this assumption
was investigated from measurements performed by placing a multi-
gamma source with 15° intervals in a horizonal plane around the
detector at a distance of 50 cm. The response for the gamma en~
ergies in the interval from 122 to 1408 keV zhowed no deviation
from symmetry, so the assumption was accepted.

The angular response R(6) was determined from measurements
performed by placing point sources in a vertical plane under
the detector at a distance of 1 m (fig., 4.1.1.1). An analytical
expression for the angular variation for each energy was ob-
tained from fitting a polynomial by means of the least squares
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method to the results for the normalized count rates. The
ganma energies of the point sources ranged from 60 to 1408 keV.

Exasples of R(8) for 2 different energies are showm in fig.
4.1.1.2.

Oetector
-
7ig. 4.1.1.1. Schamatic set-wp for the
deterwmination of the sngular respeonee of
Swm the GeolLi) dutector.
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The response remains almost constant for gamma energies
greater than 150 keV, while for lower energies variations occur
because the low energy gamma rays are easily shielded and inter-
act in the surface of the detector material.

Nf/NO was calculated by numerical integration of equation
(3.1.1.1) using the analytical expressions of R(8) and the ap-
propriate expressions of d¢/d6 from section 3 according to the
source distribution. Results of Nf/N° versus energy for uniform-
ly distributed sources are shown in fig. 4.1.1.3 and for surface
deposited sources in fig. 4.1.1.4. The values of Nf/N° for
137Cs distributed uniformly and deposited on the surface are
0.98 and 0.97, respectively, which means that Nf/N° for expo-~
nentially distributed 137Cs in the soil can be considered as
constant for all values of the distribution parameter a/ps.

T T T rr NN B N B R R Y ™ T VT 717
15 | -
z1Z
4
o
[l
‘<"
w 10 |- -
<
Qo
-
&
w
[+ 4
(V4
8
m 0'5 o a—
g
ad
=
o
-4
g
00 1 L laaul 1 T U 1 AN B!
10’ 102 10° 10¢

GAMMA - RAY ENERGY (keV)

Fig. 4.1.1.3, Correction factor, Nf/No, for angular dependence
of peak detection efficiency of Ge(lLi) detector for uniformly
distributed sources in the soil as a function of gamma-ray
energy (kev).
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4.1.2. Full Energy Peak Efficiency
241Am’133

Co,22N31137Cs,

Ra as a second-

Ba,57
226

As calibration sources were used
54Mn, 60Co and 152Eu as primary standards and
ary standard. The sources were placed 1.5 m underneath the
detector during the measurements. The resulting full energy
peak efficiency No/o is shown in fig. 4.1.2.1. For energies
greater than 200 keV, the efficiency is calculated from the

equation:
1n(N°/¢) = 7.64 - 0.991 1n(E) , (4.1.2.1)

where the energy E is expressed in keV.
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Fig. 4.1.2.1. Peak detection count rate {cps) of Ge(Li) detector
per unit flux (photonl/cnzls) as a function of gamma-ray energy
(keV) measured at a source-detector distance of 1.5 m.

4.1.3. Presentation of Final Calibration Factors

The calibration factors Nf/s and Nf/i are listed in table
4.1.3.1 for the naturally occurring radionuclides. It must be
noted that the values of Nf/s and Nf/i for the emission line
of 186.1 keV from 226Ra have been corrected for the fact that
only 60% of the uncollided gamma flux of this energy in the
environment originates from 226Ra, the remaining 40% being due

to a very close-lying emission line of 185.7 keV from the decay
of 235020)

For exponentially distributed 137Cs, Nf/sA and Nf/i are

shown in figs. 4.1.3.1 and 4.1.3.2, respectively.
For surface-deposited fallout, the calibration factors are
listed in table 4.1.3.2.



- 28 -

Table ¢.1.3.1

Calibration facters [or materslly eccesrcring radicaunclides

u /e os 6,73 u /i
Peciide Emecyy Be/Ty | (cmuatals, RIZILN - Eopsaale
{kav) v/am' /s /g
40y 1860.8 0.941 1.9 3.62t-2 $.2%4-2) 1.871-1)
".u Series
o N 106.1 1.017 1. RUBY 8.93(-2) LRETE )
iepy TR 0.9% (X 1.000-2) *.011-2 4.9-2)
- 3.2 .. .98 2.060-2) 2.00t-1) 1.10¢-1)
- 32.0 0.9 .20 5.001-2) ).681-1) 1.94¢-1)
4, sov.e .. 3.00 0.38(-2) 1.29%0-1) 1.704-1
- “s.e o.97 3.0 ).0-n 1.100-2) $.00(-3)
- 7.4 o.M 1. 1.17¢-1) 3.2%¢-n 1.720-2
- ne.1 0.8 e 8.32¢-3) 1.904-2} 1.01(-1
- 11204 0.9 1.9 .274-2) s.121-2 a.294-2)
- 1208.2 0.0 1.1 1.744-2) 1.99(-2) 1.880-0
- 1. 0.%2 1.60 1.31(-2) 2.32(-1) 1.230-0
- 1e01.7 0.9 1.5 .0 7.041-1) 3.720-0
- 1608.0 0.962 1.9 7.98¢-3 1.2%1-0) 6.610-2)
- 1509.3 0.1 1.4 1.22¢-3 1.01-2) $.38(-3
- 17299 0.950 1.20 1.040-2) 5.200-0) R ITE))
- 17646 0.950 1.18 $.49(-2) $.971-2) 3.680-2)
- 10077 0.9%7 1.20 8.041-3) 2. 231-3 ..991-3)
- 2200.3 0.9%4 1.01 1.98(-2 1.911-0) 1.81¢-2)
- 1000.0 0.9%) 0907 | e.000- 3.76(-3) 3.08(-0
Mgy sertes
128, 129.1 1.008 12.7 2.05(-3) 3.991-0) 1.36(-2
- 209.3 1.008 10.4 $.70¢-3) 6.001-2) 2.13(-2
12, 1.6 0.99s 0.2 ¢.6)(-1 €.02(-1) 2.161-1
,, 1.0 0.993 9.0. $.91(-1 $.31(-2) 1.90(-2
2, 170.2 0.9% 0.08 $.07(-0 0“0 1.68¢-2)
100, 1.2 0.9% 7.0 3.240-3) 1.91(-n 1.08(-2)
1132y, 300.4 0.987 1.2 $.47(-3) 3.9(-) 1.40¢-2)
2 120.0 .98 6.8 3.50(-3) 3.60(-2) 1.29¢-2)
- 330.9% 0.9 $.43 2.08(-2) 1.32(=1) 4.74(-2)
R “3.0 0.980 “n 9.08(-0 4.201-2) 1.80(-2)
00, 503.1 0.97% 3 s.00-2 2.38(-1) 0.03(-2
Ny, m.1 0.9 ).02 1.661-2) - 1.380-n
s, 794.9 0.971 .m 1.21(-2) 3.280-0 1.170-0)
08y, 060.1 0.970 1.5 1.314-2) 3.00¢-2) 1.08(-2)
m,, ”n1.1 0.989 1.0 7.69(-2) 1.00¢-1) 6.80(-2)
- 950.3 .90 1.2 1.83(-2) 3.381-2) 1.21(-2)
- 0.9 0.9¢8 PRY) 0.950-2) 1.09(-1) 3.90(-2)
- 1508.1 0.960 109 1.630-2) 1.100-0 7,00¢-3
100y; 4148 0.9%2 0.09¢ 2.650-1) 1.000-1) 5.03(-2)
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Table 4.1.3.2

Calibraticn fectors for surface-deposited fallout

Na/® /S, Ny /S, /i
Nuclide Enexrgy N!/RO N counts/s ) (ﬂlmllﬂzll ) (cwntqi, (cﬂntgs)

IkeV) photons/ca®/s mCi1/mm [ _$¥2 3 uk/h
*S2e 12¢.2 0.965 3.0 3.270-1) .564-3) 7.081-1)
) 756.7 0 ‘e 2.%0 4.100-0) 1.17¢-2) 0.67(-1)
LET™ 765.0 0.9¢4 2.07 7.50(-1) 2.10¢-2) 1.4% (0)
100y, 1969 0.969 .8 6.59(-2) 2.02(-2) 3.06 (0)
1254, 176.) 0.993 12.3 27(-0 5.10(-3} 6.150-1)
12%g, 420.0 0.971 .11 2.134-3) 1.08(-2) 1.20 (0)
13g, $00.90 0.9¢7 3.6 1.37(-D) 4.84(-)) 5.84(-1)
v, 364.% 0.97) 5.99 5.04(-3) 3.40(-2) 4.67 (0)
W, 1.6 0.96¢ .32 6.30(-3) 2.05(-2) 1.93 (0)
140, 162.9 1.000 12.7 4.06(-4) $.16(-1) 1.41 (0
140,y 5)7.4 0.9¢8 4.00 1.774-) 6.9%5(-)) 1.91 (0)
140, 7.0 .99 ) 3.34(-)) 1.45(-2) 1.68¢-1)
lao,, 1596.2 0.9%% 1.39 7.98(-2) 1.08(-2) 2.68(-1)
161, 145.% 1.016 12.9 3.21(-3) 4.21(-2) 3.21 (1)
144, 131.8 1.027 12.8 6.98(-4) 9.10(-) 2.81 (1)

4.1.4. Measurements of Mass Attenuation Coefficients for
Soil

The value of us/ps used for the calculations of ¢/S and ¢/SA
in section 3.1.3, and for the gamma-ray transport calculations
yielding exposure rate data, is based on the soil composition
previously mentioned. To get an impression of the comparability
of these values with those of typical Danish soils, an exper-
imental determination of ”s/ps was made on soil from two differ-
ent locations near the laboratory. Samples were taken from the
surface of the soil at both locations. The soil was cultivated
at location 1 and had a density of 1.68 g/cm3 + 0.05 (1 S.E.)
determined from 5 samples, while the soil at location 2 was un-
cultivated and had a high content of clay and a density of 1.78
g/cm3 + 0.05 (1 S.E.) determined from 5 samples. The gamma-ray
attenuation was determined from two samples from each location
using a multi-gamma source, and the results are shown in fig.
4.1.4.1.

It is noted that the experimental values of “s/ps agree well
with the values from ref. 7 used in the calculations, indicating
the general applicability of the model soil composition to
Danish soils. It is also seen that the experimental values of
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us/ps for location 2 are a little higher than those for location
1. This is explained by the fact that soil from location 2 has
a higher average atomic number than soil from location 1 because

of the high content of clay minerals. These also cause the soil
density to be greater at location 2 than at location 1.

4.2. Calibration of the NalI(Tl) Detector System

§.2.1. Measurements on Calibration Pads

The NaI(Tl) detector system was calibrated by means of
measurements performed in approximated 2n-geometries over four
concrete calibration pads. The pads are 3 m in diameter and
0.5 m thick and are numbered from 0 to 3. Pad 0 serves as a
zero reference, pad 1 is enriched in potassium, pad 2 in thorium
and pad 3 in uranium. Detailed descriptions of the pads are
given in refs. 19 and 21.

The radionuclide concentrations of the pads are known from
analyses of samples taken from the concrete mixtures when the
pads were cast.
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The gamma radiation from pad 3 is subject to seasonal vari-

ations of +20%, probably due to the migration of 222Rn, but an

apparent concentration of 2380 can be ascribed to the pad by

employing a simple scintillometer methodzl). The radionuclide
concentrations of the pad: on the day of calibration are shown

in table 4.2.1.1.

Table 4.2.1.2

Count rates (cpe) recorded above the calibration pads
with the Nel(Tl) detector

Energy interval Pad 0 Pad 1 Pad 1 Pad )
1330-1610 hev 3.93 24.21 72.06 26.2%
1640-1910 hev 0.49¢ 1.323 58.73 17.93
2040-2780 hev 0.39) 0.022 2.348 17.49

The detector was placed with its center 8 cm above the
surface of the pads while the calibration spectra were accumu-
lated. From these, the gamma-ray intensities of the three
radionuclides were excerpted in terms of counts per second in
the energy intervals previously mentioned. The spectrum cal-
culations were made by means of the computer program STATDATAzz).

The results are listed in table 4.2.1.2.

" Table 6.2.1.1

Radionuclide concentrstions of the calibration pads

rad L P U P T™h

1.0 0.0 2.4
7.0 €2 2.7
0.8 6.3 1%

- N = O

1.0 179 L]

4.2.2., Calculation of Calibration Matrix Coefficients

The calibration matrix coefficients are calculated from
equation (3.2.4) with a few corrections due to differences be-
tween the calibration situation and the field measurement
situation.

Because of the inevitable influence of the surroundings
during the calibration measurements, unknown amounts of environ-
mental radiation are included in the recorded count rates in
table 4.2.1.2. As these contributions are presumably identical
for each of the pads, their influence is eliminated by sub-
tracting the recorded count rates from pad 0 from those of the
other pads.
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The corrections needed because of the finite size of the
pads and the differences in detector height above source and
source composition are approximated with corrections calculated
for uncollided fluxes. The finite size of .ne pads is accounted
for by increasing the count rates recorded in the energy inter-
vals centered at 1461 and 1765 keV with 5.5% and those centered
at 2615 keV with 6.5\17). As seen from equation (3.1.3.10),

the remaining corrections amount to a multiplicative factor of
E L (uy/p,)0hen, 1/ (ug/ng)
ET1h 7o Vb o T/ 75" where the indices f and c refer to

fieldaana cglibrationcsituations, respectively. The resulting
factors are 0.965, 0.968 and 0.975 for the three energy inter-
vals listed in order of increasing energy.

The calibration matrix coefficients are calculated using
the data from tables 4.2.1.1 and 4.2.1.2 and the above-mentioned

corrections by inserting the matrices N and ¢ in equation (3.2.4),

where
20.6 70.2 22.7
N = 0.847 55.2 17.5 ’ (4.2.2.1)
0.030 2.03 17.8
and
. 0.0 -0.2
€= 3.4 178 5.5 . (4.2.2.2)
0.3 5.6 149

This yields for the calibration matrix:

3.21 0.39 0.14
&= -0.04 0.31 0.11) . (4.2.2.3)
=0.01 0.01 0.12

It is noted that the coefficients Ay A,, and A,, are small
compared with the other coefficients, in agreement with the dis-
cussion in section 3.2. However, it is unphysical that A21 and
A31 are negative. While the negative value of Ay; can be
ascribed to the uncertainty in the coefficient determination,
the numerical value of Azl seems too large for this explanation.
This matter will be referred to later.
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The final calibration constants are obtained by inverting
the matrix j and changing the units of the concentrations using

238
the conversion factors 0.120% K per pCi/g of ‘OR, 3.00 ppm 4]
per pCi/g, and 9.09 ppm 232Th per pCi/g. This yields for
equation (3.2.2):
CK 2.55 -3.24 -0.17 NK
= -0. 4.2.2.4
CU 0.01 1.10 0.99 NU , ( )
CTh 0.00 -0.03 0.95 NTh

where CK' Cy and cTh are in units of pCi/g, and NR' NU and NTh
in units of cps.

4.3. Calibration of Total Count Scintillometer

As the high-pressure ionization chamber mentioned in section
2.5 was not available during all the planned field measurements,
the NaI(Tl) detector system was calibrated with reference to
measurements of exposure rate in the air.

EXPOSURE RATE (uR/h)

! Line of regression: y =4.05+0.105 x

T

0 10 20 30 L0 S0 60 70
SCINTILLOMETER COUNT RATE (cps)

Fig. 4.3.1. Calibration of a 7.5 x 7.5 cm NalI(Tl) detector
used as a total-count scintillometer with a counting threshold
of 0.44 MeV. The exposure rate in air (uR/h) measured with a
high pressure ionization chamber is depicted as & function of
the scintillometer count rate {(cps).
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It has been demonstrated that the total count rate for a
NaI(T1l) detector registering the radiation from uniformly distri-
buted, naturally occurring radionuclides in a 2nv-geometry, using
a counting threshold of about 0.4 MeV, is proportional to the
exposure rate in air at the point of detectionls). Simultaneous
measurements with the NaI(Tl) detector and the high-pressure
ionization chamber at a number of lccations provided the basis
for the calibration. The result is shown in fig. 4.3.1.

The regression line has a zero intercept of 4.05 + 0.22
uR/h and a slope of 0.105 + 0.005 uR/h per cps, where the un-
certainties stated are 95% confidence intervals. The inter-
pretation of the intercept will be commented upon later.

5. COMPUTER ANALYSIS OF GE(LX) GAMMA-RAY SPECTRA

In the following a description is given of the computer
program ANSP that processes gamma-ray spectra from Ge(Li)
detectors. The program was designed to evaluate gamma-ray
spectra from the field measurements, and thus special care had
to be taken as these spectra are characterized by relatively
poor counting statistics.

The program has been coded in ALGQL and adapted to the Risg
B6700 computer. The spectra are available on punched paper

DATA IN
—
SPECTRUM SMOOTHING

T
R

PEAK PITTING

.

ENERGY DETERMINATION
AND
1SOTOPE IOENTIFICATION

OUTPUT

Fig. 5.1. Flow chart for main pProgram ANSP.
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tape and are read into the computer, whereafter the analysis

is conducted from a remote terminal.

1)
2)

3)

4)

5)

6)

5.1.

The analysis is outlined in fig. 5.1 and proceeds as follows:
A smoothing procedure is performed on the spectrum.

The spectrum is searched for peaks by checking whether the
second derivative of the spectrum is numerically greater
than its standard deviation. If this is the case, the area
of the matching peak is calculated by using the total peak
area meth0623), and the peak area and the peak position
are stored provided that the area is greater than a certain
fraction of its standard deviation.

After finding the peaks in the spectrum, a Gaussian function
is fitted to the data in an interval for each peak by em-
ploying a non-linear least squares method. If the fitting
is successful, the area of each peak is calculated from the
parameter values of the Gaussian function. If the fitting
is unsuccessful, the area calculated with the total peak
area method is retained.

The peak positions are converted to gamma-ray energies. The
relationship between channel number and energy is determined
from the positions of the most prominent peaks in the spec-
trum from the naturally occurring radionuclides.

The energies from the peaks are compared to gamma-ray energies
from certain isotopes, and in the case of identification a
final calculation and a print-out are performed. The isotopes
include the naturally occurring radionuclides (table 4.1.3.1)
and fallout isotopes (table 4.1.3.2).

Finally the spectrum i3 plotted. All the peaks found by the
program are marked, and the identified peaks are supplied
with gamma-ray energy and isotope designation.

Smoothing of Data

The spectra are smoothed using a moving averaqe24). A

polynomial of degree n is fitted by the least squares method to
the data consisting of 2m+1 channels and the content of the
center channel is replaced by the value of the polynomial in
this channel. The value of the polynomial in the center channel
is calculated according to
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L a.

Zlr

S-Sjb =

where Y1+j is the content of channel i+j, N and A e 0 By
are constants depending on n and m, and sms; is the smoothed
value in channel i. The choice of n and m depends on the de-
tector resolution, which is fundamental for the width of the
peaks in the spectrum. The choice constitutes a compromise
between smoothing the statistical variation as far as possible
while distorting the shape of the peaks as little as possible.
This has been discussed elsewhere> 27}, and it is recommended
to use 1-2 channels less in the smoothing process than used for
the resolution of the detector (fwim). Here we choose to use a
five-point smoothing (m=2) and a second-degree polynomial, which
yields for the polynomial coefficients:

-1 - -
sms, = 3z ( 3y1_2 + 1zy1_1 + 17y1 + 12y1 1 3y1+2).
{(5.1.2)

5.2. Peak Search

The peak search procedure is shown in fig. 5.2.1.

The peaks are characterized by significantly great negative
values of the second derivative of the spectru-za).

The statistical variation is reduced by calculating the
second derivative of the smoothed spectrum. This is done direct-

ly from the original spectrunz‘)

1
sds; = 7 (2y; 5 - Y 1 ~ ¥ < Yyt W) (5.2.1)
where sds1 is the smoothed second derivative for channel 1.
In order to find the negative values of the second derivative,
it is *ested if

sds; < 0, and sdsi_l > sds,, and u.'ls”1 > sdsi.(s.z.z.)

When this condition is fulfilled, it is tested if the second
derivative is numerically greater than its standard deviation
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{sdsi{ > sigsdsy, (5.2.3)

where

A 1 %
51gsdsi = 7(4yi-2 + ¥yt 4yi + Yt 4yi+2) . (5.2.4)

I1f this condition also holds, the area of the peak is cal-
culated by the total peak area method.

First, the exact peak position is determined by fitting a
Gaussian function to the five center channels of the peak. It
is here assumed that the peak is described by a Gaussian function:

y=aAa exp(ax2 + bx + c). (5.2.5)

The function is transformed to a parabola:

In{y) = K(ax2 + bx + c) , (5.2.6)

and % and 2a are calculated as the first and the second deriva-
tive, respectively, in the center channel X, of the parabola that
approximates the five data points by a least squares fit24):

b =igl-2 In(y_,) - In(y_)) + In(y)) + 2 ln(y,)] (5.2.7)

and

2a = 312 Inly_j) - Inly_;) - 2 Inly,) - In(y;) + 2 lnly,)).

(5.2.8)
The peak position xp is calculated as
x_ =x -2 (5.2.9)
P o 2a '’ ce

and this value corresponds closely to the value determined by
the non-linear least squares fit described in the following
section.

The transition from peak to background is found by deter-
mining the channel h where
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h
(5.2.10)
from the right, and the channel v where
sms,_, < sms - /smsv or sms__, < sms, - -’smsv
(5.2.11)

from the leftza). The two channels h and v determine the back-

ground under the peak, and the area A is calculated as

r-1
sms_ + sms,

A= Z sms, = (h-v-1) —_— - (5.2.12)

i=v+l

The standard deviation of the area is

r-1 2 Sms, + sms, Y
AA = pX sms, + (h-v-1) s . (5.2.13)

i=v+l
Peaks with a relative standard deviation greater than 70%
are rejected. The areas and positions of all accepted peaks
are stored.
There are three reasons for involving area computation in
the peak search:

1) It has shown that spurious peaks are effectively eliminated
hereby.

2) 1If the fitting procedure should fail for a certain peak,
the remaining computations are made with the area already
determined.

3) The computations involved are not very time-consuming.

5.3. Peak Pitting

5.3.1. General Remarks

Peak fitting is included in the spectrum analysis because
of the shortcomings of the total peak area method. This method
implies poor reproducibility in repeated identical measurements
in the case of poor counting statistics., The way in which the
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peak base is determined is based upon the variation of the
channel content from channel to channel, see equations (5.2.10)
and (5.2.11). The peak is analyzed through a very narrow win-
dow of 3 channels only, and in the case of poor counting stat-
istics, the identification of the transition between peak and
background is often poor. This narrow window also makes it
difficult to detect close-lying peaks,and if two peaks are so
close that there is no minimum between them, they will not be
discernable.

Unlike the total peak area method, peak fitting is charac-
terized by a broad window using a fitting interval of about 20
channels. In this case poor counting statistics will not be
critical for the fit, but will, of course, contribute to reduce
the goodness of the fit.

5.3.2. Method of Fitting

This section outlines the method of non-linear least squares
fitting used in ANSPzg).

It is assumed that the data consist of m observations
th channel in the fitting
interval, Y the corresponding channel content, and wy the cor-

[(xil Yi)wi]?zl I3 where xi is the i

responding weight. Statistical weighing is used and thus w, =
(yy) 1.

It is further assumed that the data can be described by a
function y = f(x,a), where a = (al, Ags eoe ak) is a parameter
vector, and it is wished to determine such values of the param-
eters that the sum of the squares of the differences between
the measured y; values and the function is as small as possib.e.
In other words, the function to minimize is:

g 2 2

Q(a) = 151 wilyy = f(xi, a))“, (5.3.2.1)
and it is assumed that the function Q has a minimum Qmin(é)z
Q(g’). From a starting point g? in the parameter space, a suc-
cession of vectors gn, n=1, 2, ... that converges towards the
point of minimum gf is sought.

One way of achieving this is to use the method of steepest
descent, which consists of choosing the direction of the nega-
tive gradient from the point gp and obtaining 2p+1 = gp - gp,
where
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P m af (x ,2?)
o - aQ(: Va2 1wy - £ix,,aP)) — i .(5.3.2.2)
3 3 i=1 3

This method is almost certain to yield convergence, but as
the search approaches the minimum, the speed of convergence is
drastically reduced because of the linear approximation.

An alternative is to use the so-called Newton method. Ac-
cording to this a direction EP in the point gp will be chosen,
defined by

gp EP = - 2P , (5.3.2.3)
obtaining §p+l = gp + hp_ gp is a symmetrical matrix that is

positive definite when gp is not too far from g’. The matrix
coefficients are calculated as

26(aP P P
GP. = 2.5!5&1 = 2 ? w.z [af(xi'i . af(xi'g)-(y.-f(x .ap)
ij aaiaaj j=1 1 aai aaj i i’'=
22£(x,aF)
3;—3;f———-] . (5.3.2.4)
i 3

This method is excellent when aP is close to the solution
3*, and it has the advantage of yielding quadratic convergence.

The method chosen here consists of a combination of the two
aforementioned methods. When the starting point g? is far from
g’, the minimum is approached by the method of steepest descent,
whereafter a modified Newton method is applied.

The Newton method suffers from the disadvantage of the com-
putation of the second derivatives. It is noted, however, that
equation (5.3.2.4) consists of a sum of first and second deriva-
tives of f(x,a). By omitting the second term with the second
derivatives in f(x,a), the computation of the matrix term is
considerably simplified. The approximation consists of lin-
earization of f(x,a) in the point gp, which is reasonable when
the function slowly varies in the vicinity. This happens to be
the case close to the point of minimum g’, where the Newton
method is most advantageous, so if a point gp is reached where
the Newton method would be preferable, choice instead of the
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modified Newton method is justified.
The new point 3p+1 is determined by

aP*! = aP + nP,

where Ep is calculated from the normal equations:

GPnP=-gP, (5.3.2.5)
with
m of (x 'ap) f (x 'ap)
T wiz a: — a: — when j¥r
'p i=1 3j T
G.r = (5.3.2.6)
J m 2 af(xi.gp) 2
L w ( —-5;-—) (1+)) when j=r
i=1 j
and
m of (x. ,a%)
-qP = 2 - P i'=
93 iﬁl w.o (y; - f(xg,a%)) -——33;——- . (5.3.2.7)

It is noted that gp for small positive values of A (o< 1 << 1)
will be found by the modified Newton method, while for great
values of A ()X >> 1) the diagonal terms in g'p will dominate
and yield for the jth component of Bp:

m of (x ,ap)
2 i'= 2 P_ _ P
Al i Wi (—Ta—j——) ) hj = gj ’ (5.3.2.8)

which directs gp towards -gp with a value scaled by the diagonal
terms and reduced by a factor of A)O).

At the start of the iterations, a value of A is chosen that
is augmented in the case of increasing values of Q, and thus in
turn it results in parameter increments calculated approximately
by the method of steepest descent. When the values of Q de-
crease, : is gradually reduced, and the parameter increments
will tend to be computed according to the modified Newton method
Each parameter increment will actually represent an interpolation

between the two extremes.
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In the present case the function y is expressed by
r
y=B+ I pP., (5.3.2.9)

where B represents the background and Pi the ith

fitting interval. It is chosen to represent B by a first-

peak in the

degree polynomial B = a; + ayx because of the poor counting
statistics mentioned earlier; a second-degree polynomial would
be too sensitive to statistical fluctuations. Each peak is
represented by a simple Gaussian function

(x'a4+t)2
Pi = a3,¢ exp (- ———5—————), where t = 3 (i-1). (5.3.2.10)

2ag,,

At high count rates simple Gaussian functions are poor ap-
proximations to the peaks, because these will display low-energy
"tails” due to pile-up in the detector. Measurements of the
environmental gamma radiation, however, are characterized by
low count rates.

The fitting function is

(x-ad+t)2
exp(~- —T—_) where t = 3(i-1),

r
f(x,a) = a;+a,x + I a, ~
5+t

i=1 +t

(5.3.2.11)

and with the initial estimates of the k = 243r parameters the
matrix coefficients and vector coefficients are calculated from
equations (5.3.2.6) and (5.3.2.7), and equation (5.3.2.5) is
solved to determine the parameter increments, whereafter the
process is repeated.

when convergence is achieved the peak parameters are found,
and the peak positions are determined by the parameters a,
while the areas are determined by

+t

)2

L (x~a
4+t ) dx = /27 a

3+t'35+t ‘

(5.3.2.12)
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The data approximated by the fitting function are the
smoothed data and not the original data. The reason for this
is that the Poisson distribution of the original data causes
the area unde:r the total fit to be consistently undeiv>«’imated
by an amount approximately equal to 030). By smoothing the
data Q is considerably reduced, and hereby alsc the under-

estimation, and this makes the area determination more accurate.

5.3.3. Error Analysis

The quantity Q is a measure of the goodness of the fit. If
the fitting function corresponds exactly to the data, Q will be
zero.

In the case of linear least squares fitting, Q is chi-square-
distributed and the uicertainties of the parameters are deter-
mined from Q and from the diagonal terms of the so-called error
matrix, which is obtained by inverting the matrix from the
normal equations.

For the non-linear case, there is no exact analytical solu-
tion for the determination of the parameter uncertainties, but
it is the usual practice to assume the same for the non-linear
case as for the linear27'3o-3‘).

It is thus assumed for the non-linear case that Q is ap-
proximately chi-square-distributed with m-k degrees of freedom,
and because the expectation value for a chi-square-distributed
quantity equals the number of degrees of freedom, there is

Q

reason to expect the value of ek to be close to 1. 1If Egs‘-l,
. . R 2 _
the variance of the parameter a; is estimated to be T T mekii’

where e is the i'th diagonal term from the error matrix E =

’ P 1]

(G P 1, and G P the matrix from equation (5.3.2.5) after the
last iteration. If ESE < 1, the fit is better than statistics
would predict, and the variance is estimated to be n? = eii'

The area A is computed as

A= V21 h*s , (5.3.3.1)
where h is the height and s the standard deviation of the
Gaussian function. Tne variance of the area is given by

2 _ (3A,2 2 3A 2 2
Op = (ah) o * (as) Og 7 (5.3.3.2)
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and the uncertainty of the area is calculated from

JA (7h2 J 52 1 / 2
+ = — + = . (5.3.3.3)
h [

5.3.4. Description of Peak Fitting Procedure

A flow chart for the peak fitting is shown in fig. 5.3.4.1.
For each identified peak in the spectrum, a corresponding fitting
interval is determined. The width of the interval is chosen to
4 fwhm at the actual energy, i.e., 2 fwhm at each side of the
peak. If the distance between two peak positions is less than
2.5 fwhm, both peaks are included in the interval, which is
correspondingly increased. No upper limit has been set for the
number of peaks in a fitting interval as experience has shown
that it is within the capacity of the program to treat the
multiplets that appear in spectra from field measurements.

After determining the number of peaks in the fitting inter-
val and the width of the interval, the initial estimates of the
parameters are made. If, for example, there are two peaks in
the interval, 8 parameters must be estimated - equation (5.3.2.11).
The linear background, parameter a; and a,, is determined as the
straight line connecting the first and the last data point in
the interval. The parameters a, and ags representing the heights
of the Gaussian functions, are taken as the distances from the
background to the top of the peaks. The peak positions, param-
eter a, and a,, have already been determined in the peak search,
and finally ag and ag: representing the standard deviations in
the Gaussians, are calculated by linear interpolation between
input fwhm-values.

These initial parameter estimates form the basis for the
first approximation of the data and an example is shown in fig.
5.3.4.2.

In order to solve the normal equations (5.3.2.5), the
matrix coefficients and vector coefficients are calculated ac-
cording to (5.3.2.6) and (5.3.2.7), and furthermore Q is calcu-
lated from equation (5.3.2.1). At this point Q is compared to'
the value from the previous iteration, and if the numerical
relative change is less than 0.1%, the iterations are stopped,

and the calculation of the uncertainties of the parameters is
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PEARK NO. 6
ITER.NO. 1 QCRED). 20.261

Fig. 5.3.4.2. 1Initial parameter estimates.

initiated. In the case of the first iteration, Q is compared
to zero.

Before the normal equations are solved, they are modified
according to the method previously mentioned by multiplying the
diagonal terms in the matrix by 1+A. The initial value of )
is 0.0001 and for each iteration X is either multiplied by 10
if Q increases, or divided by 10 if Q decreases.

The normal equations are solved and the parameter values
recalculated. If the relative change in the parameter values
for all the parameters is less than 1%, the iterations are
stopped and the uncertainties are computed. If the relative
change in any of the parameter values is greater than 1%, a new
iteration is started. A maximum of 15 iterations is allowed
(with a single exception which will be mentioned later), but
usually 5-7 iterations suffice to achieve convergence. The
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resulting final parameter estimates from the fit in fig. 5.3.4.2
are shown in fig. 5.3.4.3.

PEAK NO. 6
ITER.NO. S O(RED). 0.130

Fig. 5.3.4.). Final parameter estimates.

The computation of the uncertainties of the results is per-
formed, as explained in section 5.3.3, after the error matrix
has been calculated.

The following results are stored: peak position and error,
fwhm and error, peak area and error, number of iterations,
width of interval m,  and EQE.

A line-printer plot is made of the final result in order to
check visually that the fit is satisfactory, fig. 5.3.4.4. For
each channel in the fitting interval a plot is made of the back-
ground indicated by "B", the content of the channel indicated
by "S"”, the resulting Gaussian function indicated by "G", and
the residual indicated by "R", calculated in units of the
standard deviation of the channel content. 1In addition the
number of iterations and the value of ESE (QRED) are printed.
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A good fit will be characterized by low values of ;SE(< 1)
and a random variation of the residuals across the fitting
interval. In the case of multiplets, it might happen that a
peak in the interval remains unidentified and therefore results
in Egi>1 and a characteristic variation in the residuals - see
fig. 5.3.4.5. The residuals are therefore checked for this
characteristic variation, and if it is recognized that an extra
peak should be added, accounts are kept of the changed number
of peaks in the fitting interval and the iterations are re-
started with the new peak added. In this way it is possible
to analyze multiplets with close-lying peaks - see fig. 5.3.4.6.

mm m. 20
ITER.NO. 6 OfRED). 2.026

Fig. 5.3.4.6. Plot of doublet with close~lying peaks.

Experience has shown that in the case of fitting-intervals
with two peaks convergence problems are often caused by one of
the peaks being considerably smaller than the other. Because
of poor counting statistics, the parameters for the small peak
cannot be determined with the accuracy required for convergence.
An attempt is therefcre made to obtain a satisfactory fit by
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fitting only the larger peak with a Gaussian function, while
the small peak is considered as a variation in the background.
In this case the residuals are not checked for addition of
another peak in the interval.

It sometimes appears that the matrix from the normal
equations is not positive definite, and consequently the
equations cannot be solved. One more attempt is then made by
changing 1 to 100 and restarting the computations.

5.4. Enerqgy Determination and Isotope Identification

A flow chart of the remaining computer analysis is shown in
fiq. 5.s.1.
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1
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Fig. %.4.1. Flow chart for energy determination and isotope
identification.



- 53 -

After each field measurement the approximate positions of
about 20 of the most prominent peaks in the spectrum are noted;
all the peaks originate from the naturally occurring radio-
nuclides. These positions and the corresponding energies
provide input for a least squares fit with a third-degree
polynomial, which establishes the relationship between channel
number C and gamma energy E,

E=a_ +aC +aC?+axd. (5.4.1)

o 1 2 3

In the computations, each set of data is weighted with the
reciprocal of the variance of the peak position as calculated
from the non-linear least squares fit.

An assessment of the calibration is made on the basis of
two line-printer plots. In order to control that the deviation
from linearity of the calibration is small, this difference is
plotted versus channel number; an example is shown in fig. 5.4.2.
The deviation of the calibration from the input data is plotted
for each of the calibration peaks; fig. 5.4.3 shows an example.

$4PLOT OF DEVIATION FROM LINCARITY OF CALIDRATION POLYNOMIAL #¢
CHANNEL 1 ney o xgv 3 REV

100 . '

200 ' . '

300 ' ] '

200 ' ] '

300 ' .
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-

»
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o
ettt

Fig. 5.4.2. Lineprinter plot of deviation of calibration
polynomial from linearity.
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Fig. 5.4.3. Lineprinter plot of deviation of calibration from
input data.

For each detected peak in the spectrum, the corresponding
gamma energy is compared tc gamma energies from a library
representing the naturally occurring radionuclides and a number
of fallout radionuclides. 1Identification takes place when the
difference between a listed energy and a measured energy is
below 1 kev.

The count rate for each peak identified as belonging to the
2380 series or the 23z'l'h series is used to estimate the exposure
rate and the concentration in the ground under the assumption
of secular equilibrium. The results for each series are com-
bined using a weighted average, and the mean value X with the
standard deviation o is calculated according to:
x5
- 012
X = {(5.4.1)

X

r1
QN}_‘
[

and

52= -—11— . (5.4.2)
P =
%

Figure 5.4.4 shows an example of the computer printout.

A plot of the spectrum, where the detected peaks are marked
and the identified peaks supplied with gamma energy and isotope
designation, is optional. An example is shown in fig. 3.1.

5.5. Performance of Method of Analysis

Participation in an intercomparison of methods for pro-
cessing Ge(Li) gamma-ray spectra arranged by the International
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Fig. 5.4.4. Lineprinter listing of results.
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Atomic Energy Agency provided the possibility of a detailed
investigation of the performance of the computer program ANSP.

The IAEA will issue an evaluation report after receipt of
the results from the participants. This report will analyse
the validity of the evaluation method of each participant and
permit a comparison of different evaluation methods.

The participants who have reported the results of their
analyses of the test spectra have already received the correct
results from the IAEA, and have thus been able to make a com-
parison themselves.

5.5.1. Description of Test Spectra

The test spectra all originate from experimentally recorded
gamma spectra that have been subject to manipulations in a
computer. FPour types of test spectra are represented.

1) One spectrum containing 20 single peaks with a good
statistical precision serves as a reference.

2) One spectrum with an unknown number of single peaks close
to the 1limit of detection is used for testing the peak
detection abilities of the method of analysis.

3) Six spectra all identical except for differences due to
counting statistics and each with 22 single peaks are used
for testing the calculations of peak areas and positions.

4) One spectrum containing 9 double peaks with various relative
intensities and degrees of overlap is used to test the
method of analysis for its ability to resolve the double
peaks into their single components.

As the spectra are produced by computer techniques used on
original experimental spectra, all the positions and intensities
of the peaks relative to those of the reference spectrum are
known exactly without any experimental error.

5.5.2. Analysis of Test Spectra

The analysis of the test spectrum for peak detection yielded
the result that no spurious peaks were found, while four true
peaks were undetected. These peaks were among the smallest and
hardly visible on the plot of the spectrum.

The results of the analyses of the six spectra of type three,
relative to the results of the analysis of the reference spec-
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trum, provided the basis for a detailed statistical analysis of
the performance of the peak-fitting method. In each spectrum
half of the peaks are situated on a high background and half on
a low background, and for each of the two background categories
six of the peaks are considerably greater than the remaining
five. It was therefore natural to test the peak area evaluation
method for the influence of peak size and the influence of level
of background, and for possible interactions between the two
factors. The 22 peaks in each spectrum were thus divided into

4 groups totalling 24 groups for the six spectra.

In the six spectra one of the peaks on the high background
was situated close to the transition between the high and the
low background, and the results for this peak had a greater
deviation from the corresponding true values than the results
for the other peaks. This is explained from the use of a linear
background in the peak fitting - see equation (5.3.2.11). As
similar background variations do not appear in gamma spectra
from field measurements, it was decided to exclude the results
for this particular peak from the statistical analysis.

The quantity to be investigated was the ratio of the measured
results to the true values. A three-sided analysis of variance
of this quantity was performed with the computer program
STATDATA22)
tween the levels of the background and between the spectra. No

testing the variations between the peak sizes, be-

statistically significant variations were observed; in all cases
the probability fractile was less than 90%. This indicates that
different peak sizes and levels of background do not bias the
estimates of the peak areas when calculated by the peak-fitting
method.

The ratios of the measured results to the true results for
the 126 peaks yielded a mean value of 0.990 + 0.005 (1 S.E.),
which indicates the correctness of the estimated peak areas as
the difference from unity is not statistically significant
(P < 95%).

The calculated errors of the peak areas and positions were
investigated to see how they described the deviations of the
measured values from .he true values. From statistical theory
it is known that if we repeatedly take samples from a normally
distributed population and construct 95% confidence intervals
for each sample, we can expect 95% of these intervals to contain



- 58 -

the true mean. The width of the 95% confidence interval equals
about four standard deviations of the normal distribution, and
for the 68% confidence interval it equals about two standard
deviations. By considering the computed errors as standard
deviations in the above-mentioned sense, confidence intervals
were constructed to the measured values of the peak areas and
positions, and the number of cases was registered where the
intervals included the true values, although these do not
necessarily exactly represent the true means. The result is
shown in table 5.5.2.1.

Comparison between calculated errors

of pwak data and standard deviationa
r

Normal trrors of Errors of

Interval Jistribution | peak areas | peak positions

t1lo 8% 171 87e

2a 958 1004 %%

o

It is seen that the calculated errors of the peak areas and
positions are considerably greater than the true standard
deviations of the results, and the figures indicate that the
calculated errors of the peak areas approximately equal 2 true

standard deviations, while for the peak positions the calculated
errors approximately equal 1.5 true standard deviations. The

reason for the deviation of the calculated errors from the true
standard deviations is the non-analytical way of performing the
data-fitting, as mentioned in section 5.3.3.

The results of the analysis of the test spectrum with the
double peaks showed that the peak-resolving capabilities of the
evaluation method were unsatisfactory. Only two of the double
peaks were resolved and these were the peaks in the spectrum
that displayed the most obvious separation between the single
components. The values of the estimated peak areas and posjtions
deviated from the true values more than the calculated errors
could account for. An explanation of this poor performance is
possibly that a pure Gaussian representation of the data is
inadequate for describing peaks with high counting statistics,
especially in the case of doublets. Consequently the results
of the analyses of multiplets in gamma spectra from field

measurements are used with reduced weight.
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6. RESULTS

A measuring programme was prepared for the purpose of
testing the overall performance of the mobile Ge(Li)spectrometer
system. The validity of the results was investic-ted in two
series of measurements: the study of a single location and the
country-wide study of 10 locations.

The Risg Health Physics Department annually collects soil
samples from all over the country, and the results from the
measurements of these samples were compared to the results from
the field measurements.

6.1. Comparison of Results of Measurements with NaI(Tl) and
Ge(Li) Detectors

Spectroscopic measurements were made with the Ge(Li) detec-
tor and the NaI(Tl) detector at 21 locations yielding estimates
of the radionuclide concentrations in the ground. Comparison of
these results revealed that the values from the NaI(Tl) measure-
ments were considerably Ligher than those from the Ge(li) meas-
urements. For potassium, uranium and thorium, the ratios be-
tween the results from the two type§ of measurements wvere
1.07 + 0.01, 1.40 + 0.04 and 1.32 + 0.03, respectively, where
the uncertainties equal one standard error of the means.

These discrepancies were not explained by systematic errors

in the calibration procedures, and therefore the radionuclide
concentrations of the calibration pads shown in table 4.2.1.1
were assumed to be the sources of disagreement. This could be
further investigated as Ge(Li) spectroscopic measurements had
been made of the calibration pads on the day that the NaI(Tl)
detector was calibrated. By relating the measurements of the
uncollided gamma flux to the concentrations of the radionuclides
in the pads, estimates of these concentrations were obtained
based on the calibration of the Ge(Li) detector system.

The measurements were made with the center of the Ge(Li)
detector placed 4 cm above the surface of the calibration pads.
The spectra were first interpreted as if they had originated
from usual field measurements., Corrections were then applied
for each full energy peak in the four spectra taking into ac-
count the finite size of the calibration pads, the height of
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the detector above the pads and the diff-2rence in composition
between soil and concrete. The corrections were similar to
those mentioned in section 4.2.2, but in this case they were
exact. The results for the peaks in the two decay series were
finally combined for each spectrum using equation (5.4.1). The
estimates of the concentrations of the radionuclides are shown

in table 6.1.1.

Table 6.1.1

Estimates Of the radionuclide concentrations
of the calibration peds based on Ge(Li)
detecter neasurements

Pad

[

PEe Th

0.7%
6.5
0.97

1.8
2.0

127

3 0.83 156 2.3

Of main importance are the estimates of potassium in pad 1,
of uranium in pad 3 and of thorium in pad 2, as they yield the
dominating diagonal elements in the matrix C used for the cal-
culation of the calibration matrix A in equation (3.2.4). It
is seen that these estimates, mentioned in the same order as
above, constitute 93%, 87% and B84%, respectively, of the cor-
responding concentrations listed in table 4.2.1.1 on which the
NaI(Tl) detector calibration is based.

At this point it was recognized that the data from table
4.2.1.1 referred to dry weight concentrations and that the
potassium concentration of pad 1 was possibly 10% greater than

previously reported35).

This information supported the esti-
mates of concentrations based on the Ge{Li) measurements and
indicated a moisture content in the calibration pads of about
15%. On this basis, the results of the NaI(Tl) spectroscopic
measurements could not be used for checking the results of the
Ge(Li) measurements,

A re-calibration of the Nal(Tl) detector system was per-
formed using the new estimates of the concentrations in the pads.

This yielded for the calibration matrix:

3.43 0.45 0.16
A’ = 0.00 0.36 0.12 . (6.1.1)
0.00 0.01 0.14
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The values of the matrix coefficients A21' A3l and A32 are
here in close agreement with the discussion of them given in
section 3.2.

The spectroscopic measurements made with the NaI(Tl) detector
were re—evaluated using the new calibration, and these results
were in better accordance with the Ge(Li) results than pre-
viously, but the NaI(Tl) results were still significantly
greater than the Ge(Li) results. The average ratios between
the results of the two types of measurements were 1.03 + 0.01,
1.13 + 0.03 and 1.08 + 0.02 for potassium, uranium and thorium,
respectively, where the uncertainties are standard errors of
the means.

These disagreements will be subject to further investigations.

6.2. 1Investigation of the State of Equilibrium of the 2380

Series in Danish Soils

A large number of soil samples from the State experimental

farms were subject to investigations of their content of 226Ra

238

and U in order to acquire a knowledge of the state of equi-

librium of the 238U series in Danish soils. The field spectro-
scopic measurements will then in turn provide approximate

estimates of the 238U concentrations in the soil.

226Ra in the soil

The determinations of the content of
samples were made from Ge(Li) spectroscopic measurements in the
laboratory. The samples were contained in tin canisters, and
secular equilibrium between 226Ra and the principal gamma

em'tters 214Pb and 214

Bi was achieved by ensuring that a mini-
mum of three weeks had elapsed from the closure of the canisters
until they were measured. The total error of an individual
226Ra determination consists of a systematic error that is
estimated to be 5% plus an error due to counting statistics

which typically amounts to 2-3%.

238U concentrations in the soil

The determinations of the
were accomplisied by irradiation of small samples with therinal
neutrons in the research reactor DR 3 at Ris¢ followed by
measurements of the delayed neutrons from the fissioning of the
235U nuclei36). This technique is based upon the fact that,
for natural uranium, the ratio of the concentrations of the two
isotopes 235U and 2380 is constant. The total error for this
determination is estimated to 10%, while the error due to

counting statistics alone amounts to 3-4%.
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The analyses of 207 soil samples yielded an estimate of the

226

mean value of the ratio between the concentrations of Ra and

238U in Danish soils of 0.96 + 0.02. The stated standard error
of the mean, which is small due to the large number of soil

samples, is dominated by the systematic error estimated to 9%.

The 238U concentrations in Danish soils (pCi/g) are therefore

on the average approximately equal to the corresponding 226Ra

concentrations.

6.3. Study of a Single Location

A series of field measurements was performed at Skydebanen,
which is a pasture area of approximately 0.1 km2 that has been
used to graze cattle for more than 30 years. The area was
chosen because it is situated close to Risp and because it
enters into the annual soil sampling programme for the deter-
mination of fallout caesium and strontium. Furthermore, as the
location has been left undisturbed since the years with high
levels of atmospheric fallout, the depth distribution of 137Cs
in the soil is well approx:mated with an exponential distribu-
tion, as documented by the laboratory measurements of the soil
samples, The ground roughness is characterized as that of an
ordinary plowed field, in terms of the categories from table
3.1.5.1, and the particular sites for the field measurements
were chosen where larger surface irreqularities were minimal.
The soil was investigated for its attenuating properties for
gamma radiation and the results are given in section 4.1.4.

The purpose of the measurements was to check the repro-
ducibility of the detector system and to investigate the
validity of the estimated radionuclide concentrations in the
soil.

6.3.1. Results of Field Measurements

A total of six field measurements was performed at Skyde-
banen and the results are given in table 6.3.1.1.

The evaluation of 137Cs in the soil is based upon the true
depth distribution as inferred from the laboratory analyses of
soil samples and upon the effects of the ground roughness at
the sites.

137

The exponential distribution of Cs in the soil was deter-

mined from two depth profiles having a mean relaxation length
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Takle 6.2.1.1

Results of field measurements at Skydebanen

e
ate Co::::nq 40‘ 226.. ZJZTh 1]7c.2
{hours) | (pCl/q) (pC1/9) (pCLr/g) (mCi/km®)
Ooct. 7 1976 1.1 10.590.3 |0.3820.02 | 0.44%0.0: 69+8
Apr. 15 1977 0.7 10.520.4 10.37+0.0) 0.44+0.04 7849
Apr. 15 1977 1.5 10.320.7 [0.3740.0% 0.4720.02 7149
Apr. 19 1977 2.) 10.720.2 |0.3840.01 0.4520.01 7028
Apr. 2% 1977 0.8 10.320.3 [0.3720.02 | 0.30+0.02 98+11
may 13 1977} 1.5 10.040.3 |[0.3720.02 | 0.4230.01 5727
Unweighted mean 10.4 0.37 0.43 74
Standard deviation 0.2 0.01 0.01 14
Standard error 0.1 Q.002 0.01 6

of 5.6 cm, which combined with the previously determined soil
density of 1.78 g/cm3 yielded a depth distribution parameter
of u/os = 0.10 cmz/q. From fig. 4.1.3.1 this parameter value

yielded the calibration factor Nf/S which gave estimates of

’
mCi 137Cs per kmz. These estimatesAwere finally corrected for
the reduction of the uncollided gamma flux due to the ground
roughness as estimated from table 3.1.5.1. A reduction factor
of 0.75 was adopted for an ordinary plowed field.

The uncertainties of the results of the individual measure-
ments stated in table 6.3.1.1 are error estimates from the
computer analyses of the gamma spectra for the naturally oc-
curring radionuclides, while for 137Cs an additional error of
5% is included due to the uncertainty of the depth distribution
parameter a/os. The relative standard error of the mean value
of a« was 6% and foroS it was 3%, totalling 7% for a/ps. From
fig. 4.1.3.1 it follows that this error of a/ps corresponds to
an error of 5% of the value of Nf/sA in question.

The reproducibility of the estimates of the radionuclide
concentrations in the soil is well documented from the results
of the measurements that cover a period of more than 7 months.
The reason for the interval of 6 months between the first and
the second measurement is that shortly after the first measure-
ment the detector suffered a malfunction of an electrical con-
nection inside the cryostat, This was especially inconvenient
as the analysis of the first gamma spectrum from Skydebanen

revealed the presence of shortlived fallout isotopes: 1311,
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1321, 140Ba and 140La. The fresh fallout originated from the

first passage of the cloud of debris from an atmospheric nuclear
weapons test performed by the People's Republic of China on

26 September 1976. The quantitative results of the field
measurements of these isotopes were in reasonable agreement with

the gamma spectroscopic measurements performed in the laboratory
of precipitation collected in the same period. The detector was
returned to the manufacturer for repair. This took almost four

months and resulted in a replacement of the detector crystal.

6.3.2. Results of Laboratory Measurements

Gamma spectroscopic measurements were made in the laboratory
of two types of soil samples from Skydebanen with the intention
of comparing these results with the results from the field
measurements. The two types were untreated soil samples and
treated soil samples.

Measurements of untreated soil samples yielded results that
are most directly compared with the results of the field measure-
ments as the latter refer to in situ soil. Measurements of
treated soil samples were made as part of the regular programme
of investigating the accumulated fallout in the soil.

The sampling technique consisted of the collection of 8
cores with a diameter of 62 mm whereafter the individual depth
segments were composited. The treated samples were allowed to
dry in the laboratory for a few days, whereafter the part that
passed a 2 mm mesh was baked at 100°C for 24 hours and finally
homogeneized for 4 hours in a blending machine. Thus larger
particles, e.g., stones, are not included in the samples.

The measurements of the soil samples were made as outlined
in section 6.2, With regard to 137Cs, the total activity in
each sample was estimated and related to the total area of the
8 cores and this gave estimates of mCi 137Cs per km2 at the
different depth intervals in the soil. The results of two such
profiles of the 137Cs distribution are shown in table 6.3.2.1.

Table 6.3.2.1

1374 aisteibution in soil from Skydebanen (mCi/km?)

Relaxation
length (cm)

0-10 cm 10-20 om | 20-30 om L 0-30cm

197% 57 l¢ 2 73 6.0

1977 4} ? 1 $J $.J
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The mean value of the two estimated relaxation lengths was

used for evaluating the 137Cs concentrations from the field

measurements.
The results of the measurements of the treated soil samples
collected at Skydebanen from 1971-1977 are shown in table

6.3.2.2, and the results of the measurements of five untreated
soil samples are shown in table 6.3.2.3.

Results of laboratory messurements of treated soll samples collected at Skydebanen

r
1

1971 [ 1972 197) 1974 1978 1977 | Mman | SD st

O (pcrsg) 162 ! 16.1 | 16.4 |15.2 | 131 | - 15.¢ [ 1.4 | 0.6

2265, (pC1/9) 0.5)! 0.5¢ | o0.s0] ©.ss| c.s1| - n.s3{o0.03{ 0.01

Brnipcs g 0.62 0.63 | 0.58] 0.69| 0.62] - 0.63 | 0.0¢| 0.02

1] 2

Tcainct m?) 9s 77 87 ' 15 | 53 0 | 16! 6

i

Teble 6.3.2.)

Results of laboratory measurements of untreated scil samples collected at Skydebanen in 1977

1 2 k] 4 5 Mean sD SE

Oy (pcisg) 10.4 9.7 10.2 12.5 13.1 11.2 1.8 0.7

226!‘(0 (pCL/g) 0.38 g.34 0.37 0.3 0.38 0.36 0.02 0.01

2

321‘?1 (pCi/q) 0.43 0.40 .44 0.43 0.49 0.44 0.03 0.01

6.3.3. Comparison of Results

It is difficult to assess how well the collected soil

samples represent the soil that is measured in a field measure-
ment. The area contributing to the uncollided gamma flux 1l m

above ground is quite large even for uniformly distributed
sources, but the depth in the soil from where this flux orig-
inates varies considerably with gamma-ray energy and with the
distance to the detector. This is depicted in fig. 6.3.1.1,
which shows the depths in the soil from where the uncollided
gamma flux is attenuated 90% and 50%, respectively, for various
gamma-ray energies as a function of the horizontal distance to
the detector. For simplicity, the attenuation in air is neg-
lected.

For gamma rays with an energy of 1500 keV entering the de-
tector at an angle of 450, which means that they originate from
the soil 1 m horizontally from the detector, the figure shows
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Fig. 6.3.1.1. Depths in soil (cm) where the uncollided gasma
flux for various gamma-ray energies is attenuated 90% and S9%,
respectively, as a function of horizontal distance to the
detector (m).

that more than 90% of this uncollided flux comes from the first
20 cm of the soil and that more than 50% of this flux comes
from the first 6 cm. The angular distribution of the uncollided
gamma rays causes 2/3 of this flux to originate more than 1 m
horizontally from the detector for uniformly distributed sources,
and for exponentially and surface-distributed sources this frac-
tion is greater than 2/3. This means for the naturally occurring
radionuclides that the first 10 cm of the soil yields a domi-
nating contribution to the uncollided gamma flux 1 m above ground,
while for exponentially distributed 137Cs it is the first 2 cm
only.
The untreated soil samples were collected from the first
20 cm of the soil and composited as the intention was to com-
pare the results for the naturally occurring radionuclides only.
As seen from tables 6.3.1.1 and 6.3.2.3, the differences

between the mean concentrations of 40K, 226 232

Ra and Th are not
statistically significant, and the comparison therefore yields
no basis for not accepting the assumption that the results of

the field measurements give the true radionuclide concentrations
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for in situ soil, accepting the results of the laboratory
measurements as valid.

Comparison of the results for the naturally occurring
radionuclides from the field measurements and from the labora-
tory measurements of the treated soil samples (table 6.3.2.2)
shows that the laboratory measurements yield considerably
higher results than the field measurements, while for 137Cs the
results for the two types of measurement are not significantly
different.

It must be emphasized, however, that the values of the
137Cs concentrations from the field measurements depend upon
the reduction factor, which describes the gamma flux reduction
arising from the ground roughness at the site, and the choice
of an appropriate reduction factor relies on a somewhat sub-
jective judgement of the surface conditions at the site.

With respect to the naturally occurring radionuclides, the
ratios between the mean values of the results for the field
measurements and for the laboratory measurements are 0.68 +0.03 ,
0.70 + 0.02 and 0.68 + 0.04 for 1°k, 22%Ra and 232Th, respect-
ively, where the uncertainties are standard errors. The in-
significant differences between the ratios indicate that the
results from the field measurements are as self-consistent s
the results from the laboratory measurements, but the average
ratio of 0.69 represents a considerable difference between the
two types of measurement. The difference is probably explained
by the fazt that the field measurements refer to in situ soil,
while the laboratory measurements refer to treated soil.

In order to obtain a quantitative estimate of the fraction
that is removed from the soil samples during treatment, 12
samples from Skydebanen were investigated and the ratios of the
weights of the samples after treatment to the weights before
treatment yielded a mean value of 0.61 + 0.02 (1 S.E.). This
means that on the average 39% of the soil collected was not
included in the treated soil samples.

The ratio between the concentrations of naturally occurring
radionuclides in the untreated soil and in the soil after
treatment depends on the concentrations in the fractions re-
moved. 1If the concentrations were negligible, the ratio would
be expected to approximate a value of 0.61 and if the concen-

trations were dominant, the ratio would be expected to exceed
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unity. Therefore the observed ratio of 0.69 between the results
of the field measurements and the results of the laboratory
measurements is possibly explained by relatively low concen-
trations of naturally occurring radionuclides in the discarded
stones compared to the concentrations in the remaining soil.

It must be noted that in the case of fallout the results
for the two types of measurement are directly comparable, as
the part of the collected soil samples that is removed only

contains sources of natural origin.

6.4. Country-wide Measurement

A series of field measurements was performed in June 1977
at 10 of the State experimental farms, which are situated as
shown in fig. 6.4.1.

The purpose of the measurements was to quantify all detected
radionuclides at the sites and to compare these results with the
results from the laboratory measurements of the collected soil
samples, and furthermore to investigate the validity of the
exposure rate estimates as evaluated from the field spectro-

scopic measurements.

6.4.1. Results of Field Measurements

In 1975 a detailed so0il sampling programme was carried out
where samples were collected of both cultivated soils and un-
cultivated soils at the State experimental farms. It was thus
intended to perform the field measurements at the sites from
where the soil samples were collected in 1975 and accordingly
to make two field measurements at each locality.

While carrying out the on-site measuring programme it was
discovered that the majority of the previously uncultivatd soils
had been cultivated since the samples were collected in 1975.
Nevertheless it was decided to make measurements at these loca-
tions as the only effect of cultivation is to alter the depth
distribution of the fallout radionuclides in the plowing layer.

The results for the naturally occurring radionuclides are
shown in table 6.4.1.1.

It is noted that the results for the two sites at each
locality are generally in good agreement. This was to be ex-
pected as the distance between the twoc sites only exceeded 1 km
in the case of Abed.
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Tapie ».4.1.1

NWatirally occirring radionuclides in the 301l at the State experimental farms and at Skydebanen
estimated from fteld measurements (pCti/3)
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On two occasions, however, the field measurements were made
during rainfall and this caused a wash-out of the radon daughters
in the air. 1In these cases (Studsgird cultivated soil and
Ledreborg uncultivated soil) the soil content of 226Ra was
overestimated because of the surface deposition of radon
daughters.

The measurement at Tornbygdrd of uncultivated soil yielded
a significantly higher 226Ra concentration than the measurement
of cultivated soil. A possible explanation for this is that
the site of the uncultivated soil was very close (< 30 m) to a
spring whose water is known by local people to contain radium,
but no investigation was made of this matter.

The significant difference between the results for the two
sites at Abed was caused by the atypical soil composition at
the site of the uncultivated soil. It had a large content of
organic matter with a correspondingly small content of minerals.

The results for the fallout radionuclides 137Cs, 952r and

95Nb are shown in table 6.4.1.2.

For the cases where the measurements were made over arable
land, the distribution of 137Cs was known to be uniform down to
a depth of 20 cm corresponding to the depth of the plowing layer.
Furthermore, as the detector in a field measurement would only
register negligible contributions from 137Cs buried deeper than
20 cm (fig. 6.3.1.1), it was justified to consider the distri-
bution of 137Cs as uniform overall, and the concentrations are

therefore given in pCi/g.

Only for uncultivated soil at Skydebanen and at Studsqgérd
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Table €.4.1.2

Fallout radtonuclides in the moll at the State experimentsl farms and at Shydebanen estimated from field
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was the distribution well approximated with an exponential
distribution; at both locations with a depth distribution
parameter of a/ps = 0.}0 cmz/q. At Studsgdrd the rather high
estimate of 260 mCi/km* was probably caused by a thick covering
of heather at the site. Like lichen, heather is a perennial
plant with a large surface and it might therefore accumulate
fallout. The covering of heather would thus represent a

source elevated above ground and therefore yield a significant
contribution to the 662 keV gamma flux 1 m above ground.

The fallout radionuclides 952r and 95

Nb originating from
the atmospheric nuclear weapons test performed on 17 November
1976 by the People's Republic of China were assumed to be
distributed directly on the surface of the ground. The concen-
trations were close to the limits of detection and the evalu-
ation of the peak areas was furthermore complicated by the
presence of close-lying peaks from the naturally occura ing
radionuclides. As the gamma-ray energies of 952r and 35
only about 100 keV higher than the gamma-ray energy of -Cs,
the results were evaluated using the reduction factors from
table 3.1.5.1 to account for the ground roughness at the sites.
It is noted that the ratios between the concentrations of the
two nuclides at the sites reasonably well approximate a value

of 1.9, which is the theoretical ratio between the nuclide



concentrations corrected for a period of 7 months elapsing since

their formation.
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It is believed that the relatively high estimates of

and 95

the covering of heather, as mentioned above.

The results for the estimates of exposure rates are given

in table 6.4.1.3.

Table 6.4.1.3

Nb for the uncultivated soil at Studsgird are caused by

Estimates Of exposure rates at the State experimental farms and at Skydebanen (LR.'R)

! ‘OI 238 J]ZTh Terrestrial Total O1f-
| v " fer
Locality sertes series Fallout ::{:R.rc ::f:sure ence
cult. | 1.9 0.7 0.8 0.1 3.5 7.6 a1
Tylstrup
uncult. | 1.9 9.7 1.0 0.2 1.8 8.0 4.2
cult. | 1.0 6.6 0.6 0.2 2.4 6.6 4.2
Studsgird
wncult. | 0.7 0.4 0.6 0.7 2.4 6.9 4.5
cule. | 2.4 0.9 1.4 0.1 5.8 9.0 4.2
@dum
uncule. | 2.0 0.8 1.2 0.3 4.3 8.5 4.2
cule. | 1.8 0.7 1.2 0.1 3.8 8.1 4.3
Askov
uncule. | 1.5 0.6 1.0 0.2 1.3 7.8 4.2
cule. | 1.3 0.3 0.5 0.1 2.2 6.6 ‘.4
Jyndevad
uncule, | 1.3 0.3 0.3 0.1 2.2 6.5 4.2
cule. | 2.4 0.9 1.5 0.1 4.9 8.9 4.0
Blangstedgdrd
uncult. | 1.9 0.9 1.1 0.3 4.2 8.5 4.3
3
T
cule. | 2.6 1.1 1.6 0.1 5.4 9.5° ‘.1
Tystofte
uncult, | 2.6 1.0 1.6 0.1 5.3 9.3 4.0
cule. | 2.4 0.9 1.5 0.1 4.9 9.0* 4.1
Ledreborg
uncule, | 2.4 1.3 1.5 0.1 5.3 9.4° 4.1
Skydebsnen uncuit. | 1.8 0.7 1.2 0.1 1.8 8.2° §.4
culz, | 2.3 1.0 1.6 0.1 5.0 9.2° 4.2
Abed
sacult, | 1.2 0.6 1.0 0.2 3.0 6.9* 3.9
cule. | 2.7 1.1 2.0 0.1 5.9 l10.1 4.2
! Tornbygidrd
uncule, | 2.2 2.8 1.9 0.2 6.9 10.7 1.8
Mean 1.9 0.9 1.2 0.17 4.2 8.3 §.18
sD 0.6 0.5 0.4 0.14 1.3 i.2 0.17
SE 6.1 N1 0.1 0.03 0.3 0.3 0,04
® Measured with 8 nigh pressure ioni1zation chamber
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For each locality, the individual contributions from the
naturally occurring radionuclides and from the fallout radio-
nuclides are given as estimated from the recorded gamma spectra.
The sum of these contributions yields the terrestrial gamma
exposure rate. The total exposure rate at the sites is estimated
from measurements made with the NaI(Tl) detector used as a total
count scintillometer (described in section 4.3), and in a few
cases direct mecasurements were made with the high pressure
ionization chamber. Finally, the difference between the esti-
mates of the total exposure rate and the terrestrial exposure
rate is given for each locality.

On the average it is estimated that the terrestrial exposure

rate consists of a contribution of 45% from ‘ox, 22% from the

238 232

U series, 29% from the Th series and 4% from fallout.

6.4.2. Results of Laboratory Measurements

The soil samples collected in 1975 at the State experimental
farms were taken down to a depth of 50 cm. For the cultivated
soils, the samples were taken from 0-20, 20-30 and 30-50 cm and
for the uncultivated soils from 0-10, 10-20, 20-30 and 30-50 cm.

The samples were collected and treated as outlined in sec-
tion 6.3.2.

The mean values of the results from 0-50 cm are given in
table 6.4.2.1.

Table 6.4.2.1
Results of laboratory measurements of soil sasples collected 1n 1978 at the State experimental f[arms ard
at Skydebanen (pCi/q)

} Blang ‘
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L NuclideL serup | gdra ddunm | Askov | vad ¢érd | tofte | borg banen ! Abted | ghrd Mear.} SO 1!! ]

f H T T

: 4 i ;

1 °x 9.4 [ 6.0 |14.7 | 9.9 |10.6 [13.7 [13.7 [is.0 - s |iee |izelazine |
o i | '
& % | 0.26]0.2) | o0.45 0.17‘ 0.29 | 0.59 | 0.57] o0.s6 - 0.56 | 0.79 | c.a7/c.18 .08 |

3 i ,

P28 0 gaslo.22 | 0.s2] 0.371 0.29 | o0.64 | 0.65] 0.75 - c.70| o.01 | 0.2 o.n‘o.m |
3
; 5 | i

POt 0.260.28 | 0.24| ©0.20) 0.21 | 0.20| 0.24 | 0.17 - 0.15| 6.19 | n.22]0.08]0.01]

iR R ST ES SIEES. S N — bo- + by —

i i ; . .

: 40 !

i § roolans see i0e | e | s |11 1as |ase | 1o jr.e | saa liom fan ls.a

bos ) | ! ' t

E 1285, c.nto.n 0.34| 0.33| o.14 [ 0.04 | 0.48 | 0.53 ] 0.52 ! 0.67 1.03 ' 1.30|0.28)5.%8
3 H i !

L 23 i
g 2mn L 0.30 lo.zo 0.35| 0.34} 0.15 | 6.47 | 0,48 ] 0.85 | o.62 l c.65] 0.8 i 1.54[4.17[3.:5

*values for 9-20 cm
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For comparison with the results of the field measurements,
only the values for 137Cs for cultivated soils from the depth
0-20 cm are used, and for the uncultivated soils the values are
omitted as the two types of measurement yielded incomparable
results.

A sample was collected at Skydebanen of surface soil on
18 May 1977 fcr the determination in the laboratory of the
concentrations of 9SZr and 5

of 1.4 mCi/km? of 23

Nb. The results yielded estimates
Zr and 2.8 mCi/km2 of 95Nb.

6.4.3. Comparison of Results

The results of the two types of measurements were combined
by forming the ratios between the results of the field measure-
ments and the results of the laboratory measurements. An analysis
of variance of these ratios made by the computer program STATDATA,
showed no significant variation between the cultivated soils and
the uncultivated soil, and the ratios were therefore composited
for each nuclide at each locality. The mean values are shown
in table 6.4.3.1, and the result of the analysis of variance of
these ratios is shown in table 6.4.3.2, where SSD denotes the
sum of squares of deviation: X(i-xi)z, f the degrees of freedom,
52 the variance, v2 the ratio between the variance in question
and the residual variance, and P the probability fractile of
the distribution in question.

The variation between nuclides was not significant (P < 90%),
but the variation between locations was highly significant
(P > 99.99%). As seen from table 6.4.2.2, the mean of the
ratios varied from 0.73 at Skydebanen to 1.12 at Tystofte.

Table 6.4.3.1

Average values of ratios between results of the {ield measurements and results of tihe ladboratory
Teasuremerts cf soil from the State experimental farms and from Skydebanen

T I’ Blang-

| Tys- | Studs-| Jynde-| sted- | Tys- | Ledre-| Skyde- Tornby-
Nuclide tofte| glrd ddum| Askov | vad ghra tofte | borg banen Abed | gird VMean
o

*

k100 0.97 0.95 9.97 n.95 ¢. 1 1.04 .84 0.78 0.71 1.1) 0.94

40

B, ;38 500 {121 ] 0.97 | 110 ! n.66 |1.06 | 1.12 | 0.71 |o0.66 | 1.12 1.00

:
By | 136 [ 0.90 111 | 1.0 I n.99 | c.83 [1.08 | 0.78 | 0.70 |0.66 | 1.07 0.94

Cs .82 a9.89% 0.79 0.7% 1.14 1.10 0.71 0.82 - 1.00 0.89 0.89

Rean i 1.12 0.92 1.02 0.9% 1.¢0¢ 0.08 |0.97 0.89 8.73 0.76 1.0% 0.94
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Table 6.4.).2

Analysis of varisnce of the ratios between the results of the
field measurements and the results of the laboratory measurements

Vartation $SD r o? v? 4
Between nuclides 0.301 3 0.1a0 1.74 <308
Between locations 4.557 10 0.45¢ 7.9 »99.9%
Rema inder 10.388 | 100 0.050

In section 6.3.3 a mean ratio of 0.69 was obtained at Skyde-
banen by comparing the results of the field measurements with
the results of the laboratory measurements averaged over five
years. It was pointed out that the low value of the ratio might
be explained by the removal of stones during treatment of the
collected soil, assuming that the concentrations in the stones
of the naturally occurring radionuclides were significantly
lower than the concentrations in the remaining soil.

It is believed that the significant variations observed be-
tween the locations in this study are due to differences in soil
composition of the above mentioned nature, but the matter re-
mains to be further investigated.

The estimated concentrations of 95

Zr and 95Nb at Skydebanen
evaluated from the field measurement made on 15 May agree well
with the results of the laboratory measurements made of the soil
samples collected on 18 May. The levels of fresh fallout in

the western part of the country seem to be somewhat higher than
in the eastern part, which is in agreement with observations of
the precipitation.

6.4.4. Overestimates of 226Ra in the Soil due to Radon

Daughters in the Air

The atmospheric concentrations of radon daughters will, as
previously mentioned, cause the field measurements to yield too
high estimates of 226Ra in the soil. A quantitative evaluation
of these overestimates is possible from a knowledge of these
atmospheric concentrations.

Measurements of outdoor concentrations in Denmark of radon
daughters in the air have yielded values of typically 0.01 pCi/l

37

under conditions of normal atmospheric turbulence In these
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cases it is justified to assume constant concentrations in the

lower atmospherela)

» and the resulting uncollided gamma fluxes
at ground level are therefore calculated from a semi-infinite
cloud model.

The uncollided gamma flux, ¢, at ground level is given by:

© /2
¢ = | [ S(4mR
o o

2,-1 exp(-uaR)ZszsinO d0 dr, (6.4.4.1)
where S is the atmospheric concentration of radon daughters, M,
the linear attenuation coefficient for gamma rays in the air,
R the distance from the detector to the infinitesimal volume

element, and 6 the angle between vertical and the R-vector. The
integration yields:

6 = S/(2u,), (6.4.4.2)

and by inserting the gamma vield f, ¢ is expressed in units of
photons/cmz/s:

$=3.7°107° - £ 5/(2u), (6.4.4.3)

where £ is in units of photons/disintegration, $ in units of
pCi/l and u, in units of em™ L.
As the gamma rays of 352 keV and 609 keV from Pb and

Bi, respectively, are the most dominant, only the gamma

214
214

fluxes for these energies are calculated.

352 kev: S = 0.0l pCi/l

f = 0.35 photons/dis.

uy = 1.27107% em”?

6 = 5.4°1079 photons/cmz/s
609 kev: § = 0.01 pCi/l

f = 0.43 photons/dis.

g = 1.0-107% em”?

6 = 8.0-1074 photons/cm?/s

The response of the Ge(Li) detector to sources in the upper
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half-space is smaller than the response to sources in the lower
half-space because of the additional shielding from the detector
cryostat and the dewar. The angular correction factors, fo/No,
for the upper half space were determined experimentally with a
point source and yielded values of 0.82 and 0.83 for the en-
ergies 352 keV and 609 keV, respectively. The resulting full
energy peak count rates, N'f, from concentrations of 0.01 pCi/l
of radon daughters are thereby obtained:

N = (N% /NO)(N,/8) 6,
352 kev: 0.82 - 6.20 - 5.4 - 10 % = 2.7 - 1073 cps

~4 3

609 keV: 0.83 - 3.60 * 8.0 - 10 2.4 - 1077 cps

226Ra in

If these count rates are interpreted in terms of
the soil, both energies yield estimates of 0.0073 pCi/qg.

It is therefore seen that atmospheric concentrations of
0.01 pCi/l of radon daughters during a field measurement cause

226Ra in the so0il to be overestimated by

the concentrations of
an amount of 0.0073 pCi/g, which compared to the average con-
centration in Danish soils of 0.45 pCi/g amounts to 1.6%. At
Jyndevad atmospheric concentrations of 0.05 pCi/l of radon

37)

daughters were observed under conditions of inversion , and

in such a case a field measurement here would overestimate the
concentration of 226Ra in the soil by approximately 20%. Ir
cases of normal atmospheric turbulence, however, the over+¥

estimates are negligible.

6.4.5. Discussion of Exposure Rate Estimates

The validity of the exposure rate estimates from the
spectroscopic measurements in the field is tested by comparing
the terrestrial exposure rates to the total exposure rates and
observing the difference between the two. Under the assumption
that the estimated exposure rates adequately describe the true
ones, this difference must be interpreted as the exposure rate
in air from the cosmic radiation at sea level, because the
altitude above sea level at each of the sites was less than 100m.

As seen from table 6.4.1.3, a remarkable consistency charac-
terizes the difference between the two exposure rates for the
sites, especially considering the large variations in the total
exposure rate estimates. This indicates that the exposure rate
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from terrestrial sources is adequately accounted for by the
estimates of exposure rate from the individual natural sources,
and it thus supports the results of the field measurements.

The mean value of 4.18 + 0.04 uR/h for the difference is in
agrement with the 95% confidence interval of the zero intercept
(3.83-4.27 uR/h) from the calibration of the NaI(Tl) detector
used as a total count scintillometer described in section 4.3. .
It must also be noted that the value of the zero intercept of
4.05 LR/h represents a slight underestimation of the total
exposure rate in air, without the presence of terrestrial
sources, because of the small response of the NaI(Tl) detector
to cosmic-ray secondaries7), and because of the small contri-
bution from the potassium in the detector assembly.

The exposure rate of 4.18 yR/h, however, is 16% higher than
the value for the total cosmic-ray ionization in air at sea
level adopted by UNSCEAR38)
ionization chamber measurements differ by 30-40%, and an average

, but even the most recently reported

of eight reported values since 1960 is equivalent to 4.21
ur/n39)
The assumption of the validity of the exposure rate esti-

mates from the Ge(Li) spectrometer system is therefore accepted.

6.5. Performance of Equipment in the Field

The only major practical problem encountered concerns the
operation of the Ge(Li) detector under varying weather condi-
tions. The stability of the system is affected by temperature

variations at the preamplifier, but when the preamplifier has
adjusted to the outdoor temperature, no significant changes in

the detector resolution are observed with counting times of up
to 3 hours. 1In cases of high humidity in the air, however, the
system becomes inoperable due to electrical noise, that orig-
inates from leakage currents between the electrical connections
to the detector, which is supplied with a high voltage of 3.5
kV. The electrical noise effect was observed during measure-
ments in fogqgy weather and during heavy rainfall., It is there-
fore planned to provide an airtight packing for the preamplifier
and the connections to the cryostat,
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7. SUMMARY AND CONCLUSIONS

A mobile spectrometer system for field measurements of
environmental gamma radiation using Ge(Li) and NaI{(Tl) detectors
was described. The methods for the evaluation of the recorded
gamma-ray spectra were outlined and the results of the calibra-
tions presented.

A computer program for the analysis of the recorded Ge(Li)
spectra was worked out and its performance evaluated by the
analyses of test spectra provided by the International Atomic
Energy Agency. In the case of single peaks, the results proved
satisfactory, while for doublets the results deviated more
from the true values than the calculated errors could account
for. This is probably explained by the use of a simple Gaussian
representation of the peaks. An investigation of this can be
made by the incorporation of a more complex fitting function in
the program.

The intended test of the results of the Ge(Li) measurements
with the results of the NaI(Tl) measurements was not accom-~
plished because of problems with the calibration of the NaI(T1l)
detector.

A great number of soil samples from all over the country
were investigated .Jor the state of equilibrium in the 238U
series and an average ratio of 0.96 + 0.11 between the amounts
of 226Ra and the amounts of 238U was obtained.

The validity of the results from a series of repeated
measurements with the Ge(Li) spectrometer svstem at a single
locality was confirmed by the comparison to laboratory measure-
ments of collected soil samples. The results of the field
measurements were also compared with the results of laboratory
measurements of soil samples prepared for the determination of
accumulated fallout. This revealed significant differences for
the naturally occurring radionuclides, while for 137Cs the
results were in reasonable agreement. The observed disagreements
are probably explained by the removal of moisture and stones
from the collected soil samples.

A series of country-wide field measurements made in June

95 95

1977 yielded average Zr and Nb concentrations of 2.1 and

3.4 mCi/kmz, respectively, resulting from the atmospheric nuclear
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weapons test performed on 17 November 1976 by the People’s
Republic of China. The results for the naturally occurring
radionuclides from the field measurements were compared with
those from laboratory measurements of collected soil samples
prepared for detection of fallout. The differences were highly
significant. Also in this case the explanation was believed to
lie in the removal of considerable portions of the collected
soil samples. Measurements were made at each site of the total
exposure rate, which was compared to the exposure rate from
terrestrial sources as estimated from the spectroscopic measure-
ments. The validity of these estimates was strongly supported
because the difference, caused mainly by the cosmic ray con-
tribution, between the two exposure rates proved practically
invariant (4.2 uR/h) for all the sites.
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APPENDIX

DERIVATIONS OF THE UNCOLLIDED GAMMA FLUX ABOVE GROUND
PER UNIT CONCENTRATION OF SOURCE FOR VARIOUS DISTRIBUTIONS

1. Exponentially Distributed Source

The flux is given by the expression

e . so expl- a(Rcosé -h)]
¢ = J | V] exp[-uah/cose-us(R-h/cosO)P
h 47 R
° cosh
2n R? sind 4R ae. (1)

By rearranging we obtain

1!/2 3
¢ = S,/2 { exp (- h/cos6) sind J expl-a(Rcos6-h)
h
o coss
- us(R—h/cose)] drR 4e (2)
'ﬁ/2 o
= S /2 f exp (~u, h/cos8) sing | expl-(acose + ug)R
h
° cosf
+ (a + us/cose)h] dr de. {3)

The R-integration is of the form
fexp{ax + b) dx = a ! exp(ax + b) ,

and we therefore obtain for the last integral in equation (3):

o0

expl-(nzo89 + ng)R + (a + us/cose)h]]
-1acosd + us) h

cosf
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expl- (acose + us) h/cos® + (a + us/cose)h]
acosté + By

1
acost + us

Inserting this in equation (3) yields

n/2
¢ = f Pae,
o
where
S sin® exp(-up_h/cos8)
_ "o a (4)
dé 2{acos® + ") :

By substituting u = cosf, du = -sing 40 we have

S 1l exp{-uy_h/u)
6 = = [ ——3 4u. (5)
2 o ou + Vg :

The variable is further substituted by v = uah/u, dv =
-uah,’u2 du , which yields for equation (5):

S @
6= 2un | RLV) g (6)
uah (auah/v + us)v

S
0 1 1

= uh [ exp(-v)I - Jav (7))
2 "a by ay hv ap hlahy,/y  +v)
So ? exg(-v’i so ? exp(-v)

= — 2 v - -—EW— dv. (8)
2a uah v 2a “ah v +a uy Hg

Substituting x = v + abu,/ugs @x = dv for the last integral
yields
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S @ - ] u - -
¢ = ‘% I E!Eé_!ldv - 5% exp(ah ;3) [ 5551—51 dx.
uah s uahﬂxhus/us

(9)

By introducing the exponential integral of n'th order defined
by
E (t) = t"1 [ eXRLY) 4, (10)
t b 4

we obtain for equation (9):
S

¢ = 55 LE)(u,1)-exp(ahy,/ug) Eq(u h + ahu /u))) . (11)

2. Surface Deposited Source

The surface distribution is derived from the exponential
distribution by letting a + =, This yields for the differential
angular flux from equation (4):

w0

g% = _g tan® exp(-u h/cose) , (12)

and the flux is obtained by integration

So w/2
R |/ tané exp(-uah/cose) a8 . (13)
o
By substituting u=uah/cose, du=uahsin0/cosze deé=u tané de
we have
So pt exp(-u) so
@ = 7; I m du = 7; El(uah) . (1‘)

uah

3. Homogeneously Distributed Source

‘The homogeneous distribution is obtained from the exponential
distrikution for the case of a = 0, which yields for the dif-
ferential angular flux:



s
g = ‘z%‘ sin® exp(-u_h/cos8) . (15
[

The flux is obtained by integration:

U
|o

% =

N

1}

/2
| siné exp(-u,h/cose) de , (16)
s o

and by substituting u=uah/coso, dusuahsinelcosze d9=u251n6/(uah)d9
we have:

S

- S
[+ exp(-u) o
¢ = puh | —Er—du=-——E(uh). (17)
zus a "ah u zus 2 a
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