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Abstract 

A description is given of the setting up of a mobile Ge(Li) 

spectrometer system for field measurements of environmental 

gamma radiation. A computer program was worked out for the 

processing of the recorded Ge(Li) spectra and the program per­

formance evaluated from analyses of test spectra provided by the 

International Atomic Energy Agency. The validity of the results 

from the spectrometer system was assessed from a series of 

measurements at a single locality and from a series of country­

wide measurements. The results from the field measurements of 

the radionuclide concentrations in the soil were compared to 

the results of laboratory measurements of collected soil samples. 

The estimates of the exposure rates from the individual radio­

nuclides were compared to the results of measurements of the 

total exposure rate. 

This report is submitted to the Technical University of Denmark 
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ABBREVIATIONS AND UNITS 

keV 10 electron volts 

HeV 10 6 electron volts 

pCi picocurie, 10~ 1 2 Ci 

raCi millicurie, 10 - 3 Ci 

li R micro-roentgen, 10~ R 

2 
+ uncollided ganma flux, photons/cm /s 

cps counts per second 

uncollided gamna f 

x exposure rate, uR/h 
o 

V linear attenuation coefficient, cm /g 

p density, g/cm 

f gamna yield, photons/disintegration 

a reciprocal relaxation length for exponential 
distribution, cm" 

a standard deviation 

S.D. standard deviation, 

S.E. standard error 

' / ~ n ^ T 

/(x-xi) 

' /n7n^TT 
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1. INTRODUCTION 

Environmental gamma radiation originates partly from natu­

rally occurring radionuclides and partly from man-made radio­

nuclides in the form of fallout from atmospheric nuclear weapons 

tests. Field measurements of environmental gamma radiation with 

Ge(Li) spectrometer systems yield detailed information on the 

presence of gamma-emitting radionuclides in the soil and permit 

assessments of radionuclide concentrations and exposure rates. 

With such mobile systems it is possible to detect even the 

presence of trace amounts of man-made radionuclides in the en­

vironment, and several countries now employ similar equipment 

in the control of environmental pollution from nuclear power 

stations. 

Concerning the determination of radionuclide concentrations 

in the soil, field measurements have a considerable advantage 

compared to laboratory measurements of collected soil samples, 

because the detector in a field measurement registers the radi­

ation from several tons of soil, while the amount of soil in a 

sample is for practical reasons restricted to a few kilograms 

in weight. The results from a field measurement are therefore 

more representative of the site being measured than the results 

of laboratory measurements. In addition the counting time of a 

field measurement needs only to be about one tenth of that of a 

laboratory measurement to obtain the same statistical precision. 

Quantitative measurements of penetrating environmental radi­

ation from terrestrial sources and from secondary cosmic radi-
1 2) ation were first made with portable ionization chambers ' '. 

Later, field gamma spectroscopy using Nal(Tl) detectors made it 

possible to qualitatively and quantitatively determine the major 

contributors to environmental gamma radiation and to relate 

individual exposure rates to radionuclide concentrations 

This technique was highly improved by the advent of portable 

large Ge(Li) detectors, whose superior resolution of gamma-ray 

energies more than adequately compensated for the lower detec-
7-11) tion efficiency compared to Nal(Tl) detectors '. 

The present report describes the setting up of a mobile 

Ge(Li) spectrometer system. The results of the calibration of 

the detector system are presented and a description is given of 

a computer program prepared for the processing of the recorded 



8 

gamma-ray spectra. Finally, the results of measurements made 

throughout the country are given, and the validity of the results 

is investigated by comparing with the results from laboratory 

measurements of collected soil samples and with the results from 

measurements of the total exposure rates in air. 

2. EQUIPMENT 

2.1. Installations in Motor Vehicle 

The van-type motor vehicle is especially equipped for trans­

port of the spectrometer system and to provide electrical power 

for the instruments. The installations are shown schematically 

in fig. 2.1.1. 

[ i t ers*) 

9/////;//////;/////////////;////A 

Fig. 2.1.1, Schematic diagram of equipment. 
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The source of power is two 12-volt batteries of 208 ampere-

hours connected in series. The DC voltage is converted to 220V 

AC. Two independant converters are installed, each with a power 

of 500 watts, and this is sufficient to supply the electronics 

during measurements. The batteries are charged either from an 

automatic charging unit using external power, which can also 

supply the instruments directly, or from a special charging 

generator coupled to the vehicle engine. With fully-charged 

batteries the DC-AC converter system provides a maximum of € 

hours operation without simultaneous charging. 

The vehicle is heated by means of a thermostat-controlled 

airheater, consuming diesel oil, or by an electrical heating 

element used when external power is available. 

The dimensioning of the electrical power system allows for 

the operation of other and more power-consuming systems than 

the spectrometer system, which thereby increases the applica­

bility of the motor vehicle. 

2.2. Electronic Instruments for the Spectrometer System 

As shown in fig. 2.1.1, the detector system is connected to 

the electronics through 50 m long cables which permit the de­

tector set-up to be placed sufficiently far away from the vehicle 

to avoid unwanted shielding effects. The cables supply the 

detector with high voltage, the preamplifier with power and 

return the detector signal to the main amplifier. Here the 

pulses are shaped for subsequent analysis in the multichannel 

analyser, w'.iich has a 4k memory. Limited analysis can be per­

formed in the field of the accumulated spectra using the in­

herent integrating capabilities of the analyser, but as the 

detailed analysis is made by computer, the spectra are punched 

on paper tape and transferred to the B6700 computer at Risø. 

The instruments are mounted in wooden boxes secured to a 

table in the vehicle and are thus easily transportable for use 

in the laboratory. 

2.3. Ge(Li) Detector System 

The Ge(Li) detector is mounted vertically in a cryostat of 

common vacuum type underneath the liquid nitrogen dewar flask, 

fig. 2.1.1. The detector is of the closed-end, coaxially-

drifted type? it has a resolution of 2.0 keV fwhm (full width 
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at half maximum) at 1.33 H«V, and a full energy peak efficiency 

of 17% relative to a 7.5 x 7.S cmMaKTi) detector. The pre­

amplifier, which has an uncooled field effect transistor, is 

permanently mounted on the side of the cryostat. 

when measuring in the field, the detector system is placed 

on a tripod with the center of the detector 1 m above ground. 

Field spectra are accumulated with a gain of 0.7 keV/channel 

making full use of the 4k memory of the analyser for energies 

below 2.0 NeV. 

The dewar flask has a volume of 15 1 and requires refilling 

less than once a week. With an extra 50 1 dewar flask carried 

in the vehicle, operations can be maintained for three weeks 

before new supplies of liquid nitrogen are needed. During 

transportation in the vehicle the detector system is placed on 

shock absorbers in order to minimise mechanical stresses. 

2.4. Hal(Tl) Detector 

A 7.5 x 7.5 cm Hal(Tl) scintaillation detector is used to 

provide independent measurements for comparison with the Ge(Li) 

detector measurements* 

The detector is placed in a tin canister lined with 5 cm 

expanded polystyrene to reduce the influence of temperature 

variations on the photomultiplier tube. During measurements the 

detector is placed on a tripod 1 m above ground and connected 

to the vehicle instrumentation through the 50 m cables. The 

resolution of the detector measured at 1.33 HeV is 8.0% fwhm 

and the spectra are therefore satisfactorily accumulated with a 

gain of 25 keV/channel, permitting each spectrum to be recorded 

in 125 channels. 

2.5. High Pressure Ionization Chamber 

An argon-filled high pressure ionization chamber system re­

cording exposure rates is used to supplement the spectrometric 

measurements. The ionization chamber system was purchased from 

Reuter Stokes, USA. and was developed at the Health and Safety 
12) Laboratory . Minor changes have been made to the system in 

order to facilitate the transfer of data from the magnetic tape 

recording system to the B6700 computer. 
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3. BASIS OF SPECTRUM EVALUATION 

The gamma radiation field at ground level consists mainly of 

scattered gamma rays originating from decaying radionuclides in 

the soil. In a field measurement, the instrumentation produces 

a gamma spectrum, which is a projection of the gamma-ray energy 

distribution at the detector. The scattered gamma rays, which 

are detected, have lost part of their initial energy because of 

the attenuating properties of the soil, of the air and of the 

detector, and these gamma rays yield the background that slowly 

varies with energy in the spectrum. A minor fraction of the 

total number of detected gamma rays travels directly from the 

decaying nuclei in the soil to the detector and deposits all 

the initial energy, thereby producing the peaks in the spectrum. 

The positions and intensities of these peaks (full energy peaks) 

give information on the identities and quantities of the gamma-

emitting radionuclides in the soil. Examples of field spectra 

are shown in fig. 3.1. 

3.1. Ge(Li) Spectrum Evaluation 

The Ge(Li) spectrum evaluation is based on a technique 

developed by Beck . The basic principle involved is the fact 

that the count rates of the full energy peaks in the spectrum 

are proportional to the concentrations of and the exposure 

rates from the corresponding gamma emitters in the soil. 

According to this principle, simple conversion factors are 

calculated for each peak in the spectrum, and these energy-

dependant factors take account of the angular distribution of 

the uncollided gamma rays, of the detector efficiency, and of 

the uncollided gamma flux from the sources in the soil. This 

is expressed in the equation: 

N* N* N« A _£ = JL . _2 • ! nil) S^ N0 $ S ' (-i.i.i) 

where Nf is the count rate (cps) for the full energy peaks, S 
1 2 

the radionuclide concentration in the soil (pCi/g or mCi/km ), 

N the count rate (cps) of the full energy peaks from gamma rays 

emitted directly underneath the detector, and <f> the uncollided 
2 

gamma flux (photons/cm /s) 1 m above ground. 
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Fig. 3.1. 
soil). 

Examples of field spectra (Tystofte, uncultivated 
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The ratio of the full energy peak count rate to the exposure 

rate Nf/X is obtained by replacing S by X (uR/h) in equation 

(3.1.1) . 

The naturally occurring radionuclides, table 3.1.1, are 

assumed to be homogeneously distributed in the soil. Fresh 

fallout is assumed to represent a plane source evenly deposited 

on the surface of the soil, while the concentration of aged 

fallout in the soil is assumed to decrease exponentially with 

depth14*. 
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3.1.1. Correction Factor for Angular Dependence, N-/N 

Nf/NQ is the full energy peak count rate from a distributed 

source in a field measurement relative to that if the source 

were directly underneath the detector. Assuming a cylinder-

symmetric detector response, Nf/NQ is calculated according to: 

N, 

w/2 

J R(6) |f de 
T7T (3.1.1.1) 

de 
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where R(6) is the angular response of the detector determined 

with point sources and -j| is the differential unco Hided gamma 

flux 1 in above ground. 

3.1.2. Full Energy Peak Efficiency, NQ/» 

The full energy peak efficiency of the detector, NQ/$, is 

calculated from measurements performed by placing absolutely 

calibrated point sources directly underneath the detector, thus 

providing a parallel beam of gamma rays incident on the detector. 

3.1.3. Uncoilided Gamma Flux per Unit Concentration of 

Source, <fr/S 

The uncoilided gamma flux 1 m above ground per unit concen­

tration of source, $/S, is calculated from the schematic model 

shown in fig. 3.1.3.1. 

Detector 

AIR 

SOIL 
7W, 
Rcos6-h 

Source volume 
element 

Fig. 3.1.1.1. Schematic model for the calculation of «/5. 

The detector is situated a distance h above the infinite 

plane interface between the two media that have the linear 

attenuation coefficients v and y and the densities Pfl and P g, 

where the indices a and s refer to air and soil, respectively. 

The source concentrations are assumed to decrease exponentially 

with depth: 

S(x) SQ exp[-(a/Pg)x psJ» (3.1.3.1) 



- 15 -

where S(x) is the radionuclide activity per unit volume at depth 

x in the soil, SQ the corresponding surface concentration and 

a the reciprocal of the relaxation length. The distribution is 

conveniently characterized by the depth distribution parameter 

a/o . The total source concentration per unit area, S-,. is 

obtained: 

SA = | Six) dx « S0/o. (3.1.3.2) 

The total uncoilided flux + from a monoenergetic ga 

emitter is given by: 

n/2 -

• " J J S0(4irR
2>"1 exp[-(a/ps)(Rcose-h)os] • 

h 
° cos6 

(3.1.3.3) 

expt-(wa/da)hpa/cose-(Ms/Ps)(R-h/cos6)psJ 2wR sine dR de, 

where R is the distance from the detector to the infinitesimal 

volume element and e the angle between the R-vector and vertical. 

The integration of this equation is described in detail in 

the appendix and only the results are given here. 

The R-integration yields: 

*• So »i"» exp[-(ya/pa)hpa/cosel „ , , 41 
OT = 2[(o/psJ cose + tv8/e8))ps ' (3.1.3.4) 

and the 6-integration: 

* =(SA/2)[E1[(pa/pa)hpaJ - exp[(a/p8)hpa(ua/pa)/(ug/ps)] • 

E1t(ua/Pa)hpa + (a/pg)hpa(ya/pa)/(ys/ps)]J, (3.1.3.5) 

where E^(t) is the exponential integral of the first order. 

The case of the plane source distribution is obtained from 

the above by letting a/p * ». This yields for the differential 

angular flux: 

|| - 'SA/2) tanO exp[-(ya/pa)hpa/cose), (3.1.3.6) 



- 16 -

and the 6-integration gives: 

• = <SA/2) E1t(ua/Pa)hpa] . (3.1.3.7) 

The homogeneously distributed source is described for a/p =0 
5 

Inserting this in equation (3.1.3.4) yields: 

j. SQsine exp[-(ua/pa)hpa/cos6] 
de 2(us/ps)ps * (3.1.3.8) 

and for the total flux: 

* = l(So/ps,/(2us/ps)lE2[(lla/pa)hpa1' (3.1.3.9) 

where E2(t) is the exponential integral of the second order. 

SQ is expressed in terms of activity per unit volume, which is 

converted to activity per unit weight, S, by division with 

the soil density giving: 

*• = tS/(2yg/ps)] E2[ (ua/pa)hpa]f (3.1.3.10) 

and it is noted in this case that $ is independant of the soil 

density. 

The calculations of $/S and of $/S. are made using values 

for the mass attenuation coefficients from ref. 7. The values 

of (J„/P„ apply to an air temperature of 20°C and a pressure of 
a a 

760 mm Hg and the values of u_/p_ apply to a soil composition 

of 13.5% A1203, 4.5% Fe203, 67.5% Si02, 4.5% C02, and 10.0% H20. 

Furthermore, a soil density of 1.6 g/cm is used. 

The exponential integrals are calculated on a computer by 

means of numerical integration of the equations (3.1.3.4), 

(3.1.3.6) and (3.1.3.8) and the quantities computed with this 

technique prove identical to tabulated values of the integrals. 

For the naturally occurring radionuclides with a uniform 

distribution in the soil, 4>/S is shown versus energy in fig. 

3.1.3.2. <p/S is here expressed in ghotonsffis^' W h i ° h ±S 

converted to p %ci% "* b v multiplication with 0.037'f, where 
f is the gamma yield for the gamma emitter in question. 

238 232 Data on the U and Th series are taken from ref. 14. 
4(1 

For K, a gamma energy of 1460.8 keV and a gamma yield of 0.107 

are u«*ed. The final values of $/S for the prominent emission 
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lines from the naturally occurring radionuclides are listed in 

table 4.1.3.1. 

For fallout radionuclides, the only gamma-emitting isotope 

with a sufficiently long half-life to permit an exponential 

distribution in the soil is 137Cs, and for this reason é/SA is 

calculated only for this isotope. Equation (3.1.3.5) yields 

mCiAm" 
•/S. is shown in fig. 3.1.3.3 

"'A *" **"-"' w* photons/cm*/1 

by multiplication by 0.0037-f 

versus the depth distribution parameter <*/ps. 

For surface-distributed fallout radionuclides, »/S^ is 

calculated from equation (3.1.3.7) and the results are listed 

in table 3.1.4.2. 

3.1.4. Uncoilided Gamma Flux per Unit Exposure Rate 

The uncoilided gamma flux per unit exposure rate t/X is 

obtained from <p/S by division with X/S. 

The exposure rate per unit concentration of the source, 

X/S, is calculated by solving the gamma-ray transport equation 

for the situation shown in fig. 3.1.3.1, which requires 

elaborate mathematical and computational techniques. 
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rig. 3.1.3.3. UncoUided gaasaa flux (photons/cM /•) 1 n above 

ground per unit concentration (mCi/ka ) of 13?C* exponentially 

distributed in the soil as a function of a/o (CM /g). 

The values of X/S for naturally occurring radionuclides 

with a uniform distribution are taken from ref. 15, and are 

listed in table 3.1.4.1. 

Taslo 3.1.4.1 

raposuro rate 1 e> aknve ground per unit concentration 

of naturally occurring radionuclide« 

•nc l i ee 

«°S 

2ittt ear lea 

m T h s e r i e s 

Concentrat ion 

I t 

i • « / • 

1 » • 
l pc i /g 

1 pCl/« 

exposure rate 

1.52 u*/h 

0.1*3 »VU 

0.»3 u«/h 
l .a* ud/11 

0.31 iiP/h 
0.7* iift/h 

Values of X/S. for exponentially and surface-deposited 
137 fallout are taken from ref. 7. For Cs, X/S. versus a/p is 

shown in fig. 3.1.4.1. The values of X/S. for surface-deposited 

fallout are listed in table 3.1.4.2. 

3.1.5. Influence of Source Distribution 

A major problem in the evaluation of field spectroscopic 

measurements is the determination of a proper relaxation length 

for exponentially distributed sources in the soil. 
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The importance of an accurate knowledge of the source distri­

bution is illustrated in figs. 3.1.3.3 and 3.1.4.1 showing 

respectively, $/S» and X/S. for Cs. It is seen for $/SA that 

the uncertainty of ot/p becomes of greater significance as the 

distribution approaches homogeneity (a/p_ -+• 0). This is also 
S 

the case for X/S., but to a somewhat lesser extent. 

The true distribution can be inferred from laboratory 

measurements of collected soil samples, but the samples may not 

be representative, because of the very large area registered by 

the detector in a field measurement. From superficially de-
137 posited Cs, 90% of the uncoilided gamma flux 1 m above ground 

originates from distances within 60 m, corresponding to an area 

strib 
2 11) 

2 
of 11300 m , while the distance for a uniform distribution de­

creases to 8 m corresponding to an area of 200 m 

The ground roughness, which has not been included in the 

calculation model, tends to shield the detector from the 

radiating source in a field measurement. From the detector, 

the source seems to Le buried more deeply in the soil than it 

really is. This effect can be taken into account by ascribing 

a greater relaxation length to the distribution than the true 

one. Another approach is to use the fact that ground roughness 

effects decrease with increasing height above ground. The latter 

approach was used for surface deposited fallout in ref. 16, 

where the ground roughness is expressed in terms of equivalent 

height of air. This fictitious height is added to the original 

height above the ground in the calculations and the resulting 

reduction factors give the reduction in the dose rate due to 

the additional height of air. 

This method is applied in order to make a first approxi­

mation of the influence of ground roughness in field measure­

ments of Cs. The variations with height above ground of 

exposure rate and unco Hided gamma flux from exponentially 

distributed Cs have provided the basis for reduction fac­

tors calculated for surface deposition and for deeper deposition. 

These are listed in table 3.1.5.1. 

For a measurement in an ordinary plowed field, where Cs 

is distributed exponentially with a depth distribution parameter 
2 

of a/p - 0.1 cm /g, a median value of the reduction factor for 

uncollided 662 keV photons is 0.74 and for the corresponding 

total exposure rate 0.85. This means that the ground roughness 
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Tabt« 3 .1 .5 .1 

Factors descr'bing the reduction of the uncoil ided gai flux and exposure rate frosi fresh and 

aged fal lout ( Cf) due to various types of ground roughness 

Smooth plane 

Paved areas 

Lawns 

Gravelled areas 

Ordinary plowed field 

Deeply ploved field 

Fictitious 
height 
a 

o 
0-1.5 

1.5-3 

1-* 

4-12 

12-18 

Flux r 

p 

1.00 

1.00-0.7« 

0.71-0.47 

0.67-0.53 

0.53-0.40 

0.40-0.14 

»auction 

2 - 0 . 1 T^/a 

1.00 

1.00-0.»4 

0.44-0.(9 

0.»9-0.«0 

0.i0-0.47 

0.47-0.5* 

Exposure 
a 
P 

1 .00 

1.00-0.»3 

0.13-0.7« 

0.74-0.64 

0.64-0.52 

0.52-0.44 

rat« reduction 

- - 0.1 cm2/a 
p 

1.00 

1.00-0.»7 

0.»7-n.M 

O.M-O.t* 

0.M-0.»l 

0.»1-0.75 

causes a reduction of 26% of the uncoilided gamma flux measured 

by the detector, and that the corresponding exposure rate is 

reduced by 15%. 

With these reduction factors an overall value of ot/pg can 

be estimated. From fig. 3.1.3.3 it is seen that a 26% reduction 
2 

of o>/S« for a/p = 0.1 cm /g corresponds to the value of $/S. 
A S - « 

for a/p = 0.067 cm /g, and from fig. 3.1.4.1 it follows that a 
s . 2 

15% reduction of X/S for a/p = 0.1 cm /g corresponds to a value 

of X/S- for a/p = 0.072 cm /g. The average value of a/p = 0.07 

cm /g will thus describe the combination of the true distribution 

and the ground roughness. In other terms the ground roughness 

is described for this particular site by increasing the true 

relaxation length for the Cs distribution by 40%. 
3.1.6. Influence of 222 Rn in the Air 

The calculational model shown in fig. 3.1.3.1 deals only 

with radioactive sources distributed in the ground. When esti-
22fi 

mating the content of Ra in the soil from field measurements, 
222 an error is introduced because the presence of Rn daughters 

in the air is neglected. 
238 214 

The principal gamma emitters in the U series are Pb 

and 214Bi, which are among the short-lived daughter products of 
222Rn, the successor of 226Ra (table 3.1.1). Since 222Rn is a 

gas with a relatively long half-life, it may emanate in sig­

nificant amounts from the upper layers of the soil into the 

atmosphere and travel over considerable distances with the 

wind. The emanation from the soil is governed by such factors 

as soil moisture, air temperature and barometric pressure, so 
222 

the local Rn concentrations in the air are critically de-
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222 

pendant on meteorological parameters. When airborne Rn 

decays, the short-lived daughter products attach to aerosols 

and remain distributed in the air, where they contribute to the 

gamma flux from the daughter products contained in the ground. 

In a field measurement, the detector is naturally unable to 

distinguish between the two source distributions, but usually 
18) the airborne contribution is negligible . A quantitative 

assessment of this contribution is made in a later section. 

3.2. Nal(Tl) Spectrum Evaluation 

The basis for the Nal(Tl) spectrum evaluation is a Method 
19) described by Løvborg et al. that is applicable for the in 

situ determination of the naturally occurring radionuclides, 

assuming secular equilibrium for the two decay series. 

The gamma-ray intensities are recorded in three energy 
40 

intervals centered at the 1.46 MeV emission line of K, the 

1.76 MeV emission line of 214Bi from the 238U series, and the 

2.62 MeV emission line of 208T1 from the 232Th series. 

The count rates N„, N., and N_. in the three energy intervals 

are all linear combinations of the corresponding radionuclide 

concentrations C„, C„ and C__, which is expressed in the fol­

lowing equation: 

N. 

N U 

Th 

All A12 A13 

A21 A22 A23 

A31 A32 A33 

1 

CK 

C 
u 

. C T h -

(3.2.1) 

The three diagonal elements A., describe the total absorp­

tion of the 1.46, 1.76 and 2.62 MeV gamma rays in the detector. 

The coefficient A.- describes the contribution to the energy 
238 interval at 1.46 MeV from the U series, and the coefficients 

232 

A13 and A23 describe the contribution from the Th series to 

the energy intervals at 1.46 and 1.76 MeV, respectively. The 

coefficients A21 and A,, must be zero as they describe the con­

tribution from K to the energy intervals at 1.76 and 2.62 MeV, 
238 respectively. The coefficient A*,' describing the U series 

contribution to the interval at 2.62 MeV, will be small due to 

the total absorption of a weak emission line of 2.45 MeV from 
214Bi. 
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With a knowledge of the proper matrix coefficients A.,, the 

radionuclide concentrations are determined from a field measure­

ment expressed in vector and matrix denomination: 

C = A-1 N . (3.2.2) 

The matrix coefficients are determined from calibration 

measurements made under circumstances similar to those for the 

field measurements, but where the radionuclide concentrations 

in the ground are known. Measurements at three locations where 

the individual radionuclide concentrations are linearly inde-

pendant suffice for the determination. The three count rate 

vectors and the three concentration vectors, one for each 

location, constitute two matrices N and £, respectively, which 

are related through the equation: 

H = A £ . (3.2.3) 

For the unknown matrix this yields: 

(3.2.4) 

4. CALIBRATION 

4.1. Calibration of Ge(Li) Detector System 

4.1.1. Angular Correction Factor 

The calculation of the correction factor N*/N from equation 

(3.1.1.1) is based on the assumption that the response of the 

detector is cylinder-symmetric. The validity of this assumption 

was investigated from measurements performed by placing a multi-

gamma source with 15° intervals in a horizonal plane around the 

detector at a distance of 50 cm. The response for the gamma en­

ergies in the interval from 122 to 1408 keV showed no deviation 

from symmetry, so the assumption was accepted. 

The angular response R(9) was determined from measurements 

performed by placing point sources in a vertical plane under 

the detector at a distance of 1 m (fig. 4.1.1,1). An analytical 

expression for the angular variation for each energy was ob­

tained from fitting a polynomial by means of the least squares 

A = H C -1 
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•ethod to the results for the normalized count rates. The 

gaaaa energies of the point sources ranged from (0 to 1408 keV. 

Examples of K(0) for 2 different energies are shown in fig. 

4.1.1.2. 

Source 

r»«. « . l . l . l . I r t w i t l c M « - ^ far am 
*KM»1IIM1OT »f t»» M M I M r n i M M of 

tk» CalUI **taccar. 

10 20 30 40 50 60 70 
ANGLE (degrees) 

80 90 

ri«. «.1.1.2. t u f i w of M«wlar rmaeuM of C«(L1) detector. 
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The response remains almost constant for gamma energies 

greater than 150 keV, while for lower energies variations occur 

because the low energy gamma rays are easily shielded and inter­

act in the surface of the detector material. 

Nf/N was calculated by numerical integration of equation 

(3.1.1.1) using the analytical expressions of R(6) and the ap­

propriate expressions of d$/d8 from section 3 according to the 

source distribution. Results of Nf/NQ versus energy for uniform­

ly distributed sources are shown in fig. 4.1.1.3 and for surface 

deposited sources in fig. 4.1.1.4. The values of Nf/NQ for 
137Cs distributed uniformly and deposited on the surface are 

0.98 and 0.97, respectively, which means that Nf/N for expo-

nentially distributed 'Cs in the soil can be considered as 

constant for all values of the distribution parameter a/p . 
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Fig. 4.1.1.3. Correction factor, N./N , for angular dependence 

of peak detection efficiency of Ge(Ll) detector for uniformly 

distributed sources In the soil as a function of gamma-ray 

energy (kev). 
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Pig. 4.1.1.4. correction factor, Nf/N0, for angular dependence 

of peak detection efficiency of Ge)Li) detector for surface 

deposited sources on the soil as a function of gamma-ray 

energy (keV). 

4.1.2. Full Energy Peak Efficiency 

As calibration sources were used Am, Ba, Co, Na, Cs, 
54Mn, 60Co and 152Eu as primary standards and Ra as a second­

ary standard. The sources were placed 1.5 m underneath the 

detector during the measurements. The resulting full energy 

peak efficiency NQ/$ is shown in fig. 4.1.2.1. For energies 

greater than 200 keV, the efficiency is calculated from the 

equation: 

ln(N0/<J>) = 7.64 - 0 .991 ln(E) , (4.1.2.1) 

where the energy E is expressed in keV. 
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Fig. 4.1.2.1. Peak detection count rat* (cps) of Gc(Ll) detector 

per unit flux (photon»/cm2/s) aa a function of gama-ray energy 

OteV) measured at a source-detector distance of 1.5 m. 

4.1.3. Presentation of Final Calibration Factors 

The calibration factors N*/S and N~/X are listed in table 

4.1.3.1 for the naturally occurring radionuclides. It must be 

noted that the values of Nf/S and Nf/X for the emission line 
226 of 186.1 keV from Ra have been corrected for the fact that 

only 60% of the uncollided gamma flux of this energy in the 
226 environment originates from Ra, the remaining 40% being due 

to a very close-lying emission line of 185.7 JceV from the decay 

of 235U20>. 
137 • 

For exponentially distributed Cs, Nf/S. and Nf/X are 

shown in figs. 4.1.3.1 and 4.1.3.2, respectively. 

For surface-deposited fallout, the calibration factors are 

listed in table 4.1.3.2. 
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DEPTH DISTRIBUTION PARAMETER * IcmVg) 

Flo. 4.1.3,1. Full energy paak count rate (cps) 1 • abova ground 

par unit concentration (aCl/ka2) of 157Cs exponentially distri-

butad in tna soil as a function of a/p (ca /a). 
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Fig. 4.1,3.2. rull energy peak count rate (cpa) 1 m above around 
par unit exposure rat* (w»/h) from 1,7C» exponentially distr i ­
buted In the soi l aa a function of a/p (cm2/g). 
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4.1.4. Measurements of Mass Attenuation Coefficients for 

Soil 

The value of w_/Ps used for the calculations of o)/S and */S. 

in section 3.1.3, and for the gamma-ray transport calculations 

yielding exposure rate data, is based on the soil composition 

previously mentioned. To get an impression of the comparability 

of these values with those of typical Danish soils, an exper­

imental determination of u_/p_ was made on soil from two differ-
5 5 

ent locations near the laboratory. Samples were taken from the 

surface of the soil at both locations. The soil was cultivated 

at location 1 and had a density of 1.68 g/cm ± 0.05 (1 S.E.) 

determined from 5 samples, while the soil at location 2 was un­

cultivated and had a high content of clay and a density of 1,78 

g/cm + 0.05 (1 S.E.) determined from 5 samples. The gamma-ray 

attenuation was determined from two samples from each location 

using a multi-gamma source, and the results are shown in fig. 

4.1.4.1. 

It is noted that the experimental values of U S / P S agree well 

with the values from ref. 7 used in the calculations, indicating 

the general applicability of the model soil composition to 

Danish soils. It is also seen that the experimental values of 
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u /P for location 2 are a little higher than those for location 

1. This is explained by the fact that soil fro« location 2 has 

a higher average atomic number than soil from location 1 because 

of the high content of clay minerals. These also cause the soil 

density to be greater at location 2 than at location 1. 

4.2. Calibration of the Wal(Tl) Detector System 

4.2.1. Measurements on Calibration Pads 

The Nal(Tl) detector system was calibrated by means of 

measurements performed in approximated 2ir-geometries over four 

concrete calibration pads. The pads are 3 m in diameter and 

0.5 m thick and are numbered from 0 to 3. Pad 0 serves as a 

zero reference, pad 1 is enriched in potassium, pad 2 in thorium 

and pad 3 in uranium. Detailed descriptions of the pads are 

given in refs. 19 and 21. 

The radionuclide concentrations of the pads are known from 

analyses of samples taken from the concrete mixture? when the 

pads were cast. 
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The gamma radiation from pad 3 is subject to seasonal vari-
222 ations of +20%, probably due to the migration of Rn, but an 

~ 238 
apparent concentration of U can be ascribed to the pad by 

21) employing a simple scintillometer method . The radionuclide 
concentrations of the pad?- on the day of calibration are shown 

in table 4.2.1.1. 

Tab!« 4.2.1.2 

Count rata* (cpn.) recorded above the calibration pad* 

»itn the Bal(Tl) detector 

t * * r fy Interval 

I33e-i«ie »ev 
1*<0-1*10 »eV 
2440-27M ke* 

rad 0 

i . ts 
1 . IM 
4.1*3 

»ad 1 

24.21 
l . H J 
4.422 

Fad 1 

72.W 
54.73 
1.144 

rad 3 

24.2S 
17.IS 
17.4* 

The detector was placed with its center 8 on above the 

surface of the pads while the calibration spectra were accumu­

lated. From these, the gamma-ray intensities of the three 

radionuclides were excerpted in terms of counts per second in 

the energy intervals previously mentioned. The spectrum cal-
2 

culations were made by means of the computer program STATDATA 

The results are listed in table 4.2.1.2. 

Table 4 .2 .1 .1 

Radionuclide concentration* of the calibration pad* 

»ad 

0 

1 

2 

1 

4 X 

1 .0 

7 . 0 

0 . 4 

1.0 

P i n U 

0 . 1 

4 . 2 

t . 3 

17* 

ppa Tn 

2 . 4 

2 . 7 

151 

« 

4.2.2. Calculation of Calibration Matrix Coefficients 

The calibration matrix coefficients are calculated from 

equation (3.2.4) with a few corrections due to differences be­

tween the calibration situation and the field measurement 

situation. 

Because of the inevitable influence of the surroundings 

during the calibration measurements, unknown amounts of environ­

mental radiation are included in the recorded count rates in 

table 4.2.1.2. As these contributions are presumably identical 

for each of the pads, their influence is eliminated by sub­

tracting the recorded count rates from pad 0 from those of the 

other pads. 
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The corrections needed because of the finite size of the 

pads and the differences in detector height above source and 

source composition are approximated with corrections calculated 

for uncollided fluxes. The finite size of -ne pads is accounted 

for by increasing the count rates recorded in the energy inter­

vals centered at 1461 and 1765 keV with 5.5% and those centered 

at 2615 keV with 6.5% '. As seen from equation (3.1.3.10), 

the remaining corrections amount to a multiplicative factor of 
E,[(u /p )hfp ]/(uf/øf) 
_ r /—» w rn—TT-\' where the indices f and c refer to 
E2l(y /p )h p 1/(VC/P ) 

field ana calibration situations, respectively. The resulting 

factors are 0.965, 0.968 and 0.975 for the three energy inter­

vals listed in order of increasing energy. 

The calibration matrix coefficients are calculated using 

the data from tables 4.2.1.1 and 4.2.1.2 and the above-mentioned 

corrections by inserting the matrices g and £ in equation (3.2.4), 

where 

U = < 

20.6 70.2 22.7 

0.847 55.2 17.5 

0.030 2.03 17.8 

(4.2.2.1) 

and 

C = 

6.0 

3.4 

0.3 

0.0 

178 

5.6 

"1 
-0.2 

5.5 

149 

J 

This yields for the calibration matrix! 

(4.2.2.2) 

A = 

3 . 2 1 

0 . 0 4 

0 . 0 1 

0 . 3 9 

0 . 3 1 

0 . 0 1 

0 .14 

0 . 1 1 

0 . 1 2 

> . (4.2.2.3) 

It is noted that the coefficients A 
21' A 3 1 and A 3 2 are small 

compared with the other coefficients, in agreement with the dis­

cussion in section 3.2. However, it is unphysical that A 2 1 and 

A 3 1 are negative. While the negative value of A,, can be 

ascribed to the uncertainty in the coefficient determination, 

the numerical value of A 2 1 seems too large for this explanation. 

This matter will be referred to later. 
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The final calibration constants are obtained by inverting 

the matrix A and changing the units of the concentrations using 

the conversion factors 0.120% K per pCi/g of °K, 3.00 ppm U 

per pCi/g, and 9.09 ppm 232Th per pCi/g. This yields for 

equation (3.2.2): 

CK 

C U 

LcThJ 

. = i 

2.55 

0 .01 

0 .00 

- 3 . 2 4 

1.10 

- 0 . 0 3 

- 0 . 1 7 

- 0 . 9 9 

0 .95 

< 

NK 

N u 

Lv 
(4.2.2.4) 

where CR, C^ and C T h are in units of pCi/g, and NR, Ny and N T h 

in units of cps. 

4.3. Calibration of Total Count Scintillometer 

As the high-pressure ionization chamber mentioned in section 

2.5 was not available during all the planned field measurements, 

the Nal(Tl) detector system was calibrated with reference to 

measurements of exposure rate in the air. 

10 20 30 40 50 
SCINTILLOMETER COUNT RATE (cps) 

60 

Fig. 4.3.1. Calibration of a 7.5 x 7.5 cm Nal(Tl) detector 

u»ed a« a total-count scintillometer with a counting threshold 

of 0.44 HeV. The exposure rate in air (uR/h) measured with a 

high pressure ionization chamber la depicted a* a function of 

the scintillometer count rate (cps) . 

70 
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It has been demonstrated that the total count rate for a 

NaKTl) detector registering the radiation from uniformly distri­

buted, naturally occurring radionuclides in a 2ir-geometry, using 

a counting threshold of about 0.4 MeV, is proportional to the 

exposure rate in air at the point of detection . Simultaneous 

measurements with the NaKTl) detector and the high-pressure 

ionization chamber at a number of locations provided the basis 

for the calibration. The result is shown in fig. 4.3.1. 

The regression line has a zero intercept of 4.05 + 0.22 

pR/h and a slope of 0.105 + 0.005 uR/h per cps, where the un­

certainties stated are 95% confidence intervals. The inter­

pretation of the intercept will be commented upon later. 

5. COMPUTER ANALYSIS OF GE(LI) GAMMA-RAY SPECTRA 

In the following a description is given of the computer 

program ANSP that processes gamma-ray spectra from Ge(Li) 

detectors. The program was designed to evaluate gamma-ray 

spectra from the field measurements, and thus special care had 

to be taken as these spectra are characterized by relatively 

poor counting statistics. 

The program has been coded in ALGOL and adapted to the Risø 

B6700 computer. The spectra are available on punched paper 

T 
SPECTRUM SMOOTHING 

PEAK SEARCH 

T 
PEAK FITTING 

I 
ENERGY DETERMINATION 

AND 

ISOTOPE logimricATiow 

I OUTPUT 
Ftg. 5.1. riow chart for main program ANSP. 
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tape and are read into the computer, whereafter the analysis 

is conducted from a remote terminal. 

The analysis is outlined in fig. 5.1 and proceeds as follows: 

1) A smoothing procedure is performed on the spectrum. 

2) The spectrum is searched for peaks by checking whether the 

second derivative of the spectrum is numerically greater 

than its standard deviation. If this is the case, the area 

of the matching peak is calculated by using the total peak 
231 

area method ', and the peak area and the peak position 

are stored provided that the area is greater than a certain 

fraction of its standard deviation. 

3) After finding the peaks in the spectrum, a Gaussian function 

is fitted to the data in an interval for each peak by em­

ploying a non-linear least squares method. If the fitting 

is successful, the area of each peak is calculated from the 

parameter values of the Gaussian function. If the fitting 

is unsuccessful, the area calculated with the total peak 

area method is retained. 

4) The peak positions are converted to gamma-ray energies. The 

relationship between channel number and energy is determined 

from the positions of the most prominent peaks in the spec­

trum from the naturally occurring radionuclides. 

5) The energies from the peaks are compared to gamma-ray energies 

from certain isotopes, and in the case of identification a 

final calculation and a print-out are performed. The isotopes 

include the naturally occurring radionuclides (table 4.1.3.1) 

and fallout isotopes (table 4.1.3.2). 

6) Finally the spectrum is plotted. All the peaks found by the 

program are marked, and the identified peaks are supplied 

with gamma-ray energy and isotope designation. 

5.1. Smoothing of Data 

24) 
The spectra are smoothed using a moving average . A 

polynomial of degree n is fitted by the least squares method to 

the data consisting of 2m+l channels and the content of the 

center channel is replaced by the value of the polynomial in 

this channel. The value of the polynomial in the center channel 

is calculated according to 
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where y i + i is the content of channel i+j, H and a t ... » *„, 

are constants depending on n and m, and sas, is the saoothed 

value in channel i. The choice of n and a depends on the de­

tector resolution, which is fundamental for the width of the 

peaks in the spectrum. The choice constitutes a compromise 

between smoothing the statistical variation as far as possible 

while distorting the shape of the peaks as little as possible. 

This has been discussed elsewhere , and it is recommended 

to use 1-2 channels less in the smoothing process than used for 

the resolution of the detector (fwha). Here we choose to use a 

five-point smoothing <m-2) and a second-degree polynomial, which 

yields for the polynomial coefficients: 

s»s. = ̂  (-3yi_2 • 12yi_l • 17yi • 12yi+1 - 3yi+2>. 

(5.1.2) 

5.2. Peak Search 

The peak search procedure is shown in fig. 5.2.1. 

The peaks are characterized by significantly great negative 
28) values of the second derivative of the spectrum 

The statistical variation is reduced by calculating the 

second derivative of the smoothed spectrum. This is done direct-
24) 

ly from the original spectrum 

s d si " 7 (2vi-2 ' vi-l ' 2vi " vi+l • 2 vi +2
}' (5-2'1) 

where sds, is the smoothed second derivative for channel i. 

In order to find the negative values of the second derivative, 

it is tested if 

sdsi < 0, and sds, . > sds^, and sds.+. > sds,.(5.2.2.) 

When this condition is fulfilled, it is tested if the second 

derivative is numerically greater than its standard deviation 
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jsds.| > ?igsdsif (5.2.3) 

where 

sigsdSi = 7(4yi_2 + yi.1 + 4y± + y i + 1 + 4y i + 2)*. (5.2.4) 

If this condition also holds, the area of the peak is cal­

culated by the total peak area method. 

First, the exact peak position is determined by fitting a 

Gaussian function to the five center channels of the peak. It 

is here assumed that the peak is described by a Gaussian function: 

y = A exp(ax2 + bx • c). (5.2.5) 

The function is transformed to a parabola: 

ln(y) = K(ax2 + bx + c) , (5.2.6) 

and b and 2a are calculated as the first and the second deriva­

tive, respectively, in the center channel x of the parabola that 
24) approximates the five data points by a least squares fit : 

b = ijj[-2 ln(y_2) - lnfy^) + ln(yx) + 2 ln(y2)] (5.2.7) 

and 

2a = j 12 ln(y_2) - ln(y_1) - 2 ln(yQ) - lnfVj) + 2 ln(y2)]. 

(5.2.8) 

The peak position x is calculated as 

xp = xo " la ' (5.2.9) 

and this value corresponds closely to the value determined by 

the non-linear least squares fit described in the following 

section. 

The transition from peak to background is found by deter­

mining the channel h where 



- 40 -

s m s h + 1 < sms h - /sms h or sms. , < sms. - /sSs 
h+2 " M n a h ¥smsh 

(5.2.10) 
from the right, and the channel v where 

smsv_, < sms v - /sms v or sms v_ 2 < sms v - /ims^, 

(5.2.11) 

from the left . The two channels h and v determine the back­
ground under the peak, and the area A is calculated as 

r~l STOS« + sms. 

A = E sm S i - (h-v-1) 2 _ !i . (5.2.12) 
i=v+l *• 

The standard deviation of the area is 

t r-1 « sms„ + SMSiT) ̂  
J sm S i + (h-v-1) * Z-j 2 J . (5.2.13) 

Peaks with a relative standard deviation greater than 70% 
are rejected. The areas and positions of all accepted peaks 
are stored. 

There are three reasons for involving area computation in 
the peak search: 

1) It has shown that spurious peaks are effectively eliminated 

hereby. 

2) If the fitting procedure should fail for a certain peak, 
the remaining computations are made with the area already 
determined. 

3) The computations involved are not very time-consuming. 

5.3. Peak Fitting 

5.3.1. General Remarks 

Peak fitting is included in the spectrum analysis because 

of the shortcomings of the total peak area method. This method 

implies poor reproducibility in repeated identical measurements 

in the case of poor counting statistics. The way in which the 
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peak base is determined is based upon the variation of the 

channel content from channel to channel, see equations (5.2.10) 

and (5.2.11). The peak is analyzed through a very narrow win­

dow of 3 channels only, and in the case of poor counting stat­

istics, the identification of the transition between peak and 

background is often poor. This narrow window also makes it 

difficult to detect close-lying peaks, and if two peaks are so 

close that there is no minimum between them, they will not be 

discernable. 

Unlike the total peak area method, peak fitting is charac­

terized by a broad window using a fitting interval of about 20 

channels. In this case poor counting statistics will not be 

critical for the fit, but will, of course, contribute to reduce 

the goodness of the fit. 

5.3.2. Method of Fitting 

This section outlines the method of non-linear least squares 

fitting used in ANSP29). 

It is assumed that the data consist of m observations 

[(x., y<)w<1T=i r where x. is the i channel in the fitting 

interval, ŷ ^ the corresponding channel content, and w. the cor­

responding weight. Statistical weighing is used and thus w. = 

It is further assumed that the data can be described by a 

function y = f(x,a), where a = (a., a,, ... , a^) is a parameter 

vector, and it is wished to determine such values of the param­

eters that the sum of the squares of the differences between 

the measured y. values and the function is as small as possible. 

In other words, the function to minimize is: 

Q(a) = £ w.2(y. - f(x,, a))2, (5.3.2.1) 
i=l * x x ~ 

and it is assumed that the function Q has a minimum O.(a)= 

Q(a*). From a starting point a° in the parameter space, a suc­

cession of vectors an, n = 1, 2, ... that converges towards the 

point of minimum £* is sought. 

One way of achieving this is to use the method of steepest 

descent, which consists of choosing the direction of the nega­

tive gradient from the point ap and obtaining ap • ap - £P, 

where 
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n io<*P\ • -» « 3f(xi,a
p) 

' ! • ^ - -2 ^ ' » t - f<»i'ip>' - 5 1 7 ^ - •"•>-2-» 

This method is almost certain to yield convergence, but as 

the search approaches the minimum, the speed of convergence is 

drastically reduced because of the linear approximation. 

An alternative is to use the so-called Newton method. Ac­

cording to this a direction hp in the point ap will be chosen, 

defined by 

gP hp = - 2
P , (5.3.2.3) 

obtaining a1** = j»P + hP. SP is a symmetrical matrix that is 

positive definite when ap is not too far from a*. The matrix 

coefficients are calculated as 

52Q(ap) m 3f(x.,ap) 3f(x.,ap, 

3^f(x.,ap) 
1 ] . (5.3.2.4) 

9a 3a. 

i 3 

This method is excellent when ap is close to the solution 

a , and it has the advantage of yielding quadratic convergence. 

The method chosen here consists of a combination of the two 

aforementioned methods. When the starting point a° is far from 

a , the minimum is approached by the method of steepest descent, 

whereafter a modified Newton method is applied. 

The Newton method suffers from the disadvantage of the com­

putation of the second derivatives. It is noted, however, that 

equation (5.3.2.4) consists of a sum of first and second deriva­

tives of f(x,a). By omitting the second term with the second 

derivatives in f(x,a), the computation of the matrix term is 

considerably simplified. The approximation consists of lin­

earization of f(x,a) in the point ap, which is reasonable when 

the function slowly varies in the vicinity. This happens to be 

the case close to the point of minimum a*, where the Newton 

method is most advantageous, so if a point ap is reached where 

the Newton method would be preferable, choice instead of the 
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modified Newton method is justified. 

The new point a*** is determined by 

a?* 1 = a? • hP, 

where h p is calculated from the normal equations: 

g'P hP = - aP. (5.3.2.5) 

with 

.'P 
'jr I 

Z w 
i-1 J 

3f(xi#a
p) af(xifa

p) 

3aJ "5T 

m 
Z w / ( 

i=l X 

3f(xi,a
p) 2 

3a, 

when jf*r 

(5.3.2.6) 

) (1+A) when j=r 

and 

-*> 

m 3f(x.,aF) 
Z w z (y - f(x ,ap)) 5! 

i = 1 i i i da. 

(5.3.2.7) 

It is noted that h p for small positive values of A(o< A << 1) 

will be found by the modified Newton method, while for great 

values of A(A >> 1) the diagonal terms in Q P will dominate 

and yield for the j component of h p: 

m 
A( Z 

i=l 

2 »*<V± } 2 p 
wi ( 3aj > > h i P = 

" < ' 
(5.3.2.8) 

which directs h p towards -gp with a value scaled by the diagonal 

terms and reduced by a factor of A . 

At the start of the iterations, a value of A is chosen that 

is augmented in the case of increasing values of Q, and thus in 

turn it results in parameter increments calculated approximately 

by the method of steepest descent. When the values of Q de­

crease, X is gradually reduced, and the parameter increments 

will tend to be computed according to the modified Newton method 

Each parameter increment will actually represent an interpolation 

between the two extremes. 
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In the present case the function y is expressed by 

r 
y = B + Z P. , (5.3.2.9) 

i=l x 

where B represents the background and P± the i
th peak in the 

fitting interval. It is chosen to represent B by a first-

degree polynomial B = a^ + a_x because of the poor counting 

statistics mentioned earlier; a second-degree polynomial would 

be too sensitive to statistical fluctuations. Each peak is 

represented by a simple Gaussian function 

(x-a4 ) 2 

Pi = a3+t e x p ( 2 } ' w h e r e t = 3 <i_1>- (5.3.2.10) 
2a5+t 

At high count rates simple Gaussian functions are poor ap­

proximations to the peaks, because these will display low-energy 

"tails" due to pile-up in the detector. Measurements of the 

environmental gamma radiation, however, are characterized by 

low count rates. 

The fitting function is 

r (x~a4+t)2 

f(x,a) = aj+a^ + I a3+t exp( j ) where t = 3{i-l), 
1 = 1 2a 5+t 

(5.3.2.11) 

and with the initial estimates of the k = 2+3r parameters the 

matrix coefficients and vector coefficients are calculated from 

equations (5.3.2.6) and (5.3.2.7), and equation (5.3.2.5) is 

solved to determine the parameter increments, whereafter the 

process is repeated. 

When convergence is achieved the peak parameters are found, 

and the peak positions are determined by the parameters a4+t 

while the areas are determined by 

(x-a^J2 

A i " a 3 + t / CXP<- T T > d x = / 2 T a 3 + t ' a 5 + t * 
2 8 5+t 
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The data approximated by the fitting function are the 

smoothed data and not the original data. The reason for this 

is that the Poisson distribution of the original data causes 

the area under the total fit to be consistently undei?«tiiMted 

by an amount approximately equal to Q . By smoothing the 

data Q is considerably reduced, and hereby also the under­

estimation, and this makes the area determination more accurate. 

5.3.3. Error Analysis 

The quantity Q is a measure of the goodness of the fit. If 

the fitting function corresponds exactly to the data, O will be 

zero. 

In the case of linear least squares fitting, Q is chi-square-

distributed and the uncertainties of the parameters are deter­

mined from Q and from the diagonal terms of the so-called error 

matrix, which is obtained by inverting the matrix from the 

normal equations. 

For the non-linear case, there is no exact analytical solu­

tion for the determination of the parameter uncertainties, but 

it is the usual practice to assume the same for the non-linear 
, _. . . 27,30-34) case as for the linear 

It is thus assumed for the non-linear case that Q is ap­

proximately chi-square-distributed with m-k degrees of freedom, 

and because the expectation value for a chi-square-distributed 

quantity equals the number of degrees of freedom, there is 
0 O 

reason to expect the value of —=s- to be close to 1. If -̂ r- • 1, 
m—K - """n 

the variance of the parameter a. is estimated to be n. = tc.•, 
i i m—K li 

where e ^ is the i'th diagonal term from the error matrix § = 

[Q p ] ~ , and g p the matrix from equation (5.3.2.5) after the 

last iteration. If -2^ < l, the fit is better than statistics 
m—K _ 

would predict, and the variance is estimated to be n = e. .. 

The area A is computed as 
A = /27 h-s , (5.3.3.1) 

where h is the height and s the standard deviation of the 

Gaussian function. The variance of the area is given by 

2 ,̂ A,2 2 . ,9A. 2 2 fC , , _. 
aA = W °h + W as ' (5.3.3.2) 
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and the uncertainty of the area is calculated from 

5.3.4. Description of Peak Fitting Procedure 

A flow chart for the peak fitting is shown in fig. 5.3.4.1. 

For each identified peak in the spectrum, a corresponding fitting 

interval is determined. The width of the interval is chosen to 

4 fwhm at the actual energy, i.e., 2 fwhm at each side of the 

peak. If the distance between two peak positions is less than 

2.5 fwhm, both peaks are included in the interval, which is 

correspondingly increased. No upper limit has been set for the 

number of peaks in a fitting interval as experience has shown 

that it is within the capacity of the program to treat the 

multiplets that appear in spectra from field measurements. 

After determining the number of peaks in the fitting inter­

val and the width of the interval, the initial estimates of the 

parameters are made. If, for example, there are two peaks in 

the interval, 8 parameters must be estimated - equation (5.3.2.11). 

The linear background, parameter a. and a2, is determined as the 

straight line connecting the first and the last data point in 

the interval. The parameters a-, and a,, representing the heights 

of the Gaussian functions, are taken as the distances from the 

background to the top of the peaks. The peak positions, param­

eter a- and a,, have already been determined in the peak search, 

and finally a^ and a„, representing the standard deviations in 

the Gaussians, are calculated by linear interpolation between 

input fwhm-values. 

These initial parameter estimates form the basis for the 

first approximation of the data and an example is shown in fig. 

5.3.4.2. 

In order to solve the normal equations (5.3.2.5), the 

matrix coefficients and vector coefficients are calculated ac­

cording to (5.3.2.6) and (5.3.2.7), and furthermore Q is calcu­

lated from equation (5.3.2.1). At this point Q is compared to' 

the value from the previous iteration, and if the numerical 

relative change is less than 0.1%, the iterations are stopped, 

and the calculation of the uncertainties of the parameters is 



- 47 -

Determine fitting intervals for identified 

peaks in spec*.rum. Number of peaks in 

interval: NO. 

1st interval 

Next fitting interval 

Calculate initial parameters 

Iteration number: NIT 

ilculate matrlx-

NIT:-MIT»1 

Calculate matrU- and vector-
coefflclents for normal 

fj/.' 

Calculate Q j ^ 

"1 
JM/ °NIT" QNIT-1 j \ W o 

Find new fitting 

interval and pos 

of new peak 

T0PEX:-T0PEX»1 

•AUT'°IHT-V 

Reduce damping of 

noraal equations 

C 
Increase damping 

of normal equation« 

Solve normal equations 

Recompute parameters 
u 

Yes / Parameter- \ Wo 

\ change <11 / 

Calculate stand, dev. of 

parameters and area -

store results 

Calculate residuals 

JCUL -/mIT>15 V S « 

yes / Undetected \ No 
> _ — < ^ peak In fitting 

\ interval 

<L 

Jtlf. <H0H2 or \jto_ 
TO»E*rO / ^ 

| WO i »1 
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i **x**cL_ 

PERK NO. 
ITER.NO. 1 

V 
^ 

6 

- * * * X * X x 

QCRED3. 20.261 

Fig. S.3.4.2. Initial parameter estimates. 

initiated. In the case of the first iteration, Q is compared 

to zero. 

Before the normal eguations are solved, they are modified 

according to the method previously mentioned by multiplying the 

diagonal terms in the matrix by 1+A. The initial value of A 

is 0.0001 and for each iteration X is either multiplied by 10 

if Q increases, or divided by 10 if Q decreases. 

The normal equations are solved and the parameter values 

recalculated. If the relative change in the parameter values 

for all the parameters is less than 1%, the iteiations are 

stopped and the uncertainties are computed. If the relative 

change in any of the parameter values is greater than 1%, a new 

iteration is started. A maximum of 15 iterations is allowed 

(with a single exception which will be mentioned later), but 

usually 5-7 iterations suffice to achieve convergence. The 
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resulting final parameter estimates from the fit in fig. 5.3.4.2 

are shown in fig. 5.3.4.3. 

PERK NO. 
ITER.NO. 5 OCREDD. 0.130 

Fig. S.3.4.3. Final parameter estimates. 

The computation of the uncertainties of the results is per­

formed, as explained in section 5.3.3, after the error matrix 

has been calculated. 

The following results are stored: peak position and error, 

fwhm and error, peak area and error, number of iterations, 

width of interval m, Q and =pc« 

A line-printer plot is made of the final result in order to 

check visually that the fit is satisfactory, fig. 5.3.4.4. For 

each channel in the fitting interval a plot is made of the back­

ground indicated by "B", the content of the channel indicated 

by "S", the resulting Gaussian function indicated by "G", and 

the residual indicated by "R", calculated in units of the 

standard deviation of the channel content. In addition the 

number of iterations and the value of -*j- (QRED) are printed. 
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ft good fit will be characterized by low values of JJ^( < 1) 

and a random variation of the residuals across the fitting 

interval. In the case of Multiplets, it might happen that a 

peak in the interval remains unidentified and therefore results 

in -§i->l and a characteristic variation in the residuals - see 
IB— K 

fig. 5.3.4.5. The residuals are therefore checked for this 

characteristic variation, and if it is recognised that an extra 

peak should be added, accounts are kept of the changed number 

of peaks in the fitting interval and the iterations are re­

started with the new peak added. In this way it is possible 

to analyze multiplets with close-lying peaks - see fig. 5.3.4.6, 

PEAK NO. 2 0 
ITBR.NO. 6 

WKMXX 

Or RED). 2.026 

Fig. 5.3.4.6. Plot of doublet with clow-lyinq peaks. 

Experience has shown that in the case of fitting-intervals 

with two peaks convergence problems are often caused by one of 

the peaks being considerably smaller than the other. Because 

of poor counting statistics, the parameters for the small peak 

cannot be determined with the accuracy required for convergence. 

An attempt is therefore made to obtain a satisfactory fit by 



- 52 -

fitting only the larger peak with a Gaussian function, while 

the small peak is considered as a variation in the background. 

In this case the residuals are not checked for addition of 

another peak in the interval. 

It sometimes appears that the matrix froa the normal 

equations is not positive definite, and consequently the 

equations cannot be solved. One more attempt is then made by 

changing X to 100 and restarting the computations. 

5.4. Energy Determination and Isotope Identification 

A flow chart of the remaining computer analysis is shown in 

fig. 5.-..1. 
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r ig . S .4 .1. now chart for energy determination and Uotop* 
identification. 
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After each field measurement the approximate positions of 

about 20 of the most prominent peaks in the spectrum are noted: 

all the peaks originate from the naturally occurring radio­

nuclides. These positions and the corresponding energies 

provide input for a least squares fit with a third-degree 

polynomial, which establishes the relationship between channel 

number C and gamma energy E, 

2 ^ 
E = a,+ a,C + a»C* + a,C o 1 2 3 

(5.4.1) 

In the computations, each set of data is weighted with the 

reciprocal of the variance of the peak position as calculated 

from the non-linear least squares fit. 

An assessment of the calibration is made on the basis of 

two line-printer plots. In order to control that the deviation 

from linearity of the calibration is small, this difference is 

plotted versus channel number; an example is shown in fig. 5.4.2 

The deviation of the calibration from the input data is plotted 

for each of the calibration peaks; fig. 5.4.3 shows an example. 

(•PLOT Of OtVIHTIOM »OH LIMMITr OF CM.IWMTION POLIMMtM.«« 
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Fig. 5.4.2. Lineprinter plot of deviation of calibration 

polynomial from linearity. 
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Fig. 5.4.3. Llnaprlntar plot of deviation of calibration from 

Input data. 

For each detected peak in the. spectrum, the corresponding 

gamma energy is compared tc gamma energies from a library 

representing the naturally occurring radionuclides and a number 

of fallout radionuclides. Identification takes place when the 

difference between a listed energy and a measured energy is 

below 1 keV. 

The count rate for each peak identified as belonging to the 
238 232 

U series or the Th series is used to estimate the exposure 

rate and the concentration in the ground under the assumption 

of secular equilibrium. The results for each series are com­

bined using a weighted average, and the mean value x with the 

standard deviation a is calculated according to: 

x = 

'rh 
(5.4.1) 

and 

ø2 = 

~5 
(5.4.2) 

Figure 5.4.4 shows an example of the computer printout. 

A plot of the spectrum, where the detected peaks are marked 

and the identified peaks supplied with gamma energy and isotope 

designation, is optional. An example is shown in fig. 3.1. 

5.5. Performance of Method of Analysis 

Participation in an intercomparison of methods for pro­

cessing Ge(Li) gamma-ray spectra arranged by the International 
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Atomic Energy Agency provided the possibility of a detailed 

investigation of the performance of the computer program ANSP. 

The IAEA will issue an evaluation report after receipt of 

the results from the participants. This report will analyse 

the validity of the evaluation method of each participant and 

permit a comparison of different evaluation methods. 

The participants who have reported the results of their 

analyses of the test spectra have already received the correct 

results from the IAEA, and have thus been able to make a com­

parison themselves. 

5.5.1. Description of Test Spectra 

The test spectra all originate from experimentally recorded 

gamma spectra that have been subject to manipulations in a 

computer. Four types of test spectra are represented. 

1) One spectrum containing 20 single peaks with a good 

statistical precision serves as a reference. 

2) One spectrum with an unknown number of single peaks close 

to the limit of detection is used for testing the peak 

detection abilities of the method of analysis. 

3) Six spectra all identical except for differences due to 

counting statistics and each with 22 single peaks are used 

for testing the calculations of peak areas and positions. 

4) One spectrum containing 9 double peaks with various relative 

intensities and degrees of overlap is used to test the 

method of analysis for its ability to resolve the double 

peaks into their single components. 

As the spectra are produced by computer techniques used on 

original experimental spectra, all the positions and intensities 

of the peaks relative to those of the reference spectrum are 

known exactly without any experimental error. 

5.5.2. Analysis of Test Spectra 

The analysis of the test spectrum for peak detection yielded 

the result that no spurious peaks were found, while four true 

peaks were undetected. These peaks were among the smallest and 

hardly visible on the plot of the spectrum. 

The results of the analyses of the six spectra of type three, 

relative to the results of the analysis of the reference spec-
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trura, provided the basis for a detailed statistical analysis of 

the performance of the peak-fitting method. In each spectrum 

half of the peaks are situated on a high background and half on 

a low background, and for each of the two background categories 

six of the peaks are considerably greater than the remaining 

five. It was therefore natural to test the peak area evaluation 

method for the influence of peak size and the influence of level 

of background, and for possible interactions between the two 

factors. The 22 peaks in each spectrum were thus divided into 

4 groups totalling 24 groups for the six spectra. 

In the six spectra one of the peaks on the high background 

was situated close to the transition between the high and the 

low background, and the results for this peak had a greater 

deviation from the corresponding true values than the results 

for the other peaks. This is explained from the use of a linear 

background in the peak fitting - see equation (5.3.2.11). As 

similar background variations do not appear in gamma spectra 

from field measurements, it was decided to exclude the results 

for this particular peak from the statistical analysis. 

The quantity to be investigated was the ratio of the measured 

results to the true values. A three-sided analysis of variance 

of this quantity was performed with the computer program 

22) 
STATDATA testing the variations between the peak sizes, be­
tween the levels of the background and between the spectra. No 
statistically significant variations were observed; in all cases 
the probability fractile was less than 90%. This indicates that 
different peak sizes and levels of background do not bias the 
estimates of the peak areas when calculated by the peak-fitting 
method. 

The ratios of the measured results to the true results for 

the 126 peaks yielded a mean value of 0.990 + 0.005 (1 S.E.), 

which indicates the correctness of the estimated peak areas as 

the difference from unity is not statistically significant 

(P < 95%). 

The calculated errors of the peak areas and positions were 

investigated to see how they described the deviations of the 

measured values from <-he true values. From statistical theory 

it is known that if we repeatedly take samples from a normally 

distributed population and construct 95% confidence intervals 

for each sample, we can expect 95% of these intervals to contain 
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the true mean. The width of the 95% confidence interval equals 

about four standard deviations of the normal distribution, and 

for the 68% confidence interval it equals about two standard 

deviations. By considering the computed errors as standard 

deviations in the above-mentioned sense, confidence intervals 

were constructed to the measured values of the peak areas and 

positions, and the number of cases was registered where the 

intervals included the true values, although these do not 

necessarily exactly represent the true means. The result is 

shown in table 5.5.2.1. 

Tabl« 5.5.2.1 

Comparison batvsen calculated error« 

of pvek data and standard deviations 

Interval 

• 1 o 

» 2 a 

Honaal 

distribution 

it« 

»5l 

Errors of 

paek arsas 

•4« 

100« 

Errors of 

peak positions 

17« 

•tt 

It is seen that the calculated errors of the peak areas and 

positions are considerably greater than the true standard 

deviations of the results, and the figures indicate that the 

calculated errors of the peak areas approximately equal 2 true 

standard deviations, while for the peak positions the calculated 

errors approximately equal 1.5 true standard deviations. The 

reason for the deviation of the calculated errors from the true 

standard deviations is the non-analytical way of performing the 

data-fitting, as mentioned in section 5.3.3. 

The results of the analysis of the test spectrum with the 

double peaks showed that the peak-resolving capabilities of the 

evaluation method were unsatisfactory. Only two of the double 

peaks were resolved and these were the peaks in the spectrum 

that displayed the most obvious separation between the single 

components. The values of the estimated peak areas and positions 

deviated from the true values more than the calculated errors 

could account for. An explanation of this poor performance is 

possibly that a pure Gaussian representation of the data is 

inadequate for describing peaks with high counting statistics, 

especially in the case of doublets. Consequently the results 

of the analyses of multiplets in gamma spectra from field 

measurements are used with reduced weight. 
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6. RESULTS 

A measuring programme was prepared for the purpose of 

testing the overall performance of the mobile Ge(Li)spectrometer 

system. The validity of the results was investigated in two 

series of measurements: the study of a single location and the 

country-wide study of 10 locations. 

The Risø Health Physics Department annually collects soil 

samples from all over the country, and the results fro« the 

measurements of these samples were compared to the results from 

the field measurements. 

6.1. Comparison of Results of Measurements with Nal(Tl) and 

Ge(Li) Detectors 

Spectroscopic measurements were made with the Ge(Li) detec­

tor and the Nal(Tl) detector at 21 locations yielding estimates 

of the radionuclide concentrations in the ground. Comparison of 

these results revealed that the values from the Nal(Tl) measure­

ments were considerably higher than those from the Ge(li) meas­

urements. For potassium, uranium and thorium, the ratios be­

tween the results from the two types of measurements were 

1.07 + 0.01, 1.40 + 0.04 and 1.32 + 0.03, respectively, where 

the uncertainties equal one standard error of the means. 

These discrepancies were not explained by systematic errors 

in the calibration procedures, and therefore the radionuclide 

concentrations of the calibration pads shown in table 4.2.1.1 

were assumed to be the sources of disagreement. This could be 

further investigated as Ge(Li) spectroscopic measurements had 

been made of the calibration pads on the day that the Nal(Tl) 

detector was calibrated. By relating the measurements of th*» 

uncollided gamma flux to the concentrations of the radionuclides 

in the pads, estimates of these concentrations were obtained 

based on the calibration of the Ge(Li) detector system. 

The measurements were made with the center of the Ge(Li) 

detector placed 4 cm above the surface of the calibration pads. 

The spectra were first interpreted as if they had originated 

from usual field measurements. Corrections were then applied 

for each full energy peak in the four spectra taking into ac­

count the finite size of the calibration pads, the height of 
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the detector above the pads and the difference in composition 

between soil and concrete. The corrections were similar to 

those mentioned in section 4.2.2, but in this case they were 

exact. The results for the peaks in the two decay series were 

finally combined for each spectrum vising equation (5.4.1). The 

estimates of the concentrations of the radionuclides are shown 

in table 6.1.1. 

TaaUa t . 1 . 1 

n t l n i i i of tfta radionuclide concentrations 
of th« calibration pad* bassd on CaiLlj 

aatactar aeaauraawnta 

fac 

0 

1 

2 

3 

• I 

0 .7S 

4 . 5 

0 .»7 

0 . 1 3 

ppai 0 

0 . 7 » 

3 . 1 

» . 3 

l i t 

ppa Th 

1 .« 

2 . 0 

127 

2 . 3 

Of main importance are the estimates of potassium in pad 1, 

of uranium in pad 3 and of thorium in pad 2, as they yield the 

dominating diagonal elements in the matrix Q used for the cal­

culation of the calibration matrix h in equation (3.2.4). It 

is seen that these estimates, mentioned in the same order as 

above, constitute 93%, 87% and 84%, respectively, of the cor­

responding concentrations listed in table 4.2.1.1 on which the 

Nal(Tl) detector calibration is based. 

At this point it was recognized that the data from table 

4.2.1.1 referred to dry weight concentrations and that the 

potassium concentration of pad 1 was possibly 10% greater than 

previously reported . This information supported the esti­

mates of concentrations based on the Ge(Li) measurements and 

indicated a moisture content in the calibration pads of about 

15%. On this basis, the results of the Nal(Tl) spectroscopic 

measurements could not be used for checking the results of the 

Ge(Li) measurements, 

A re-calibration of the Nal(Tl) detector system was per­

formed using the new estimates of the concentrations in the pads, 

This yielded for the calibration matrix: 

6' 
3.43 0.45 0.16 

0.00 0.36 0.12 

0.00 0.01 0.14 

(6.1.1) 
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The values of the matrix coefficients A2,, A^, and A32
 a r e 

here in close agreement with the discussion of them given in 

section 3.2. 

The spectroscopic measurements made with the Nal(Tl) detector 

were re-evaluated using the new calibration, and these results 

were in better accordance with the Ge(Li) results than pre­

viously, but the Nal(Tl) results were still significantly 

greater than the Ge(Li) results. The average ratios between 

the results of the two types of measurements were 1.03 + 0.01, 

1.13 + 0.03 and 1.08 + 0.02 for potassium, uranium and thorium, 

respectively, where the uncertainties are standard errors of 

the means. 

These disagreements will be subject to further investigations. 

238 6.2. Investigation of the State of Equilibrium of the U 

Series in Danish Soils 

A large number of soil samples from the State experimental 
226 

farms were subject to investigations of their content of Ra 
238 and U in order to acquire a knowledge of the state of equi-

o o o 

librium of the U series in Danish soils. The field spectro­
scopic measurements will then in turn provide approximate 

238 
estimates of the U concentrations in the soil. 

226 
The determinations of the content of Ra in the soil 

samples were made from Ge(Li) spectroscopic measurements in the 

laboratory. The samples were contained in tin canisters, and 
226 

secular equilibrium between Ra and the principal gamma 
214 214 

em'tters Pb and Bi was achieved by ensuring that a mini­
mum of three weeks had elapsed from the closure of the canisters 
until they were measured. The total error of an individual 
2 2 ft 

Ra determination consists of a systematic error that is 

estimated to be 5% plus an error due to counting statistics 

which typically amounts to 2-3%. 
238 The determinations of the U concentrations in the soil 

were accomplished by irradiation of small samples with thermal 
neutrons in the research reactor DR 3 at Risø followed by 
measurements of the delayed neutrons from the fissioning of the 
2 "i c 16) 

U nuclei '. This technique is based upon the fact that, 
for natural uranium, the ratio of the concentrations of the two 

23c 238 
isotopes U and U is constant. The total error for this 

determination is estimated to 10%, while the error due to 

counting statistics alone amounts to 3-4%. 
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The analyses of 207 soil samples yielded an estimate of the 

238, 

226 
mean value of the ratio between the concentrations of Ra and 

U in Danish soils of 0.96 + 0.02. The stated standard error 

of the mean, which is small due to the large number of soil 

samples, is dominated by the systematic error estimated to 9%. 
2 38 

The U concentrations in Danish soils (pCi/g) are therefore 
226 on the average approximately equal to the corresponding Ra 

concentrations. 

6.3. Study of a Single Location 

A series of field measurements was performed at Skydebanen, 
2 

which is a pasture area of approximately 0.1 km that has been 

used to graze cattle for more than 30 years. The area was 

chosen because it is situated close to Risø and because it 

enters into the annual soil sampling programme for the deter­

mination of fallout caesium and strontium. Furthermore, as the 

location has been left undisturbed since the years with high 
137 levels of atmospheric fallout, the depth distribution of Cs 

in the soil is well approximated with an exponential distribu­

tion, as documented by the laboratory measurements of the soil 

samples. The ground roughness is characterized as that of an 

ordinary plowed field, in terms of the categories from table 

3.1.5.1, and the particular sites for the field measurements 

were chosen where larger surface irregularities were minimal. 

The soil was investigated for its attenuating properties for 

gamma radiation and the results are given in section 4.1.4. 

The purpose of the measurements was to check the repro­

ducibility of the detector system and to investigate the 

validity of the estimated radionuclide concentrations in the 

soil. 

6.3.1. Results of Field Measurements 

A total of six field measurements was performed at Skyde­

banen and the results are given in table 6.3.1.1. 
137 The evaluation of Cs in the soil is based upon the true 

depth distribution as inferred from the laboratory analyses of 

soil samples and upon the effects of the ground roughness at 

the sites. 
137 

The exponential distribution of Cs in the soil was deter­
mined from two depth profiles having a mean relaxation length 
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Tit le 6.3.1.1 

Reeulte of f ield awetureatenta et Skydebanen 

Dat* 

Oct. 7 1»7» 

Apr. 15 1»77 

»pr. 15 l»77 

Apr. 1» l»77 

Apr. 25 1*77 

Ray 15 1*77 

Counting 
time 

{hours) 

1.1 

0.7 

1.5 

2.] 

o.» 

:. .5 

Unweighted Mean 

Standard deviation 

Standard error 

<pCl/g) 

10.5*0.3 

10.5.0.4 

10.3*0.7 

10.7*0.2 

10.3.0.3 

10.0.0.3 

10.4 

0.2 

0.1 

"S. 
(pCl/8) 

0.31*0.02 

0.17*0.03 

0.37*0.01 

0.31*0.01 

0.37*0.02 

0.37*0.02 

0.37 

0.01 

0.002 

Th 

(pCt/q) 

0.44*0.0.' 

0.44*0.0« 

0.47*0.02 

0.45*0.01 

0.31*0.02 

0.42.0.01 

0.43 

0.03 

0.01 

1 3 7 C . 

(•Cl/ka2! 

• » • • 

7S*» 

73*» 

70*« 

•1*11 

57*7 

74 

14 

t 

of 5.6 cm, which combined with the previously determined soil 

density of 1.78 g/cm yielded a depth distribution parameter 
2 

of f*/Pg = 0.10 cm /a. From fig. 4.1.3.1 this parameter value 

yielded the calibration factor Nf/S-, which gave estimates of 
137 2 mCi Cs per km . These estimates were finally corrected for 

the reduction of the uncollided gamma flux due to the ground 

roughness as estimated from table 3.1.5.1. A reduction factor 

of 0.7 5 was adopted for an ordinary plowed field. 

The uncertainties of the results of the individual measure­

ments stated in table 6.3.1.1 are error estimates from the 

computer analyses of the gamma spectra for the naturally oc-
137 curring radionuclides, while for Cs an additional error of 

5% is included due to the uncertainty of the depth distribution 

parameter a/pg. The relative standard error of the mean value 

of a was 6% and for p it was 3%, totalling 7% for a/p . From 
s s 

fig. 4.1.3.1 it follows that this error of a/p corresponds to 

an error of 5% of the value of N,/S& in question. 

The reproducibility of the estimates of the radionuclide 

concentrations in the soil is well documented from the results 

of the measurements that cover a period of more than 7 months. 

The reason for the interval of 6 months between the first and 

the second measurement is that shortly after the first measure­

ment the detector suffered a malfunction of an electrical con­

nection inside the cryostat. This was especially inconvenient 

as the analysis of the first gamma spectrum from Skydebanen revealed the presence of shortlived fallout isotopes: 131 I, 
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1 3 2 I , 140Ba and 140La. The fresh fallout originated from the 

first passage of the cloud of debris from an atmospheric nuclear 

weapons test performed by the People's Republic of China on 

26 September 1976. The quantitative results of the field 

measurements of these isotopes were in reasonable agreement with 

the gamma spectroscopic measurements performed in the laboratory 

of precipitation collected in the same period. The detector was 

returned to the manufacturer for repair. This took almost four 

months and resulted in a replacement of the detector crystal. 

6.3.2. Results of Laboratory Measurements 

Gamma spectroscopic measurements were made in the laboratory 

of two types of soil samples from Skydebanen with the intention 

of comparing these results with the results from the field 

measurements. The two types were untreated soil samples and 

treated soil samples. 

Measurements of untreated soil samples yielded results that 

are most directly compared with the results of the field measure­

ments as the latter refer to in situ soil. Measurements of 

treated soil samples were made as part of the regular programme 

of investigating the accumulated fallout in the soil. 

The sampling technique consisted of the collection of 8 

cores with a diameter of 62 mm whereafter the individual depth 

segments were composited. The treated samples were allowed to 

dry in the laboratory for a few days, whereafter the part that 

passed a 2 mm mesh was baked at 100 C for 24 hours and finally 

homogeneized for 4 hours in a blending machine. Thus larger 

particles, e.g., stones, are not included in the samples. 

The measurements of the soil samples were made as outlined 
137 in section 6.2. With regard to Cs, the total activity in 

each sample was estimated and related to the total area of the 

8 cores and this gave estimates of mCi Cs per km at the 

different depth intervals in the soil. The results of two such 

profiles of the 137 Cs distribution are shown in table 6.3.2.1, 

Table 6 .3 .2 .1 

Cl distr ibution In l o l l tram Skydebanen (mCl/km2) 

1975 

1977 

0-10 Ol 

57 

41 

10-20 a» 

11 

9 

20-30 cm 

2 

1 

l 0-30 cm 

73 

53 

Relaxation 

length (cm) 

6.0 

5.3 
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The mean value of the two estimated relaxation lengths was 

used for evaluating the Cs concentrations from the field 

measurements. 

The results of the measurements of the treated soil samples 

collected at Skydebanen from 1971-1977 are shown in table 

6.3.2.2, and the results of the measurements of five untreated 

soil samples are shown in table 6.3.2.3. 

T«bl« ».3.2.2 

Results of laboratory mtssursstsnts of trsstsd soil ssstplss collscesd st Skydebanen 

*\ (pCl/„ 

2 2 4 R S IpCl/ql 

2 3 2 T h ( p C l ' g ) 

1 3 7Cs(mcl/>u«2> 

1*71 l » 7 i 

i s . : i i « . i 

0 . 5 3 

0 . 4 2 

»5 

0 .5» 

0 . 6 ) 

77 

1»73 

I t . 4 

0 .50 

0 .5« 

»7 

1»74 

15 .2 

0 . 5 5 

o.»« 

»3 

1*75 

13 .1 

0 . 5 1 

0 .*2 

75 

1»77 

-

-

-

53 

Uvan 

1 5 . « 

0 .53 

O . s l 

10 

SD 

1 .4 

0 . 0 ] 

0 . 0 4 

1« 

SE 

0 . . 

0 . 0 1 

0 . 0 2 

s 

Table 6.3.2.3 

Result« of laboratory measurements of untreated »oil samples collected at Skydebanen In 197? 

40K (pCl/g l 

2 2 6 R s (pCl /g ) 

2 3 2 T h (pCl /g ) 

1 

10 .4 

0 . 3 8 

0 . 4 3 

2 

9 .7 

0 .34 

0 .40 

3 

10 .2 

0 .37 

f .44 

4 

12 .5 

0 . 3 3 

0 . 4 1 

5 

13 .1 

0 .3« 

0 . 4 « 

Mean 

1 1 . 2 

0 . 3 * 

0 . 4 4 

SD 

1.5 

0 .02 

0 . 0 3 

SE 

0 . 7 

0 . 0 1 

0 . 0 1 

6.3.3. Comparison of Results 

It is difficult to assess how well the collected soil 

samples represent the soil that is measured in a field measure­

ment. The area contributing to the uncollided gamma flux 1 m 

above ground is quite large even for uniformly distributed 

sources, but the depth in the soil from where this flux orig­

inates varies considerably with gamma-ray energy and with the 

distance to the detector. This is depicted in fig. 6.3.1.1, 

which shows the depths in the soil from where the uncollided 

gamma flux is attenuated 90% and 50%, respectively, for various 

gamma-ray energies as a function of the horizontal distance to 

the detector. For simplicity, the attenuation in air is neg­

lected. 

For gamma rays with an energy of 1500 keV entering the de­

tector at an angle of 45°, which means that they originate from 

the soil 1 m horizontally from the detector, the figure shows 
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E 
o 
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^ lO 1 
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o. 
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3000 krt/ 
1500 k<*/ 

'r~M0"keV 
: 1500 kiv 
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50% attenuation 

300 ""key" 

10 r i 10s 

HORIZONTAL DISTANCE FROM DETECTOR. D (m) 
Fig. i.3.1.1. Depths in soil (cm) where the uncollided ; M I 

flux for various gan»a-ray energies is attenuated 90* and 51%, 

respectively, as a function of horizontal distance to the 

detector (m). 

that more than 90% of this uncollided flux comes from the first 

20 cm of the soil and that more than 50% of this flux comes 

from tl̂ e first 6 cm. The angular distribution of the uncollided 

gamma rays causes 2/3 of thi3 flux to originate more than 1 m 

horizontally from the detector for uniformly distributed sources, 

and for exponentially and surface-distributed sources this frac­

tion is greater than 2/3. This means for the naturally occurring 

radionuclides that the first 10 cm of the soil yields a domi­

nating contribution to the uncollided gamma flux 1 m above ground, 
137 while for exponentially distributed Cs it is the first 2 cm 

only. 

The untreated soil samples were collected from the first 

20 cm of the soil and composited as the intention was to com­

pare the results for the naturally occurring radionuclides only. 

As seen from tables 6.3.1.1 and 6.3.2.3, the differences 

between the mean concentrations of K, Ra and Th are not 

statistically significant, and the comparison therefore yields 

no basis for not accepting the assumption that the results of 

the field measurements give the true radionuclide concentrations 
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for in situ soil, accepting the results of the laboratory 

measurements as valid. 

Comparison of the results for the naturally occurring 

radionuclides from the field measurements and from the labora­

tory measurements of the treated soil samples (table 6.3.2.2) 

shows that the laboratory measurements yield considerably 

higher results than the field measurements, while for Cs the 

results for the two types of measurement are not significantly 

different. 

It must be emphasized, however, that the values of the 
137 

Cs concentrations from the field measurements depend upon 

the reduction factor, which describes the gamma flux reduction 

arising from the ground roughness at the site, and the choice 

of an appropriate reduction factor relies on a somewhat sub­

jective judgement of the surface conditions at the site. 

With respect to the naturally occurring radionuclides, the 

ratios between the mean values of the results for the field 

measurements and for the laboratory measurements are 0.68+0.03 , 

0.70 + 0.02 and 0.68 + 0.04 for 40K, 226Ra and 232Th, respect­

ively, where the uncertainties are standard errors. The in­

significant differences between the ratios indicate that the 

results from the field measurements are as self-consistent s 

the results from the laboratory measurements, but the average 

ratio of 0.69 represents a considerable difference between the 

two types of measurement. The difference is probably explained 

by the fact that the field measurements refer to in situ soil, 

while the laboratory measurements refer to treated soil. 

In order to obtain a quantitative estimate of the fraction 

that is removed from the soil samples during treatment, 12 

samples from Skydebanen were investigated and the ratios of the 

weights of the samples after treatment to the weights before 

treatment yielded a mean value of 0.61 + 0.02 (1 S.E.). This 

means that on the average 39% of the soil collected was not 

included in the treated soil samples. 

The ratio between the concentrations of naturally occurring 

radionuclides in the untreated soil and in the soil after 

treatment depends on the concentrations in the fractions re­

moved. If the concentrations were negligible, the ratio would 

be expected to approximate a value of 0.61 and if the concen­

trations were dominant, the ratio would be expected to exceed 
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unity. Therefore the observed ratio of 0.69 between the results 

of the field measurements and the results of the laboratory 

measurements is possibly explained by relatively low concen­

trations of naturally occurring radionuclides in the discarded 

stones compared to the concentrations in the remaining soil. 

It must be noted that in the case of fallout the results 

for the two types of measurement are directly comparable, as 

the part of the collected soil samples that is removed only 

contains sources of natural origin. 

6.4. Country-wide Measurement 

A series of field measurements was performed in June 1977 

at 10 of the State experimental farms, which are situated as 

shown in fig. 6.4.1. 

The purpose of the measurements was to quantify all detected 

radionuclides at the sites and to compare these results with the 

results from the laboratory measurements of the collected soil 

samples, and furthermore to investigate the validity of the 

exposure rate estimates as evaluated from the field spectro­

scopic measurements. 

6.4.1. Results of Field Measurements 

In 1975 a detailed soil sampling programme was carried out 

where samples were collected of both cultivated soils and un­

cultivated soils at the State experimental farms. It was thus 

intended to perform the field measurements at the sites from 

where the soil samples were collected in 1975 and accordingly 

to make two field measurements at each locality. 

While carrying out the on-site measuring programme it was 

discovered that the majority of the previously uncultivatd soils 

had been cultivated since the samples were collected in 1975. 

Nevertheless it was decided to make measurements at these loca­

tions as the only effect of cultivation is to alter the depth 

distribution of the fallout radionuclides in the plowing layer. 

The results for the naturally occurring radionuclides are 

shown in table 6.4.1.1. 

It is noted that the results for the two sites at each 

locality are generally in good agreement. This was to be ex­

pected as the distance between the two sites only exceeded 1 km 

in the case of Abed. 
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Fi<j. 6.4.1. State experimental farms In Denmark. 



- 70 -

raDie « . 4 . 1 . i 

o c c - r n n q r a d i o n u c l i d e s IR t n a s o l i a t tha S t a t e e i i p * r m e n t a l farms and a t Skydebanen 

e s t i m a t e d f r o * f i e l d neaaurenants ipCl /9 ) 

Jlar.g I 

N a c l l J * sr 
Stud* 
S i r i 

Jynde-
&3UIR I Askov vad 

Blar.9 
s t a d - ; Tys -
tjård i t o t t « 

Ledre- I Skyde-
borq I banan Abed 

Tornby-[ , 
<jird I Sean SE 

•4 

"S 
2 3 2 - . 

! 15 .2 >>.7 7 .1 : 12.•> I 14.2 

; O.50 0 .3» I 0 . 1 1 i 0 .47 j 0 .55 

n.i 

0 . 4 * 

12.5 14 .» 1.0 ' 

0 . 0 4 ! 

3 = 0 . 2 0 0 .50 ! 0 .4« 0 . 1 » 0 . 5 2 I 0 .5» ! 0 . 5 4 

j C.51 I 0 .5« 1 0 . 4 ) 0 . 1 1 

0 .57 , 0 .70 ! 0 . 4 5 1 0 . 1 7 0 . 0 5 I 
- r - -r 

2 2 6 -

6 5 .4 

39 0 .1« 

10 .7 I ( . 4 

0 .43 I 0 .31 

7 . 2 [ 10 .4 14 .0 J D . 2 

I 

I 

35 i 0 .20 [ 0 .43 0 .35 

0 . 1 1 

0 .17 

0 . 4 * I 0 .52 j 0 .71 ; 

0 . 3 * i 0 .58 0 . 5 ) I 

10 .4 j « . 5 ' 1 1 . s 

0 .37 I 0 .2» 1 .37 

0 . 4 ] 0 .3« j 0 . 67 

0 .10 j 

0 . 4 0 0 . 1 5 1 0 . 0 5 i 

On two occasions, however, the field measurements were made 

during rainfall and this caused a wash-out of the radon daughters 

in the air. In these cases (Studsgård cultivated soil and 

Ledreborg uncultivated soil) the soil content of 226Ra was 

overestimated because of the surface deposition of radon 

daughters. 

The measurement at Tornbygård of uncultivated soil yielded 
226 a significantly higher Ra concentration than the measurement 

of cultivated soil. A possible explanation for this is that 

the site of the uncultivated soil was very close (< 30 m) to a 

spring whose water is known by local people to contain radium, 

but no investigation was made of this matter. 

The significant difference between the results for the two 

sites at Abed was caused by the atypical soil composition at 

the site of the uncultivated soil. It had a large content of 

organic matter with a correspondingly small content of minerals. 

The results for the fallout radionuclides 137Cs, 95Zr and 
95 
Nb are shown in table 6.4.1.2. 
For the cases where the measurements were made over arable 

137 
land, the distribution of Cs was known to be uniform down to 

a depth of 20 cm corresponding to the depth of the plowing layer. 

Furthermore, as the detector in a field measurement would only 

register negligible contributions from 137Cs buried deeper than 

20 cm (fig. 6.3.1.1), it was justified to consider the distri­

bution of Cs as uniform overall, and the concentrations are 

therefore given in pCi/g. 

Only for uncultivated soil at Skydebanen and at studsgård 
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TrtU t.t.l.l 

Fa l i c i t radionuriida-a in tha aotl at tha Stat* raaarlawntal <araa and at MydaDaina« aatlMtt«! tztm timid 

e 

•t 

»1 

3 

•o 

• 
• > 
3 
U 
C 
13 

r r 

»•JC; i*»i unit 

-» t pet <§ 

" « j.ci,imJ 

1J'c» 1 pcwa 

l l"c. L e w . . 2 

" i . .c. ».J 

Kb I»C t;ka 

3. 21 

4 .« 

: .2 

••> . 2 » 

i .§ 

2.« 

Studa-
lår« 

0.2S 

4.4 

2.0* 

J.I 

*.« 

H u 

o.l» 

2.: 

2.i 

0.«a 

2.0 

1 

aahov »a«" 

0.21 

2.2 

4.2 

0.JI 

0.2« 

2.« 

0.1» 

2.* 

5.2 

alaa« 
ataa-
aac« 

0.22 

2.2 

1.2 

e.i« 

2.2 

1.« 

1 T 

Tya- La«ia-
tafta kar« 

0.U 

2.* 

2.* 

O.lt 

1.2 

2.0 

0.1« 

HD 

•0 

0.11 

1 .0 

2.« 

aaaaa 

-

7.* 

1.2 

2.« 

—— 

kaa« 

O.li 

as 

2 • 

0.2« 

1.2 

1.4 

Tain* if-
«ai< 

0.17 

2.3 

2.4 

0.27 

1.« 

J.O 

n*aa 

C.20 

:. 2 

j.J 

0.2* 

2.0 

J.4 

-f 
0.04 

0.* 

0.14 

0.* 

St 

0.01 

0.1 

0. J 

0.0! 

0.2 

o.s 

HD: not detected 

• calculated ttmt a depth distribution rere*et«r of I/J - 0.10 <=• /.$ 

was the distribution well approximated with an exponential 

distribution; at both locations with a depth distribution 

parameter of a/pg =0.10 cm
2/g. At Studsgård the rather high 

estimate of 260 mCi/km was probably caused by a thick covering 

of heather at the site. Like lichen, heather is a perennial 

plant with a large surface and it might therefore accumulate 

fallout. The covering of heather would thus represent a 

source elevated above ground and therefore yield a significant 

contribution to the 662 keV gamma flux 1 m above ground. 

The fallout radionuclides Zr and Nb originating from 

the atmospheric nuclear weapons test performed on 17 November 

1976 by the People's Republic of China were assumed to be 

distributed directly on the surface of the ground. The concen­

trations were close to the limits of detection and the evalu­

ation of the peak areas was furthermore complicated by the 

presence of close-lying peaks from the naturally occur*, tng 

radionuclides. As the gamma-ray energies of Zr and 95Nb are 

only about 100 keV higher than the gamma-ray energy of 13'Cs, 

the results were evaluated using the reduction factors from 

table 3.1.5.1 to account for the ground roughness at the sites. 

It is noted that the ratios between the concentrations of the 

two nuclides at the sites reasonably well approximate a value 

of 1.9, which is the theoretical ratio between the nuclide 
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concentrations corrected for a period of 7 months elapsing since 
their formation. 

95 It i s believed that the relat ively high estimates of Zr 
95 and Nb for the uncultivated so i l at Studsgård are caused by 

the covering of heather, as mentioned above. 
The results for the estimates of exposure rates are given 

in table 6 .4 .1 .3 . 

Estimate* of «>tposure 

Locality 

cult. 

Tylstrup 
uncuit. 

cult. 

Studsgård 

uncu1t. 

cult. 

Ødum 

uncuit. 

cult. 

Askov 

uncuit. 

cult. 

Jyndevad 

uncuit. 

cult. 

Blanqitedglrd 

uncuit. 

cult. 

Tystofte 

uncuit. 

cult. 

Ledreborg 

uncuit. 

Skydebanen uncuit. 

Tult, 

A hed 

uncuit. 

cult. 

Tornbyglrd 

uncult. 

n*«n 

SD 

5E 

Table 6.4.1.3 

ratci at the State experimental f 

*\ 

1.9 

1.9 

1.0 

0.6 

C I 

21«, 

M r t « 

0.7 

0.7 

0.6 

0.4 

0.9 

0.8 

!\7 

0.6 

0.3 

0.3 

0.9 

0.9 

1.1 

1.0 

0.9 

1.3 

0.7 

1.0 

0.4 

1.1 

2.6 

0.9 

0.5 

0.1 

Th 
series 

0.B 

1.0 

0.6 

0.6 

1.4 

1.2 

1.2 

1.0 

0.5 

0.5 

1.5 

1.1 

1.« 

1.6 

1.5 

1.5 

1.2 

1.« 

1.0 

2.0 

1.9 

1.2 

0.« 

0.1 

Fallout 

0.1 

0.2 

0.2 

0.7 

0 .1 

0.1 

0.1 

0.2 

0.1 

0.1 

0.1 

0.3 

0.1 

0.1 

0.1 

0.1 

0.1 

0.1 

0.2 

0.1 

0.2 

0.17 

0.14 

0.03 

arms and at Skydebanen fuR r.) 

Terrestrial 
e»r"^>>re 
rate 

3.5 

3.8 

Total 
exposure 
rate 

7.6 

8.0 

2.4 6.6 

2.4 6.9 

4.8 

4.3 

3.8 

3.1 

2.2 

2.2 

4.9 

4.2 

5.4 

5.3 

4.9 

5.1 

3.8 

5.0 

3.0 

5.9 

6.9 

4.2 

1.) 

0.3 

».0 

8.5 

8.1 

7.5 

6.6 

6.5 

8.9 

8.5 

9.5* 

9.3* 

9.0* 

9.4* 

8.2* 

9.2* 

6.9* 

10.1 

10.7 

8.1 

1.2 

0.3 

Dif­
fer 
rnce 

4.1 

4.2 

4.2 

4.5 

4.2 

4.2 

4.3 

4.2 

4.4 

4.3 

4.0 

4.3 

4.1 

4.0 

4.1 

4.1 

4.4 

4.2 

3.9 

4.2 

3.8 

4.18 

0.17 

0.04 

• Measured with a Mgn pressure ionization chamber 
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For each locality, the individual contributions from the 

naturally occurring radionuclides and from the fallout radio­

nuclides are given as estimated from the recorded gamma spectra. 

The sum of these contributions yields the terrestrial gamma 

exposure rate. The total exposure rate at the sites is estimated 

from measurements made with the Nal(Tl) detector used as a total 

count scintillometer (described in section 4.3), and in a few 

cases direct measurements were made with the high pressure 

ionization chamber. Finally, the difference between the esti­

mates of the total exposure rate and the terrestrial exposure 

rate is given for each locality. 

On the average it is estimated that the terrestrial exposure 

rate consists of a contribution of 45% from K, 22% from the 
lis 2^2 

U series, 29% from the Th series and 4% from fallout. 

6.4.2. Results of Laboratory Measurements 

The soil samples collected in 1975 at the State experimental 

farms were taken down to a depth of 50 cm. For the cultivated 

soils, the samples were taken from 0-20, 20-30 and 30-50 cm and 

for the uncultivated soils from 0-10, 10-20, 20-30 and 30-50 cm. 

The samples were collected and treated as outlined in sec­

tion 6.3.2. 

The mean values of the results from 0-50 cm are given in 

table 6.4.2.1. 

Table t.4.2.1 

Results of laboratory measurements of soil samples collected In 197) at the State enper&Mmtal fares and 

at Skydebanen IpCl/ql 

Nuclide 

"« 

I i24R. 
1 I i 2 i 2Th 

, 3 u7,-,* 

, ,- .. — 

z ;J"». 

I |-Th 

Tyl­
strup 

9.4 

0.26 

0.25 

0.2a 

f -• 

11.5 

0. 32 

0.30 

Studs-
gird 

t.« 

0.23 

0.22 

0.2a 

r 
5.9 

0.27 

0.29 

Ødum 

14.7 

0.45 

0.52 

0.24 

- " 
10.9 

0.34 

0.35 

Askov 

*.• 

0.J7 

0.37 

0.21 

1.7 

0.33 

0.34 

Jynde­
vad 

10.6 

0.2» 

0.2« 

0.21 

i.5 

0.14 

0.15 

Blana 
sted' 
?lrd 

13.7 

a. s« 

0.«4 

0.20 

| .. 
11.7 

0.64 

0.47 

Tys­
tofte 

1J.7 

0.57 

0.65 

0.24 

1 

13.5 

0.4« 

0.46 

Ledre­
borg 

lt.O 

0.5s 

0.75 

0.17 

15.a 

0.53 

0.65 

Skyde­
banen 

-

. 

-

-

13.3 

0.52 

0.62 

Ated 

11.5 

0.5« 

0.70 

0.15 

\-
11.a 

0.»7 

0.(5 

Torr.by-
9lrd 

It .t 

0-79 

o.ai 

0.1« 

-i 

9.3 

1.03 

0.5a 

! 1 i 
! ! 1 

near, j sr> J H | 
! 1 ' 

12.4 1 3.2 ' I.C J 

0.47|C.l»|0.0« j 

0.52 0.21 0.07 ! 

9.22 0.1) 5| 0.01 1 

*•- f — » 

10.1 j!." |0.« 

| 1 
: .50 ^.2«j 0.1a 

•).44l'>.l7n.-5 

•Values for 9-20 cm 
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For comparison with the results of the field measurements, 

only the values for Cs for cultivated soils from the depth 

0-20 cm are used, and for the uncultivated soils the values are 

omitted as the two types of measurement yielded incomparable 

results. 

A sample was collected at Skydebanen of surface soil on 

18 May 1977 fcr the determination in the laboratory of the 
95 95 

concentrations of Zr and Nb. The results yielded estimates 

of 1.4 mCi/km2 of 95Zr and 2.8 mCi/km2 of 95Mb. 

6.4.3. Comparison of Results 

The results of the two types of measurements were combined 

by forming the ratios between the results of the field measure­

ments and the results of the laboratory measurements. An analysis 

of variance of these ratios made by the computer program STATDATA, 

showed no significant variation between the cultivated soils and 

the uncultivated soil, and the ratios were therefore composited 

for each nuclide at each locality. The mean values are shown 

in table 6.4.3.1, and the result of the analysis of variance of 

these ratios is shown in table 6.4.3.2, where SSD denotes the 

sum of squares of deviation: E(x-x.) , f the degrees of freedom, 
2 2 

s the variance, v the ratio between the variance in question 

and the residual variance, and P the probability fractile of 

the distribution in question. 

The variation between nuclides was not significant (P < 90%), 

but the variation between locations was highly significant 

(P > 99.99%). As seen from table 6.4.2.2, the mean of the 

ratios varied from 0.73 at Skydebanen to 1.12 at Tystofte. 

Table 6.«. 3.1 

Average values of ratios between results of the field measurements and results of t)te laboratory 

xeasurejnerts cf soil from the State experimental farms and from Skydebanen 

! 

; Ty»-
»uclide tofte 

*°« 
"Sa 

»3™ 
1 ) 7c. 

•lean 

1.01 

i . l t 

1 1.26 

0.82 

[ 1.12 

Studs­
gård 

0.9~ 

1.00 

0.90 

0.89 

0.92 

ødum 

0.95 

1.11 

1. 11 

0.79 

1.02 

ASKOV 

0.97 

0.91 

1.10 

0.75 

0.95 

Jynde­
vad 

0.95 

1.10 

0.99 

1.1« 

1.0? 

lit 

0. »1 

0.66 

0.»1 

1.10 

0.88 

Tys­
tofte 

1.04 

1.0« 

1.08 

0.71 

0.97 

Ledre­
borg 

0.84 

i.12 

0.7« 

0.82 

0.89 

Skyde­
banen 

0.76 

0.71 

0.70 

-

0.73 

Abed 

0.71 

0.66 

0.66 

1.00 

0.76 

Tornby-
glrd 

1 .13 

1.12 

1.07 

0.89 

1.05 

Mean 

0.94 

1 .00 

0.94 

0.89 

0.94 
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Tabla t.4.3.I 

Ana ly »la of varlanca of tha ratio« batman tha raaulta of th« 

ftaid aaaauraaant« and tha raaulta of th* laboratory aaaauraaanta 

Variation 

Batwaan nuclldaa 

Batman locat ion! 

Raaalndar 

SSD 

0.301 

4.557 

10.1M 

f 

3 

10 

110 

«2 

0.100 

0.454 

0.051 

2 
V 

1.74 

7.*0 

» 

<»0l 

»•».**t 

In section 6.3.3 a mean ratio of 0.69 was obtained at Skyde­

banen by comparing the results of the field measurements with 

the results of the laboratory measurements averaged over five 

years. It was pointed out that the low value of the ratio might 

be explained by the removal of stones during treatment of the 

collected soil, assuming that the concentrations in the stones 

of the naturally occurring radionuclides were significantly 

lower than the concentrations in the remaining soil. 

It is believed that the significant variations observed be­

tween the locations in this study are due to differences in soil 

composition of the above mentioned nature, but the matter re­

mains to be further investigated. 
95 95 The estimated concentrations of Zr and Nb at Skydebanen 

evaluated from the field measurement made on 15 May agree well 

with the results of the laboratory measurements made of the soil 

samples collected on 18 May. The levels of fresh fallout in 

the western part of the country seem to be somewhat higher than 

in the eastern part, which is in agreement with observations of 

the precipitation. 

226 
6.4.4. Overestimates of Ra in the Soil due to Radon 

Daughters in the Air 

The atmospheric concentrations of radon daughters will, as 

previously mentioned, cause the field measurements to yield too 
226 high estimates of Ra in the soil. A quantitative evaluation 

of these overestimates is possible from a knowledge of these 

atmospheric concentrations. 

Measurements of outdoor concentrations in Denmark of radon 

daughters in the air have yielded values of typically 0.01 pCi/1 
37) under conditions of normal atmospheric turbulence . In these 
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cases it is justified to assume constant concentrations in the 
18) lower atmosphere , and the resulting uncoilided gamma fluxes 

at ground level are therefore calculated from a semi-infinite 

cloud model. 

The uncol l ided gamma f l u x , <t>, a t ground l e v e l i s g iven by: 

$ = / / S(4TTIO X exp(-u R)2nirsine d6 dR, ( 6 . 4 . 4 . 1 ) 
9 o o 

where S is the atmospheric concentration of radon daughters, u 

the linear attenuation coefficient for gamma rays in the air, 

R the distance from the detector to the infinitesimal volume 

element, and 0 the angle between vertical and the R-vector. The 

integration yields: 

$ = S/(2u ), (6.4.4.2) 

and by inserting the gamma yield f, $ is expressed in units of 
2 

photons/cm /s: 

<J> = 3.7 * 10"5 • f • S/(2u ), (6.4.4.3) 

where f is in units of photons/disintegration, S in units of 

pCi/1 and p, in units of cm 
214 As the gamma rays of 352 keV and 609 keV from Pb and 

214 
Bi, respectively, are the most dominant, only the gamma 

fluxes for these energies are calculated. 

352 keV: S = 0.01 pCi/1 

f = 0.35 photons/dis. 

u = 1.2'10"4 cm"1 

a 
<J> = 5.4'10" 4 photons/cm 2/s 

609 keV: S = 0.01 pCi/1 

f = 0.43 photons/dis. 

u » l.O'lO-4 cm"1 

a 
-4 2 

$ = 8.0*10 photons/cm /s 
The response of theGe(Li) detector to sources in the upper 
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half-space is smaller than the response to sources in the lower 

half-space because of the additional shielding from the detector 

cryostat and the dewar. The angular correction factors, N*f /N # 

for the upper half space were determined experimentally with a 

point source and yielded values of 0.82 and 0.83 for the en­

ergies 352 keV and 609 keV, respectively. The resulting full 

energy peak count rates, N'f , from concentrations of 0.01 pCi/1 

of radon daughters are thereby obtained: 

N'f = (N'f /N0)(N0/<j>)$, 

352 keV: 0.82 • 6.20 • 5.4 * 10-4 = 2.7 • 10~3 cps 

609 keV: 0.83 * 3.60 • 8.0 • 10~4 = 2.4 * 10~3 cps 

226 
If these count rates are interpreted in terms of Ra in 

the soil, both energies yield estimates of 0.0073 pCi/g. 

It is therefore seen that atmospheric concentrations of 

0.01 pCi/1 of radon daughters during a field measurement cause 
226 the concentrations of Ra in the soil to be overestimated by 

an amount of 0.0073 pCi/g, which compared to the average con­

centration in Danish soils of 0.45 pCi/g amounts to 1.6%. At 

Jyndevad atmospheric concentrations of 0.05 pCi/1 of radon 
37) daughters were observed under conditions of inversion , and 

in such a case a field measurement here would overestimate the 
226 

concentration of Ra in the soil by approximately 20%. Ir. 

cases of normal atmospheric turbulence, however, the overy 

estimates are negligible. 
6.4.5. Discussion of Exposure Rate Estimates 

The validity of the exposure rate estimates from the 

spectroscopic measurements in the field is tested by comparing 

the terrestrial exposure rates to the total exposure rates and 

observing the difference between the two. Under the assumption 

that the estimated exposure rates adequately describe the true 

ones, this difference must be interpreted as the exposure rate 

in air from the cosmic radiation at sea level, because the 

altitude above sea level at each of the sites was less than 100 m. 

As seen from table 6.4.1.3, a remarkable consistency charac­

terizes the difference between the two exposure rates for the 

sites, especially considering the large variations in the total 

exposure rate estimates. This indicates that the exposure rate 
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from terrestrial sources is adequately accounted for by the 

estimates of exposure rate from the individual natural sources, 

and it thus supports the results of the field measurements. 

The mean value of 4.18 + 0.04 yR/h for the difference is in 

agreement with the 95% confidence interval of the zero intercept 

(3.83-4.27 yR/h) from the calibration of the Nal(Tl) detector 

used as a total count scintillometer described in section 4.3. . 

It must also be noted that the value of the zero intercept of 

4.05 yR/h represents a slight underestimation of the total 

exposure rate in air, without the presence of terrestrial 

sources, because of the small response of the Nal(Tl) detector 

to cosmic-ray secondaries , and because of the small contri­

bution from the potassium in the detector assembly. 

The exposure rate of 4.18 yR/h, however, is 16% higher than 

the value for the total cosmic-ray ionization in air at sea 
381 level adopted by UNSCEAR , but even the most recently reported 

ionization chamber measurements differ by 30-40%, and an average 

of eight reported values since 1960 is equivalent to 4.21 

yR/h
39). 

The assumption of the validity of the exposure rate esti­

mates from the Ge(Li) spectrometer system is therefore accepted. 

6.5. Performance of Equipment in the Field 

The only major practical problem encountered concerns the 

operation of the Ge(Li) detector under varying weather condi­

tions. The stability of the system is affected by temperature 

variations at the preamplifier, but when the preamplifier has 

adjusted to the outdoor temperature, no significant changes in 

the detector resolution are observed with counting times of up 

to 3 hours. In cases of high humidity in the air, however, the 

system becomes inoperable due to electrical noise, that orig­

inates from leakage currents between the electrical connections 

to the detector, which is supplied with a high voltage of 3.5 

kV. The electrical noise effect was observed during measure­

ments in foggy weather and during heavy rainfall. It is there­

fore planned to provide an airtight packing for the preamplifier 

and the connections to the cryostat. 
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7. SUMMARY AND CONCLUSIONS 

A mobile spectrometer system for field measurements of 

environmental gamma radiation using Ge(Li) and Nal(Tl) detectors 

was described. The methods for the evaluation of the recorded 

gamma-ray spectra were outlined and the results of the calibra­

tions presented. 

A computer program for the analysis of the recorded Ge(Li) 

spectra was worked out and its performance evaluated by the 

analyses of test spectra provided by the International Atomic 

Energy Agency. In the case of single peaks, the results proved 

satisfactory, while for doublets the results deviated more 

from the true values than the calculated errors could account 

for. This is probably explained by the use of a simple Gaussian 

representation of the peaks. An investigation of this can be 

made by the incorporation of a more complex fitting function in 

the program. 

The intended test of the results of the Ge(Li) measurements 

with the results of the Nal(Tl) measurements was not accom­

plished because of problems with the calibration of the Nal(Tl) 

detector. 

A great number of soil samples from all over the country 
238 were investigated Tor the state of equilibrium in the U 

series and an average ratio of 0.96 + 8.11 between the amounts 
2 2fi 238 

of Ra and the amounts of U was obtained. 

The validity of the results from a series of repeated 

measurements with the Ge(Li) spectrometer system at a single 

locality was confirmed by the comparison to laboratory measure­

ments of collected soil samples. The results of the field 

measurements were also compared with the results of laboratory 

measurements of soil samples prepared for the determination of 

accumulated fallout. This revealed significant differences for 

the naturally occurring radionuclides, while for 137Cs the 

results were in reasonable agreement. The observed disagreements 

are probably explained by the removal of moisture and stones 

from the collected soil samples. 

A series of country-wide field measurements made in June 

1977 yielded average 95Zr and Nb concentrations of 2.1 and 

3.4 mCi/km , respectively, resulting from the atmospheric nuclear 
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weapons test performed on 17 November 1976 by the People's 

Republic of China. The results for the naturally occurring 

radionuclides from the field measurements were compared with 

those from laboratory measurements of collected soil samples 

prepared for detection of fallout. The differences were highly 

significant. Also in this case the explanation was believed to 

lie in the removal of considerable portions of the collected 

soil samples. Measurements were made at each site of the total 

exposure rate, which was compared to the exposure rate from 

terrestrial sources as estimated from the spectroscopic measure­

ments. The validity of these estimates was strongly supported 

because the difference, caused mainly by the cosmic ray con­

tribution, between the two exposure rates proved practically 

invariant (4.2 uR/h) for all the sites. 
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APPENDIX 

DERIVATIONS OF THE UNCOLLIDED GAMMA FLUX ABOVE GROUND 

PER UNIT CONCENTRATION OF SOURCE FOR VARIOUS DISTRIBUTIONS 

1. Exponentially Distributed Source 

The flux is given by the expression 

V 2 . 
J 
h 4n R 

Sn exp[ - a(RcosØ -h )J 
* = J J - 2 • cxp[-u h/cose-u_(R-h/cosB)> 

cosø 

2TT R2 s ine dR dø . (1) 

By rearranging we obtain 

IT/2 -

$ = SQ/2 / exp(-vah/cos8) sine / expf-a(RcosG-h) 

cose 

- u.(R-h/cose>] dR de (2) 

n/2 • 

= S /2 / exp(-y h/cos6)sine / exp[-(acose + p„)R 

cose 

+ (o + ps/cos8)h] dR d6. (2) 

The R-integration is of the form 

Jexp(ax + b) dx = a" exp(ax • b) , 

and we therefore obtain for the last integral in equation (3) 

r exp[-(ni;os9 + p.)R + (a + y_/cose)hli 

8 S ~acos8 + p ) 
Ji 
cose 
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exp[-(acos6 + p } h/cos6 + (a + u /cos6)h] 
S ø 

acosG + u 
s 

(4) 

acosB + u * s 

Inserting this in equation (3) yields 

ir/2 

* = / ft « . 
o 

where 

,. S sine exp(-p h/cos6) 

3$ 2(acose + u ) * 

By substituting u = cose, du = -sine d9 we have 

S 1 exp(-v h/u) 

• • • # „ / = m £ — * • 

The variable is further substituted by v = u h/u, dv -
2 -u h/u du , which yields for equation (5): 

3 

^ P a h / e X P ( ~ V ) j d v <6> 
p a h (QHah/v + ps)v 

S 

" U" p h U M a " v «Ma««i»»Pa/ii8-
-£u ah J eXp(-v)[ * - h(ah; , .]dv (7) 

o J e xP(-v: d v - o J exp(-v) 
2a »h V *« y h V h a n^ a

/ l Js 
a 3 

Substituting x --* v + ahp3/u_, dx = dv for th<? last integral 

yields 
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(9) 

By introducing the exponential integral of n'th order defined 

by 

En(t) = t"-
1 / S E l a l d y , (10) 

t y 

we obtain for equation (9): 
S 

* = if [ El ( l la l )" e x p ( a h l ia / ys ) Elivah + o h u
a/u s>] • U D 

2. Surface Deposited Source 

The surface distribution is derived from the exponential 

distribution by letting a •*• <». This yields for the differential 

angular flux from equation (4): 

d* So 
= ^- tane exp(-y,h/cos8) , (12) 

and the flux is obtained by integration 

S IT/2 
<t> = -j2 J tane exp(-u h/cos8) d8 . (13) 

o 

2 
By substituting u=u h/cos6, du=ii hsinø/cos 8 d8*u tane d8 

a a 

we have 

= 1 ? «al=fiLdu . ^ 2 E l ( P a h ) . (i4) 
ya n 

3. Homogeneously Distributed Source 

rhe homogeneous distribution is obtained from the exponential 
distribution for the case of o = 0, which yields for the dif­
ferential angular flux: 
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U » ̂ 2_ sine exp(-pah/cose) - (15) 

The flux is obtained by integration: 

So TT/2 

+ = •£- f sine expt-pjj/cose) de , (16) 
s o 

2 2 and by substituting u=u h/cos8, du=u hsin9/cos 6 d6=u sin9/(u h)d6 

we have: 

• " W- »*h ' h
 S 2 E 5 I H I d u " 2T- *2<".h> • <17> 

*s uh u *s 
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