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ON IMPLEMENTING A HOMOGENEOUS INTERIOR-POINT
ALGORITHM FOR NONSYMMETRIC CONIC OPTIMIZATION

Anders Skajaa; John Bagterp Jogrgensen* and Per Christian Hansen*

January, 2011

Abstract

Based on earlier work by Nesterov, an implementation of a homogeneous infeasible-start
interior-point algorithm for solving nonsymmetric conic optimization problems is presented.
Starting each iteration from (the vicinity of) the central path, the method computes (nearly)
primal-dual symmetric approximate tangent directions followed by a purely primal centering
procedure to locate the next central primal-dual point. Features of the algorithm include
that it makes use only of the primal barrier function, that it is able to detect infeasibilities
in the problem and that no phase-I method is needed. The method further employs quasi-
Newton updating both to generate (pseudo) higher order directions and to reduce the number
of factorizations needed in the centering process while still retaining the ability to exploit
sparsity. Extensive and promising computational results are presented for the p-cone problem,
the facility location problem, entropy problems and geometric programs; all formulated as
nonsymmetric conic optimization problems.

Keywords: convex optimization, nonsymmetric, conic optimization, homogeneous model, infeasible-
start, interior-point algorithm.

1 Introduction

In this paper we are concerned with conic optimization problem pairs of the form

min, c’z max, s by
PRIMAL st. Ar=b DUAL st.  ATy+s=c (1)
relk se K, yeR™

where x,c € R*, A € R™*" b € R™, K C R" is a proper cone (i.e. it is convex, pointed, closed and has
nonempty interior) and K* = {s € R" : sT2 > 0, Vo € K}, its dual cone, which is also proper. We are
further assuming that m < n and that A has full row-rank.

These problems are well described and many interior point methods for different variants of these
problems exist, see for example [4, 5, 25, 21, 14].

When replacing K in (1) with R’ , we obtain the simplest case: Linear Programming (LP). Solution
methods for LP have been studied for long in different settings and until the emergence of interior point
methods (IPMs), the most prominent method was the simplex method, developed by Dantzig in the 1940s.
The introduction of 1PMs is usually ascribed to Karmarkar [12] in 1984 and since then, research in the
area has been extensive.

In [17] it was studied how to extend the ideas of 1PMs to the nonlinear case. The papers [18, 19]
showed that problems of the type (1) are efficiently solvable using symmetric primal-dual 1PMs when K
admits a self-scaled barrier function F: K° +— R. In [11], Giiler demonstrated that such cones are limited
to those that are homogeneous and self-dual; a class that encompasses just five cones of which only
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three are interesting for optimization. Specifically: the positive orthant (leading to LP), the Lorentz cone
(leading to second order cone programming) and the positive semidefinite cone (leading to semidefinite
programming).

These three self-scaled cones allow for modelling of a great variety of constraints and with the existence
of a unique scaling point [18, 19] for each primal-dual pair, symmetric primal-dual interior-point methods
(pDIPM) can be constructed and very efficiently implemented [1, 2, 23].

However many constraints do not fall in this class. Examples include entropy type constraints:
zlogz < t, p-cone constraints: ||z||, < ¢, and constraints arising in geometric programming [5]. Some
of these constraints can be modelled using self-scaled cones, but this usually requires the introduction of
many extra variables and constraints [4].

Theoretically, one can solve problems involving any convex constraint using a purely primal barrier
method and still obtain an algorithm with the best known complexity. However, such an algorithm
is known to be practically less efficient than a pDIPM. Other approaches are also possible and special
algorithms for certain problems exist [25, 27]. An approach known to be effective for general convex
problems is to solve the monotone complementariy problem, see for example [3].

However, it may be beneficial to model non-symmetric constraints more directly using non-self-scaled
cones, such as the power cone or the exponential cone. This approach was employed by Nesterov in [16].
He proposed a method that mimics the ideas of a PDIPM for symmetric cones by splitting each iteration
into two phases. First, a pure primal centering (or correction) phase is used to find a primal central point
x and a scaling point w. These points are used to compute a feasible dual point s such that an ezact
scaling relation is satisfied: s = V2F(w)z. Second, a true symmetric primal-dual affine-scaling step (or
prediction step) is taken.

Extending the algorithm of [16], we propose in this paper a primal-dual interior point algorithm for
a homogeneous model of (1). This approach has been succesful for self-scaled cones [26, 2, 22] because
it implies the following desirable properties: Ability to detect infeasibility and ease of finding a suitable
starting point, removing the need for a phase I method. In addition to this, we suggest using BFGS-
updating of the Hessian of the barrier function to obtain a pseudo-second order approximate tangent
direction (ATD) and to speed up the centering process.

For all problems that we consider, X will have the form K = Ky x --- x Kx where each K; is either
a three-dimensional proper cone or R;. We assume that a logarithmically homogeneous self-concordant
barrier function (LHSCB) F for K, its gradient VF and its Hessian V2F are available and computable in
polynomial time for all x € K.

The paper is organized as follows: We first list a few well known properties about LHSCBs and then
we introduce notation and present our algorithm. We give a proof of convergence and then suggest some
heuristic improvements to speed up convergence. Finally we present computational results for several
problems.

2 Properties of LHSCB
We assume that F': £° — R is a LHSCB for K with parameter v. This means that for all x € K° and
t>0:
F(tz) = F(z) — vlogt.
It follows that the dual barrier of F', denoted F'* and defined for s € K* by F*(s) = sup,cc{—s’z — F(z)},

is a LHSCB for the dual cone K*. Using the Hessians of F' and F™*, local norms on K and K* can be defined:

gl = \/gT (V2F(x))g, forg,zeKk (2)

|hl|x = \/hT(V2F*(s))h, for h,s € K*. (3)

Properties of F' and F* include (see e.g. [18, 19]):
V2F(z)r = —VF(z) (4)
re K= —-VF(z)e K" (5)
t'VF(z) = —v (6)
V2F*(~VF(z)) = V*F(z)™* (7)
(8)

lz]le = v.



It is well known that the Dikin ellipsoid [4] is feasible. That is:
zek = Wk ={ulu—=zl. <1} CK (9)
and we have similarly for the dual cone that
seK* = W*(s)={h|h—s|[ <1} C K* (10)
If x € K, we have by (5) and (10) that
WH=VF(@)) = {h, [h+ VE@)|[* gpy < 1} € K. (11)

We are going to need the following identity:

IV2F(2)gll* ¢ p(ay = e \/ TV2F (2)V2F*(=VF(2))V2F (x)g

@\ JgTVEF(2) V2 ()1 V2 F (2)g

©)
= llglla- (12)

3 Notation

Generally z denotes an aggregated variable (z;7;y;s;k) € R +n+l and w denotes an aggregated
variable of the type (z;7;y; k). Semicolons indicate vertical stacking of column vectors.
Let

0 A b
G=| 4T o0 ¢
A |
and notice that G is skew-symmetric: G = —GT. We will use the following abbreviations:
r(z) = (rp(2);rp(2);ira(2) = Gly; 2;7) — (0555 1)
Ax — br
= —ATy —s+er

—cle+bTy -k
(2) = |e"e = bTy| / (= +[b7y])
p) = —ATy+ uVF(x)+cr
1/)(«2, p) =s—pV2F(z)z
(z) = (z"s+7K) /(v +1).

z

w(z
When needed, we will use a superscript, e.g. z(*), to denote iteration counter and a subscript, e.g. zj, to
denote the jth element of the vector z.
4 Homogeneous algorithm
For a parameter p > 0, the primal barrier problem corresponding to (1) is
mzin e+ pF(z), st. Az =10b (13)

and the KKT conditions of this problem can be stated as follows: If z € K is optimal for (13), then
Jds € K*, y € R™ s.t. that

Arx —b=0 (14)
—ATy —s+¢c¢=0 (15)
s+ uVF(z)=0. (16)



The points that satisfy (14)-(16) are known as the primal-dual central path and it is easily seen that they
satisfy b7y — cT'ow = 2Ts = pv. The idea of the barrier method is to solve (13) for a decreasing sequence
of u’s, thus obtaining a sequence of points with duality gap decreasing to zero and hence eventually being
approximately optimal for (1).

In practice it is more efficient to take steps that are combinations of the direction approximately
tangent to the central path (ATD) and the direction pointing towards the central path (the centering
direction). After each step, p is updated and the procedure repeated. Thus the iterates are guided by the
central path, but not necessarily on it and such a method falls in the category of path-following methods
or PDIPMs. We obtain different methods depending on the strategy for updating p and how close the
iterates are kept to the central path.

When K is self-scaled, PDIPMs can compute symmetric search directions. Here symmetric refers to
the search directions (and thus the iterates) being the same regardless of whether the roles of the primal
and dual problems in (1) are interchanged [24]. Thus no particular emphasis is put on either the primal
or the dual problem, which is a desireable feature of an algorithm.

In the case when K is not self-scaled, this symmetry is lost. Instead, the idea of [16] is to split each
iteration into two phases: 1. Prediction phase: Starting from a central point, compute a symmetric ATD
and step in this direction and 2. Correction phase: compute a new central point using a purely primal
iterative procedure.

In this paper, we propose solving the homogeneous model of problems (1) using the same two phases.
We thus introduce two extra non-negative scalar variables 7 and x and seek to find z = (x; 7;y; s; k) such
that

Az —br =0 (17)
~ATy —s+er=0 (18)
—cTr+bTy k=0 (19)
rek, sek, yeR™, 7>0, k> 0. (20)
Lemma 1. Assume z = (x;7;y; s; k) satisfies (17)-(20). Then
(i) z is complementary. That is: (v + 1)u(z) = 2Ts + 76 = 0.
(i) If 7 > 0 then (z,y,s)/T is optimal for (1).

(iii) If k > 0 then, one or both of bTy > 0 and ¢’z < 0 hold. If the first holds, then (1) is primal-
infeasible. If the second holds, then (1) is dual-infeasible.

Proof. (i) Observe that we can write (17)-(19) as G(y; x; 7) — (0; s; k) = 0. Pre-multiplying this equation
by (y;z;7)T gives 2Ts + 7k = 0. (@) 7 > 0 implies & = 0 and hence by (19): T (y/7) — cI'(z/7) = 0.
Further dividing (17) and (18) by 7 we obtain (14) and (15) respectively. Thus (z,y, s)/7 is optimal for
(1). (iii) If Kk > 0 then 7 = 0 so Az = 0 and ATy + s = 0. Further ¢’z — b7y = —k < 0 so not both
cl'z and —bTy can be non-negative. Assume —b’'z < 0. If (1) is primal-feasible then there exists # € K
such that AZ = b. But then 0 > —bTy = —z7 ATy = 275 > 0, a contradiction. We can argue similarly if
'z <0. O

Lemma 1 shows that any solution to (17)-(20) with 7 4 x > 0 provides either an optimal solution to
our original problems (1) or a certificate of infeasibility of (one of) the original problems. See [13] for
further details.

Let 2 satisfy (20) and let p(9) = p(2(9)). Parametrized by v € [0, 1], we will define the central path
of problem (17)-(20) by

r(z)= r(=") (21)
s = —yuOVF(z) (22)
rh= ). (23)

The central path connects the initial point (v = 1) with a solution of (17)-(20) (y = 0). The ATD 2’ is
then determined by differentiating (21)-(23) w.r.t. v and reusing (21)-(23):

r(2') = —77'r(2) (24)
s +ypuOV2F(z)z’ = —y71s (25)
'k + KT =—y"11k. (26)



Our algorithm computes 2z’ by solving the linear system of equations (24)-(26). We then compute 2 =
z + az’ where a is determined via a line search method such that £ € K, § € K* and 7,4 > 0 and such
that % is not too far away from the central path (see Section 5.1.1). We then let v = pu(2)/u(2(?)) and
compute a new primal central point T by solving (21)-(23) approximately using Newton’s method, with
% as the starting point. After that, we use ™ to determine a new primal-dual feasible point 2T and then
repeat. Algorithm 1 shows this entire procedure in detail.

Algorithm 1 Basic homogeneous algorithm

Input: Initial point z(°) = (x(o); 7(0); 4(0). 5(0), Ii(o)) and barrier function F.
for k=0,1,2,... do
Residuals: Compute r(2(*)) and rff)
Stopping: If stopping criteria satisfied: break
ATD: Solve the following system for d*) = (d&’“% d(Tk), dg(,k), dgk), d,(.gk)):

r(d®)) = —r(z®) (27)
A9 ) 4 g0 () — () o (8) (28)
puV2E (2 d®) gt = —s*) (29)

Line search: Compute a step size a(®)
Update: 27 := 2(0) 4 o®q*) and p:= p(2*)) and fg) =rp(2)
Centering phase:
Set wi” = (273 7%y k) 1= (300 g5 58)), BO) = 00 and A® = oo
for 7=0,1,2,... do
Residuals: Compute rgj) = Téj)ligj) —pand ry’ = rc(ng)) — fg)
Compute B = (|ri’’| < p1) A (13" < p2) A (AP < pa) A (89 = 1)
Stopping: if B = true, set N := j and break.
CDIR: Solve the following system for 60) = ((L@; (59); 63(}); 5,9)):

()
2

(TP((S(j))Q D (5(j))) = (0;0) (30)
B 46970 = 1) o)

Line search: Compute a step size SU+1)

Update: w£j+1) = ng) + BU+D§E) and AUFTD = ||5:(pj)|| )
end for ‘
Primal-dual lifting: Set s**1) = —ATyéN) + CTc(rN) — f(Dk)
Update: 21 = (), 70V V) gkt 1), IV

end for

5 Analysis of Algorithm 1

5.1 Approximate Tangent Direction

Let us first list some properties of the approximate tangent direction defined in (27)-(29). For ease
of notation in this section, we are going write ¢ for (2, ) = s*) — uV2F(2*))z(*) and drop the
superscript iteration counter.

Lemma 2. Assume z and d satisfy (27)-(29). Then

(i) dls +xlds +2Ts = dLe (33)
(ii)  (x+d.) (s +ds)+ (T +d)(k+d) =0 (34)
(iii)  dids +d-d; = —dlp. (35)



Proof. (i): We get dXs+2Tds+2Ts 2 dTs + 2T (—s — pV2F(z)d,) +2T's, which, after reduction, gives
dI(s — uV2F(z)z) = df4. (ii): Equation (27) is equivalent to r(z +d) = 0 or G(y + dy;x + dy; 7 +
dr) — (0;s +ds; £+ dy) = 0. Pre-multiplying with (y + dy; @ + dy; 7+ dr)T gives (34). (iii): Follows from
expanding (34) and using (33) and (28). O
Lemma 3. Denote 2 = z 4+ ad. Then

r(2)=(1—-a)r(z) (36)

5 dT+y
u(2) = (1 —au(z) + ol —a) 2 (37)
Proof. Equation (36) follows directly from elementary linear algebra. To show (37):
w+Duiz) = (z + ad,)T (s + ady) + (7 + ad,)(k + ad,)
= 2Ts + 764 a(ds + xTd,)
+a(rdy + kdy) + o®(dlds + d.d,;)
Lemma 2 2ls +1h 4+ a(—x s+dTw)
+a(=Tk) + o*(=dy )
= (1—a)(a's+ 1K) +a(l - oz)d?;d)
which after dividing by (v + 1) gives (37). O

5.1.1 Line Search

After computing the search direction, we determine a step size a using backtracking line search [6] to
ensure that € I, § € K* and 7,4 > 0. To stay near the central path, we also require

H( IVF (@ )||0;K(iZuVF >H i witho e 01l -

This neighborhood is related to the proximity measure ||u~ts + VF(z) 1" v p(z)- See e.g. [21], Thm. 3.7.1

for a discussion.

5.2 Centering Process

Let o = p(2 (’“)). After the ATD-step, the goal of the centering process is to find a primal-dual feasible
point z that (approximately) satisfies the equations

r(z) = r(E®) (39)
s = —AVF(z) (40
TR= i (41

where [ is fixed throughout the centering process.

We solve problem (39)-(41) by using Newton’s method. Because of the nonsymmetric nature of this
problem, we are not going to require that all iterates stay primal-dual feasible. Instead, we require that
all primal iterates be in I, but not that the dual iterates be in I*. For this reason, we eliminate s from
the equations (39)-(41) and get the step equations

A8Y) — b3 =0 (42)

760 +b765) — 60 =0 (43)

TC(J)(SS) + kD69 = i — 7D ) (44)

AVEF(z0)89) — AT6D) + e69) = rp(2)) — re(wl)). (45)

We then let ng D ng ) + 88U where 3 is a step length determined by a line search procedure using
the merit function

0(2) = lrp(2™)) = re(we) oo + |75 — pl.



Let p1, p2 and p3 be tolerances. We terminate the process when

[r1] = [Teke — i < p1 (46)
Irp(2®) = re(we)llse < p2 (47)
102 ]lz. < p3 (48)

p=1 (49)

Lemma 4. The centering problem (39)-(41) can be solved to precision (46)-(49) in polynomial time using
Newton’s method with the worst case complezity O (4(Z2)).

Proof. See [9] and [17], Sec. 2.2, Thm 2.2.3 and comments on page 27. O

Notice that ¢(2) is bounded by the neighborhood requirement (38), thus putting an upper bound on
the computational effort needed to solve the centering problem.

5.3 Primal-dual lifting

After having solved the centering problem to the desired accuracy, we compute a dual point s* 1 and
we thus have a new primal-dual point z(*+1):

s+ = _ATy(N) 4 or(N) f}’;) (50)
S+ (xéN);TéN);yﬁN);s(k-H); HEN)).
Lemma 5. The new primal-dual point satisfies:
r(z 0Dy = (20,
Proof. Follows from using elementary linear algebra with (42), (43) and (50). O
Lemma 6. If p3 < v+ 1, the new primal-dual point satisfies

(k41 _ 5] <« _PL
p(E0) = u(e9)| < L

Proof. Because of (48) and (49), we have
W) = (V=1 4 §(V=1)
I8N =D -1 < ps < v+ 1.
From (45), we also have:
_ - N-1
AV2F ( (N— 1))5(1\7 1) AT(S?SN 1)+657(_N 1):_ré )
/~Lv2 ( (N— 1))({E£N71) _ 5:(6N71)) _ Sk+1. (51)
We then see that
(v + Dpu(z*+D) = (sz (z N =D (V=D 5g(EN71)))TxEN)+TC(N)H£N)
_ (sz (zV=D)(z(N-D 5£N71)))T($¢(:N71)_’_6:(CN71))+TC(N)H£N)
v = 18N v ) + R

= (4D — o1 (N1 + 7R — i

||°°

and hence
1682w ()
(k+1) (k) al 1
p(zT) = p(2) o —
oy 1
< (2 =
w(z )+V+1



Lemma 7. The next ¢ satisfies

[ o < pa.
Proof.
PkHD) = g+D) g2 p(g (kD)) (k1)

@ gty 4 AV F(zk+1)

= —ATyN) 4 orN) =1 4 AT R (2 (V)
= ro(wM) — fg;) =

1™ = re (™) = #5)|[o0 < po-

Lemma 8. If p3 < 1 then the new dual point s*+1) is dual feasible.
Proof. By (32) we have

M_ls(k"'l) + VF(ac(N_l)) = —VQF(x(N_l))ég(EN_l)
and so

||/l715(k+1) + VF(x(Nil))Hivp(ng*l)) = ||V2F(x(N*1))5§EN*1)||*

L 16N v

(48)
=AM < gy <1

—vF@N V)

We know by (5) that —VF(z" ™) is a dual feasible point. So by (11), u~'s*+1) is dual feasible, which

implies that s(*t1) is dual feasible.

5.4 Convergence

O

The lemmas above imply the convergence of Algorithm 1. Assuming that F' is sufficiently regular, there

exists £ > 0 such that ¢ is a lower bound on all step lengths [6], i.e.
VEk o) > ¢
Using lemma 3 and (52), we see that, in a worst case sense, getting
Ir(zFF D) < ellr(z )]
would take on the order of O (£~ 'log (1/e)) iterations for e < 1.
Lemma 9. Let n € (0,1) and assume that we in all iterations can obtain
(@B < (1 + 1)u(=0)
then
(D) < (1 5e?)* (=),
Proof. Tf pu(zF*1) < u(2), then by lemma 3 and (53)
P < (1= a1+ a®)u().
If, on the other hand, p(z**1) > u(2(®), then by lemma 6, we get

(v + Du(=0) < (0 + Dp(zP) + py

<
< v+ 1)1 - a®)(1+a®)u0) + py.

(52)

(53)



So by choosing p; = (1 —n)(v + 1)u(z*) (a(k))z, we get either way

v+ Du*) < (v + 1)1 = (@) + (1= n)(@®)?)u(z™) + py
< (4 1)1 —ne%)pu=")
< (4 1)1 - 1)k pu®)

and hence p(z*F+D) < (1 — 7752)k (@), .
So to reach the user specified tolerance € < 1, we require

log e
k> —°2"
~ log (1 —né?)

Remark 1. We ensure that the assumption (53) holds in the following way: After computing an ATD
step, we check the inequality (53) and if it does not hold, we take more centering steps thus decreasing
l¥]lco (see lemma 7). Eventually (53) will hold. In fact, all of our computational experience with this
algorithm shows that (53) always holds as long as s(F) is dual feasible, which is ensured by lemma 8.
In practice, this safeguard was therefore never activated. It is possible that (53) can be shown to hold
generally under certain assumptions.

Remark 2. In [16], a slightly different new primal-dual point z(**1) is used. The next primal point
is instead zF+D) = V7D _ 5VD while V2F is evaluated at 2V Y. This way, the ezact scaling
relation (51) holds which would imply 1*+1) = 0. With this choice, we would obtain a much simpler
right hand side in (37) of lemma 3. However, because the homogenous self-dual model ties the primal
and dual problems together via the variables 7 and «, it would not be possible to choose a combination

of y#+1) 7(+1) and x(**+1) in such a way that e.g. lemma 5 would still hold. Further, it certainly makes
)

=0 (£ 1og(1/e)) .

intuitive sense that it is more beneficial to use the better primally centered xS;N
Our computational experience indicates that this is better in practice.

Remark 3. Although the two lemmas 3 and 9 indicate that 4 and the residuals rp, rg and rp decrease
to zero at different rates, we observe in numerical experiments that d. is of much smaller magnitude
than (v 4 1)u. Thus we always see p*+t1) ~ (1 — a)u®) in practice.

as the next primal point.

6 Heuristic improvements

In this section we introduce and motivate two heuristic methods to speed up convergence.

6.1 Higher order ATD using BFGS updating

Since each iteration of the centering process is as costly as computing a single ATD, it may be worth invest-
ing more computational effort in obtaining a search direction that incorporates higher order information.
This could lead to a greater decrease in u thus saving many future centering steps.

Let us denote the central path by z(u). The ATD defined in (27)-(29) can be considered an approxi-
mation to the tangent to the central path at u, i.e. z’(u). Let us write the system (27)-(29) as

K(z,1)2'(n) = (2, 1) or 2'(n) = K(z,0) " ¢z, 1) =: f(z, ).

The central path is thus the solution of the ordinary differential equation defined by z'(u) = f(z,p1). A
step in the approximate tangent direction is then the same as taking one Euler step for this ODE. We can,
however, obtain a direction that contains, for example, second order information by computing a stage-2
Runge-Kutta direction dy, remembering that each evaluation of f requires solving a system of the type
(27)-(29). Such a direction is defined by

2= (1= 55 ) £ + g (G (0) 654)
where ¢ = z(p) +0hf(z, 1) (55)

and where h is the stepsize possible in the direction f(z,u) and 6 € (0,1] is a parameter. The choices
6 =1/2 and 6 = 1 correspond to the classical midpoint and trapezoidal rules respectively [7].



Our experience shows that this approach reduces the total number of iterations as well as the number
of factorizations needed for convergence, even though two factorizations are needed to compute ds.

We can, however, restrict ourselves to just one factorization by using in place of V2F((,) the BFGS
update [20] of V2F(z). This requires only the extra evaluation of VF((,) and extra back-substitutions.
In the next section, we show how this can be done without destroying sparsity in the KKT-system.

6.2 BFGS updating in the centering process

Solving either for a centering step or an ATD step requires the factorization of the sparse n X n matrix
H := V?F(x) and of the possibly sparse m x m matrix Q = AH'AT. To reduce the total number of
factorizations needed in the centering process, we suggest taking J BFGS steps for each normal centering
step.

Let us show how this can be done computationally efficient. Let B and M denote the BFGS approxi-
mation of the inverses of H and Q respectively. Conceptually, we update B to BT using BFGS updating,
a rank-2 updating scheme: BT = B + k(W voT + k(™ wwT . In order to keep the ability to exploit sparsity
of A and @, we do not actually store B or M but simply the Cholesky factors of the most recent H and
@ and the sequence of BFGS update vectors. More specifically, for ¢ < J, let B@ be the ¢’th update of
H1 e

BW = 1c~T 4+ wAwT

where ¥ = [v), .. 0@ w®  w@] A= diag(/cgv)7 R k((f), kgw)7 . kéw)). Then we compute prod-
ucts such as B(Yr by means of

BWyr =10 Tr) + ¥ (A(WTr)) .

For M, the situation is similar:

M@ — (AB(Q)AT)f1

= (A(H' + WAWT)AT) ™

= (Q+ A7)
where & = AV¥. By the Sherman-Morrison-Woodbury formula, we get
M@ = Q9 l'-Q e (A‘l + @TQ—1(I))*1 oTQ 1.
We can thus compute products like M (D7 by
M@y = Q-1 (I _ (A—l n (I)TQ—I(I))*l (I)TQ—l) ,
=D7'DT (r—@ (A +@"D ' DT9)  eTD D Ty)

where we remark that 1) only two columns are added to ® in each iteration so that only two new
backsubstitutions in the product D~!D~7® need to be made, 2) A is diagonal and thus cheap to invert
and 3) the matrix (A~! + ®TD~'D~T®) is only of size 2¢ x 2¢ and is therefore also cheap to invert.
Using this approach, we need to address how to terminate the centering process. An obvious way is to
allow termination only after a normal centering step (that is, not a BFGS step), when the criteria (46)-(49)
are satisfied. This, however, means that each centering process will involve at least one full centering step.
Alternatively we can, after each BFGS step, check if ||rc — fDH*_VF(I) < fip3. If so, we know that the
next dual point is dual feasible (see (50) and lemma 8). Notice that because of (7), the norm |v]|* ¢ F2)

can be computed as (v H ’11))1/ 2. Computing this number requires the evaluation and factorization of
H. However, since H is blockdiagonal, this operation is cheap. In fact, it is possible simply to analytically
compute H~! at each z, since H is block diagonal with block sizes 3 x 3.

We finally remark that whether or not it is beneficial to take BFGS steps, and if it is, how many
should be taken, depends on the cost of building and Cholesky factorizing AH ' AT relative to the cost of
subsequent backsubstitutions. This ratio depends on the dimension and sparsity pattern of A, so we can
not say anything about it before knowing A. Since the dimension and sparsity pattern of AH AT are
the same regardless of the stage of the algorithm, it is possible to determine the above mentioned ratio
at initialization time and that way determine how many BFGS steps should be taken in each iteration of
the centering process throughout the algorithm.
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Algorithm 2 Homogeneous algorithm with heuristic improvements
Input: Initial point z(0) = (2(0);7(0);4(0); 50), £©)) ) 7 6§ and F.
for k=0,1,2,... do
Residuals: Compute rgjk), rgc), rg) and rgc)
Stopping: If stopping criteria satisfied: break
ATD1: Solve the system (27)-(29) for d*) = (dék); at®), dg(,k); dgk); dgk)).
Line search: Compute a step size h
ATD2: Compute the second order direction dék) by (54)-(55) using h, BFGS updating and reusing
the factorization from ATDI.
Line search: Compute a step size a*)
Update: 2(F) .= »(k) 4 a(’“)dgk) and p := p(2%)) and fg;) =rp(2)
Centering: Compute iterates as in Algorithm 1 but take J BFGS steps for each normal step, stopping
according to Section 6.2.
Primal-dual lifting: Set s**1) = —ATygN) + CTC(,N) — f(Dk)
Update: z(k+1) = (ng);TC(N);ygN);s(kH);/ng))
end for

6.3 Modified algorithm

Our improved algorithm, which is shown in algoritm 2, implements the pseudo higher order direction
described in Section 6.1 and in addition, it takes J BFGS steps as described in Section 6.2. We allow
stopping after a BFGS step if ||rc — 7p||" ¢ F(z) < fps because this seems most effective on the problems
we consider. However, we remark that this may not be the case for all problems.

7 Computational results

In this section we present results from running Algorithms 1 and 2 on different test problems. We first
introduce the nonsymmetric cones needed for our test problems and then present the test problems.
Finally, we include tables with numerical results and discussion.

7.1 Two three-dimensional nonsymmetric cones

In the rest of this paper, we are going to be considering problems involving the following two nonsymmetric
convex cones.
The three-dimensional exponential cone is defined by

Kexp = closure {(z1;22;23) € R x Ry X Ry exp (v1/23) < x2/x3}
for which we are using the LHSCB
Fexp(r) = —log (w3log (w2/w3) — 1) — log vy — log w3

with barrier parameter v = 3.
The three-dimensional power cone is defined by

Ko = {(331§£C2§l’3) € R x R%r : |.7J1| < x%xéia}

where « € [0, 1] is a parameter. Notice that K1 /2 is the rotated quadratic cone. For all other a € (0, 1),

K4 is not symmetric. In [8], it was proved that the function
Fo(z) = —log (v3%3 2 —2%) — (1 — a)log 29 — alog 3

is a LHSCB with parameter v = 3 for K. It is this barrier function we are using in our experiments.
Nesterov proposed in [16] a barrier function for the three-dimensional power cone with parameter v = 4.
Our computational experiences show that F, is better in practice.

7.2 Test problems

In this section, e will denote the vector of all ones. The dimension of e will be clear from the context.
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7.2.1 The p-cone problem

Given A € RM*N and b € RM, the p-cone problem is the problem

min ||lz|/,, s.t. Az =0.
x

In [15], it is shown that this is equivalent to

min ¢
z,y,t
st. Ar=0b, ely=t

(z53955t) € Kapy, 7=1,...,M.

7.2.2 The facility location problem

Given M points (locations) in RN: C) j =1,..., M, we want to find the point z with the minimal sum
of (weighted) distances to the locations C9) measured in p;j-norms, p; > 1. That is

M
min Y ajllz — CD|, (56)
j=1

where a; > 0 are the weights. Let us define the variable

v = (2275005 MMMy W

PEPE

, u(M)) € R2N+3MN

We can then formulate (56) as

M .
. zI{liilwu Zajugj)
2T vwu S
st. W) =zt — 27—V j=1....M
eTw® = ) = o) = .. =@ j=1,....M
005w 0y € Ky, j=1,...,M,i=1,...,N

z+20, z= >0

and it is this formulation we use in Section 7.3.

7.2.3 Entropy maximization

Given A € RM*N b ¢ RM and d € RY, the entropy maximization problem is

N
min Zdjl‘j 10g l‘j
st. Ax=2b
z; >0, j=1,...,N
which can be formulated as

min —d%u
xr,u
s.t. Az = b7 v=e

(uj;v557;) € Kexpy j=1,...,N.
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7.2.4 Geometric programming

This is a problem of the type

where ¢) are monomials and f) are posynomials:

o

Nj
g(x) =kt () =Y dia™
=1

where we have used the notation

With the j’th posynomial (), we associate

e the matrix AY) .= (agj),aéj), . .,a%j)T € RNixN,

o the vector d) = (d7 ... J%;)T € RNi>*1 and

e the vector ¢V =log (d¥)) = (log (d1),...,log (dy,))T € RN:*1
Similarly, we associate with the j’th monomial ¢(/)

e the vector b()

e the scalar k()

e the scalar hU) = log (k\¥))
Using the change of variables

u; =log (z;) < x; =exp(w)
for all 4, we can write the problem in conic form:
min ()

g w,v,y,tO)

st: Blug—u_)+h=0

w) = A9 (u, —u_ )+ ) j=0,...
eTol) = (D), 4) — e j=0,...

u+,u,,t(0) >0

(wz(j);vz‘(j);yz(j))eKexp J=0,...,P i=1,...

where b = (h(D),... hOD)T ¢ RMx1 and B = (bV), ... bM))T € RMXN,

Param. | J 0 o PP PD  PA PG pI
Value | 3 0.70 0.80 1076 10¢ 10% 106 108

Table 1: Parameters used.
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7.3 Results

Whenever we find a point z* = (z*; 7*; y*; s*; k™) such that
(lrp(z)lle < pp) A (Irp(27)lloe < pD)

we conclude that
o if [|[ra(2*)]lco < pa then (x*,y*, s*)/7* is feasible and optimal for (1). Otherwise
o if [rg(2*)|leo < pe and 7 < pymax (1,x*), (1) is deemed infeasible, specifically
— primal infeasible if b7y* > 0
— dual infeasible if ¢T2* < 0.
Throughout we used the parameters displayed in table 1 on the preceding page.
The remaining tables in this section show the number of iteration (it), the total number of factoriza-
tions made (chols) and the average number of full centering steps per iteration (ce). Finally, for all but
the facility location problems, we show the termination status (st). opt means that an optimal solution

was found, ipr/idu means a primal/dual infeasibility certificate was found and roa/roc means that the
algorithm was terminated because rounding errors prevented further progress.

Problem Alg. 1 Alg. 2 CVX/SeDuMi
name & size [ p it chols ce st it  chols ce st it st
stocforl 1.0 11 37 2.4 opt 9 13 0.4 opt | 12 opt
M =117 3.0 | 14 62 3.4 opt | 12 15 0.2 opt | 19 opt
N =165 7.0 | 28 134 3.8 opt | 21 22 0.0 opt | 21 roa
nnz(A) =501 | 12.0 | 29 137 3.7 opt | 22 26 0.2 opt | 22 roa
20.0 | 28 131 3.7 opt | 20 24 0.2 opt | 25 opt
blend 1.0 | 11 35 22 opt | 9 13 04 opt | 5 opt
M =74 3.0 | 13 58 3.5 opt | 11 21 0.9 opt | 18 opt
N =114 7.0 | 17 77 3.5 opt | 13 24 0.8 opt | 20 opt
nnz(A) = 522 12.0 | 19 90 3.7 opt | 14 27 0.9 opt | 21 opt
20.0 | 19 97 4.1 opt | 14 25 0.8 opt | 22 opt
share2b 1.0 11 40 26 opt | 10 16 0.6 opt | 13 opt
M =96 3.0 | 12 56 3.7 opt | 10 18 0.8 opt | 19 opt
N =162 7.0 13 62 3.8 opt | 11 22 1.0 opt | 17 roa
nnz(A) = 777 12.0 | 13 62 3.8 opt | 11 20 0.8 opt | 20 opt
20.0 | 13 62 3.8 opt | 11 19 0.7 opt | 20 opt
sharelb 1.0 15 50 23 opt | 14 19 0.4 opt | 18 opt
M =117 3.0 | 17 72 3.2 opt | 13 22 0.7 opt | 21 opt
N =253 7.0 | 16 67 3.2 opt | 12 22 0.8 opt | 21 opt
nnz(A) = 1179 | 12.0 | 16 66 3.1 opt | 12 20 0.7 opt | 22 opt
20.0 | 15 64 3.3 opt | 11 19 0.7 opt | 23 opt
bore3d 1.0 11 25 1.3 opt 8 9 0.1 opt 3 opt
M =231 3.0 | 11 25 1.3 opt | 8 9 0.1 opt | 6 opt
N =334 7.0 11 25 1.3 opt 8 9 0.1 opt 6 opt
nnz(A) = 1444 | 12.0 | 12 27 1.2 opt | 8 9 0.1 opt | 6 opt
20.0 | 12 27 1.2 opt 8 9 0.1 opt 6 opt
scagr25 1.0 14 50 26 opt | 12 23 09 opt | 13 opt
M =471 3.0 10 37 2.7 opt 9 14 0.6 opt | 18 opt
N =671 7.0 | 11 41 2.7 opt | 8 14 0.8 opt | 17 opt
nnz(A) = 1725 | 12.0 | 11 41 2.7 opt | 8 12 0.5 opt | 18 opt
20.0 | 11 41 2.7 opt | 8 11 0.4 opt | 19 opt
sctapl 1.0 13 43 2.3 opt | 12 17 0.4 opt | 12 opt
M =300 3.0 | 12 48 3.0 opt | 8 15 0.9 opt | 17 opt
N = 660 7.0 | 14 59 3.2 opt | 10 20 1.0 opt | 18 opt
nnz(A) = 1872 | 12.0 | 18 80 3.4 opt | 13 27 1.1 opt | 21 opt
20.0 | 21 94 3.5 opt | 14 28 1.0 opt | 23 opt
bandm 1.0 | 12 42 2.5 opt | 10 16 0.6 opt | 14 opt
M =305 3.0 | 25 117 3.7 opt | 19 38 1.0 opt | 21 opt
N =472 7.0 | 31 147 3.7 opt | 22 43 1.0 opt | 25 opt
nnz(A) = 2494 | 12.0 | 31 152 3.9 opt | 22 43 1.0 opt | 25 opt
20.0 | 30 148 3.9 opt | 21 40 0.9 opt | 25 opt

Table 2: Results for p-cone problems.
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Problem Alg. 1 Alg. 2
N M v p it chols  ce it chols ce
4 3 44 50 | 13.8 336 1.4 | 134 165 0.2
8 3 88 7.2 | 16.7 42.3 1.5 | 16.2 19.3 0.2
4 10 128 6.0 | 14.8 412 1.8 | 135 185 04
12 3 132 5.3 | 20.5 53.2 1.6 | 19.0 23.4 0.2
20 3 220 6.4 | 22.2 60.7 1.7 | 21.0 24.9 0.2
4 19 236 5.7 | 14.6 42.5 1.9 | 134 18.8 0.4
8§ 10 256 6.6 | 179 504 1.8 | 163 220 04
12 10 38 6.0 | 21.2 661 21| 190 259 04
4 32 392 5.9 | 14.2 44.8 2.2 | 12.2 18.2 0.5
8§ 19 472 5.7 | 17.7 563 22| 161 227 04
20 10 640 5.6 | 255 784 2.1 | 228 300 0.3
12 19 708 54 | 205 655 22| 189 264 04
8 32 784 6.1 | 18.4 61.4 2.4 | 16.1 23.2 0.5
12 32 1176 5.7 | 205 719 25| 16.8 26.3 0.6
20 19 1180 5.5 | 23.6 79.2 2.4 | 20.5 28.8 0.4
20 32 1960 58 | 249 874 25| 214 303 04

Table 3: Results for facility location problems. The algorithms always terminated after reaching
optimality as all problem instances were feasible by construction.

Table 2 shows results for the p-cone problem. We show the results for the two variants of our algorithm
and for the solver SeDuMi (see [22]) when called through CVX (see [10]). CVX approximates the solution by
solving an approximately equivalent self-scaled problem using SeDuMi.

The matrices used are from the NETLIB collection. We see that particularly Algorithm 2 performs
very well compared to SeDuMi. While the table shows the size of A, it does not show the problem size of
the final problem solved by either of the solvers. We remark that the number of variables and constraints
for Algorithms 1 and 2 stay the same regardless of p while the problem size for SeDuMi grows with p. Of
course, sufficient sparsity in the problem may mean that it is not necessarily slower. For Algorithm 2,
the number of iterations never exceeded 23 and the number of Cholesky factorizations of AH~*A”T never
exceeded 43.

Table 3 shows the performances of the two variants of the algorithm when run on random instances
of the facility location problem. For each pair (N, M) we generated 10 instances each with C () chosen at
random from the standard normal distribution and p; and a; chosen randomly from a uniform distribution.

The column labelled p shows the average M ~* Z]M:1 pj. We see again that for Algorithm 2, the iteration
count is in the region between 10 and 22 while the number of Cholesky factorizations never exceeds 31.
These results can be loosely compared with the computational results in [8, Table 4.1, page 142]. There,
a dual variant of the algorithm of [16] is used. Overall, our Algorithm 2 performs better, both in terms
of iterations and factorizations.

Table 4 shows results from solving a set of real-world entropy problems kindly supplied to us by
Erling D. Andersen and Joachim Dahl of MOSEK ApS, Denmark. Generally the problems have many
variables compared to the number of constraints resulting in a very “fat” constraint matrix A. For these
problems we compare our algorithms to the commercial solver from MOSEK, which solves the monotone
complementarity problem corresponding to the entropy problem. We see that, except for a few of the
problems, Algorithm 1 is clearly inferior to MOSEKs solver. Our Algorithm 2 performs much better than
Algorithm 1, but still used cummulatively about 12% more iterations and about 55% more Cholesky
factorizations than MOSEK.

Finally, table 5 shows results from applying our algorithms to a set of geometric programs supplied
to us by MOSEK. The column labelled dod denotes the degree of difficulty of the problem. For these
problems we see that Algorithm 2 performs quite well producing results comparable to those of MOSEK.
Algorithm 2 uses cummulatively about 29% less iterations and 14% less Cholesky factorizations than
MoseK. Notice that Algorithm 2 performs particularly well on the large problems ¢x02-100, cx02-200,
mra0l and mra02, all of which have dod > 800.
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Problem Alg. 1 Alg. 2 mskenopt

name [ N M it chols ce st it chols ce st it st
prob 17 15 14 35 1.5 opt 9 15 0.7 opt 8 opt
prob2 18 14 11 34 2.1 opt 9 16 0.8 opt 8 opt

ento46 130 21 37 139 2.8 opt 27 43 0.6 opt 42 opt
ento47 255 21 42 139 2.3 opt 30 48 0.6 opt 54 opt
ento28 740 16 66 236 2.6 opt 52 s 0.5 opt 63 opt
ento30 740 21 75 246 2.3 opt 58 70 0.2 opt 55 opt
ento31 740 21 75 246 2.3 opt | 58 70 0.2 opt | 55  opt
ento22 794 28 41 163 3.0 ipr 31 50 0.6 ipr 14 ipr
ento21 931 28 | 123 276 1.2 dipr | 73 83 0.1 ipr | 18 ipr
a_tb 1127 25 | 68 233 2.4 opt | 64 82 0.3 opt | 97 opt
ento23 1563 28 71 186 1.6 ipr 54 63 0.2 ipr 14 ipr
ento20 1886 28 70 243 2.5 ipr | 68 93 04 dipr | 21 ipr
a_12 2183 37 88 326 2.7 opt 77 110 0.4 opt 47 opt
entol2 2183 37 | 38 162 3.3 ipr | 28 53 0.9 ipr | 13 ipr
a_13 3120 37 | 88 770 7.8 dipr | 82 101 0.2 dipr | 20 ipr
a 23 3301 37 | 48 191 3.0 dipr | 37 71 0.9 dipr | 20 ipr
a_34 3905 37 | 52 224 3.3 opt | 37 74 1.0 ipr 17 ipr
a_14 3986 37 | 85 285 24 ipr | 77 102 0.3 dipr | 20 ukn
a_35 4333 37 | 79 267 24 ipr | 69 90 0.3 ipr 18  ipr
a_bd 4695 26 73 312 3.3 opt | 63 96 0.5 opt | 78 opt
ento2 4695 26 73 312 3.3 opt 63 96 0.5 opt 78  opt
a-24 5162 37 61 248 3.1 ipr 49 84 0.7 ipr 23 ipr
ento3 5172 28 | 98 348 2.6 opt | 80 114 0.4 opt | 146 opt
ento50 5172 28 98 348 2.6 opt 80 114 0.4 opt | 146 opt
a_15 5668 37 | 224 542 1.4 ipr | 180 198 0.1 ipr | 34 ipr
a_25 6196 37 | 107 403 2.8 opt | 99 136 0.4 opt | 122 opt
a_36 7497 37 | 63 267 3.2 ipr | 46 87 0.9 ipr | 18 ipr
a_45 7667 37 | 119 362 2.0 dipr | 110 131 0.2 ipr | 23 ipr
ento26 7915 28 79 277 2.5 opt 85 112 0.3 opt | 131 opt
a_16 8528 37 | 200 656 2.3 opt | 172 208 0.2 opt | 135 opt
a_26 9035 37 66 274 3.2 opt 48 97 1.0 opt | 113 opt
ento4b 9108 37 | 92 332 2.6 opt | 75 110 0.5 opt | 149 opt
a_46 9455 37 | 68 265 2.9 dipr | 49 91 09 dipr | 20 ipr
a_56 9702 37 | 131 434 2.3  opt | 120 154 0.3 opt | 123 opt
ento25 10142 28 | 276 670 1.4  opt | 228 247 0.1 opt | 149 opt
entodif | 12691 40 | 85 359 3.2 opt | 60 117 09 opt | 155 opt
ento48 15364 31 28 119 3.2 opt 21 51 1.4  opt 47 opt

Table 4: Results for entropy problems.

8 Conclusions and Future Work

We have presented a homogeneous primal-dual interior point algorithm for nonsymmetric conic optimiza-
tion based on an algorithm previously presented by Nesterov [16]. We have proven convergence of the
simplest variant of the algorithm and shown that the efficiency can be significantly improved by employing
quasi-Newton techniques to update the Hessian of the barrier function. We have shown how this can be
done without loosing the ability to exploit sparsity. Finally we have presented extensive computational
results that indicate the algorithm works well in practice.

By inspecting the tables in Section 7.3, we see that

The performance of the algorithms depends a lot on the type of problem.
Throughout, Algorithm 2 is superior to Algorithm 1.
For the p-cone problems, Algorithm 2 is comparable in performance to SeDuMi when called via CVX.

For the facility location problems, Algorithm 2 is superior to previously published results [8] of an
algorithm similar to the one presented in [16].

For the entropy maximization problems, Algorithm 1 is clearly inferior to MOSEK while Algorithm
2 is just slightly inferior.

For the geometric programs, Algorithm 2 performed slightly better than MOSEK when measuring
iterations or the total number of Cholesky factorizations.
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Problem Alg. 1 Alg. 2 mskgpopt

name [ n dod it  chols ce st it  chols ce st it st
beck751 7 10 24 62 1.6 opt | 15 18 0.2 opt | 18 opt
beck752 7 10 23 59 1.6 opt | 15 17 0.1 opt | 28 opt
beck753 7 10 6 14 1.3 opt 7 7 0.0 opt | 10 opt
bss2 2 1 9 21 1.3 opt 8 8 0.0 opt 5 opt
car 37 104 26 58 1.2 opt | 19 20 0.1 opt | 46 opt

cx02-100 | 100 5146 22 64 1.9 opt | 30 36 0.2 opt | 68 opt
cx02-200 | 200 20296 || 29 86 2.0 opt | 25 32 0.3 opt | 70 opt

demb761 11 19 20 48 1.4 ipr | 14 14 0.0 ipr | 10 opt
demb762 11 19 11 28 1.5 opt | 10 14 04 opt | 11 opt
demb763 11 19 11 28 1.5 opt | 10 14 04 opt | 11 opt
demb781 2 1 6 13 1.2 opt 7 7 0.0 opt 7 opt
fang88 11 16 11 28 1.5 opt | 10 12 0.2 opt | 11  opt
fiac81la 22 50 18 57 2.2 opt | 14 20 04 opt | 16 opt
fiac81b 10 9 18 45 1.5 ipr | 13 13 0.0 ipr | 10 opt
gptest 4 1 11 24 1.2 opt | 10 10 0.0 opt 5 opt

jha88 30 274 33 116 2.5 opt | 23 35 0.5 opt | 13 opt
mra01 61 844 26 79 2.0 opt | 22 30 0.4 opt | 58 opt
mra02 126 3494 62 157 1.5 roc | 47 53 0.1 opt | 53 opt
rijc781 4 1 11 24 1.2 opt | 10 10 0.0 opt 5 opt

rijc782 3 5 12 31 1.6 opt | 10 14 0.4 opt 8 opt
rijc783 4 7 19 45 1.4 opt | 13 15 0.2 opt 7 opt
rijc784 4 3 11 28 1.5 ipr 9 9 0.0 ipr 6 opt
rijc785 8 3 11 27 1.5 opt 9 13 0.4 opt 9 opt
rijc786 8 3 10 25 1.5 opt 9 13 0.4 opt 6 opt
rijc787 7 40 15 44 1.9 opt | 13 17 0.3 opt | 36 opt

Table 5: Results for geometric programs.

Comparing the kind of algorithm we have presented with a PDIPM for self-scaled cones, we see that the
major difference is the need for a seperate centering process. Nesterov remarks in [16] that this process
can be seen as the process of finding a scaling point, which naturally is a more complex problem when
the cone is not symmetric. We can not compute it analytically, so an iterative procedure is necessary.

This difference is interesting theoretically as well as practically. For the problems we have considered,
the centering problem certainly is a relatively “easy” problem compared to the full problem, in the sense
that we do not need a very accurately centered point. We have seen in our experiments with Algorithm
1 that rarely more than 3 or 4 full centering steps are required.

If some of the work in the centering process can be saved — as we have tried to do in Algorithm 2
by employing BFGS updating — it may be possible to bring the total computational effort per iteration
close to that of a PDIPM for self-scaled cones. Saving even more work in the centering process is a topic
of interest for future work.
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