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Abstract

This thesis concerns the development of methods that cafderdan real-

time, an early warning for an emerging blackout in electowpr systems.
The blackout in E-Denmark and S-Sweden on September 23, i200@

main motivation for the method development. The blackowt eaused by
occurrence of two severe system disturbances within a tmegvial of five

minutes. Following the second disturbance where initialliagions had

damped out, a period of approximately 8@ith slowly decaying voltage
magnitude was observed, before a system blackout was erped. It was
of interest to develop methods, that could, in such sitaatigive an early
warning for the emerging blackout.

After investigation of data and plots taken from the timeld blackout, it
was decided to focus the development on assessment of @dipesioall sig-

nal stability. In order to assess the system generatorsogpesmall signal
stability, expressions for stability boundaries were htgecally derived in
the injection impedance plane. A method for detecting adérismall signal
stability was established, which was based on one of theatkhoundaries.
The method carries out an element-wise assessment of tegrsgperiodic
small signal stability where each generator is assesseifisply by using

the value of its injection impedance and its correspondysesn Thevenin
impedance.

For the purpose of obtaining distance-to-instability mfiation, the gener-
ators operating point were visualized in the injection ioguece plane. A
mapping of the different operating points into a normalizgection imped-

ance plane was derived, which enabled a visualization ofiphelloperating

points on the same screen. Such visualization providegsmsysperators a
new mean of graphically assessing the system conditiorespect of aperi-
odic small signal stability and enables a quick identifimatof critical gen-

erators.

The assessment method was implemented in an algorithn;dbbt effec-
tively determine the required information for carrying dlé stability as-
sessment. The algorithm received a PMU-snapshot of theraysbnditions
as an input and determined the injection and Thevenin systgadances



for all system generators. A test bench software was wriiberthe pur-
pose of testing the developed algorithm. A large scale fasecassessment
method was carried out where a simulation of the blackout-DeBmark
and S-Sweden September 23, 2003 was used as a test caseosc€har
simulation results were used to generate a synthetic PMigstrots of the
system conditions which were used as an input to the assasatgerithm.
The test results showed that the loss of aperiodic smalasgiability of one
machine was detected approximatelys®b&fore the simulated blackout was
experienced.

The developed assessment method was therefore capablevadipg, in
real-time, an early warning for the occurrence of the enmgrgiimulated
blackout almost a minute before it occurred.



Resumeé

Denne afhandling omhandler udviklingen af metoder der ke@ gn tidlig
varsel for forekomsten af en omfattende strgmafbrydeldéoisyningen.
Strgmafbrydelsen pa Sjeelland og i Sydsverige i 2003 har vaarstetlig
motivation for metodeudviklingen. Stremafbrydelsen varéfsaget af to
alvorlige systemforstyrrelser der skete indenfor et titksival pa fem min-
utter. Som fglge af den anden forstyrrelse, blev et langspagndingsfald
observeret i en periode af ca. 80 sekunder for stramaflsgdedkete. For-
malet med projektet var at udvikle en metode, der kunne giveég varsel
for forekomsten af en omfattende stramafbrydelse, naesyetbefinder sig
i sddan en kritisk driftstilstand.

Efter en undersggelse af maledata fra stramafbrydelsen,dat besluttet
at metodeudviklingen skulle fokuseres pa metoder, der kmdeve aperi-
odisk sma-signal stabilitet i systemet. Til det formal bég\analytisk udtryk
for systemets stabilitetsgreenser fundet. En af disse grableseherefter
anvendt som en basis for en ny metode der kan detektere ogggesaperi-
odisk sma-signal stabilitet i realtid.

Metoden blev software implementeret via en algoritme dikétt kunne
bestemme den ngdvendige information for at udfgre en gebilurder-
ing. Som input far algoritmen et PMU-snapshot af systemiegsrsne og
spaendinger, og returnerer en vurdering af systemets ajskéosima-signal
stabilitet.

For at teste metoden, blev en simulering af 2003 stromadtisgd pa Sjeel-
land og i Sydsverige udfgrt. Resultaterne fra simulerindewm brugt for at
generere syntetisk PMU-data, som blev anvendt som inpalgtiritmen der
skulle testes. Resultaterne fra testen viste, at den fgestkine der krydsede
den kritiske stabilitetsgraense, gjorde det ca. 54s fgr ddattende strgmatf-
brydelse skete.

Den udviklede overvagningsmetode kunne derfor give eigtiirsel for
forekomsten af den simulerede strgmafbrydelse, neestennet fair dens
forekomst.






Acknowledgement

First of all, 1 would like to thank my supervisors at Arne Hejilielsen
and Jacob @stergaard, for their consistent support andeatvioughout the
project.

Energinet.dk are acknowledged for funding the PhD projéetould also
like to thank the follow-up group from Energinet.dk, esdygi Per Lund,
Carsten Strunge and Samuel Thomasson for their involvemmentdh follow-
up meetings.

| would also like to thank Pacific Northwest National Laborats (PNNL)
for making my research stay there professionally reward8pgcial thanks
to Yuri Makarov and Mark Morgan at PNNL.

Finally I would like to thank my family for their support, espally my
parents who have always been very supportive and my tworehild/ho
have also unknowingly supported me in a great way. At lastottieast
| would like to thank my wife for her endless support, goodiads and
assistance.



Vi



Preface

This thesis was prepared at the Centre for Electric TechgpDgpartment
of Electrical Engineering, the Technical University of Desrk in partial
fulfillment of the requirements for acquiring the PhD degneelectrical

engineering. The research has been conducted from the Aptib2007 to

the 30th of September 2010.

The project was funded by Energinet.dk and the Technicaléssity of

Denmark. The thesis deals the development of stabilityssssent meth-
ods, which can provide an early warning for an emerging ldatk electric

power systems.

Hjortur J6hannsson

Lyngby, October 2010

Vi



VIII



Contents

2.2 The AnatomvofaBlackaut. . . ... .. .. ... ..... 18

wggggmg to System glgg@out .21
2.3 The Blackout in Sweden and Denmark September 23 2003 24




13.3.1 Wide-Area Detection of Voltage Instability . . . . . 51
3.3.2  Wide-Area Nomograms . . . . ... ........ 52
[3.3.3 Monitoring System Stress by Cutset Angles . . . . . 53
|4 Real-Time Stability Assessment - Considerations 55
4.1 Monitoring Multidimensional Stability Boundanes 55
4.2 Element-Wise Assessment of Statlility . . . .. ....... 57
4.2.1 Overall Assessment of Stability . . . ........ 58
Il Development of Stability Assessment Methods 61
| ical i i Siic Lined 63
5.1 Benefits of Boundaries in Terms of Injection Impedance . . 63
5.2__Mapping of Critical Boundaries . . ... .......... 63
I5.3 Characteristics of the surfAce . . . . . .. ... ... . ... 69
I5.3.1  Proof of whenP/av = 0 thendQ/av =Q . . . . . . . 69
I5.3.2  Proof of whenP/aq = 0 thenV/oo=Q . . . . . . . 71
15.3.3 Proof of WherQQ/aP = O thenaV/aP =q ....... 73

5.5.4__Lines of Constant Voltage andle. . . . . ... .. 81

I5.5.5 Graphical Representation of the Characteristic lline@ 8

5.6 Example - Analytical Load Flow for two Bus System . . . . 87

I6__Method for Early Warning Against System Blackout 89
6.1 Background . . . . . . ... .. ... ... ..., 89
16.2__Assessment Method for Aperiodic Small Signal Stability 93
16.3 __Representation of the Synchronous Machine . .. ... .. 99

16.3.1 Mathematical Model and Steady State Operation . . 99

X



6.4 _Simple Example - Test of Methodology . . . . . ... ... 113

6.4.1 CaseDescription . . . ... ............. 113
16.4.2__Analysis of the Initial Condition . . . . . . ... .. 114
6.4.3 Simulation Results . . . . . ... .......... 117
6.4.4 Testof the Assessment Method . . . .. ...... 119
b.u&llage instability vs Rotor Angle Instability . . . .. .. 122
N 125
[7_Visualizing the System Operating Conditions 127
[7.1__Interpreting Stability Margins . . . . . .. .. ........ 127
izi ' ' ints . . ... 129
[.2.1 _Mapping of lines of constaWtandAd. . . . . . . . 130

I8 _Development of Test Bench Softwale 139
8.1 Objective . . . . .. ... 139
8.2 Structural Overview . . . . . . ... ... ... 140
8.3 ScreenShots. . .. ...................... 142

b_’&gorithm and Implementation of the Method 149
9.1 System Representaﬂion .................... 149

9.3 Implementation of the Method . . . .. ... ... ..... 156
- N . . .. 159
9.3.2 Matrix Ordering Schemes . . . .. ......... 159
9.4 Performance Tést . . . . . o v v oo 165
IV Test of Method 167
[10_Full Scale Test - The Blackout on September 23, 2003 169
[10.1 The Simulation Model . . . . ... ... ... ....... 169




[10.3 Testofthe Methdd . . . . . .. .o oo 177
[10.3.1 Discussion . . ... .o 182
LC_Qngluszn_aadﬂaLipﬁ_clMe 183
[11 Conclusion and Future Outlook 185
[M1.1 Conclusidn . . .. . . oo 185
11.2 Future Outlodk . . . . . o oo 187
Bibliographyl 190

[Appendiks 196

A Derivation of equation[5.] on page 64 197
IB_ Voltage Collapse Histogram Citations 201

Xl









Chapterl

Introduction

A stable and secure operation of electric power systems aswpply of

energy at competitive prices is of fundamental importaraeafl modern

societies. Itis one of the cornerstones of sustainableajevent, providing
the foundation for societies’ social and economic wellRigeiThe series of
blackouts occurring in 2003, demonstrated the modern sesi€omplete
dependence on safe and reliable supply of electricity.

The aftermath of the 2003 blackouts was that investigagamt were estab-
lished which studied the causes of the blackouts and recom@deactions

that would minimize the possibility of similar blackoutsdocur again. The
final reports from the investigations teams include, amoingrs, recom-

mendations for an increased use of synchronized real-tie@sorements
for the purpose monitoring the system state.

In the final report from the Investigation Committee on theckéaut in Italy

September 28, 2003 (Vandenberghe et al. 2004, p.95), ic@mmended
that a focus is put on accelerating the ongoing wide-areauanement sys-
tem (WAMS) installation program for the purpose of proviglisupport for
dynamic analysis and monitoring of the UCﬁ'ﬁ/stem.

In the final report from the U.S. - Canada Power System Outagje-Farce,

it was recommended, among others, that the focus shouldcbeased on
research of reliability related tools and technologiesluding development
of practical real-time applications for wide-area systemnitoring using

phasor measurements and other synchronized measurirggdéliscouski

& Elliot 2004, p.149).

A real-time application, that uses wide-area system measemts for mon-
itoring system stability boundaries could have been usaftihe moments
before the blackout in E-Denmark and S-Sweden on Septen#)e2(®3.
The blackout was caused by occurrence of two severe systnrlthnces
within a time interval of five minutes. As the initial osciilans following the

LUnion for the Coordination of Transmission of Electricity
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Chapter 1. Introduction

second disturbance damped out, a period of approximatedy@a slowly
decaying voltage magnitude was observed, before a systechdalt was
experienced.

During this period, it would have been very valuable to haveuatwor-

thy real-time monitoring of the system stability boundari&uch real-time
monitoring of the stability boundaries could have been dsedbtaining an
early warning for the occurrence of the emerging stabilityigiem, thereby
providing an increased time window for applying approgriabuntermea-
sures that prevent the emerging blackout.

1.1 Project Objective

The overall purpose of the project is to develop methodschatprovide,
in real-time, an early warning for an emerging stability fdesn. The 2003
blackout in E-Denmark and S-Sweden is a case scenario favatioh of
the work. For achieving this overall objective, severallg@ae defined that
together contribute to an early warning method:

e Express system stability boundaries in variables that esityebe ob-
tained from wide-area PMU-observations.

e Derive methods for stability assessment, which are capeldetect-
ing when stability boundaries are crossed and quantify thegim
from a given operating point to its critical boundary.

¢ Visualize the observed system conditions such that thartistof an
operating point to its stability boundary is representekllictv thereby
provides a mean of visual identification of critical elengent

e Develop algorithms that enable real-time usage of the dpeel as-
sessment method.

1.2 Contributions

The main contributions of the work presented in the thegdisted below:

e Assessment of the limitations associated with the use @igefihase
angles for stability assessmemtnalysis of why observations of sys-
tem phase angles cannot alone be used for accurate asseesthen



1.2 Contributions

power system operating conditions and two examples prdvitat
illustrate the limitations of the use of voltage phase asigllene for
stability assessment.

¢ Analytical expressions derived for the appearance of @ltsystem
boundaries and characteristic lines in the injection imaede plane:
A simple two bus system was considered where the boundagies d
scribed by the conditions whep&/av, 9Q/av, 9P/aq, 9V/aqQ, aV/op and
0Q/op become zero, were derived in terms of injection impedanae. F
thermore, analytical expressions for lines of constantaga magni-
tude, constant voltage phase angle, constant active pmjestion
and reactive power injection were derived in the injectimpédance
plane.

e A method developed for real-time assessment of aperiodall sig-
nal stabilit@: A method for element-wise assessment of individual
generators was developed. The developed method utiliresettived
critical boundaries in the injection impedances for theeassent of
the generators aperiodic small signal stability.

e Mapping of multiple operating points into normalized impade plane
for visualization:A mapping of an arbitrary generators operating point
was determined such way that the stability boundary for tapped
points appears as unit circle in the normalized injectiopedance
plane. This enables visualization of multiple operatingnfgin the
same plane where all points have the same unit circle asdfadiility
boundaries.

e Development of test-bench software for wide-area stabifiseasment
algorithms: A C++ software was developed that is used for implemen-
tation and test of wide-area stability assessment algosthrhe soft-
ware automatically generates synthetic PMU-data from BS#hu-
lation of a instability case scenario and uses it to test tdnsicdered
assessment method. The software provides capability aalWisng
the system operating points and their distance to the &jabdund-
ary of concern.

e Fast algorithms developed and implementation of the stglaissess-
ment method:A fast algorithm was developed that determines the

2Definition of aperiodic small signal stability is detaileddhaptef 2



Chapter 1. Introduction

information required for carrying out the assessment froRMl-

snapshot of the system conditions. The algorithm was imgieed in
the test-bench software and tested on a system containBgakBes
and 672 branches and 144 generators where the aperiodicsgynal

stability of all 144 generators was determined i86Mms

e Large Scale Test of the assessment metlotest of the assessment
method was carried out where a simulation of the blackoutieEmark
and S-Sweden September 23, 2003 was carried out. The siomuiat
sults were used to generate a synthetic PMU-snapshots sf/gtem
conditions which were used as an input to the assessmenttafgo
The test results showed that the loss of aperiodic smalbsggabil-
ity of one the machines was detected approximately [adfore the
system blackout was experienced.

1.3 List of Publication

Journal submissions and prepared manuscripts during tjecpperiod:

J1 H. Jéhannsson A.H. Nielsen, J. @stergaar8hortcomings of the use
of Voltage Phase Angle Observations for Stability Assestrirder-
national Journal of Electrical Power and Energy, submittegubli-
cation. Manuscript Number: IJEPES-D-10-00151.

J2 H. Jéhannsson A.H. Nielsen, J. @stergaarditerpretations of the
term Voltage Collapse in Textbooks and Scientific Pgpgtsopean
Transactions on Electrical Power, submitted for publarati

J3 H. Jéhannsson A.H. Nielsen, J. @stergaar@®escription Procedure
for Voltage Instability Related BlackoytEuropean Transactions on
Electrical Power, submitted for publication.

J4 H. J6hannsson A.H. Nielsen, J. @stergaarttentification of Criti-
cal Transmission Limits in Injection Impedance Plah&ernational
Journal of Electrical Power and Energy, submitted for pation.
Manuscript Number: IJEPES-D-10-00388.

J5 H. Johannsson A.H. Nielsen, J. Ostergaardijethod for Real-Time
Assessment of Aperiodic Small Signal Rotor Angle StalMignuscript.



1.4 Thesis Organization

J6 H. J6éhannsson A.H. Nielsen, J. @stergaarBast Algorithm for Real-
Time Aperiodic Small Signal Stability Assessmbtanuscript.

Conference Submission:

C1 H.JbéhannssonR. Garcia-ValleReal-Time Stability Assessment based
on PMUs IEEE Trondheim PowerTech 2011une 19-23, 2011, Trond-
heim, Norway. Submitted.

The author had a minor contribution in the report listed belo

R1 P. E. Sgrensen, M. Togeby, T. Ackermann, D. K. Chandrashekha
J. P. F. Horstmanrtl. J6hannson A. H. Nielsen, J. @stergaard, and
et al. Ecogrid.dk Phase 1 WP4 report: New measures for irttegra
of large scale renewable energy. Technical report, Fonglstienter
Risg, 2008.

1.4 Thesis Organization

The topics treated in the papers written during the projecdiogd are incor-
porated into to the thesis and therefore, the papers arerawidped in an
appendix. The the thesis is categorized into five parts &sisl

e Part |- Background, Theory and State of the Art:

— Chapter 2: Provides a description of the stability terms used
the thesis and an overview of the anatomy of power systerk-blac

outs.
— Chapter 3: Provides a description of PMUs, their potentiats a

limitations for stability assessment and a overview overdtate
of the art for real-time stability assessment methods.

— Chapter 4: Discussion regarding potential approaches tarreb
ing real-time assessment of the system stability from veicks

PMU measurements.
e Part Il - Development of Real-Time Stability Assessment Mdth

— Chapter 5: Concerns the analytical derivation of expresdmns
critical stability boundaries and characteristic lineghe injec-
tion impedance plane.
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— Chapter 6: Describes a method for an element-wise assessment
of aperiodic small signal stability.

— Chapter 7: Describes how stability margin can be quantified in
meaningful manner and how an informative visualization af-m
tiple operating points in the same screen shot can be obitaye
normalizing each of the points in appropriate manner.

e Part Il - Algorithms and Implementation:

— Chapter 8: Describes the development of a test-bench seftwar
that can test wide-area stability assessment methods.

— Chapter 9: Describes algorithm suitable for real-time $tgbi
assessment and the implementation of the method into the tes
bench software.

e Part IV - Test of Method:

— Chapter 10: The developed method is tested where a blackout
scenario, simulated in PSS/E is used as a test case.

e PartV - Conclusion and Perspective:

— Chapter 11: Conclusion and perspective on future research.



Part |
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the Art






Chapter2

Blackouts in Electric Power Systems

This chapter provides an overview of basic concepts anditlefis related
to power system stability as it is used in the following cleapt Further-
more, a general description of how blackouts occur in aelepower sys-
tems together with a description of an actual example of tesy®lackout
are provided.

2.1 Power System Stability Definitions

In 2004, an IEEE/CIGRE joint task force on stability terms aedirdtions
published a report (Kundur et al. 2004) where the problemedihdg and
classifying power system stability was addressed. The &imeareport was
to define power system stability more precisely than befoik @ovide a
systematic basis for stability classification.

The terminology related to power system stability that iscuis the follow-
ing chapters is based on the suggestions from (Kundur et0a¥)2 The
overall electric power system stability is defined as:

Power system stability is the ability of an electric power sys-
tem, for a given initial operating condition, to regain a tgaf
operating equilibrium after being subjected to a physidatuat-
bance, with most system variables bounded so that pragticall
the entire system remains intact.

The overall power system stability problem is essentialbyrgle problem,
which can be classified into several subcategories. Theifitaion is based
on considerations regarding (Kundur et al. 2004):

e The physical nature of the resulting instability as indechby ob-
served physical system variable that reflect the appeam@te in-
stability.

e The size on the disturbance considered.

e The time span of the devices and processes that have a caidele

9



Chapter 2. Blackouts in Electric Power Systems

Consideration
for
Classification

[ Power System Stability]

- Ability to remain in operating equilibrium
- Equilibrium between opposing forces

[ l |
Angle Frequency \oltage : )
Stability Stability Stability Physical Nature
T T

I Main System
- Ability to maintain synchronism - Ability to maintain frequency - Ability to maintain steady voltages Parameters
- Torque balance of synchronous  within nominal range - Transfer capability / load demand |
machines - Generation / load balance |
s |
|
Small Signal Transient Large ] [ Small | Size of
Stability Stability Disturbance Dlsturbance |
|
|

Disturbance
— L?I_—J,

|

|
Short [Short] [Long] Short] [ ong | Time Span
Term Term Term Term erm |

]

Figure 2.1: Classification of the overall power system stability problem into sub-
categories (Kundur et al. 2004).

contribution to the resulting instability

An overview of the overall stability problem and its clagsation into sub-
categories is provided in figure 2.1.

The overall stability problem is divided into three maineggdries (Kundur
et al. 2004):

Rotor Angle Stability: Refers to the ability of synchronous machines to re-
main in synchronism after being subjected to a disturbalRogor an-
gle stability is further divided into two subcategoriessraall signal
(or small disturbanckrotor angle stabilityandtransient(or large dis-
turbancg rotor angle stability The small signal rotor angle stability
concerns the stability of the system equilibrium point (@asly state
point). Small signal rotor angle instability may appearimo tforms:
a) as an aperiodic (non-oscillatory) increase of the rotbgie@due to
lack of synchronizing torque, or b) rotor oscillations ofi@asing am-
plitude due to lack of sufficient damping torque. Transienbr angle
stability concerns the ability of system to maintain symciism when
subjected to a severe disturbance. The instability is iysureform of

10



2.1 Power System Stability Definitions

aperiodic angular separation due to insufficient synchaiogitorque,
manifesting as first swing instability.

Frequency Stability: Relates to the ability of a power system to maintain
steady frequency following a severe system disturbancestigg in a
significant imbalance between generation and load.

Voltage Stability: Refers to the ability of a power system to maintain steady
voltages at all busses in the system after being subjectaditstur-
bance from a given initial operating condition. Voltagebdity is de-
pendent on the system ability to restore an equilibrium betwload
demand and supply. Voltage instability may appear in pregive fall
or rise of voltages at some busses. In relation to voltagalisyathe
termvoltage collapsés commonly used. Itis described as the process
by which a sequence of events accompanying voltage ingydléds
to abnormally low voltages in a significant part of the powestem or
to a blackout.

In addition to the power system stability terminology paed in (Kundur

et al. 2004), the phrasaperiodic small signal stabilitwvill be used in the
following chapters to refer to the ability of the system geners to establish
sufficient synchronizing torque for a given equilibrium ddron. An aperi-
odic small signal instabilityappears as aperiodic (non-oscillatory) increase
of the rotor angle and subsequent loss of synchronism follpa very small
disturbance (could be a small increase in applied mechigreser to a gen-
erator, or small changes in the system loading). In eadydture on electric
power system stability the tersteady state stabilitywas used to cover the
area ofaperiodic small signal stabilityCrary 1945, Kimbark 1956). The
aperiodic small signal stabilitgan be considered as an subcategory of the
rotor angle small signal stability category shown in figurg. 2

The above given definition of the termoltage collapserecommended by
the joint IEEE/CIGRE task force on stability terms and defams, is not the
only interpretation of the phenomenon that appears in sitepapers. This
inconsistency in terminology is addressed next.

2.1.1 Inconsistent Usage of the term Voltage Collapse

The interpretations of the termoltage collaps@ppearing in technical liter-
ature and papers dealing with the topic of voltage stabéliyy inconsistent
where few different interpretations gbltage collapsean be identified. In

11



Chapter 2. Blackouts in Electric Power Systems

the following, three different textbook descriptions of fshenomena will be
introduced and afterwards, it is investigated wherefromdlferent inter-
pretations originate and it is studied which interpretatdthe termvoltage
collapseis most commonly used in papers published in IEEE Transagtio
on Power System.

Textbook Descriptions of the Voltage Collapse Phenomena

Voltage stability in electric power systems has been a rekdapic for sev-
eral decades. The focus on the topic was greatly intensifieidglthe late
eighties and is still today a field with high research adteit The research
has been successful for identifying mechanisms causingg®linstabil-
ity, establishing useful terminology related to voltagadity problems and
for providing several methods for analyzing voltage stgbproblems. As
the research progressed, several textbooks were writtenewthe topic of
voltage stability is covered (Taylor 1994, Cutsem & Vourn8884, Kundur
1994). In all of the three textbooks, the consistency in #rens used to
describe voltage stability problems is in general good.ré&hethough one
term, voltage collapsgwhere different interpretations and descriptions of
phenomena appear in each book.

In Carson Taylor’s book (Power System Voltage StabilityA)9® definition

of voltage collapse is provided where it is stated that aesgstindergoes

a voltage collapsef, for a given operating state and a given disturbance,
the post-disturbance equilibrium voltages are below aetd@ limits. Fur-
thermore, it is mentioned in the book that the tewo#age instabilityand
voltage collapsare used somewhat interchangeably by most engineers. For
example, the decline in voltage magnitude due to undertimatransformer
action in a voltage unstable situation is denoted/@ltage collapsef the
resulting voltage levels are below some acceptable limits.

In Prahba Kundur’s book (Power System Stability and Contiohpter 14,
1994), it is stated that voltage instability is essentialjocal phenomena
where its consequences may have a widespread impact. Fodieeit is

said thatvoltage collapses more complex than simple voltage instability.
Voltage collapses referred to as the process by which a sequence of events
accompanying voltage instability leads to a low voltagefifgan a signifi-

cant part of the power system.

In Van Cutsem’s and Costas Vournas’s book (Voltage Stabilitilectric
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2.1 Power System Stability Definitions

Power Systems, 1998)pltage collapses related to a sudden catastrophic
transition in voltage. Furthermore it is said tiattage collapsenay or may
not be the final outcome of voltage instability.

The difference between these descriptions is significahgrevin (Kundur
1994) the ternvoltage collapsés related to a process that results in system
wide low voltage profile while in (Cutsem & Vournas 199&8)ltage collapse

Is related to collapse in voltage magnitude over short peoiotime. The
difference between the usage of the term is illustratedhgcagly in figure
2.2.

Voltage collapseas defined in (Cutsem & Vournas 1998), is illustrated in
figure[2.2.(b). A sudden transition in voltage magnitudellastrated in plot
can be caused by different phenomena. For example couldosinavior be
observed on busses connected to large induction motor udaesly stalls
due to insufficient voltage levels at the motor terminalsoier phenomena
that could result in observations of sudden transition lteg® magnitude is
when two subgroups of generators approach an angular sepas&180,
following a loss of synchronism. In such situation, rapidtage drop can
be observed at busses close to the electrical center betiveenbgroups of
generators.

Figurel2.2.(a) illustrates a potential outcome of a voltegeapse as defined
in (Kundur 1994). The plot illustrates system wide voltagefite, where
an initially voltage unstable situation at a single bus lessiited in that the
automatic control actions of a tap changing transformedyglly caused a
decline in the system voltages. This decline in the systdtages resulted in
that the neighboring busses became as well voltage unseshlking in fur-
ther decline in the system voltage that continued until&peitansformers hit
their limits. This process is a simple example of voltagéagse according
to the definition in (Kundur 1994) where the final outcome aftsprocess
could be a low voltage profile in a significant part of the powgstem as
illustrated on in figuré 212.(a) or a system blackout.

The Origins of the Different Interpretations

In all of the three above mentioned textbooks covering tipectof voltage
stability, extensive references to technical papers areigeed as a base for
the theory presented. Since the interpretation of the iaitage collapse
varies between the three books, it was of interest to andignethe term
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Figure 2.2: Graphical interpretation of the two different definitions of the term
voltage collapsas used in (Kundur 1994) on one hand and in (Cutsem & Vournas
1998) on the other hand. The definition in (Kundur 1994) relatdtage collaps¢o
a process that causes a low voltage profile in the system as illustratedwh{i&),
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2.1 Power System Stability Definitions

voltage collapsénad been used in scientific and technical papers written in
the past.

In early papers concerning voltage instability in elecpower systems, the
termsvoltage instabilityand voltage collapsenvere used somewhat inter-
changeably (Nagao 1975, Barbier & Barret 1980). In (Barbier &r&ar
1980), the phenomena obltage collapsas explained by considering the
decline in voltage due to an unstable control action takeartger-load tap
changing transformer when operating below the locus oicetipoints on
the PV-curves. This usage of the temmltage collapseesembles the state-
ment in (Taylor 1994) thatoltage instabilityandvoltage collapseare used
somewhat interchangeably by most engineers.

In the late 80’s and in the early 90’s, a great increase ing¢Bearch activi-
ties within the field of voltage stability began. Differemqgpaoaches for the
analysis of voltage stability problems emerged and in tleisgal, bifurca-

tion analysis was introduced as a potentially useful toohfatage stabil-
ity analysis. In several papers concerning the usage ofdaifion analysis
for voltage stability studies, a different formulation bkttermvoltage col-

lapsebegan to appear. In these papers, the process of voltag@seivas
explained as an event characterized by a slow decline inysters volt-

age until a sharp collapse in voltage occurs (Brucoli et 8851 ®obson &

Chiang 1989). These interpretations of the phenomena aitassito the

definition from (Cutsem & Vournas 1998).

The usage of the Term Voltage Collapse in Technical Papers

For the purpose of analyzing which interpretation of thenteoltage col-
lapseis most widely used in papers covering the topic of voltageisty, all
IEEE Transactions on Power Systepapers in the period 1987-2009, con-
taining the termvoltage collapsevere investigated. It was analyzed which
of the three interpretation of the tewnltage collapsehe authors used. The
results from the analysis are shown in figurd 2.3. The figurgatos a his-
togram where the number of papers published each year norgdhe term
voltage collapse is shown. Each individual paper is reprteskas a citation
inside a square bracket.

The citations are marked in different ways, depending orclvimterpreta-
tion of the termvoltage collapses used. Citations that are marked with a
squared box denote papers wheottage collapsés explained in same way
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Chapter 2. Blackouts in Electric Power Systems

as in Van Cutsem’s and Vournas’s book (Cutsem & Vournas 1998tiQns
marked with a circle represents papers where the intetpyetaf voltage
collapseis similar to the statement from Taylor’s book (Taylor 1994)ere
voltage collapsendvoltage instabilityare used somewhat interchangeably,
while the papers marked with a hexagon explaitage collapsen similar
way as done in Kundur’s book (Kundur 1994).

The majority of the citations in the histogram are unmarké&d.unmarked
citation represents a paper where no further explanationgr@vided for

the termvoltage collaps€assumed as common knowledge), or as in some
papers where there is referred to all of the three previooggtioned text-
books for further details concerning the tevisitage collapse

The figure reveals the inconsistency in the usage of thevettage collapse
in scientific papers over a long period. It is even more irsieng to see that
in the majority of the papers, it is assumed that the teottage collapsés a
common knowledge and no further explanations or refereaeprovided.

As previously mentioned, an IEEE/CIGRE joint task force ob#ity terms

and definitions published a report (Kundur et al. 2004) whieegoroblem of
defining and classifying power system stability was addm@shk the report,

the termvoltage collapseés explained as the process by which the sequence
of events accompanying voltage instability leads to a lmatkr abnormally

low voltages in a significant part of the power system. Furtiee, it is
stated that a stable operation at low voltage may continiee stbnsformer

tap changers reach their boost limit, with intentional and/nintentional
tripping of some load. This definition of the tenrnltage collapseesembles

the one given in Kundur’s book (Kundur 1994).

In the report, it is mentioned that a rapid fall in voltage mitigde (as men-
tioned in the definition o¥oltage collapsén (Cutsem & Vournas 1998)) can
be associated with rotor angle instability. The voltage deop rapidly at
intermediate points close to the electrical center betvweensubgroups of
generators when the angular separation between the gre@ppioaching
180 degrees.
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Figure 2.3: Histogram over number of papers per year from the IEEE Transactions
on Power Systems where the teuwnltage collapsés used. The citations located
inside a box denote papers where the definitionadfage collapsérom (Cutsem &
Vournas 1998) is used, the citations inside a circle represent papers vditage
collapseandvoltage instabilityare used somewhat interchangeably as mentioned
in (Taylor 1994) while the citations inside the hexagons represent agapare

the voltage collapsas defined as in (Kundur 1994). Unmarked citations indicate
a papers where no further explanations were given for the term vaitaiggse or
where it was referred to all three books for an explanation of the gphena. A list

over the involved references can be found in appendix B.
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Chapter 2. Blackouts in Electric Power Systems

2.2 The Anatomy of a Blackout

The U.S - Canada Power System Outage Task-Force, which vedsdisiséd

to investigate the causes of the blackout on August 14, 2003ecommend
actions that would minimize the possibility of similar bkaaits, published a
final report concerning the blackout (Liscouski & Elliot 2D01In the report
it was recommended, among others, that the focus shouldcbeaised on
research of reliability-related tools and technologiesluding development
of practical real-time applications for wide-area systemnitoring using

phasor measurements and other synchronized measurirggséliscouski

& Elliot 2004, p.149).

When new solutions are to be developed that aim at avoidirgg lacale
blackouts to occur, it is important to understand causesramdved mech-
anisms in the process leading to a blackout. Fidguré 2.4 iveatefrom
(Pourbeik et al. 2006, Voropai & Efimov 2008) and illustraéegeneral se-
guence of events that can lead to a blackout. It is commonthleabperat-
ing conditions are normal and in compliance with system afegy policies
prior to the ensuing events that lead to a blackout. Majotesydlackouts
are most of the time initiated by a single severe disturbdloss of genera-
tor or a tripping of a critical line) or even a multiple reldtevent such a fault
and a subsequent relay misoperation. Following the imtgegvent, a proper
automatic or operator remedial control actions could ensustable opera-
tion of the system. If proper operational planning critenia followed, most
systems are designed in such way that the system stabititgiistained for
such single outages. The system might, however, enter argenty state if
the severity of the disturbance is great, particularly nigipeak load hours.
The normal operating state can be restored by applying ammystadjust-
ment, such as generation shifting and increase of spinnimgepreserve.
The time frame for such system readjustment is usually is ¢éminutes.

If proper automatic control actions or operator intervemtare not taken
following a severe disturbance, the system may enter acta&vere emer-
gency where it can be exposed to further failures and casgamlitages.
The system can also enter this state if a second severeldiatte occurs
when remedial actions have ensured stable operation fioiipthe initial

disturbance and before the system readjustment has begsdoaut. The
blackout in Sweden and Denmark on September 23, 2003 is anpdxa
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Normal State

- Operating within design parameters < :\ \

- May be a high-load situation

Initiating Event System Readjustment
- Loss of generator - Carried out by operators
- Line trip due to overload/ - In time frame of tens of minuteg

fault/relay misoperation

(*Seconds to minutes time frame)

L Emergency State
Automatic

Remidial
Action?*

- Stable system operation, but
not secure

Second Disturbance

- Before readjustment is finished,
severe disturbance occurs
- Independent of the first event
and of very low probability

Emergency Control Actions

- Under voltage load shedding
- Under frequency load shedding

Operating Conditions for
Cascading Outages
or/and Voltage Instability

- Results in gradual deterioration of
system operating conditions

Point of No Return

System Blackout

- Stability problems cause system split up
- System splits up into uncontrollable islands
- Large mismatch in load and generation leads

to a collapse in frequency

Figure 2.4. General sequence of events leading to a blackout. The diagram is
derived from (Pourbeik et al. 2006) and (Voropai & Efimov 2008).
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Chapter 2. Blackouts in Electric Power Systems

of such blackout scenario, where a second severe distwelmourred ap-
proximately five minutes after the initiating disturbancelavhere the two
disturbances were independent of each other.

When the system is in the state of a severe emergency, a sykiekoux

can ensue due to many different instability mechanisms.tif®@most sim-
ple cases, the initial disturbance causes redistributiggower flow result-

ing in increased loading on other lines. The actions of ULiaformer,
thermostats and other load regulation devices tend to gtydestore load
which causes further loading and eventually overloadingriical trans-

mission lines. This can lead to a process of cascading liteges, which
at some point causes the system to be prone to dynamic periceris-
sues. The increase in the impedance between the load anchieneas
transmission lines trip, can lead to a number of stabiligbtems (Pourbeik
et al. 2006):

e Transient Rotor Angle instabilityThe initial large disturbance (e.qg.,
transmission system fault) will lead to deviations in geter rotor
angles. If this is then followed by inadequate electricalging be-
tween groups of generators (due to the loss of transmissien)| it
may lead to a lack of synchronizing power and thus an inghiitit
generators in different regions of the system to keep in lssorism
with each other. This phenomenon has a time frame of few skscon

e Oscillatory Small Signal Instability:Due to the weakening of the
transmission system associated with high power transfeidecan
lead to uncontrolled growing electromechanical oscilasi between
groups of generators. The growing oscillations in poweticoe until
line protection reacts causing further partitioning of flystem. The
phenomenon may have a time frame from several seconds totens
seconds.

The above unstable phenomena can lead to partitioning aytbiem into
smaller islands with a large imbalance between load andrggoe. Even-
tually, a point of no return is reached when a rapid chaintreaof load and
generation tripping leads to the system blackout.

When the system is in the state of severe emergency, voltagabihity can
as well be the driving mechanism in the evolution of a systéackout.
\oltage instability has been considered to be the main nmeshradriving
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2.2 The Anatomy of a Blackout

the evolution of many actual system blackouts where for gtamm (Taylor
1994) a list of 17 voltage instability related blackoutshe {years 1965-1987
Is provided. Voltage stability is still today a researchitopf high focus.
A detailed description of how a blackout can unfold from tleenp when
conditions for voltage instability occurs, is provided iexih section.

2.2.1 From Voltage Instability to System Blackout

For the purpose of visualizing some of the interrelatiopsietween events
that cause a blackout to unfold from a initially voltage até¢ operating

condition, figurd 25 contains a state diagram that outlsmse of the in-

volved mechanisms.

Conditions for voltage instability occur when the point of>amaum deliv-
erable power to a given system node have been reached andoitions
are represented as initial state of operation in the toptatter of the state
diagram in figuré 2]5. During such conditions, the occureesfovoltage in-
stability is dependent on, among others, the longer tertageldependency
of the system load and the voltage control equipment at tde nbconcern.
A tap action of a ULTC-transformer connected to a voltage abistnode,
results in further deterioration of the system operatingditions where the
voltage on the load side is reduced while the supplied ctirseincreased.
This results in lowered system voltages, increased lineeats and hence an
increased reactive power demand which is met by increasative power
output from the system generators. The ULTC-transformdrowmittinue its
attempts to raise the voltage on the low-voltage side whésults in fur-
ther deterioration of the system conditions with each ckangap-position.
The lowered system voltages gradually lead to neighbonsgds becoming
voltage unstable as well, which escalates the deterior#tither.

The gradual increase in generator reactive power outpetiareduced sys-
tem voltages, results in that overexcitation current kergt(OXLs) become
activated as the generators begin to hit their reactive poayeability limits
one by one. When a generator’s OXL is activated, it is no lorcgeable of
maintaining a constant voltage at its terminal and its sbareactive power
loading is transferred to the other generators which cathtea cascading
overloading of the machines.

The increase in line currents due to the gradually deteaimgaoperating
contrition introduces as well the risk of cascading linpging. A line that
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Figure 2.5: State diagram illustrating how the occurrence of voltage instability can
evolve into a system blackout. Various mechanisms (ULTC-transformémdaic-
tions, line tripping or activation of OXLs) cause gradual deterioration @&tystem
conditions. In the figure, the deterioration continues until a) the point ofrmanx
injectable power from a given generator is reached resulting in a logsmohs-
nism of the generator, which can gradually evolve into a loss of synidmohe-
tween subgroups of generators and a subsequent blackout, or)untieb trip of

a critical line results in partitioning of the system into uncontrollable islands with
large imbalance between load and generation resulting in blackout.
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trips results in additional loading of adjacent lines thagmh gradually lead
to a cascade of line outages.

The gradual deterioration of the system condition due to/@lmentioned
mechanism is an example of a voltage collapse process. ltasgaterm
process where the system deterioration can graduallyraentior several
minutes. As the voltage collapse process continues, it $sipke that in-
duction motors begin to stall at voltage unstable bussegalemv supply
voltage, resulting in high current to be drawn resultingurttier deteriora-
tion. If the motor protection does not react quickly enouiis could lead
to cascade of motor stallings in the area.

The voltage collapse process might stop when transformpehangers reach
their boost limit, where stable operation continues aftegntional or unin-
tentional tripping of some load. On the other hand, the systeterioration
due to the voltage collapse might reach a point, before trestormer tap
changers reach their limit, where a system blackout unabed This could
be due to that the cascading outages have resulted in thatiormof an
uncontrollable island where a large mismatch between tedsgenera-
tion and load results in a blackout. Another possibilityhattthe gradual
system deterioration have resulted in operating conditvbere a loss of
synchronous operation between subgroup of generatorsofailowed by
system separation and a blackout.

Voltage instability is associated with the operating ctinds where the
maximum deliverable power (in steady state) to a given systede has
been reached while the point of maximum injectable powey asystem
node (in steady state) is on the other hand related to apesahll signal
stability of the power injecting machine. The limits for nixaxim injectable
power into a given node are dependent on both the strengtieajrid and
the system loading. The gradual deterioration of the systendition due
to the voltage collapse process, lead to a reduction of maximmount of
power that can be injected into a given system node and ealgnban lead
to conditions for the loss of aperiodic small signal stapiliThe resulting
instability can be observed as initially slowly growing aitey shift between
groups of generators. As the two regions separate in vofthgse angle, the
voltage in between the two regions will be reduced and pitiynteading
to transmission line protective relays tripping lines andgble separating
the two regions two regions resulting in a blackout.
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2.3 The Blackout in Sweden and Denmark
September 23, 2003

At noon September 23rd 2003, a sequence of disturbancesreddiat
eventually caused a blackout of the eastern part of Dennmatkiee southern
part of Sweden. The blackout affected approximatedyrillion persons in
E-Denmark and approximatelyGlmillion persons in S-Sweden. The outage
resulted in that 18W hof energy were not delivered to the customers.

In the following, a description of the events that causedaiaekout and a
time line of events is established. The information progidgethe following

is mainly gathered from two official reports concerning teckout, one in
Danish (Elkraft System 2003) and the other in Swedish (SweKsaftnat

2003).

2.3.1 The Swedish and the Danish Power System (2003)

Figure[2.6 shows the 489 transmission system in Sweden and E-Denmark
along with the major thermal and hydro power plants in theesys

The Swedish transmission system is characterized by agstransmission
grid between the northern part and the central and soutlatropSweden,

which enables utilization of the large amount of hydro powesources in
the northern part of the country. The hydro energy resouirtedveden

are mainly located in the northern part of Sweden, while tresamptions

areas are mainly located in the central and the southernops&tveden.

When the construction of nuclear plants was being plannedstafosen to
locate the plants near the large consumptions areas foregagons; a short
transmission distances to consumption areas and an easgsdocccooling

water.

In E-Denmark (Zealand) the distance between the main poleetgpand
the main consumption areas is short. The generation certditrge coal-
fired units (up to 65MW), combined heat and power plants and a significant
amount of wind power. The Swedish grid and the E-Denmark grdcon-
nected through a pair of 4Q0 cables and another pair of 132 cables. The
total capacity of the connection between Sweden and Ze#@ar@DMW.
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Figure 2.6: The 40V system in Sweden and Zealand (E-Denmark). The system

is characterized by a strong connection between the hydro-generatiamtirern
part of Sweden and the consumption areas in central and S-Swedenuitibered
substations in the figure correspond to the bus numbers from figure 2.7.
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2.3.2 Pre-fault Conditions

Prior to the blackout, few production units and transmissilines were not
in operation due to maintenance. In E-Denmark, the DC-cdroreto Ger-
many (Kontek) was out of order due to a planned maintenaeee 18XV
lines and one 400/ were disconnected and three thermal plant units were
not in operation. In the southern part of Sweden, both of tBeddnnections
to the continent were out of order due to planned maintenanwe40kV
lines were disconnected due to maintenance and revisiahthaee power
plant blocks were not operating due to an extended maintend®ased on
these conditions, the operation conditions were congitierde stable and
well within the constraint laid out in operational planniagd grid security
assessment (Svenska Kraftnat 2603

In figure[2.6, the pre-fault condition in S-Sweden and E-Darknare shown.
The figure shows the 48¥ transmission system and which major generat-
ing units were in operation. Prior to the first disturbanhe,groduction from
power plants in E-Denmark was approximatel$dOMW and production
from wind turbines was approximately 490V. This production covered a
consumption of B50MW in E-Denmark and a 400W export to Sweden.
The available reserves in E-Denmark were 775MW which wasentiwain
sufficient to cope with the loss of any of the operating praiducunits in
E-Denmark (Elkraft System 2003).

The Swedish power system was moderately loaded prior to tbiedis-
turbance with a total consumption in Sweden of approxinyat&l000MW
which is almost half of the maximum yearly consumption (SkenKraftnat
2003). The consumption in the southern part of Sweden was appaigly
3.000MW (Elkraft System 2003).

2.3.3 Involved Events/Disturbances

First Event: Oskarshamn

The initiating event, which played a role for the evolutidnhe blackout was
the loss of a 120dW nuclear unit at the Oskarshamn nuclear plant (bus 23
in figure[2.T). Internal valve problem in the feedwater ditsof the power
plant made it necessary to manually lower the productiomfiol76MW

to 800MW in less than 10s. When the attempts to solve the valtvelgm
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Bus # Name Bus # Name Bus # Name Unit Production
0 Ishgj 9 Kilanda 18 Hjemsjo R1 845VW
1 Bjaerskov 10 Breared 19 Alvesta R3 884MW
2 Asnees 11 Stromma 20 Kolstad R4 87MW
3 Gorlgse 12 Uddebo 21 Kimstad o1 1176MW
4 Hove 13 Timmersdala 22 Nybro
5 Kyndby 14 Barsebéck 23 Oskarshamn
6 Soderasen 15 Sege 24 Glan
7 Horred 16 Tenhult 25 Hedenlunda
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Figure 2.7: The pre-fault operating conditions in the the k00Network in E-
Denmark and S-Sweden. The Generators in Zealand represent i@gatgmn of
several generators in corresponding area, while the generatorsitisdwart rep-
resent the individual generating units that were operating prior to th&dalac
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failed, the reactor scrammed to a full shut-down and stogftat another
10s.

The loss of the production unit at Oskarshamn resulted muiacy dip to
49.66Hz whereafter the frequency stabilized in the range3@8- 48.85Hz
The drop in frequency caused an automatic activation of jfeechpower
reserves in Norway, northern Sweden and Finland along witbrgency
reserves from Jutland (W-Denmark). The disturbance redutt that the
voltage dropped approximately bk in the southern part of Sweden but
remained within the 405 40KV level which is by no means critical. Fol-
lowing the activation of the reserves in the northern paidweden and in
the neighboring countries, the frequency was slightly Wwettee normal op-
erating limit of 49,90Hz and therefore, actions were ingehto raise the
frequency.

The fault at Oskarshamn caused a redistribution of the pdwerin the

south-eastern part of Sweden. This redistribution causa@ mower flow-

ing in the western part of Sweden to supply the demand in outine flow

through bus 25 in figure 2.7). The transmission voltage lexasle though
still within the predetermined security constrains. A lo$s single unit is
regarded as a standard contingency and active and reacter peserves
shall be able to cope with this kind of disturbance without anbsequent
supply interruptions.

Second Event: Horred

Only five minutes after the loss of the Oskarshamn unit, arsed@uble bus-
bar fault occurred in a 4&YV substation in Horred on the western coast of
Sweden (bus 7 in figufe 2.7). The fault resulted in the trigmififour 400kV
lines, which again resulted in isolation of two 9@ nuclear units at Ring-
hals from the system and a subsequent shut down of the ungaref2.3
shows the situation in the southern part of Sweden afterahk ih Horred.
Two of the four disconnected lines made an important conmeétom cen-
tral Sweden to S-Sweden (lines 7-9, and 7-12 in fiqurk 2.8 Idss of the
two Ringshals units resulted in practically no power beingdpiced in the
southern part of Sweden. Additionally, one of the DC-conioestfrom Jut-
land (Konti-Skan 1) was lost following the disturbance utésg in a loss of
250MW import.
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2.3 The Blackout in Sweden and Denmark September 23, 2003
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Figure 2.8: The system condition after the double busbar faultin Horred (bus 7). As
a consequence, practically no local production was available in the southe of
Sweden (busses 6,7,10,14-16,18-24). The power was either supplie®&nmark
(through bus 6) or from the eastern and northern part of Swedesughrbus 25).

From figurd 2.8, it can be seen that the only operating nucleiam the area
(Ringhals block 1) had no longer a connection to the Southgaloawestern
coast of Sweden. The power supply of the southern part of 8mvaed to
come from either E-Denmark through Soderasen (through bus iom

north, through the Hedenlunda substation (through bus i2%)e eastern
part of Sweden. The disturbance resulted in a very high poaesfer from
mid to southern Sweden on the remaining K@lines in the SE-Sweden.

In the following seconds after the fault in Horred, powedidctromechan-
ical oscillations caused a large voltage drop in the soatpart of Sweden.
At Simpervarp (substation at Oskarshamn), the voltagedepproximately
30kV and at Soderasen to approximately BZ0whereafter the voltage
level got stabilized in the range of 360 -37V in the area from Soderdsen
through Sege in south to Hall and Aker (in north of bus 25 inrg&T).

Approximately 1@ after the fault in Horred, the voltage in the area began to
sink slowly over a period of 8Juntil a level below 320kV was reached in
the area from Sege in south to Hall and Aker in North. The geltevel was
lowest in Simpevarp.

The explanations provided in (Svenska Kraftnat 2§(814) for the slowly
decreasing voltage is related to the voltage dependentyeddad. Initially,

the load decreased when the voltage decreased on all levelsn the net.
Gradually the voltage levels at the consumer side got astjusy the use of
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Chapter 2. Blackouts in Electric Power Systems

feeder transformer tap changers in the net, which resufte@ah iincrease in
the load and thereby an increase of the power flowing into itha. a

Third Event: Disconnection of 40(kV lines

The decreasing transmission system voltage magnitudestamgly in-
creased power flow from north to south resulted in that thteadce relays
on the lines between central and south Sweden considerattuhaéon as a
distant short circuit, leading to cascading tripping of K@Q0ines resulting
in separation of southern part of Sweden from the rest of $wed

Norway and

N-Sweden N-Sweden E- and N-Sweden
17 21 *25
el

12 16 20 124

- -

11 15 \ 19 ‘|23

. ) 03
'10 14 18 122

Py

Figure 2.9: The system condition after the disconnection of the 400kV lines in
the eastern part of Sweden. After the disconnection of the lines the soythe

of Sweden (busses 6,7,10,12,14,15,16,18,19 and 22) was supplied &omalk
(busses 0-5).

Figure[2.9 shows the situation after the disconnectionefittes. The lines
between E-Denmark and Sweden remained connected resiltihgt S-

Sweden was supplied from Denmark. Consequently, the systeemnienced
a blackout of both E-Denmark and S-Sweden.

2.3.4 Time line of Events

As a summary, the involved events and disturbances thaeglayrole in
the process causing the blackout are listed on the time linevents in
figure[2.10. The time line is derived from data presented entto offi-
cial reports covering the blackout incident (Elkraft Syst2003, Svenska
Kraftnat 2003).
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| Valve fault at Oskarshamn (O3 at bus 23). The production isged from
1176MW to 800MW within 10s.

| The fault is not cleared and the generator (O3 at bus 23) mustdtedown.
The production is reduced from 800MW to OMW over a period of.10

Reserves in Sweden, Norway, Finland and Jutland are astivathe total
- increase in imported power is 6BAN. The import from E-Denmark is
increased by 8MW.

Double busbar fault in Horred - two blocks at Ringhals (R3 BAgland two
- 400KV lines (between busses 7 and 9 and between 7 and 12) are
disconnected from the net. A 176 production is lost.

| One of the DC-connections to Jutland is disconnected - 250nport is
lost.

| The import from Finland and Norway is gradually increased by
approximately 87MW

| Tap-changers begin gradually regulate the distributidtage in the affected
area which causes gradual increase in the consumption.

Distance relays on the lines between central and south Sweatesidered
- the situation as a distant short circuit and eight 400kVdimeSE-Sweden
are tripped.

- Blackout occurs eastern Denmark and the Southern part of Swed
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Chapter3

Phasor Measurement Units and Methods
for Real-Time Stability Assessment

In 1893 Charles Proteus Steinmetz revolutionized the AQittiemalysis by
introducing the concept of complex phasors (Steinmetz 1.894implified
mathematical representation of a sinusoidal waveform. ifitneduction of
phasors greatly simplified the analysis of AC circuits. Ptm this time,
AC circuit analysis had to be carried out using calculus fiecdit and time
consuming process involving integrals and derivativesimfisoids. With
the introduction of phasors, the problem was reduced to alsiproblem
in algebra where an AC circuit could be represented in terimmplex
impedances for the purpose of analysis.

Complex phasors of voltages and currents are used for thesaaf a given

stationary operating condition in electric power systeimshree phase elec-
tric power systems, the positive sequence voltage phasopaiver system
bus has become parameter of vital significance. It is a compnactice

to describe a given stationary or a quasi-stationary systeenating con-

dition in terms of positive sequence bus voltages and negtethe neg-

ative sequence and zero components. A set of all positivaeseg bus
voltage phasors is provided as an output from load flow arsafysd state-
estimation, and thereby an unique description of a givetesy®perating

conditions is obtained. The set of bus voltage phasors caiséx, together
with the knowledge about the network impedances to deterthie currents
and power flowing in the system.

Following the US Northeast Blackout of 1965, increased facas on devel-
oping methods and tools for monitoring the system operatorglitions in
real-time. After a few years of research and developmenighted least
square state estimators were introduced which made aimsalretwork
analysis possible (Savulescu 2006). The estimation ofytbtes state was
carried out by estimating the system bus voltages from asasarements of
several system parameters. The development of state &stimeas the ini-
tial step in the development of real-time static securigeasment methods
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Chapter 3. PMUs and Methods for Real-Time Stability Assessmen

that utilized the estimated operating conditions as inpitA.d

Phadke et al. (1983) presented a new measurement techhigueniabled
measurements of positive sequence voltage phasors itimealdn 1986 a
prototype phasor measurement unit (PMU) was produced girér Tech
and in 1991 a commercial production of PMUs began with theduction
of the Macrodyne 1690 unit. Since the development of theRikU, many
other models have become available with a wide range rang@tans.
At the present there are over 20 commercial manufacture$iafsPworld

wide and PMUs have been installed in power systems througthewvorld

(Phadke & de Moraes 2008).

The aim of this chapter is to explore the basic principle ofUd\and inves-
tigate their added value to the system operation as wellas ltmitations
when used for stability assessment. Furthermore, an ewena provided
over few existing methods that can deploy PMU measurememeéd-time
assessment of the system stability and security.

3.1 Phasor Measurement Units (PMUS)

A phasor measurement unit (PMU) is a device that provideshsymized
measurements, in real-time, of voltage and current phasorsgy with a
measurement of frequency. Synchronism between the indiViBMUs is
achieved by the use of a common synchronizing signal from &Rélites.
The synchronization of the sampling process for differeat@iorms, mea-
sured at locations that may be hundreds of kilometers apakes it possible
to put their phasors on the same phasor diagram and uselyii@otircuit
analysis of the system.

Figure[3.1 illustrates the concept of PMUs, where a sinaaidveform
is sampled at two different system busses. A GPS signal easynchro-
nization of the sampling process, which makes it possiblepoesent the
sampled waveforms as phasors in the same complex plane.
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3.1 Phasor Measurement Units (PMUS)

Figure 3.1: Phasor Measurements in electric power systems. PMUs installed in
substations dispersed over a wide-area in a power system receiv@ sigsial that
ensures a time synchronization of the phasor measurement. The syntiycig-

nal ensures that the sampled voltage or current waveform can beaudedve the
phasor values that can be put in the same complex plane for the purpasaysis.

3.1.1 Accuracy of Phasor Measurements

According to IEEE standard for PMUs, the accuracy limits BfU is de-
fined in terms of Total Vector Error (TVE) which is defined as:

TVE-= \/(Xr(n) _XQ;I%(”) X (3.)

WhereX(n) andX;(n) are the real and imaginary part of the phasor given
by the measuring device aid andX; are the theoretical real and imaginary
phasor values of the input signal at the time of measureme&auracy limits

of PMUs, expressed as TVE should be within 1%. This impliekasp error
within +0.01 rad (-0.57°) or a maximum time error of 26usat 60Hz and
31.8usat 50Hz (Martin et al. 2008).

This high accuracy of the PMU elevates the standards of psygem mon-
itoring, control, and protection to a new level. The introton of PMUs
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Chapter 3. PMUs and Methods for Real-Time Stability Assessmen

provides a possibility for development of new methods fail-tene stabil-
ity assessment, which might benefit from that a large scghdogment of
PMuUs in electric power systems where a full observabilityhef system op-
erating conditions can be obtained in real-time, with a mggetition rate.

3.1.2 Wide-Area Measurement Systems (WAMS) and
Phasor Data Concentrators (PDC)

Wide-area measurement systems (WAMS) focus on colledtiegynchro-
nized system measurements in real-time and distribute theher to appli-
cations that make use of the data. A basic structure of a WAdMI&istrated
in figure[3.2. The figure shows a WAMS consisting of PMUs, commu
cation links, and data concentrators which are needed tp éxploit the
benefits of synchronized phasors measurements. The PMUuireeaants
are transmitted immediately to a receiving unit, usuallyhagor data con-
centrator (PDC). The data is then sent without delay to ies-applications
and to data storage for off-line use. The WAMS provide thesfimiéty of
serving all measurement applications through differenicanof data rates.

PDC

Connection with other

Direct exchange systems (SCADA)

with other utilities

A Monitoring and
( Phasor Data Visualization
».| Consentrator (PDC)

Correlates data and feeds

applications
P Real-Time Controls

T

A
¢

Data Storage for
Offline Analysis

Wide Area Data
Measurements Communication

Applications of Wide Area

Data Input Management Measurements

Figure 3.2: General overview of wide-area measurement systems.
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3.1 Phasor Measurement Units (PMUS)

In the figure, PMUs provide measured phasors in a data stiestrare trans-
mitted to a PDC. The measurement data from different locatiay not
arrive simultaneously, since different communicatiorhtemlogies may be
used (Naduvathuparambil et al. 2002). For this reason, tieeod the most
important function of a PDC is to gather data from differestdtions and
align the data by time-tags before it is sent to approprippieations.

PDCs from different utilities may also share data among thersupport

wide-area applications. In large scale power systems, arRipasor Data
Concentrator (A PDC that gathers data from several other PEx®d)e used
to correlate data from several utilities within a power gtitereby provid-

ing platform for application that assess the overall coodiof the whole

system.

3.1.3 Added Value of PMUs

The PMU technology has matured in recent years and constbyjuew in-
stallations of PMUs have been gradually increasing in p@ystems through
out the world (Phadke & de Moraes 2008). The objective of tistallations
is to reach for hierarchical WAMS, in which system measungsdérom
various substations are collected at central locationg. practical value of
wide-area PMU data, collected in a WAMS, is given by appiawa that
utilize the data. Few examples over existing and suggegtglitations are
listed below (Skok et al. 2007, Rehtanz & Pouyan 2006):

Real-Time Monitoring and Control: One of the benefits of PMUs is the
ability to inform not only operators that they face probleimgheir
control areas, but as well neighboring operators of a sttegsd. In
(Taylor et al. 2005) a wide-area stability and voltage colnglystem
(WACS) is presented that is intended to provide a flexiblefqtat for
rapid implementation of generator tripping and reactivevgocom-
pensation switching for transient stability and voltag@msart of a
large power system.

Power System State Estimation:PMUs offer a number of benefits to the
State Estimation application such as improved accuracyraingist-
ness of bad data detection, and an availability of a fasteremnical
solution to a linear problem (Zhao & Abur 2005, Nuqui 2001).

Real-Time Congestion Management:Real-time congestion management
is usually carried out by comparing a pre-calculated Nominansfer

37



Chapter 3. PMUs and Methods for Real-Time Stability Assessmen

Capability (NTC) to the actual flow in a line or a path. The calcu-
lations of the NTC based on stability limitations, voltaged! limi-
tation of thermal limitations, whichever is the most redtve for the
given stress direction. The assumptions used in NCT calooktare
often conservative. This can result in that excessive margre in-
troduced which may lead to unused transfer capability aedethy

a lost opportunity to reduce costs in the dispatch processgl{lkt

et al. 2005, Mao et al. 2005). The high repetition rate andicaay

of PMU-measurements contributes to speed and quality eenaent

of real-time algorithms that enable rapid computation of |IRiese
Transfer Capability (RTC). On many lines or paths such RTCs will
exceed their corresponding NTCs which reduces the need fgyess
tion curtailments in real-time (Breidablik et al. 2003).

Benchmarking, validation and fine-tuning of system models:The imple-

mentation of phasor measurement based tools, methods atidaap
tions provides a means of improving existing models. Th&atvity
of precise and time synchronized measurements from vatomas
tions in the power system provides new opportunities foniiigng
errors in system modeling data and for fine tuning power systed-
els utilized throughout the industry for both on-line antilofe appli-
cations (Hiskens 2001, Hauer et al. 2005).

Post-Disturbance Analysis: The aim of a post-disturbance analysis is to

identify the sequence of events which caused that a giverpsys-
tem interruption occurred. This is usually carried out byeanm of
engineers that study measurements from various data esdirdm

locations dispersed throughout the system. Since thederoare not
synchronized, this job of understanding the process cgubim dis-
turbance and reconstructing a time line of events is a tinmswming

job. A utilization of synchronized measurements can maieeto-

cess significantly easier (Skok et al. 2007).

Power System Restoration:Under the process of power restoration, large
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phase angle difference can occur across a breaker thataertn®
adjacent substations. Closing a breaker on a large angéeetiife can
cause severe equipment damage, and eventually lead tocarenwe
of the system outage. The PMUs are capable of providing ran-li
monitoring of system voltage phase angles and are therefetil
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during a power restoration. The PMU can reduce the time mkede
during a restoration process.(Skok et al. 2007)

Online Monitoring of Global and Inter-Area Oscillations: Several meth-
ods, which utilize PMU data, have been suggested for boih@ahd
offline analysis of power system oscillations. Methods tieate been
applied for the detection and identification of oscillasare among
others based on prony analysis and wavelet analysis (Breuleizal.
2000, Rehtanz & Pouyan 2006).

Adaptive Protection: Certain relays and protection schemes could be made
to adapt to prevailing system conditions observed from veicea PMU
data and thereby enhance their performance (Skok et al)2007

Thermal Monitoring: By measuring voltage and current phasors at each
end of a transmission line, the line parameters can actytaaleter-
mined. Utilizing that the line resistand¢eis temperature dependent,
the average temperature of the entire line between the tvasune-
ment points can be estimated where the temperature rethecéstual
situation of ambient conditions like wind speed, sun and tarrent
(Weibel et al. 2006).

3.2 Potentials and Limitations of the usage of
PMUSs for Stability Assessment

When new applications, which rely on PMU-data, are to be dped, it is
appropriate to identify the benefits and the limitationsoagged with the
usage of PMU-data. Some of the main advantages associatedheiuti-
lization of PMU-data for stability assessment are listeld\we

e A PMU-snapshot, which provides full observability of thetwerk,
can be obtained in real-time at a repetition rate of once pele®f
system frequency.

e The high repetition rate of PMU measurements makes it plestib
capture system dynamics over a wide-area. Previously, a-ai€a
observability was provided from a SCADA system that had atrepe
tion rate that was too slow to capture any but the slowestmijcs
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The above mentioned benefits of PMU measurements conttibatstrong
base for the development of methods intended for wide-assasament of
the system operating conditions in real-time. A PMU-snapslvhich pro-
vides a full observability of a system, can be directly usedgdate a system
model that is used for assessment of the the system statestdpmef esti-
mating unobserved system variables is not needed when tahsumements
provide full observability of the network and therefore,igngficant reduc-
tion in assessment time can be obtained.

The high repetition rate opens as well up the possibilityréai-time tracing
the system dynamics which can eventually be used for predicf future
states. The dynamics captured in PMU data must though beisufty
slow such that the PMUs repetition rate is sufficient for iong a good
representation of the actual system trajectory.

Some of the limitations of PMUs can be related to the concéphasors,
which is a simplified representation of a stationary sindabivaveform.
This simplification results in that some information frone tctual observed
waveform is lost. This imposes limitations on what compleagors can be
used for, which in fact imposes limitation on what kind of Apgtions PMU-
data can be used. To mention some of the limitation assaociaii the
usage of PMU data for assessment of the system conditianfltbwing is
outlined:

e Since PMUs are limited to a repetition rate of once per cythystem
frequency, applications focusing on assessment of vetypfaanom-
ena cannot use PMU data if the repetition rate is too slowdpturing
the dynamics of interest.

e The PMUs provide a measurement of the positive sequenceaomp
nent of the observed waveforms, which limits their usagepidiea-
tions that can manage without the knowledge of the negagigaence
or the zero sequence components.

e The performance of PMUs under transient conditions, wherertag-
nitude and relative phase angle of the observed waveforncltamge
significantly during one period, is not standardized. It ieertain
which voltage magnitude or phase angle the PMU phasor shiepid
resent during such conditions, bearing in mind that phas@ s sim-
plified representation of a stationary sinusoidal wavefolinis not
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clear whether PMU measurements from a period involving digst
namics can be used for accurate assessment of systenttabili

It has been proposed, that real-time observations of systdtage phase
angles can be used for stability or security assessmentwa@usgystem con-
ditions. In the following, the shortcomings of methods omr@lying on phase
angle observations for system assessment are pointed out.

3.2.1 Shortcomings of the use of Voltage Phase Angles Ob-
servations for Stability/Security Assessment

In a power system where PMUs are covering a large part of teesy
busses, a snapshot of the system operating conditions cantdieed if the
measurements are continually gathered at a control cefterthe purpose
of utilizing the wide-area information obtained from sucteaof PMU mea-
surements for stability assessment, several applicatindsdeas have been
suggested. One idea sometimes suggested is to use phasaraagure-
ments for assessing the system operating conditions. lwk@fasubramanian
et al. 2009) it is suggested that a set of measured voltageeragles can
be useful for assessing system stress and in (Dobson etldl, B@bson &
Parashar 2010) phase angles across a cutset area are useekssiee of the
system stress.

The suggestions for using voltage phase angle measurefetssessing
system stress are often based on practical experience wstabikty/security

problems seem to occur when bus voltage phase angle diffesesxceeds
some particular value. In (Dobson & Parashar 2010), it istioead that

simulations of the grid before the Northeast blackout of #st?003 showed
an increasing angle differences between the Cleveland arstl M&hican,

which are said to indicate that large angle differencesccbel a blackout
risk precursor.

The usage of a measurement data set consisting only of syste&age phase
angles, for the purpose of assessing the system operatidgion has some
disadvantages compared to a data set containing both ttagjgohagnitude
and phase information. In the following, arguments are ey for why
observations of system phase angles cannot alone be usadcimate as-
sessment of the power system operating conditions.

In order to assess the stability or security of a given opegatoint from
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a set of measured system variables, it is important thatlikereed system
variables provide a unique representation of the systematpg conditions.
The termunique representatiors used to denote a set of observed system
variables which can only be obtained from one specific opeygint. This
means that the observed set of system variables providesbisgrvability

of the system. If not sufficiently many system variables dnseoved, the ob-
served variable set cannot be used to represent one spgafiating point.

In such cases, other operating points exist that would r@san identical
set of observed variables.

A unique representation of power system operating conditican be ob-
tained in different ways. As an example, for a system Withusses and
M branches a unique description of a given operating poinbeaobtained
if the network impedances are known together with all ofithieus voltage
phasors or together with all the currents flowing inkhéranches along with
the voltage magnitude at one bus in the system. With the mkteanfigu-
ration known, all other network variables can be determinewh these sets
of theM complex current variables and one voltage magnitutié{2l real
variables) or from thé&l complex bus voltage variablesNZeal variables).

In power system analysis it is common practice to represspeeific system
operating point, by determining the bus voltage phasors. The reason for
this is that in practical power system, the number of bras@hgreater than
the number of busses and hence, a larger number of indepgesmigations
are needed to determine thecurrents, than thal voltages.

Each operating point can be uniquely described byNheltage phasors or
2N real variables (consisting i voltage magnitudes and angles). The
number of required variables needed to provide a completerigion of a
system operating point can be reduced by applying constrionsome of
the variables. For example, one of the bus voltage phasorseased as an
angle reference which reduces the number of voltages pingde \aariables
toN — 1. It could be assumed that the voltages bhtisses is maintained con-
stant (by e.g. AVRs or SVCs) which would reduce the number afireq
variables to a set dfl — n bus voltage magnitudes.

When the stability (or security) of a specific operating p@rib be assessed
from an observed set M (or N — 1) bus voltage phase angles in the sys-
tem, then thé\ — n independent voltage magnitude variables are missing in

42



3.2 Potentials and Limitations of PMUs

order to have unique representation of the observed opgrptint. This
introducesN — n degrees of freedom to the description of the current op-
erating point. It is therefore obvious that the observedo$gthase angles
cannot provide a unique description of the system operatingf and in fact

a given set oN — 1 phase angles can both represent a stable situation and
an unstable situation all depending on the values of\then free variables

(the bus voltage magnitudes).

In order to illustrate the difficulties associated with slibor security as-
sessment based only on voltage phase angle observatieris|ltwing two
examples are provided.

Example | - Simple 3-bus system

The aim of this example is to illustrate why information abthe voltage
phase angles in an electric power system is not alone sulffitieassessing
the system operating conditions. The system used in thimgbeais shown
in figure[3.3.a. The system consists of three busses andre®Where two
of the buses are connected to a voltage source while thelibgds a load
bus.

In this example, the term critical operating point is usedlémote when
the point of maximum deliverable power to the load has beaahed when
some specific constrains are applied to the system. It iggthowted that
an operating point might be considered to be critical foresalvother rea-
sons. For example a given operating point could be congidaiécal when
thermal limits of a transmission line or a generator arelred®r when the
voltage magnitude at some point in the system goes below spewfied
limits for minimum voltage magnitude. For the sake of siropyi of this

analysis, the maximum deliverable power to the load willyooé used to
denote critical points since this maximum is critical foltage stability in
electric power systems.

In order to determine whether a given operating point isoaiior not, some
knowledge concerning the system behavior and control idew€erhe point
of maximum deliverable power through a network to a load igetelent
on several factors such as how the production from the ieebbyenerators
changes as the system load is increased and how the relafiaadetween
active power consumption and reactive power consumptiaihesading
increases (whether the power factor is varying or fixed). &ample, if
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Figure 3.3: a) Simple three bus system used to explain why the values of voltage
phase angles is not alone sufficient to asses whether a given opgaitigs crit-

ical or not. Calculations are provided to show how the voltage phasorsvirets)
determined. b) Representation of a critical operating condition for themsyiata)
when the supply voltage is fixed and the load has a fixed load angle. Theilcritic
operating conditions (point of maximum deliverable power) occur whersyise
tem Thevenin impedance is equal the load impedance. c) Three differeratimg
conditions where in all cases the phase angles are the same, but thengpemadi-
tions represented are either critical or non-critical all dependent obuheoltage
magnitudes. d) lllustration which values \4fp represent a non-critical situation
(non-shaded area to the right of the line of critical values) when thdwupliages
are fixed (both angle and magnitude) and the load is increased at fixeangked

44



3.2 Potentials and Limitations of PMUs

the relationship between active and reactive power consamps linear
(fixed power factor) the point of maximum deliverable powell e dif-
ferent than if there was a nonlinear relationship betweéimeaand reactive
power consumption. Different specifications or assumptwrthe behav-
ior of the devices connected to the network, result in thad@arating point
which is critical for one specific set of system constrainghinot be critical
for another set of constrains.

In this example, the following constrains are used to dbsctine system
behavior; the load angle is maintained fixed as the loadimgci®ased and
the voltage magnitude and phase angle are maintained obiigenerator
dynamics neglected). Itis clear that these constrains teeflect a practical
situation. On the other hand, this selection of system caimst makes it
easy to illustrate why the phase angle information aloneissofficient to
describe a given operating condition. By this selectiors énsured that the
system is stressed in specific way and that each operatirditiconcan be
described by two free variables which are the phase angle¢hendoltage
magnitude at the load bus.

Figuré3.B.b shows an example of a critical operating poinoitage plane,
when the above mentioned constrains are applied to thensys$tehe idea

of using phase angle observations for stability assessofehis situation

would be applied here, it would mean that whenever exacdystime set of
phase angles differences would be observed, the systentioosdvould be

considered to be critical.

Figure[3.8.c illustrates three different operating pqintkere all of them
have identical phase angle values. Only one of these paimstical while
the two others are non-critical. The only difference betwte critical and
non-critical points is that the voltage magnitudes areedéht. From the fig-
ure, it is evident that the information about the voltage nitagle is needed
in order to determine whether a given point is critical or.not

In figure[3.3.d the line of all possible critical values\6fp have been de-
termined for the previously mentioned system constraihg et of critical
points are represented by the border line between the shegiesh and the
unshaded region. This picture clearly illustrates that itot possible to use
phase angle information alone to determine whether therobdeperat-
ing point is critical or not since the limits are both phasglarand voltage
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magnitude dependent.

Example Il - 2 x 10bus system

In this example, the 20 bus system in figlrel 3.4 is used totidtes how
large variations there can be in observations of systemepaiagle for two
different critical operating points of the system. In thecson, the static
voltage stability boundaries, characterized by the ndatiem of the power-
flow equation (Venkatasubramanian et al. 2009) are useceaxitical op-

erating conditions. The system consists of 10 generatard @foads where
all of the lines are purely reactive with line reactang = 1pu. In the

following, the system will be gradually stressed accordmgwo different

schemes.

In figure[3.4 the load/generation participation factgrfor the two cases are
shown. The participation factors indicate the incremerower injection
at each bus when the total system load is increased by oneRariga total
system load increment &P the partial increment at budgs AP, = AP - A;,
where negative values correspond to increased generatiquositive values
denote increased load. The voltage at the generator busseaimntained
fixed during the analysis and the loads are purely resistive.

In the first scheme (case a in figlre]3.4) the generator gaation is high-

est for the left most generator, and is gradually decreasingenerators at
busses to the right. The load participation factors arepsip@ to the gener-
ator participation factors, highest for loads furthesthe tight in the figure
and become gradually smaller for busses to the left. Thexteh of load

and generation participation factors results in power flothe system from
left to right. This means that a path of positive power flow bariound from

the generator at bus 1 to the load at bus 19.

The resulting plot of the system bus voltages is shown in égif.5 and
[3.8. The bus voltages are shown by a dot and the lines congetie dots
represent the voltage drop over the transmission line @ivivwo adjacent
busses. In the leftmost plot in figure B.5, the bus voltagegbotted when
the system has been loaded up to 60% of its maximum, the plo¢imiddle
shows the situation when the system has been stressed to f8@%emaxi-
mum and the plot to the right illustrates the critical op@@tpoint for the
system when stressed according to the participation méborcase a in fig-
ure[3.4. By examining these three plots it can be seen how #terayphase
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Case a:
M A3 As A7 Ao SE A3 A5 A7 Mg
-0.1818 0.0261 —0.1455 0.0523 —0.1091 0.0588 —0.0727 0.0523 —0.0364 0.4572
® ® ® ® ®
1 3 5 7 9 11 13 15 17 19
2 4 6 8 10 12 14 16 18 20
® ® ® ® ®
A2 Ag A6 Ag Ao A2 A4 A6 Aig A20
0.0131 —0.1636 0.0392 —0.1273 0.0653 —0.0909 0.0594 —0.0545 0.1764 —0.0182
Case b;
A Az As A Ag SE A3 A5 A7 A9
0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10
® ® ® ® ®
1 3 5 7 9 11 13 15 17 19
2 4 6 8 10 12 14 16 18 20
® ® ® ® ®
A2 Ag A6 Ag A0 A2 A14 A6 Aig A20
0.10 -0.10 0.10 —0.10 0.10 -0.10 0.10 -0.10 0.10 -0.10

Figure 3.4: A 20 bus system with 10 generators and 10 loads. The load/genera-
tion participation factors for cases a) and b) are shown where a negatimber
corresponds to an increment in production and positive number corrdsgo a
increment in load. For a total system load incremenBtthe partial increment at
busi is AR = AP- A;. Each branch in the network is purely reactive with a unit line
reactancé .y = 1pu.
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angle differences gradually increase as the system sgr@sseased. It can
be seen from the plot of the critical operating point thatapplied stress pat-
tern causes large separation in the phase angles, whereakimuam phase
angle separation in the data set is close to 360 degrees.

In the second participation scheme (case b in figure 3.4)aatigipation
factors are equal. When this scheme is applied the paths divegsower
flow can only be traced from generator busses to the adjacadtdusses.
The three plots in figure 3.6 show the system bus voltagesedgdiding is
gradually increased to the critical point. It can be seenttiphase angle
separation as the system stress is increased is very diffeven the previous
case and the maximum phase angle separation in the datarsethssmaller
in this case (approximately 50 degrees).

The difference between the two cases stems from the facirticase a, the
power flow in the branches was from the left to the right whiebulted in
long paths of positive power flow could be traced in the nekwdrile in case
b the power was generally transmitted over short distanéégen power is
transferred through a long path consisting of purely ingdectlements the
voltage phase angles decreases on the busses in the patthd@anding
end to the receiving end.

These two cases demonstrated that the difference in phgte separation
of the bus voltages for two different critical operating misi of the system
can be very substantial. If only the information about preasge separation
was to be used for assessment of the critical operating ttondit would
be impossible to identify the different critical situatgnlt is evident that
more information is required than only the phase angles derto assess
the stability/security of such system.

It is interesting to compere the above results to suggessdulity criteria
in publications describing stability constrained powewfldNguyen & Pai
(2003) suggest when a relative rotor angjle= o; — 8; exceeds 180 degrees,
the system is considered unstable. Gan et al. (2000) retbid@riteria as
an extreme case and an even lower thresholdjfosuggested. The above
example illustrates that it is not possible to define a fixealsphangle differ-
encedjj to accurately represent the system stability boundary. syiseem
boundary depends on the both the network topology and howytsiem is
loaded. A set voltage phase angles whigyas high, could be an indication
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Figure 3.5: Plot of the system bus voltages for the system in figure 3.4. The leftmosttmiats bus voltages when the system
is loaded to 60% of the maximum loading, when the participation factors fronefl§idta are applied. The middle plot shows
the situation when loaded to 80% and the right plot are the bus voltages fmatki;mum possible loading.
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Figure 3.6: Plots for the same loading levels as in figurd 3.5 when the participation fagjare(f.4.b are applied. There is
a great difference between the two critical cases when the voltage ahgleeseparation of the bus voltages is investigated
In case a (figure_3l5), the maximum phase angle separation in the data esiamiely 360 degrees while in case b it is

approximately 50 degrees.
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3.3 Existing Methods for Wide-Area Assessment in Real-Time

of that the path of positive power flow can be traced througing bistance
in the system rather than a specific indication of a stresgeds condition.

It should though be noted, that the idea of using maximumehagle dif-
ferencedij as stability criteria is often suggested by utility engirsethat
observe that stability related problem seem to occur wieexceeds some
practical limit. One potential explanation why utility angers observe
problems wherd;j exceeds the practical limit, is that the system generation
and consumption patterns of the bulk power system are ysusty similar

on daily basis. If the two, similar sets of participationttals were applied

on the system in figurie 3.4, the observed value of cridgaimight as well

be similar.

Even though similar system generation and consumptioenpatare expe-
rienced on daily basis, the usage such experience baselitystatieria for
dij might be unreliable during some critical operating comuditi This espe-
cially applies for stressed situations where the systerology might have
been changed due to a trip of a transmission line, or whensadba large
generator has resulted in redistribution of the power flawwhgshat a longer
path of positive power flow is experienced. In such situajahe actual
value for the criticab;j might be significantly different from practical expe-
rience based limits and result in either a false alarm fdvikty problems,
or that the stability problem occurs before the practiaaltlis reached.

3.3 Existing Methods for Wide-Area Assessment
in Real-Time

In the following, examples of method that utilize wide-areaasurements
for stability or security assessment are provided.

3.3.1 Wide-Area Detection of Voltage Instability

In (Glavic & Van Cutsem 2008, Glavic & Van Cutsem 2@0%lavic &

Van Cutsem 2009 a method is presented that focusses on detecting the on-
set of voltage instability triggered by large disturbancEsr this purpose,

the method utilizes PMU system snapshots of the post-thatwe condi-
tions. It is assumed the snapshot provides observabilitigefvhole region
which is prone to voltage instability. The voltage stapiléssessment is
based on the singularity conditions of a computed Jacobinixrderived
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from an extended set of equilibrium equations. The shorh tdynamics
of generators are not traced, but replaced by accurateil@guih condi-
tions. The assessment is based on system model where thts effana-
chine AVRs and OXLs are considered as well as the effects ef othitage
control equipment in the system. No assumptions are madg e load
behavior since it is directly measured.

A coupling between time domain simulation and eigenvaluwsyesms of the
Jacobian has been suggested before (Moriso et al. 1993, \@erGet al.
1995). The suggested method basically aims at replacingfthi@e noise-
free computations of the Jacobian sensitivities by a oneechout in real-
time and based on the PMU snapshots.

A case study provided in (Glavic & Van Cutsem 200%hows that the
method is capable of detecting when conditions for voltaggtability oc-

cur. The method is though not capable of identifying the @ctoltage sta-
bility boundaries and therefore not capable of assessimgliftance to the
boundaries in real-time.

3.3.2 Wide-Area Nomograms

In (Makarov et al. 2010), an approach for real-time secuaggessment is
presented, where a multidimensional security region igrdahed for a
specified operational base case. The security region boyrsd@presented
using its piecewise linear hyperplanes in a multi-dimemsispace, consist-
ing of system parameters that are critical for security ysial The security
regions are pre-calculated off-line in a time-consumingcpss where the
security region is derived for one particular system comfigan. The de-
rived multidimensional security region represents a seiparating points
for which constrains thermal overloading, voltage levetdiage stability,
transient and oscillatory stability are satisfied.

A real-time assessment of the system security margin israateby mon-
itoring the operating point in real-time and comparing ia@agt the pre-
calculated security boundaries. The method provides a aecyrate mul-
tidimensional representation of the system security batiad which pro-
vides confidence for operating the system closer to the gedgundaries
than before.

A drawback of the approach is that the boundaries are detechior a spe-
cific base case and fixed system topology. If the system i®stdg) to any

52



3.3 Existing Methods for Wide-Area Assessment in Real-Time

topological changes (e.g. few lines out of order due to neaance), the ac-
tual approach may introduce an inaccuracy for the assessie security
margin, as it has been based on the non-changed topolotyicctise.

3.3.3 Monitoring System Stress by Cutset Angles

In (Dobson et al. 2010, Dobson & Parashar 2010) an approgutesented
where the system stress is assessed by monitoring so catket angles.

A power system, with DC load flow approximation is considendtere the
topology and the impedances of the base case are known. @geotthase
angle at a busis denoted;, the phase angle difference across the brgnch
is denoteddj and the branch susceptancejs A cutset of branches that
divides the network into area 1 and area 2 is chosen. Since l&Cflow
approximation of the network is considered, the power flguthrough the
cutsetc can be determined as:

Pe= ijéj (3.2)

be=Y by (3.3)

6= 16 (3.4)

Then [3.:2)[(3B) and(3.4) imply th& = b8 which represents the power
flow through the cutsetderived from the cutset angle and the cutset suscep-
tance.

The real-time assessment of the system stress is obtain@giyoring the
cutset anglé., which yields specific information about changes to the grid
with respect to the chosen cutset.

The disadvantage of this approach is that it does not asgstesrsstability
in an accurate way, it only provides an indicator of stressesiem condi-
tions. Furthermore, as previously pointed out, by utilizonly the voltage
phase angles from a given PMU-set and discarding the vottzagmitude
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observations, results in reduced observability of theesgstonditions. A
reduction of the system observability introduces greateettainty for the
assessment of critical operating conditions.
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Chapter4

Real-Time Stability Assessment -
Considerations

This chapter presents practical considerations relatedabtime stability
assessment where an element-wise stability assessmeesénfed as a po-
tential approach for real-time monitoring of the systenbsity boundaries.

4.1 Monitoring Multidimensional Stability Bound-
aries

Traditionally, power system stability analysis is carrieat by utilizing a
variety of different methods which cover among others timendin sim-
ulations and static analysis. Depending of the scope ofttiay sdifferent
aspects are examined. For example, an analysis of trassadaility involves
investigation of whether, for a given operating point, tigetem can with-
stand of severe contingencies. The analysis of voltagdlistebr a given
operating condition focusses on investigation of two atgdhe proximity
to voltage instability and mechanisms of voltage instabikor that purpose,
static methods such as continuation methods and QV-sgtys@nalysis are
applied.

For the purpose of monitoring the overall system stabilitgexurity bound-
aries, multidimensional nomograms have been suggestelafigla et al.
2010). The critical boundaries are determined in an offlin&lysis where
critical multiple critical boundary points are determinky stressing the
system in various directions away from a given base opeygimint X,
whereXy € RN, After each step increase of the system stress in a particula
stress direction, a wide range of assessment method aiedpptetermine
whether the new operating point is secure and/or stable. stdmvise in-
crease of the system stress is continued until one of theéeapaésessment
methods indicates that the current operating point is ngdostable or se-
cure whereafter the point is used to represent a criticahtiaty point in
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the multidimensional parameter spaR®. The security (or stability) region
boundary is represented using its piecewise linear hyaeesl in a multi-
dimensional space where the hyperplanes are determinedthre critical

points determined by the offline analysis. Figlrel 4.1 dspicpiecewise
linear approximated security region.

[Piecewise linear approximation : ‘
“:|of N-dimensional security regiop

‘ \ : . : . [Boundaries determined
B o\ by an offline analysis
v*‘_ : ' : /
A e— :

A
B
I
Y v, GRe
06 } WL
il
041 it 1
Z)
02 il 0.8
) ISystem operating 0.8
0- “|point inRN 04

0.4 o

Figure 4.1: Assessment of a multidimensional operating pointRM) against its
boundaries. The boundaries are determined by offline analysis, whitg#rating
point is monitored in real-time.

The derived security/stability region is used for realgiassessment of the
system operating condition where the multidimensionalrajpeg point is
monitored in real-time and held against the boundarieshigway, a mul-
tidimensional security/stability margin can be obtain€tis approach pro-
vides an overall-assessment of power system stability fobservation of
single multidimensional operating point.

Another approach for stability assessment, instead of toiong a multidi-
mensional operating point, would be to monitor multiple @@g points
where each point is associated to a specific element in a Eys&m.
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4.2 Element-Wise Assessment of Individual Mech-
anisms of Stability

One approach for real-time stability assessment, is tosfooassessment of
one particular mechanism of instability that is related &pacific element
in the system. Such element-wise assessment of individeahamisms of
stability could for example consist of determining the bdames for the
maximum amount of power that can be delivered to the ternahapecific
ULTC-transformer. Another example could be an assessmeheahaxi-
mum steady-state electrical torqliethat a specific generator can apply for
a given steady state situation.

Element-wise Assessment

1.6¢

1.4y
¥G2 +CGs

121 stable Region }‘Glo
. ‘

0.8}

0.6}
Unstable Region 612

0.4r

0.2f

0

0 0.5 1 15

Figure 4.2: Element-wise assessment of stability, where the one particular mech-
anism of instability is assessed explicitly for each relevant system element. An
individual operating point is associated with each element (in this caseagerse

Gi) is held against its stability boundary.

Figure[4.2 illustrates the concept of suelement-wise assessment of indi-
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vidual stability mechanismsin this case, the stability of a given system
element is evaluated in respect to a given mechanism ofiggalbhis could
for example be the assessment of when gener&grréaches its limit of
maximum injectable power in steady state condition. Thetdifor maxi-
mum injectable power represents the stability limit forraqdic small signal
stability for the machine of concern. The assessment comncejoistrated in
figure[4.2, where each operating point is associated to amergir and the
point is held against a critical boundary for a given mecsianof stability
(the boundary could be presentedRif or evenR ).

By assessing the conditions of a one particular system elemearspect
to one particular mechanism of stability offers possitatitfor obtaining re-
duced computational time for carrying out the assessmehée r&duction
in computational time is related to that the system desonptan be tai-
lored such that only factors that have a significant influentéhe stability

mechanism of concern are represented in the system modgheFRuore,

when the assessment of a particular system element is baingctout, the
network representation can potentially be reduced sudhtlieaareas that
have little influence on the element of concern are represgdny a simpli-

fied equivalent. Such reduction of the system network cath feaeduced
computational efforts required for the assessment.

Another benefit of an element-wise assessment of stalslityat the critical
system elements are quickly identified which provides a duoackground
for choosing appropriate remedial action for improving thserved system
operating conditions.

4.2.1 Overall Assessment of Stability

An overall real-time assessment of system stability canldiaioed by di-

viding the assessment process into several subtasks, wheaeh subtask
the aim is to assess one particular mechanism of instalfiigyre 4.3 gives
an overview over the suggested assessment process.

Wide-area observations of the system operating conditimasused as an
input to several different assessment methods, where eattiothconcerns
the assessment of a single mechanism of instability. Thesasgent of the
different mechanisms of instability can be executed in Ipglran different
processors where the output from all methods is gatherednaedtigated
for an overall assessment of the system stability. Theidivisf the stability
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System observability obtained

Paralell execution of N
different assessment methods

Assambles the output from

by synchronized measurements The 1st A the N assessment methods
o\ The 2nd r
Real-Time — / Overall
AR %’ - ] _7/—> bl
easuremen S) Assessment . SSessmen

Method J_)
\

Figure 4.3: Schematic overview over real-time stability assessment process.

assessment problem into subtasks offers several beneéts being used in

real-time:

e The system description can be tailored to the stability raeigm that
Is being addressed. This enables model reduction wherensyay-
namics, that have a limited or no effect on the addressedlistab
mechanism, can be neglected. Hence, a reduction in the ¢atignal
efforts is obtained.

e Since each assessment method is focussing on a particuthamsm
of stability, it becomes easy to identify where in the systeproblem
Is emerging, and what kind of stability problem is emerging.

e The parallel execution of several assessment methodsdaown-
proved speed of the assessment
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Chapter5

Critical Boundaries and Characteristic
Lines in Injection Impedance Plane

The main topic of this chapter concerns the mappings of saa@ulichar-

acteristics of a three dimensional PQV-surface, for a stpb bus system,
into the injection impedance plane. The derived expresdionthe charac-
teristic boundaries are used as foundations for a methaadong situational

awareness that utilizes the derived expressions in thipteh&or stability

assessment and for an informative visualization of the mieglesystem con-
ditions in real-time.

5.1 Benefits of Describing Critical Boundaries in
Terms of Injection Impedance

The representation of stability boundaries in injectiop&dance plane for
the purpose of stability assessment has several advartaggesred to rep-
resentation of the boundaries in terms of other systemblasaFirst of all,
as will be shown in the following, the critical boundarieslasther charac-
teristic lines appear as circles in the impedance planes fikes it possible
to visualize multiple operating points on the same screegrvihe operating
points have been normalized such that their critical boogndarepresented
by a unit circle.

Furthermore, characteristic lines of constant voltagemitade, phase angle,
active power and reactive power appear as well as circlelarinjection
impedance plane which provides a good basis for providingeanimgful
and informative visualization of the system operating ¢toils.

5.2 Mapping of Critical Boundaries

In Figure[5.1 a diagram of a two bus system is presented whictams the
notations of the system variables used in the following. fEtationship be-
tween receiving and sending voltage, active and reactiwepis formulated
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in &.J):
VA4 V2 (2(RP+XQ) —E?) + (RR+X?)(PP+Q*) =0  (5.1)

The derivation of[(5]1) is provided in appendix A.

E ZIN=2ZINLQ v
I L [l Z Z\pZ0
_RTX y4p =20
PQ

Figure 5.1: The simple two bus system and the notations used for deriving the
critical boundaries in the injection impedance plarte denotes the sending end
voltage magnitudey is the receiving end voltage magnitudkandQ are the active
and reactive power at the receiving endl.y andZ, p represent the line and the
injection impedance respectively. The anglés used to denote the angle Bfy
and@ is the angle o, p.

In order to construct QV-surface a solution for eithd?, Q areV has to
be found. Rearranging (5.1) and solving the active poweesults in the
following two solutions:

RV2 — \/—QZ (R2+X2)? 4 (RR+X2) (E2 — 2QX)V2 — X2V4

P[l] = R2 + X2 (52)
RVZ + \/—Q2 (R2+ X2)2 +(RZ2+X2) (E2 — 2QX)V2 — X2v4
P[Z] =~ R2 + X2 (53)

By assumindR > 0 andX > 0, then the solutioify corresponds to solution
whereP is negative whilePy; describes the solutions fér values that can
be positive as well as negative. All solutions for positiaues ofP are
therefore described b)), given the above constrains fBrandX.

The two solution$;; andP,) describe the entire PQV-surface. If the region
Scontains all points on the PQV-surface and the subred@paadS, contain
the solutions offy; and Py respectively, thertS= S U S is valid. This
means thaBrepresents the entire injection impedance plane.
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Solutions forQ andV, can as well be obtained by manipulating {5.1):

XV2 \/sz (R +X2)% 4+ (R2+X2) (E2 — 2RP) V2 — R2V4

@ = e (54)
XV2Z - \/—PZ (R +X2)% + (R4 X2) (E2 — 2RP)V2 — RV4

Qz = - R+ X2 (5.5)
E? E4

Vy = —<RP+><Q)+7+\/7—(XP—RQ)2—EZ(RP+XQ) (5.6)
E2 E4

Vg = ~(RP+XQ)+ = — \/7 — (XP—RQ)2—E2(RP+XQ) (5.7)

E?2 E4
Vg = —\/~(RP+XQ+ 5 & \/7 — (XP—RQ2—E2(RP+XQ) (5.8)

It can be seen that two different solutions exist@oand four solutions fov
exists. Two of the four solutions f&/ result in negative values f& which
gives no physical meaning and therefore, only solutiong@mitive values
forV are of interest\(j;_)).

In the following, the region§s and$, represent the set of points described
by the solution®);; andQy respectively and the regioss andSs represent
the set of points described by the solutidfig andV respectively. In the
same way as above=SUS = SU S are valid.

For the purpose of visualizing the relationship betwBg@ andV, a three
dimensional surface can be plotted by utilizing one of thgregsions pro-
vided in [5.2)4(5.6) and keeping the valuesHX andE fixed. In figure 5.2
a plot of such surfaces can be found where the valies1,X = 0.1 and

R=0.01 are used. The surfaces are shown for positive valuBs of

In figure[5.2.(a) several lines on the surface are shown épaésent constant
load power factor (that is the path on the surface wieemains constant).
A projection of those lines onto the PV-plane results in tlaglitional nose
curves (PV-curves), which are often used in voltage stgtahalysis. Figure
[5.2.(b) contains a set of lines which represent constaeivieg end power
P. A projection of these lines onto the QV-plane results in @\&curves
which also often are used in voltage stability analysis. ¢beesponding
PV-curves and PQ-curves for the surfaces in figuré 5.2.(d)(Bjphcan be
found in figurd 5.B.(a) and (b) respectively.

65



99

Ay
S eI
RN
ISP
s

S
50503 “‘
S
SRR
SIS

Z
Z

23
s
SRS S
OSSR
IRy
SIS
S

===z
==z

N
S
SO
3 ‘:“8:‘ px\\ N

SIS
s

SIS -

e Jestetes SOSSREISY STTRARRM LY
it Yoo

/15 SRS

1 sttt ssssta SO Y ‘
. 107 Yo% S SRARAAN
LSS

SIS

7
NI 7
Sk

pRsis |

K
SRS
XX
%%

=<

&=

: 2
0 04 E2 0 04 E

Figure 5.2: lllustration of the relationship between receiving end power and regotiwer @ andQ) and the receiving end
voltageV when the sending end voltageand the line parameterR @ndX) are kept constant. Two surfaces are shown in the
figure, where in (a) lines of constant power factor are shown foewdifit values o® while in (b) lines of constant powét are
shown. Figur€5]3 shows the projection of these lines onto the PV-plarteahD-plane respectively. Lines which illustrate
where the partial derivative8/ov andoP/aqQ respectively become zero are shown on both surfaces.

Saul 2NsLI)oeIRYD pUE SaLepunog [eonud g Jaydeyd

nY

L




L9

(@)

v
E

0.6

Normalized Voltage

0.4

0.2

Normalized PV-Curves

6=—=
o=—%
S
8=0 Pt
s |—.‘\
== e
=1 -
p—m2 -
- 16 -
6=7 AU
=% | =TT
orP __
av =0
I I I I I I
0.1 0.2 0.3 0.4 0.5 0.6
Normalized Active Power %—Z

Qi Z
E2

Normalized Reactive Power Injection

Normalized QV-Curves

0.6

0.4r

i

1 1
0.4 0.6 0.8 1 1.2 1.4
Normalized Voltage %

Figure 5.3: PV-curves and QV-curves. These curves are the results of thecpoojef the lines of constant power factor
in figure[5.2.(a) onto the PV-plane and the projection of the lines of conptamér in figureL5.2.(b) onto the QV-plane
respectively. Note that y-aksis in (b) shows the reactive power injeQjcand has therefore opposite signQoin figure

5.2.(b).

sallepunog [eanu) jo buidde z'g



Chapter 5. Critical Boundaries and Characteristic Lines

Apart from the lines of constant power factor and constamtgrptwo lines
that are of critical importance for stability studies arewh. The first line,
the one which intercepts the lines of constant power factoeP is at
maximum, is the line where the partial derivatg&is zero. The second line

represents the set of points Wh%z 0.

Both of these line represent the limits for maximum delivérgtowerP for a
given system condition. The Iir% = 0 represents the maximum deliverable
power when the sending end voltage is fixed and the relatipmsiweerP
andQ is linear (that is changes i are proportional to changes @). It is

as well the maximum deliverable power when the value reagowerQ is
fixed.

The Iineg—g = 0 represents the maximum deliverable power when the receiv-
ing end voltageV is fixed. This could represent the maximum deliverable
power between to systems, where the voltage in each end igaimead con-
stant.

For voltage stability, it is the line wher% = 0 that is of central importance
since it represents the situation when there can not bestletivmore power

P to the load for the given value @. Whether a voltage instability is expe-
rienced when the operating point crosses this limit linegpahdent on the

dynamic behavior of the load. The Iirgé = 0 is therefore only a borderline
between a safe region and unsafe region.

For the purpose of developing an early warning system whighitors volt-
age stability in power systems, it would be interesting tedaine the dis-
tance between an operating point and the critical borderMhereg—P =0.
It would as well be interesting to determine the "velocity"dadtirection
of the operation point and predict the time it takes for therafing point
to cross the borderline. It is not convenient to monitor fplét operating
points in the system on a PQV-surface, since the shape of {see is
dependent on the value &f \ for each transmission line. A mapping of the
PQV-surface into the injection impedance plane enablesniveitoring of
multiple operating points. Before the mapping of lines onRIg@/-surface
can be be derived, it is necessary to identify some impodiaatacteristics
of the PQV-surface that enable the derivation.
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5.3 Characteristics of the surface

5.3 Characteristics of the surface

As necessary background for the mapping of the criticaklioethe PQV-
surface into the injection impedance plane, the followielgtionship must
be valid:

P 0Q

When VAR 0, then EVEn 0. (5.9
oP ov

When 0 0, then 0 0. (5.10)
0Q ov

When P 0, then P 0. (5.11)

In the following subsections it will be shown that the stagets above are
valid.

5.3.1 Proof of whendP/av = 0 then 0Q/ov =0

Differentiating the expression féy in (5.2) with respect t¥ yields:

oP 2RV V (E2-20QX) (R +X?) — 223

= + (5.12)
2 2
Vo RHEXT T R x2) \/—QZ(R2+X2)2+(R2+X2)(E2—2Q><)v2—x2v4

Settingg—\F/’ = 0 and solving forQ results in:

X (E?—2v2) LERV4AVZ - E2
Qeorjav=0) = 2(RR+X2)

(5.13)

Using the expression fd? instead of the expression fé;; when deter-
mining the partial derivative in(5.12) results in the sampressions for the
solution forQ as in [5.18). Fron1(5.13), it can be seen that there are two so-
lutions for Q, that describe the line whep&/ov = 0. This partial derivative
becomes zero whdnis either at its maximum its minimum.

It can be seen that (5.13) is valid farin the ranggE/2, »[. A description
of the entire PQV-surface can be obtained by equafiods s&Ba&hwhich
correspond to the subregioBsandS, respectively. By inspection of (5.13)
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Chapter 5. Critical Boundaries and Characteristic Lines

it can be seen that the solution with the negative sign li¢isednin the re-
gion S while the solution with the positive sign lies partly$ andS,. The
values 0fQr/5v—0) Obtained by the solution with the positive sign should be
applied intoPy; when the voltag¥ is in the rangeF/2, E/(2sing)] and applied

into Py whenV is in the ranggE/2sing, «o|. If the values 0fQsr/5v—0) are not
applied inPy and P as described, then they do not represent the set of
points on the PQV-surface whet®/ov = 0.

The aim is to show that whegg =0 theng—s = 0. Differentiation of the
expression foQyy in (5.4) in respect t&¥ results in:

Q  2xv V (E2-2PR) (R2+X?) —2R?V3

=- - (5.14)
NV REXE (e x2)\ /P2 (R4 X?) + (R4 X2) (E2— 2PR)V2 — RAV4
SettingdQ/ov = 0 and solving folP results in:
R(E2—2V2) ZEXV4AV2Z—E?2
Pogjov=0) = (5.15)
(0 ) 2(R2+X2)

The results are the same as the one that would be obtai@(}i\h‘lould have
been used instead Qfy in (5.12).

An analysis of the two solutions fd?aq/,—0) reveals that the expression is
valid forV in the ranggE/2, oo.

Inspection of the solutions fof (5.115) it can be seen thatsthlation with

the positive sign lies entirely in the regid while the solution with the
positive sign lies partially irty andS,. The values 0Paq sy —0) Obtained by
the solution with the negative sign represent point§invhen the voltage
V is in the rang€E/2,E/(2sing)] and represent points i& whenV is in the

range[E/(2sing), oo|.

By constraining expression fét,) in (5.2) by inserting the expression with
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5.3 Characteristics of the surface

the positive sign foQer/oy—0) IN (2.13) (which lies entirely irg;) gives:

5 —2RV? + \/ZXEZ\/RZEz(ZV —E)(2V +E) +E4R2 + 4X2V2E2 — X2E4
- 2(R2+X2)

—2RV2+E\/(RE+X«/(2V—E) (2V+E))2 (5.16)
2R X2)
R(EZ-2v2) + EXVAVZ—E?
2(RE+X2)

The above expression f&, which is constrained bgP/av = 0, is the same
as the expression fét with the positive sign in[(5.15) whef®/ov = 0. It is
therefore proven that the line on the surface whli@fey = 0 is the same line
as the one wher®/ov = 0.

5.3.2 Proof of whendP/oQ = 0 then oV /o = O
Differentiation of the expression f&y in (5.2) with respect t® yields:

P —Q(R24X?) —XV?
— = (5.17)
R \/7Q2(R2+X2)2+(R2+X2)(E272QX)V27X2V4
SettingdP/aQ = 0 and solving for Q yields:
XV?

This result would be obtained as wellRf; would have been differentiated

in (5.17) instead 0Py By inspecting the expressions fQry; andQpy in

(5.4) and[(5.b) it can be seen than the expressioQf@f,,—o) is identical to

Qry andQyz when the term under the root is equal zero. This means the the
line representingP/aQ = 0 is at the boundary of regions described@y;
andQpz (S and& respectively). Therefore, the expression @#ge/oo—o)
represents the intersection betwégp andQy;) (Qar/ag—0) = SMNS). This
results in[(5.18) being valid for all values @fin both expressions fa@yy
andQy in (6.4) and[(5.b) respectively.

The aim of this subsection is to show that wi#/sq = 0 thendV/aQ = 0.
Expressions for the positive voltage magnitudég @ndVy) were derived
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Chapter 5. Critical Boundaries and Characteristic Lines

in (5.8) and[(5.]7). Differentiation of the expression 6y in respect taQ
yields:

oV  2R(XP-RQ-E*>X-Xvd

N (5.19)
9\ /2dvd + 2d(E? - 2(RP+ QX))

Whered = —4(RQ— XP)? + E?(E? — 4(RP+ QX)). SettingdV/aQ = 0 and
solving forP results in:

RQ+E/—QX
Pv/sg—0) = Q X Q (5.20)

This expression would have been obtained as well, if any dtieedour so-
lutions for the voltages;_g4 in (5.6)-(5.8)) would have been differentiated
in (2.19) and used to determifBy/,—0). Equation 5.20 is valid for negative
Qif X is positive (inductive) and vice versa.

In order to show that whepP/aQ = 0 thendv/aqQ = 0O, the expression for
Qor/ao—0) from (5.18) is put into the expression for the expressionHgr
given by [5.2). Doing this results in:

(—Rv+ \/R2E2+X2E2>V
P[l} = R2 + X2

(5.21)

This expression can be achieved by inserting the expre$sioQsr/,q—o)
from (2.18) into the expression f®av/,—0) With the positive sign given by
(5.20):

RQup/a0=0) + E/—Qop/a0=0)X
X

(—Rv+ \/R2E2+X2E2> Vv
R?+ X2

Plovjao=0) =
(5.22)

Since the same result is obtained by constraining the sidascribed by
Py with Qor/a0—0) @s by constraining the line described By /,o—0) With
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5.3 Characteristics of the surface

Q(or/0—0), it is proven that the line on the surface whevgaq = 0 is the
same as line wher®/aQ = 0.

5.3.3 Proof of whendQ/op = 0 then v/op = O
Differentiation of the expression f@y in (5.4) with respect t® yields:

0Q RV2 +P(R? +X?)

= = 5.23
oP /—P2(RZ+X2)2+ (V2E2 - 2V2RP)(R2 + X2) — RaV4 (5.23)
Rearranging and solving fd?, wheng% = 0 results in.
RV?
Plogor=0) = e %2 (5.24)

This is the same result as would have been obtain€ifin (5.5) would
have been differentiated in (5]23) insteadXf. By inspection of equations
(5.2) and [(5.B) foiPy; andPy respectively, it can be seen tHato/e—o) is
identical toRy; and P when the term under the root is equal zero. This
means that the line representi?fgfop = 0 at the boundaries ¢ andPp
(0Q/op = 0 at§ N'Sy). Therefore((5.24) is valid for all values ®f in either

P[]_] or P[z}.

The aim is to show that whei®/ap = 0 thendV/op = 0. Differentiating the
expression foWy in (5.6) in respect t® yields:

o  2X(RQ-XP)—E?R—RVd

P (5.25)
\/2dV/d) + 2d(E? - 2(RP+ QX))
whered = —4(RP— QX)? + E2(E2 — 4(RP+ QX)).
Rearranging and solving f@p, wheng—\lé = 0 results in.
PX+Ev—RP
Q(OV/ap:O) = — R (5.26)

This expression would have been obtained as well, if any dribeofour
solutions for the voltaged/(;_4 in (2.6)-(5.8)) would have been differenti-
ated in [5.2b) and used to determiQgv/»—g). Equation5.26 is valid for
negativeP if Ris positive and vice versa.
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Chapter 5. Critical Boundaries and Characteristic Lines

By inserting the expression f®aq/-—q) from (5.24) into the expressions for
Qy andQpy in (5.415.5) results in:

_xv2+ EVVRZ + X2

Qu = R X2 (5.27)
XV2 - EVVRZ+ X2
Qu=— X2 (5.28)

These are the same results which would be obtained if theession for
Q(av/or—0) in (5.26) would have been constrained by insertg;—g) from

(5.24). This proves that the line on the PQV-surface wiere» = 0 is the
same as the line whepg/op = 0.

5.4 Transformation of Critical Lines into Injec-
tion Impedance Plane

In the following sections the lines on tiRQV-surface that represents the set
of points where the partial derivatives are zero, becomesfaamed into the
impedance plane.

5.4.1 Transformation of 0P/av = dQ/ov = 0O into Injection
Impedance Plane

Previously, it has been shown that the expressiof gy, —o) in (5.13) and
the expression foQar/y—o) iN (5.13) describe the same line on AQV-
surface wheréP/ov = 0Q/ov = 0.

Furthermore, it was stated in section 513.1 that the seluio P/ —o)
with the negative sign lies entirely on the same surface asttution of
Qer/av—0) With the positive sign. By rewriting and manipulating thewt@ns
for Pog/av—0) andQer/v—o) that lie on the same surface gives:

R(E?—2v?) —XEV4V2—E2 RA-XB

X (E?—2v?) +REVAVZ—E2 XA+RB
Q(BP/GV:O) = 2 2 = (5.30)
2(R?+X2) C
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5.4 Transformation of Critical Lines into Impedance Plane

WhereA = (E?—2V2), B=Ev4V2—E2 andC = 2(R?+X?). The aim
is to derive an expression for the line wheRéov = 0Q/ov = 0. For that
purpose, the following relationship is utilized:

2
( ve ) = P24+ Q? (5.31)

Zo

Inserting the expressions fBrandQ in (5.30£5.29) into[(5.31) gives:

V2\? RA2-2RXAB+ X?B? | X2 4 2RXABY RPB?
Zin) C? C?
(R2+X2>(A2—|—BZ)
C2
B (A2+ BZ)
T AR X?)
V4
2y

(5.32)

and solving forZ p results in:

Zip=2N (5.33)

Hence, the set of points on tR&V-surface that descri®/ov = 9Q/av = 0
appear as a circle in tHeX-plane with center at the origin and radius equal
to the magnitude of .

5.4.2 Transformation of 9P/aQ = aV/aQ = O into Injection
Impedance Plane

By writing the expression foQr/q—0) from (5.18) in terms of apparent
injection impedancé, p results in:

XV?2 V2sin@

Q(opjag=0) = — R2 + X2 - Zio (5.34)
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Chapter 5. Critical Boundaries and Characteristic Lines

and solving forZ p results in:

Zip=—N (5.35)

From (5.35) it can be seen that the line that repres#jie = v/ =0 is
mapped as a circle in the RX-plane. The circle intercepts thggnoof the
plane, the complex conjugate of the line impedance and thatne of the
line impedance. That s, the line whe®faqQ = 9V/oQ = 0 appears as a circle
with center in the impedance plane (& p = 0,X.p = —r) wherer is the
radius of the circle and can be expressed as:

4N
~ 2sing (5.36)
5.4.3 Transformation of 0Q/ap = dV/op = 0O into Injection
Impedance Plane

By writing the expression foPsq/,r—0) WhereoQ/op = ov/op = 0 from (5.24)
in terms of apparent injection impedangg, results in:

A% V2cosh

- = 7 (5.37)

and solving forZ, p yields:

ZIN cosb
\p=—""-— 5.38
o= (5.38)

From (5.38) it can be seen that the line that repres#¥ite = oV/op = 0 is
mapped as a circle in the RX-plane. The circle intercepts thggnoof the
plane, the real conjugate of the line impedance and the inegatthe line
impedance. That is, the line wheX&/op = 0V/op = 0 appears as a circle with
center in the impedance plane(& p = —r, X p = 0) wherer is the radius
of the circle and can be expressed as:

ZIN
r =
2cosp

(5.39)
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5.4 Transformation of Critical Lines into Impedance Plane

5.4.4 Graphical Representation of the Critical Lines in the
Injection Impedance Plane

P _90Q g

o TV
Maximum deliverable power to
the load for fixedE and6 (or Q).

0.5 |
N _ v _qg

oP . oP
Maximum or minimum deliverable reactive
power to the load for fixe® andV.

15

Im(Zrp)
o
T

-1 - ZLN * ]
ZiN
-15F : : .
P v
3~ og = 0——
Maximum deliverable power
e to the load for fixedE andV 4
| | | | | |
-4 -3 -2 -1 0 1

Re(ZLp)

Figure 5.4: Graphical representation of the critical lines in the injection impedance
plane.

Figure5.4 shows a plot of the three borderlines of intetebas been shown
that the line wher@P/ov = 0Q/av = 0 appears as a circle in the impedance
plane with its center at the origin and a radius equal the gizthe line
impedance . This line is plotted as a black circle in the impedance plane
and it can be said to represent the maximum deliverable pthweughZ, y
when the sending end voltage is maintained fixed as wdll@as).

The line wher@P/og = aV/aQ = 0 is plotted as a red circle in the figure. This
borderline represents the maximum deliverable power tiivdbe line im-
pedanceZ; n when both the sending end and the receiving end voltages are
fixed. This borderline could be useful in determining the mmaxm trans-
ferrable power between two subsystems where the voltagemsibsystem

is maintained constant by local generators.
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Chapter 5. Critical Boundaries and Characteristic Lines

The third line shown in figure 5.4 (green line) representssthetion where
0P/oQ = aV/aQ = 0. This borderline represents the situation where maximum
or minimum reactive power is transferred througly when both the send-
ing end and receiving end voltage is fixed. This line is of tediinterest
when studying stability in power system.

5.5 Transformation of Other Characteristic Lines
on the PQV-Surface into the Impedance Plane

The previously derived mappings of the critical lines on B@V-surface,
where all the partial derivatives are zero, are useful fabiity studies. For
the purpose of establishing meaningful visualization ofiveery operating
condition in injection impedance plane, the mapping ofdinéconstanP,

Q, V and d become of interest. In the following section, the mapping of
those lines are derived.

5.5.1 Lines of ConstantP

In order to derive expressions for lines of constaim the injection imped-
ance plane, the expressidn (5.6) is used. In order to rdiatedlues o

to Z p,it is necessary to expressandQ as a function of those variables.
Expressingy andQ in terms of the injection impedance and the receiving
end power gives:

Z pP
2 LD
Ve = oD (5.40)
Q = Ptand (5.41)

An expression for values of constdhtiescribed as a function df p can be
obtained by puttind (516) into powers of two and insertingélpressions for
V2 andQ from (5.40) and[(5.41). After some manipulation, an exgcessf
Z p as circle in polar coordinates can be obtained:

Zip = 0-COSO— §) = /12 4+ 13-SirP(8 - ) (5.42)
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5.5 Transformation of Other Characteristic Lines

where:

A E4—4E°RP
B 4p2
E4 RE?
— X2+ R4 — " —
ro \/ + +4P2 P
—X

tanp =

The expression in(5.42) represents the set of points imiketion imped-
ance plane where the receiving end powas constant. Lines of constant
power appear as circles in the injection impedance planeevhés the dis-
tance from the origin to the center of the ciratas the radius of the circle
and¢ is the angle between the positive real axis and the line adimgethe
origin and the center of the circle.

5.5.2 Lines of ConstantQ

In order to derive expressions for lines of const@nh the injection imped-
ance plane, the expression in_(5.6) is used again along h&ttlidllowing
expressions fov? andQ:

Z1pQ

V2 = <no (5.43)
.l 544

Inserting [5.4B) and (5.43) into the squarelof{5.6) andisglfor Z, p results
in the following expression in polar coordinates:

Zip = ro-COSO— §) = /1 4+ 13-Sir(8 - ) (5.45)
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Chapter 5. Critical Boundaries and Characteristic Lines

o [E4— 4E2XQ

E2
= (\/X2+R+ o ——
ro \/ + R+ 402 Q

X-%)

—R

where:

tanp =

For a fixed value ofQ, equation 5.45 represents a circle in the injection
impedance plane whereg is the distance from the origin to the center of the
circle,r is the radius of the circle arfllis the angle between the positive real
axis and the line connecting the origin and the center of itloéec

5.5.3 Lines of Constan¥V

In order to derive expressions for lines of cons¥rnih the injection imped-
ance plane, the expressidn (5.3) is used along with theAioipexpressions
for P andQ:

V2

P = ——cos (5.46)
Zip
V2

Q = =—sinb (5.47)
Zip

By inserting [(5.46) and(5.46) intd_(5.3) and solving #iH results in the
following expression in polar coordinates.

Zip = ro-COSO— §) = /12 4+ 13-Sir(8 - ) (5.48)
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5.5 Transformation of Other Characteristic Lines

where:

EVVRZ 4+ X2
V2 _ EZ
V2/R2 4 X2
V2_ E2
—X
—R

o =
tanp =

Again, it can be seen that that the lines of constant voltagespresented as
circles in the injection impedance plane. As befageis the distance from
the origin to the center of the circlejs the radius of the circle anflis the
angle between the positive real axis and the line connetti@grigin and
the center of the circle.

5.5.4 Lines of Constant Voltage anglé

In order to derive expressions for lines of constant busaga{phase angte
in the injection impedance plane, the following expressifur P andQ are
used:

V2
P = —cosf (5.49)
Zp
2
b _ EVcogd+ @) —V-cog ) (5.50)
4N
2
Q = V—sine (5.51)
Zp
. . 2 .
o EVsin(d+ @) —V<sin() (5.52)
4N
By setting [5.4P) equal (5.50) and solving féresults in:
_ EZpcog3+9)
~ ZLNCOSB+Z pcosp (5.53)

Similar results are obtained by settifig (5.51) equal (5&5@) solving folV:

_ EZpsin(6+¢)
N Z NSINB+Z pSing

(5.54)
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Chapter 5. Critical Boundaries and Characteristic Lines

Setting [5.5B8) equal (5.54) and solving frp yields:

4N .
Z\p= SinG sin(d+ @—0) (5.55)

This equation represents a circle in the injection impedatane whem is
constant. The circle represented[in (5.55) has a diameted ég/sin3 and
intercepts the origin of the injection impedance plane dwdgointZ, p =
—Z, N for all values of constari.

It can be seen thdt (5.55) represents the same circles imghediance plane
for d = & andd = —180+ &g wheredg is arbitrary. Therefore, it must be
investigated which part of the circles represents constandy and which
part represents constabt= —180+ &p. For simplicity, it is assumed that
0° < dp < 180. If 8 = 0°, it can be seen froni_(5.55) that the circle repre-
sentingd = &g andd = —180+ &g has a radius going towards infinity; eg.
these conditions are represented by the straight linentextciepts the origin
and the point wher&_p = Z, . By inspection it can be seen that the part of
the line between the two singular points (eg. the origin dedpoint where
Zip = —Z N represents the condition whe¥e- =180 while the other parts
of the line represents the points in injection impedancaglahered = 0°.

If the line intercepting the origin and_p = —Z, \ is used to split the im-
pedance plane into two halves, it can be seen by inspectairathof the
circles represented constamtie in both halves. The lines of constadt
whered = Qg are represented by the part of the circle laying in the lelft ha
while the part of the circle laying in the right half repretethe condition
whered = —180+ &p. In figure[5.5 it is illustrated how the same circle in
the impedance plane represents two different conditiornsonstant phase
angle, depending on in which half plane the circle partsiie i

5.5.5 Graphical Representation of the Characteristic Lines
in the Injection Impedance Plane

Figured5.6.d, 516.b, 5.7.a and]5.7.b illustrate how lifesoastantP,Q, V
and o appear in the injection impedance plane. The figures repreke
situation wher& N = (14¢) andgp= 75°.

Figurd5.6.a shows how the lines of constant receiving emep® appear in
the complex injection impedance plane. By inspecting thesliof constant
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Figure 5.5: lllustration of how lines of constard are represented in the injection impedance plane. In (a) a plot of the i
of constan® according to[(5.55) for the special case wideis either 0 or 180. The line of constand is represented by a
straight line, where the part of the line between the origin-a#dy represents the value whase- +£180 while others parts
of the line represents points wheye= 0°. In (b) it is shown how the parts of the same circle represent two diffedoes
of constan® depending on which side of the lide= 0° the parts are located. By defining<0dy; < 180 it can be seen that
the conditiond = &y is represented by the part of the circle lying in the left half plane while théiton & = g — 180 is
represented by the same circle, just by the part lying in the right half plane.
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Chapter 5. Critical Boundaries and Characteristic Lines

Lines of ConstanP in Injection Impedance Plane (Valuespn)

: \v\i‘if’////ﬁ
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Oe {ZLD }

Lines of Constan@ in Injection Impedance Plane (Valuespn)

-6 -5 -4 -3 -2 -1 0 1 2 3 4 5
DG{ZLD
Figure 5.6: Lines of constant active and reactive power in the complex injection
impedance plane derived from (5142) ahd (5.45), whgp= (1/75°). The values
of P andQ are per unit values of whe@,se= E*/zy is used as base value.
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5.5 Transformation of Other Characteristic Lines

Lines of ConstanV in Injection Impedance Plane (Valuespnu)
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(1£75°). The values shown for the lines of constant voltage magnitude are in per
unit, where sending end voltageis used as base value.



Chapter 5. Critical Boundaries and Characteristic Lines

P, some sort of symmetric appearance can be recognized. @opskitive
values of the receiving end power appear as circles in the hglf plane
where the radius of the circle gradually decreases as themisvincreased
towards the point of maximum deliverable power. The pointaximum
deliverable power appears where the injection impedanequal the com-
plex conjugate of the line impedance. Values of constanatneg power
at the receiving end are represented in the right half pantbeofnjection
impedance plane. The radius of the circles representingtaonnegative
power (positive bus injection) gradually decreases as liselate value of
the power increases. The point of minimum deliverable pofreximum
bus injection) occurs at the singular point where the imjecimpedance is
equal to the negative of the line impedance. At this pointrdeeiving end
power goes towardsc. The set of points representing the situation where
P is zero, appears as straight line that satidigs= 0.

Figurel5.6.b shows how the lines of const@uppear in the complex injec-
tion impedance plane. The lines for const@ttave a similar appearance as
lines of constan®. The circles for constant positive valueS@appear in the
upper half plane, where the radius of the circles graduatyehses until the
point of maximum positive) is obtained. The point of maximu@ occurs
when the value of the injection impedance is equal to theaejugate of
the line impedance{ p = X .y andR p = —R n). The circles representing
negative constant values @f appear in the lower half plane and the min-
imum occurs at the singular point where the injection impegais equal
to the negative of the line impedance. At the singular pdh#,value ofQ
goes towards-«. The set of points representing the situation wheris
zero, appears as straight line that satiskigs = 0.

Figure[5.7.a shows how lines of constdtippear in the injection imped-
ance plane. From the figure it can be seen that circles regnegeonstant
values of the receiving end voltajehave center points on the lines inter-
cepting the origin of the injection impedance plane and thgudar point
whereZ p = —Z N. The set of points wher€ = E/2 appears as straight
line that is perpendicular to the line between the origin ansl= —Z, y and
intercepts this line in the point whe#&p = —Zin/2. The line representing
V = E divides the injection impedance plane into to half plandsne con-
stant voltages lower thah appear as circles in the half plane containing the
origin, while voltages higher thald appear as circles in the half containing
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5.6 Example - Analytical Load Flow for two Bus System

the singular poinZ p = —ZN.

The lines of constant voltage phase anyblgppear as circles in the injection
impedance plane where all circles intercept the origin &edtngular point
whereZ, p = —Z_n. The part of the circles going in clockwise direction from
the origin toZ, p = —Z N represents positive angles ®fif o is defined as
—180° < & < 180°) while the part of the circle going in counter clockwise
direction from the origin toZ p = —Z N represents the points whedes
negative.

Furthermore, it can be noted that the circle where the paeiavativedP/oQ =

0 is the same as the circle representing fixed phase anglewher-¢@ and
0= 180— ¢. This means that the point of maximum deliverable power¢o th
receiving end in figure 511 wheéh andE are fixed occurs whed= —@and
the point of minimum deliverable power (maximum injectapdsver) to the
receiving end for fixe® andE occurs for the conditions when:

5=180—¢@ (5.56)

Similarly, it can be seen that the circle where the partialvdéve 0Q/op = 0

Is the same as the circle representing fixed phase angle where9(® — @
andd = 90° — @. This means that the part of the circle whére —90° — @
represents the points of maximum deliverable reactive pavhenV andE
are fixed, whiled = 90° — @ represents the minimum deliverable (maximum
reactive power injection) reactive power for the same ciok.

5.6 Example - Analytical Load Flow for two Bus
System

The expressions for the PQV-characteristics of the systefigure[5.1 in
the injection impedance plane can be used to provide antaalgolution
of the simple two bus system. By using the sending end as &referbus,
power flow solutions can be obtained analytically by consndewhere the
circles of constanP andQ intercept in the injection impedance plane.

Equatior5.4R describes the lines of constaas function ofg, R, X and®é.
With values ofP andQ specified,0 is known and the injection impedance
values corresponding to the load flow solutions can be déteardirectly

87



Chapter 5. Critical Boundaries and Characteristic Lines

from (5.42). With the injection impedance known, the retgvend bus
complex voltage can be determined.
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Chapter6

Method for Early Warning Against System
Blackout

The purpose of this chapter is to describe a method that danndi@e the
aperiodic small signal stability boundaries for the systg@merators from a
set of PMU-data that provides a full observability of theteys grid. The
presented method enables real-time monitoring of stglbmundaries and
the corresponding margin to the observed operating poimgwis used to
provide an early warning for emerging stability problems.

The chapter begins by providing the background for the prteseassess-
ment method, followed by a description of the method and howlsronous

machines should be represented so that effects of diffesentation con-

trol, effects of saliency and iron saturation are includéthally, a simple

test of the method is carried out, where the method’s capabfldetecting

the occurrence of aperiodic small signal instability iSdaled.

6.1 Background

As described in chaptér 2, the principal causes and invatvechanism that
provoke blackouts in electric power systems can be of vari@aiure. The
challenge of providing, in real-time, an awareness for aipiilly emerging
blackout would require an assessment of many different am@sims that
can contribute to the evolution of a system blackout. Suehtime situa-
tional awareness could for example require that the systdtage stability
and the risk of voltage collapse is assessed, that the risksafading outages
is evaluated and that a measure of the proximity to systehilisgabound-
aries can be determined in real-time. The establishmentdf seal-time
awareness tool would require research efforts within sgJexlds, where
methods for real-time assessment of specific mechanisnishizdgimg to the
occurrence of blackouts are to be developed.

The blackout in E-Denmark and S-Sweden on September 23,2808Been
the motivation for the following work, which concerns thevdipment of
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Chapter 6. Method for Early Warning Against System Blackout

a method that can provide an awareness, or an early warmingnpeding

stability problems and a subsequent blackout. The metheelalement is

focused on detection and assessment of the instability amesins that were
the driving forces in evolution of the blackout.

The principal causes of the blackout in E-Denmark and S-8weckre two
severe system disturbances, independent of each othieocthared within

a time frame of five minutes. In an official report concernihg tncident
(Svenska Kraftnat 20@8, it is stated that it was a voltage collapse process
(as illustrated in figuré 25 in chapter 2) that eventualpdi¢o the system
blackout. It is difficult to point out specific indicators frosystem record-
ings or other data, provided in the two official reports cono®y the inci-
dent, which clearly indicate that voltage collapse was therdy mechanism
leading to the blackout.

In order to develop real-time assessment method, which e an early
warning for the occurrence of a blackout similar to the on&iBenmark
and S-Sweden, it is important to identify the driving medeanfor the oc-
currence of the blackout. Figure 6.1 is taken from (Svengidtiat 2003,
appendix 3) and shows recordings of the bus voltage magniund sys-
tem frequency measured at the Odensala substation (cltise 8iockholm
area) for the period spanning before the fault in Horred oecuuntil after
the system partitioning and the subsequent blackout.

An inspection of the two plots reveals the following:

¢ As the initial oscillations following the disturbance daedpout, a pe-
riod with slowly decreasing voltage magnitude can be idieatifrom
t ~20stot ~ 80— 85s.

— Such decline in voltage can be explained by consideringahe |
term dynamics of the system load. The ULTCs of substation
transformers try to restore voltages to pre-fault voltageels.
With each tap-change operation results in further decreése
voltages at the transmission system levels. Another fauitan-
tially contributing the gradual voltage decline is load dygmics
due to electric heating. The lowered voltage following the d
turbance results in that thermostatically controlled Ibad to be
turned on for a longer period of time to reach the level calied
the thermostats. This leads to a gradual increase in the etunfib
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Chapter 6. Method for Early Warning Against System Blackout

such devices connected at any given time which results thdur
decrease of the system voltages.

— \oltage instability is not a necessary condition for sudwstie-
cline in voltage to occur.

e During the last seconds before the system partitioningyditage is
decaying more rapidly.

— That could be an indication of a loss of synchronism between
two subgroup of generators.

— Such rapid fall in voltage magnitude is experienced at meer
diate points between two subgroups of generators that are ap
proaching angular separation of 180 degrees.

e The measured system frequency begins to increase rapadty dip-
proximatelyt = 80s which indicates that system load is being heavily
reduced. Such load reduction could occur:

— when voltage instability is experienced at system load dmiss
The automatic control actions of ULTC-transformers would re
sult in reduced voltage on the load side and hence reduced con
sumption at that bus.

— when phase angle separation between two subgroups of gener-
ators is increasing. This causes the voltage to decline aver
large area between the groups of generators. The reduction i
the voltage magnitude is directly reflected into the disiitm
grid, resulting in an immediate load reduction.

It is not likely that the rapid increase in frequency (fror 80s) could be
explained from voltage instability mechanisms. The adiohthe ULTC-
transformers would decrease the system loading in relatsreall discrete
steps, repeated at intervals that could be few tens of secomte rapid
increase in the frequency indicates that the load is deiciggasore rapidly
than can be explained by mechanisms of voltage instability.

On the other hand, a loss of synchronous operation betweegrdup of
generators in E-Denmark and the remaining generators th wéithe dis-
turbed area, provides a likely explanation for the obseragitl increase in
frequency. As the phase angle difference between the twgpgrof genera-
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6.2 Assessment Method for Aperiodic Small Signal Stability

tors increases, the voltage in the southern part of Swedseates, causing
further reduction in consumption in the area. As the angsggaration ap-
proaches 180 degrees, the voltage begins to fall more yamgllting in
large decrease in the area consumption and consequenilyimapease in
the observed frequency.

During the period between the fault in Horred and the ocaueeof the
blackout, the system entered a state of severe emergenig/.ndt possi-
ble to determine, from the data available in official repaascerning the
blackout, whether a state of voltage instability had begredagnced in the
southern part of Sweden during this period. On the other Haaskd on the
above considerations, it can be argued that a state of apesmall signal
instability occurred in this period.

When the system was in the state of severe emergency, it wautkl heen
of great value, if real-time time monitoring of the systeralslity bound-

aries would have been available. If, for example, the bouesdor gen-

erators aperiodic small signal stability would have beemitooed, criti-

cal machines could have been identified in time before thetaies were
crossed. By this, valuable information could have been nbthtoncerning
the instantaneous operating conditions that might be useddtermining
appropriate emergency control actions that could havedadahe emerging
blackout.

Based on the above, it was decided to focus the research oroasefbr
real-time assessment of aperiodic small signal stabilitythe remains of
this chapter, one such method is presented.

6.2 Assessment Method for Aperiodic Small Sig-
nal Stability

In the following, a method for determining boundaries of raqutic small
signal stability is presented. The method is based on th&hildy of real-
time measurement set of the system operating conditionsshwirovides
full observability of the system grid. The full network olpgability is used
to establish a deterministic representation of the systenditons. The
system conditions are represented as a network of impesavitieh have
the following characteristics:
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e All power injections into the system enter the network in aeof
constant steady state voltage magnitude.

— Might result in the introduction of additional network nedend
branches depending on the type of machine excitation dontro
and state of machine protection equipment.

e The system loads are represented as impedances in the ketwor

— Longer term load dynamics due to the voltage dependencyeof th
load are not represented.

— The method evaluates the instantaneous operating camslitizere-
fore the instantaneous impedance as seen from the gerseisator
used.

— When the stability boundary is crossed, the resulting inlstygb
is in short time frame. Therefore a short term represemtaifo
the load is used.

The benefit of representing the power injections at nodesidtant steady
state voltage magnitude is that the point of maximum injget@ower, into

a given node, can be expressed in terms of the voltage phgke Hmpower

injections would not have been represented to enter thersyat nodes of
constant steady state voltage magnitude, the point of maxinmjectable

power would have been a function of both the voltage magaitad the
phase angle at the node of injection. The chosen repregentdtsystem

conditions results in a reduction of the degrees of freedsso@ated with
the determination of the boundaries for aperiodic smataigtability.

In the following, the system in figufe 6.2 will be considereddem deriving
boundaries for aperiodic small signal stability. The figah®ws a system
where all loads are represented as constant impedanceshane all gener-
ators are assumed to maintain a constant terminal voltagia alVsystem
impedances known, the system operating conditions cantbengi@ed from
the generators terminal voltagds,(V,,V3 andVy,).

The boundaries for aperiodic small signal stability arecheal when the
point of maximum power that a given generator can injectaggstem node
in steady state is reached. In the following, the point forimaim injectable

power will be determined for a given steady state conditiescdbed by the
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6.2 Assessment Method for Aperiodic Small Signal Stability

Gy — — Gz
\Y

Figure 6.2: System used when deriving equations for maximum injectable power.
The system loads are represented as impedances and the geneeatsssiared to
maintain constant terminal voltage in the following derivations.

impedance network and the four complex voltage phasorsvp,Vs and
V4). Since the voltage magnitude at the nodes of injection mstmt, only
changes in voltage phase angles at injection busses cdhinesianges in
power injection. The boundary of maximum injectable povegiG1 will be

determined by fixing/»,V3 andV4 and determine at which phase angle
(V1 = (V1£81)) the point of maximum injectable power occurs.

The changes in current injection into node 1 can be deteavbgeapplying
the superposition principle. The voltage at the point ofstant voltage
magnitude foiG; will be changed fronV, /&1 to V1 /81 + Ad. By applying
the superpositions principle, the current fr@n (Ig,) can be expressed as
the sum of the current flowing fror®1 when all other nodes of constant
voltage magnitude are shortdd,(,c1) plus the current contributions due to
all other nodes of constant voltages when node 1 is shorted.

N
|_Gl = |_su pGl + ;Tsu pGi (6-1)
i=

HereN = 4 is the number of generators. For a small change in the @agle
the sum ir 611 will remain unchanged since it is independéwbibageV.
The current due t%; when all other sources are shortég, 1) does, on
the other hand, have the same magnitude but its angle wiligeghayAd.
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The apparent poweds; injected into node 1 can be expressed as:

N
Se1 =Vilg, = Vilsuper +V1 ZZI:UQGi (6.2)
i=

For small changes id1, the apparent power due the ter_ml_zupel will be
constant since the magnitudesligfpc1 andV; and their relative angle re-
mains the same. Therefore the additional increase in agegbwer comes
from the current component represented by the surh_in (612 dppar-
ent that the point of maximum injectable power into node uos when
the voltageV; (of constant magnitude) is aligned with the current phasor,
represented by the sum in(b.2).

By considering figure 612 it should be noted that the imped#mat€s; looks
into, when all other points of constant voltage are shodeatie same as the
Thevenin impedance between node 1 and one of the other nbdesstant
voltages. Utilizing this, the curremg, can be expressed as:

- Vi N Vie Vi Vi
IGl = z—th —_ = —_— e

thei _ ViV 6.3)
Zin Zin  Zin

WhereVi = N, Vin gi andVin gi is the Thevenin voltage behind the Thevenin
impedance that can be used to determine the current comipduerto the
voltage source at busAs mentioned above, the maximum injectable power
occurs when the current contribution represented by the isu@@.1) is
aligned withV,. Therefore, the maximum injectable power occurs when:

— V,
argVi = arg—z—t: (6.4)
t

If Vi is used as phase angle reference, the above conditionsfpoiht of
maximum injectable power can be expressed as:

5 =180 — @n (6.5)

Whereqy is the angle of the system Thevenin impedazge The result in
(6.5) is identical to the previous observation presente@®6) in chapter
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6.2 Assessment Method for Aperiodic Small Signal Stability

B. There it was shown that the point of maximum injectable @ointo a
two bus system occurs when the phase angel difference betiveéwo bus
voltages is equal 180- @. The obtained expression in_(6.5) means that the
stability boundaries, represented by (5.35), derived Herdimple two bus
system in chaptdrl 5, can be applied to an arbitrary systers rébults in
that the boundaries for aperiodic small signal stabilityaajiven machine
can be determined if the system Thevenin impedance, sesrtfi®node of
injection, and the corresponding injection impedance awa.

Dm(Zn j)

~Zty Z
-~ T -4T1H

I Boundary of maximum
injectable power—l

]
!
[
\

Figure 6.3: The boundary of aperiodic small signal stability (red circle) in the injec-
tion impedance plane. The boundary is described in terms of the systeraniev
impedance by equatién 6.6.

Figure[6.8 shows how the stability boundary for aperiodialsignal sta-
bility appears in the injection impedance plane. The bogndaderived
from (5.3%), which is rewritten below:

ZihSINB
sin@n

(6.6)

inj = —
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The boundary appears as an circle with radigszn/(2singp,). An operation
outside the circle indicates a stable operation where aivelancrease in
the phase angle at the bus of injection results in an incdeiagection. An
operation inside the circle represents unstable conditelraracterized by
a decrease in the injected power as the phase angle incia@asesbus of
injection. By utilizing [6.6), the aperiodic small signabbtlity of a given
generator can therefore be described by the following setegfualities:

>1 Stable operation
=1 On the stability boundary (6.7)
<1 Unstable operation

Zinj - (2sin@n) + j - Zin
Zin

Based on the above analysis, a method for assessing the dipesinall
signal stability of the system generators can be outlinatsisting of the
steps shown as algoritim 6.1.

Algorithm 6.1: An outline of aperiodic small signal stability assessment.
Input: Continuous sequence of system PMU-snhapshots

foreach System Snapshdb
foreach Generator j=1:K do
Determine the injection impedanzg j;
Determine the Thevenin impedan£g ; seen from the injection node;
Apply (6.1) to assess the generator aperiodic small signal stability;
end
end

The most computational demanding step in the suggestedagpris the
determination of the Thevenin impedanZg ; for each of the generators
from a given snapshot of the system conditions. This prolikemneated
in chapte ®, where efficient algorithms are presented taateffectively
determine the Thevenin impedances for each oKitsgstem generators.

From the knowledge of a generator’s injection impedafigg; and the cor-
responding Thevenin impedange, j, an information concerning the ma-
chine’s stability boundary and the location of the machsrggerating point
relative to the boundary can be derived. This means that padance mar-
gin from a given operating point to its corresponding stgbbdoundary can
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be determined for a given observed system conditions. Ifoll@ving, the
notation{Zinj j,Zin,j } is used to denote an operating point for gener&por

In chaptel .V it is addressed how the impedance margin frombaereed

operating point to its corresponding stability boundarg ba expressed in
other useful system quantities. The information conceyiine generators
margin to their stability boundary is a highly useful earlgiwing indicator

for emerging stability problems.

Before it is studied how impedance margins can be interprietéekrms of
useful system quantities, it is appropriate to test whetthederived bound-
aries for aperiodic small signal stability in_(6.6), can sed to detect when
a given generator experiences aperiodic small signalbiigya Therefore,
the remaining of the chapter is focused on how the synchonaachine
can be appropriately represented so their power injectionar into a node
of constant steady state voltage magnitude. Furthermosenple test of
the assessment method is carried out for the purpose of/wveyithe con-
cept of detecting the occurrence of aperiodic instabiltgrely by using
the observed values of the system Thevenin impedance argktieator’s
injection impedance.

6.3 Representation of the Synchronous Machine

The following sections concern how the synchronous maatanebe appro-
priately represented in the previously suggested stahgisessment method.
The method aims at determining the maximum amount of powe;, th
steady state, can be injected into a node of constant voltaherefore, it
Is of importance that a real or fictitious node of constantage magnitude
Is used to represent the point where a given machine injeetpdwer into
the system. The representation of the appropriate poinviétant voltage
magnitude for power injection is dependent on the contrdl@motection of
the machine as well as physical characteristics of the mackuch as rotor
saliency and magnetic saturation in the machine rotor atdrston.

6.3.1 Mathematical Model and Steady State Operation

Extensive literature exist that concerns the modeling ofcByonous ma-
chines, which offer various approaches for deriving a sdtftérential equa-
tions that describe the performance of the synchronousimackm (Kundur

99



Chapter 6. Method for Early Warning Against System Blackout

1994) such equations are derived for the machine stator @tod circuits
shown in figuré 6. 4.

Rotation

or d-axis

lkq

q-axis

Axis of phase a

d

Rotor Stator
a,b,c:  Stator phase windings ki 1,...,n; n=number of amortisseur circuits
fd:  Field Winding wy:  Rotor angular velocity
kd:  d-axis amortisseur circuit 6:  Angle by which d-axis leads
kg g-axis amortisseur circuit the magnetic axis of phase a

Figure 6.4: Stator and rotor circuits of a synchronous machine for which a mathe-
matical model is derived in (Kundur 1994).

The figure shows the three-phase stator windings carrymgttitor currents
ia,ip andic and the rotor circuits which comprise a field winding and d-
and g-axes amortisseur windings. After establishing bagigations of a
synchronous machine, applying dgO-transformation andhabizing them
using thel,4-base reciprocal per unit system, the per unit machine smsat
in dg-reference frame are expressed as:

& = PpWq—Wqur —Raig (6.8) ed = PWfd+Rrgifa (6.11)

e = pWq+Wyux —Raig (6.9) 0 = pWig+Rugig (6.12)
& = PpWo—Rao (6.10) 0 = pWq+Rigiyg (6.13)
where:
D= 1 d
Wpasedt

In the above equations, the windings’ flux-linkages are wsedtate vari-
ables, and only one amortisseur winding is included on each axis. The
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d- and g-axes flux-linkages can be related to the d-and g-@xeents re-
spectively, in the following way:

Wy —(Li+Lad) Lad Lad i
Wig | = —Lad Lifd L#1d It (6.14)
Wid —Lag Lfig Lid I1d
— ) 6.15
{ Wiq } { —lag  Liig | | I1q (6.15)

and the per unit air-gap torque can be expressed as:

All of the above machine equations are expressed in per uaittgies. The
stator and rotor voltage equatiofs (6.8)-(6.13) togeth#r the flux-linkage
equations(6.14)-(6.15), and the torque equafion (6. 1§)ritee the electrical
dynamic performance of the machine.

For balanced steady-state conditions, the performancgnahsonous ma-
chines can be analyzed by utilizing (6.8)-(6.13) whereialetderivatives
are put equal to zero. During steady state conditions, ttaing magnetic
field due to stator currents is stationary with respect torrahd therefore all

amortisseur currents are zero. Utilizing (6.8)-(6.13) &d4)-[6.15), the

machine equations under balanced steady state condigonsecwritten as:

&g = —qu(x)r — Ralg (6.17) WYy = —Lgig+Laditg (6.20)
efd = Ridifd (6.19) Wig = Litdifd—Ladia (6.22)

In the above equations the per unit reactances can be udeddnsf the
per-unit inductances, since their values are equal in pier Bearranging
(6.18) and substituting’y by utilizing (6.20), the following expression for
the steady state field current is obtained:

. (6.23)

I fd
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In the above equations, the dqO-transformation was caoigdising the
scaling factorsky = kg = 2/3. This selection ensures that for a balanced
steady state operation, the peak value of the stator cusrequal the maxi-
mum value of which the corresponding d- and g-axis current@ve. This
results in that a complex phasor representation of therstatwents and
voltages appears as phasors of same magnitude when traesgfanto dg-
reference frame. This makes it possible to apply a phasoeseptation of
the steady state values of dg-components of the armaturditiesiin con-
ventional AC-circuit analysis of the system network. Themtaerminal
voltages can be expressed as complex phasor:

E: = &4+ jeq (6.24)

By utilizing (€.17), (6.18),[(6.20) and (6.R18y andey can be written as:
& = —Wqur —Raig=Xgig—Ralg (6.25)
&g = WWg—Raiq=—Xgig+Xaditd — Raiq (6.26)

and similarly, the terminal current can be expressed asoplaserms of d-
and g-axes components:

Ty =ig+iq (6.27)

by lettingd be the angle by which the g-axis ledéisandgbe the load angle,
ig andig can be expressed as:

ig = lsin(d+ @) (6.28)
g = licogd+ ) (6.29)

A mean of relating the terminal voltage and current phasotke g-axis is
to define a voltag& as:

Eg=Et+ (Ra+ JXo)lt = eq+ jeg + (Ra+ [Xq) (ia + Jig) (6.30)
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6.3 Representation of the Synchronous Machine

substituting[(6.25 and (6.25) into (6130) yields:

Eq = j(Xadita — (Xa — Xq)ia) (6.31)

It can be seen from the above expression Hgis purely imaginary, and
lies therefore along the g-axis. If saliency is negleck&p= X;), then [6.311)
represents a constant steady state voltage behind thereyiocis reactance
Xs (Xs = Xq = Xq) if the applied field voltage is constant. Figlirel6.5 shows
a steady state phasor diagram of the machine when machiaecais ne-
glected.

jXslt

\ .
ﬁ d-axis
Figure 6.5: Phasor diagram of the synchronous machine when saliency is neglected.

If the machine is manually excited (constant field voltage), the steady stagsvalu
of the internal voltag&, behind the synchronous reactanewill be constant.

Points of Constant Voltage Magnitude in Steady State

In the previous section it was shown that a synchronous madtan be rep-
resented as a constant voltage behind the synchronousmeat when

saliency is neglected and a constant field volteggis applied to the field
winding. If the machine is equipped with a automatic voltaggulator
(AVR) which maintains a constant voltage at the terminal @ thachine
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Machine

terminal =5
Internal External
Lext

node

node JXs I

Power System

Point of constant voltage Point of constant voltage Point of constant voltage
when the machine is manu- when AVR is maintaining when AVR is maintaining
ally excited or when an constant terminal voltage constant voltage at an ex-
OXL is activated ternal point locate@ext
away from the terminal

Figure 6.6: The point of constant steady state voltage magnitude for a synchronous
machine dependent on the excitation control and protection used. Ths pboon-

stant voltage determine wherefrom system impedances and injection impsdanc
are calculated.

or at a point external from the generator, the machine caafresented as a
source of constant voltage magnitude at its node of voltage&al. When an
overexcitation limiter is activated, the generator fieldrent becomes lim-
ited to a constant value. The activation of an OXL resultshia point of
constant steady state voltage being behind the synchraraatances.

Figurel6.6 shows how the synchronous machine can be repedsggpend-
ing on its excitation control and the status of its overcuirpotection.

In the previously presented stability assessment metlinedsynchronous
generators have to be represented as voltage sources tdrosteady state
voltage magnitude. This means that if the generator is migrexcited, the
node behind the synchronous reactaXgenust be added to the network.
On the other hand, if an AVR maintains a constant voltage ast@rte
Zext away from the machine terminals, bafy: and the terminal node are
excluded from the network equations.

Treatment of Saliency in Synchronous Machines

Figure[6.7 shows a phasor diagram for a salient pole mactiér&ed from
equatiorf 6.31. When the machine is manually excited, thersajiresults
in that the fixed voltage component duejiXygitq (represented by poird)

can no longer be described as an internal voltage behind é feectance.

104



6.3 Representation of the Synchronous Machine

Furthermore, the voltages behiKg (pointa) andXq (pointb) will not main-
tain a constant steady state magnitude for changé@svinen the machine is
manually excited.

g-axis

Figure 6.7: Phasor diagram over the steady state operation of a salient pole syn-
chronous machine. The poingsandb represent the voltage behint and X
respectively. Neither of these two points represents a constant stedelyaltage
magnitude for different operating conditions, when the machine is manuaikgdx

The pointc represents voltage that will be fixed for different operating conditions,
but its effective impedance to the machine terminal will vary for differemrapng
conditions.

In order to investigate the effect that rotor saliency hashenassessment
method, a simple test is carried out on the system shown inefigu8. The
system consists of a manually excited salient pole genecatmected to an
infinite bus through the external impedarnts&;.

The changes in the steady state magnitudes of the voltag@sdog and
Xq (pointsa andb in figure[6.7) will be investigated for six different system
configurations. It will be studied how the excitation vokaXyqitq ( point
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Salient Pole Machine

|SEE S EE ST _ _ Eins
| (R0)e—m Vi s Em
i 1 I Zextl(p

e —— =

Manually Excited

Figure 6.8: The system used for illustrating the effect that rotor saliency has on the
assessment method. The effect is investigated for variations in the éxtepeal-
ance (both irZey and@), and variations in the ratio between two teriagi 1 (point

cin figure[6.7) andgj,.

c in the phasor diagram) and the value of the external impedaniltience
the effect that the rotor saliency has on the assessmenbcheffable 6.11
provides an overview of the six different system configaragi used in the
test.

Case:| Xg | Xq | Zext| @ | Xadifd | Einf
@ [10/05| 1.0|90° | 1.8 | 1.0
() | 1.0/05] 0 |90°| 1.8 | 1.0
(© [10/05|30|90° | 1.8 | 1.0
(d [1.0]/05| 1.0|90° | 1.0 | 1.0
() [ 1.0|/05| 1.0|90° | 28 | 1.0
M [1.0/05| 1.0|60° | 1.8 | 1.0

Table 6.1: The six different system configuration, corresponding to the system in
figure[6.8, for which the effect of rotor saliency on the assessment ohethives-
tigated. All impedance and voltage values are in per unit.

The six considered cases have the following charactesistic
(a) a base case for the investigation
(b) a case with zero external impedance to the infinite bus
(c) acase with larger external impedance than in (a)
(d) a case with lower excitation voltage than in (a)

(e) a case with higher excitation voltage than in (a)
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6.3 Representation of the Synchronous Machine

() a case were significant resistance is introduced in thereal imped-
ance

Figure[6.9 shows the results for the different scenariosrdeed in tablé 6.]1
The voltage magnitude behing; is plotted in blue and the voltage mag-
nitude behindX, is plotted in red. In all plots, the corresponding voltage
magnitude whed = 0° is used to normalize the plots. The plots reveal that
the voltage magnitude behing is closer to a constant voltage @shanges
than the voltage behin¥,. By comparing plots (a)-(c) it can be seen that
the larger the external impedance, the smaller is the effette saliency.
Case (b) represents a situation where no external impedsapoesent and is
provided here to illustrate a worst case scenario. Thisicsasat of concern,
since in practical power system there will always exist aemal Thevenin
system impedance, seen from the terminal of the machine.

Plots (d) and (e) illustrate that an increased excitatiah@fsalient pole ma-
chines causes reduction in the effect that saliency haseoagproximation

of constant voltage behing;. The last case (f), indicates that if the resistive
part of the Thevenin system impedance is significant (heve/stior an im-
pedance angle = 60°), the deviation from the constant voltage assumption
increases.

In all plots (a)-(f) an information is provided regarding iath effect the as-
sumption of constant voltage behing@ has on the suggested assessment
method. In each case, the difference between when the as=gissiethod
would detect the occurrence instability and when the adiaahdaries are
crossed is given in degrees. Bearing in mind that (b) doesapresent a
practical situation, the error is quite small (belovblfor all except (b)).
This can be considered to be quite insignificant especiailyesthe change

in injected power per a change in degree is very small wheratipg close

to the limits of maximum injectable power.

The detection error introduced, by using the voltage beMintb represent
the point of constant voltage magnitude for a manually exkcgalient pole
machine, will result in instability being detected befone tctual stability
boundary is crossed. This introduces a slight conservdtsithe stability
assessment when the method is used.

The machine saliency introduces uncertainties when théimas aperiodic
small signal stability is to be assessed by the suggestdutbihelt can though
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(a) Base Case (b) ZeroZext

11 1.1
1.05 1.05
1 1
0.95 0.95
0.9} - Error: 031> 0.9
0.85 0.85
0O 20 40 60 80 100 120 0 20 40 60 80 100120
0 [deq] 0 [deq]
(c) LargeZext (d) Lowered Excitation
11 11
1.05 1.05
1 1
0.95 0.95
0.9 - -Error: 003 0.9
0.85 : : : : : 0.85 : : : : :
0O 20 40 60 80 100 120 0O 20 40 60 80 100 120
3 [deg] % [deg]
(e) Increased Excitaiton (f) Increased Resistance fay;
1.1 11
1.05 1.05
1 1
0.95 0.95
0.9{ - ‘Error: 009 0.9t Error: 1.2
0.85 0.85
0O 20 40 60 80 100 120 0 20 40 60 80 100 120
0 [deg] 0 [deg]

Figure 6.9: Plot of the voltage magnitude behidd (blue line) andXy (red line)

as function ofd for the different situations described in table]6.1. The voltages are
normalized in such a way that the voltage magnitud®-at0° is 1pu. The error in
degrees by which the assessment method would detect instability befoneailyac
occurred is shown in each plot when the voltage beldgpds used to denote the
point of constant voltage.
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6.3 Representation of the Synchronous Machine

be argued, that the effect of the saliency will have a limigdfgct on the
accuracy of assessment method for the following reasons:

e For the situations, when the machine terminal voltage igrotied
by an AVR, the terminal of the machine is represented as thet poi
of injection and therefore the internal impedance is notiudse the
stability assessment.

¢ When a salient pole machine is manually excited, or when an (SXL
active, the machine’s internal reactance has to be comrslde®ince
the machine is connected to a system, which can be repredenee
Thevenin voltage behind the system Thevenin impedancegftbet
of the saliency is reduced.

Based on the above investigations it is chosen to represksrtspole ma-
chines, when manually excited or when an OXL is active, as ltage
source behind the direct axis reactan¢e In worst case, this introduces
a slight conservatism for the detection of stability bougdaossover which
is though preferred rather than a late detection of the bayncrossover.

Treatment of Machine Saturation

The values of machine inductances are dependent on thatsatuevel of
the iron in the machine. It is therefore important that thehnae iron satu-
ration is considered in order to obtain the actual value efrifachine reac-
tance for a given operating conditions. In stability stgdibe representation
of saturation is usually based on the following assumpt{ghsdur 1994):

e The leakage inductances are usually independent of saturathe
leakage fluxes are in air for large portion of their paths s they
are not significantly affected by saturation of the iron @ort This
means that the only machine inductances that saturate @rautual
inductances ;g andLag.

e The leakage fluxes do not contribute to the iron saturatiohis
based on that the leakage fluxes are usually small and shatk @ith
that of the main flux for only small portion and hence the s#ttan is
determined by the air-gap flux linkage.

e The saturation relationship between the resulting airfgapand the
mmf under loaded conditions can be considered to be the samea
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der no-load conditions. This allows the use of the open tisaiura-
tion curve to represent the saturation characteristics.

e There is no magnetic coupling between d- and g- axes.

Based on the above assumptions, the effects of saturatiobecarpressed
by letting the superscrigdenote saturated values:

LS = L+LSy (6.32)

LS = Li+LS, (6.33)
where:

Lag = Ksdladu (6.34)

The saturation factorksq andKsq describe the degree of saturation on the
d- and g-axes respectively. For salient-pole machinesaheation in the
g-axes is usually negligible, and therefdtg, is considered to be at unity.
For a round-rotor machin&sq andKsq are different in principle, but closer
to each other. In most practical cases, a g-axis saturaiootiavailable and
Ksq is taken to be equadsq (Kundur 1994).

The saturation factd{sq can be determined from the open circuit character-
istics (OCC) that relates the open circuit terminal voltagié&field current.
Figure[6.10 shows a typical OCC that is used to represent theatian char-
acteristics of a loaded generator. The air-gap line reptedbe field current
required to overcome the reluctance of the air-gap. The OG@t#s from
the air-gap line as the field current increases, which indgca saturation in
the rotor and stator iron.

In order to represent the deviation of OCC from the air-gag, lthe satura-
tion S at a given air-gap flux linkag®’y, is defined as:

I —1
Sva) = (6.36)
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e gf == X

0.8

0.6

Air gap flux linkageWat[pu]

0.4f

0.2f

0T

Field currentit4[pu]

Figure 6.10: Typical open circuit characteristic (OCC) of a synchronous generato
The straight line is the air gap line, which indicates the field current needed to
overcome the reluctance of the air gap. The deviation of the OCC from tiyagir
line gives an indication of the level of rotor and stator iron saturation.
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wherelp and| are the field currents required to generdig for the un-
saturated and saturated characteristics in the OCC. In $@avar system
simulation tools, the machine saturation is specified byigiog two dif-
ferent values of the machine saturati®p and S 2, which represent the
saturation whenVy; is equal to 10 pu and 12 pu respectively.S; o can be
determined from figure 6.10 as:

_lio—lo10
lo,10

Sio (6.37)

There exist many different approaches for representinga@bn effects. In
PSS/E, the standard synchronous machine models GENROEENSAE
assume the saturation curve to be exponential, where theaiahSis de-
termined by:

(ln<51.|%)llg(51.o>>
S=SioWy (6.38)

The saturation factdfsg, for a given operating point is defined as:

lo 1

If the machine terminal voltage and current phasors are uned$y a PMU,
the saturation factoKsg can be determined. The air gap voltage can be
determined as:

Ea=Vi+L(Ra+ jX) (6.40)

Utilizing that W4 in per unit is equal to the per unit air-gap voltadi,( =
Ea), the corresponding level of saturati@can be determined by (6.38)
and subsequentlidsq can be found by utilizing[(6.39). For the previously
presented assessment method, the saturated value of thenenaductance
should be used to represent the point of constant voltage tigemachine
is manually excited. This requires that the saturationfenent Ksq has to
be determined for every system snapshot obtained.
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6.4 Simple Example - Test of Methodology

In the following, it is tested whether the suggested assessmethod is
capable of detecting when the boundaries of aperiodic sstaltiility are
crossed. For that purpose, a time domain simulation of anape small
signal instability scenario is carried out and the simolatutput used to
generate a sequence of synthetic PMU-snapshots of systaiitioas. The
synthetic PMU-snapshots are at last used to test the seghassessment
method. A description of the case study, simulation resart the test re-
sults is provided in the following.

6.4.1 Case Description

Gy Vi i5Q \72 j12.5Q VA Gy

1 |
|_|jzl_|3

1

Model parameters foB; Sio =Rp+]Qwp Initial conditions
MVA 50 Xq:  2.54 Vi (20.00/-7.76) kV
Tdo: 3.00 Xy 2.54 Va: (18.53¢-27.36) kV
Tio: 0.025 Xj: 0.360 Va: (20.00£ 0°) kV
Tgo' 200 X 0.468 Pei:  24.87MW
Too: 0.025 X/ 0.183 Pe2:  13.63MW
H 5.97 XA’: 0.183 Pp: 38.50 MW
D 0.0 X 0.10 Qp:  0.0MVAr

Figure 6.11: The three-bus system, used to test the suggested assessment method.
The system voltage is 2¥ line-to-line and the generat@; represents an infi-

nite bus H — «). GeneratolG; is manually excited and is operated with constant
mechanical power input.

Figurel6.1] shows the system used to test the suggestedrmssesnethod.
The system consists of threek¥0busses, two generator busses and one load
bus. GeneratoG; at bus 3, represents an infinite bus where the voltage at
bus 3 is constant during the analysis. Gener&pis a 5MVAround rotor
machine that is manually excited and operated with a cohstachanical
power input. The dynamic model parameters@®rare provided in figure

6.11.

The initial conditions for the simulation are provided irethgure, where
the load is purely resistive of 3MW for which the generators share the
burden. The generators terminal voltage magnitude k¥ 2ilie-to-line. In
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the following, a loss of synchronous operatiorGafis provoked by applying
to two minor disturbances in the form of increase in load dainan bus 2.

6.4.2 Analysis of the Initial Condition

For the purpose of investigating the initial operating atods, the system
in[6.11 will be represented in such a way that the genefatas represented
as a source of constant voltage magnitude beidhe voltage at the in-
finite bus is assumed constant and the load at bus 2 is repedsey its
impedance value. Figure 6112 illustrates the extende@systpresentation
for the initial conditions provided in figuie 6.111.

G _ 20320 o 50 o j125Q o G2
SNt — Y — %
: iXg L ; L3

Additional Initial conditions Zp

Ei— (39.48/3204)KV

Zio = 892100

Figure 6.12: Representation of the system used for testing the stability assessment
method. The manually excited generar is represented as voltage source of
constant magnitudg; behind the direct axis reactan¥g and the load at bus 2 is
represented as the impedarigy. The point of constant voltage f@; is at its
terminal since it represents an infinite bus.

Since the steady state voltage magnitudes at the pointgeotions are con-
stant, all potential operating conditions (for the choseanual excitation

of the machine) can be determined from the knowledge of theevaf the
phase angle difference betweens the two nodes of constiéaged\d ) and

the value of load impedanc&,p = R.p + jX.p). In other words, the con-
strained system represented in figure 6.12 only has threeetegf freedom
(Ad,R_p and X p). If the load impedance is constrained in such way that
the load angle is fixed, the system operating point can beridescby the
knowledge ofAd and the load impedance magnitude).
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Contours of Injected Power from:G
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Figure 6.13: Contours of constant injected power in &, p plane forG; in figure
[6.12. The dashed line represents the boundary of maximum injectable fooveer
fixed Z p, the dotted line represents maximum injectable power for a fxadd
the straight line represents the conditions when the load impedagds equal to
the Thevenin impedance magnitude seen from bus 2. The contours showipe
values where the maximum injectable power is used as a base value.

In the following analysis the load angle is constapt(0°), and the power
injection from G; into the node of constant voltage (node 0) is inspected
in respect to variations akd andZ p. Figure[6.1B shows how the power
injection fromG; varies as a function of these two variables. For simplicity,
the phase angle of the infinite bus is chosen as angle reteresalting in
thatAd = & whered is the angle of;

The figure shows contours of constant injected power irzilae- o plane.
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The contours have been normalized in such a way, that the \wlmaxi-
mum injectable power is used as per unit base. The initiadlitioms, from
figure[6.11, are represented at the pa@ntvhich is on the contour where
P = 0.925pu (equivalent toPg; = 24.87MW). The figure contains three
characteristic lines; a dotted line representing the dmdi where the max-
imum injectable power for a fixed value of delta occur (whe/oz , = 0),

a dashed line where the maximum amount of injectable powea fixed
value ofZ, p occurs (wherePe1/05 = 0) and a straight line representing where
the load impedancg, p is equal to the magnitude of system Thevenin im-
pedance, seen from the load at buga £).

In this study, it is the dashed line (whei&1/05 = 0) that is of interest. The
dashed line represents the aperiodic small signal stabiitndary for ma-
chine G;. For any fixed value of the load impedangg, it can be seen
that an increase id causes a reduced power injection into the system if the
operating point is to the right of the dashed line in figure36.For such
conditions, a small increase dfwould lead to acceleration of the machine
causing further increase in the an@le Since the machine acceleration in-
creases with increasirg an operation on the right side of the dashed line is
unstable and would gradually lead to a loss of synchronoasatipn 0fG;

with the infinite bus.

In the example, the machin®; is operated with a constant mechanical
power input. This means that the contour whiere 0.925puin figure[6.13
represents the trace of possible steady state operatintsf@s a function of

Z p. Thatis, if the initial conditions are considered (paarih figure[6.13B), a
small decrease in the load impedaZgg (corresponding to increased load
demand) would result in a new steady state operating paoatéd on the
contourP = 0.925pu closer to the critical stability boundary.

In the following section, it will be shown how a loss of apeliosmall sig-

nal stability ofG; is provoked by applying two small step decreases in the
load impedanc&, p. The effect of the two disturbances is illustrated in fig-
ure[6.14 which shows an enlarged view of the contour plot inr&g6.13.

In the figure, pointa represents the initial operating conditions. The first
disturbance to be applied is a decreas&jip from 89210 to 8.303M
which results in thaG; will approach a new equilibrium represented by the
pointb. The post-disturbance equilibrium at polnis stable, but very close

to the stability boundary. The second disturbance appiketthe very small
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decrease i p from 83032 to 8.293@2 which results in the loss of aperi-
odic small signal stability of machin®;. The effect of the disturbance can
be seen by considering the box containing an enlarged vietleofegion
close to poinb.

It can be seen that the contour of constBgt and the line representing
new value ofZ_ p do not intersect following the second disturbance, which
results in that no equilibrium can be obtained and consedtyugre machine
eventually looses synchronism.

9

8.8

8.6

Zp[Q]

8.4

8.2

1 1 1 1 1 L1 1 1

830 32 34 36 38 40 42 44 46 48 50
o[degreep

Figure 6.14: Enlarged view of figure 6.13. Poiatrepresents the initial steady state
operating conditions and poitit shows the new equilibrium point following first
disturbance. Poin is very close to the critical stability boundary and when the
second disturbance is applied, no intersection can be found for theucaitoon-
stantPg; and the line representing the new value Zpg following the disturbance
(shown in further enlarged view inside the box). Therefore the sedtdrbance
results in that5; looses synchronism.

6.4.3 Simulation Results

This section contains the results from a time domain sirmmarlatarried out
in PSS/E (version 30), of the system in figlre 6.11 where presly men-
tioned disturbances were applied to provoke an aperiodallsignal in-
stability. Figured 6.15 contains plot of the simulation rfésuPlot (i) shows
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() Load Impedance on bus Z,( [Q])
8.8 '\disturbance a7, p: 8.9210 — 8.303M 7
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Figure 6.15: Simulation results. plot (i) shows the two applied disturbances and in
(i))-(v) are plots of the internal rotor angle and active power outpunfroachine

G; and the bus voltage magnitudes. Disturbance a, brings maGhinery close

to its stability boundaries, whereafter the tiny disturbance b, causes el/krssi of
rotor angle stability.
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the applied changes in the load impedance that eventualbeckthe system
instability. The first disturbance was appliedtat 1s where the load im-
pedance was changed fronP81(M2 to 8.303X2. The second disturbance
was applied at the time= 110s where the impedance was changed from
8.30392 to 8.293/). It can be seen from the other plots that approximately
200s passed from the second disturbance until a sudden decrethsesys-
tem voltages occurred.

Plot (ii) shows the internal rotor angle Gf, where the infinite bus is used
as an angle reference. When the second disturbance is afipleti10s),

a very slow increase in the rotor angle was experienced operiad of ap-
proximately 206 until a sharp increase in the rotor angle occurred. This
result is in good accordance with the above provided desmnipf the in-
stability process.

Plots (iii) and (iv) show the power output fro@; (Ps1). Plot (iv) provides
an enlarged view of plot (iii). The second disturbance carlgde seen in
(i), but yet, it is sufficient to caus&; to lose its synchronous operation.
In plot (iv), the size of the second disturbance can morerigldse seen.
It is worth noticing, that the power output fro® was constant following
the second disturbance until the sudden sharp decrease jpotter output
occurred. The emerging stability problems®{ are not reflected in the
power output from the machine and could therefore not haee mentified
from observation®s1 alone.

Plot (v) in figure[6.1b, shows the bus voltage magnitudes esystem.

Following the first disturbance, the bus voltages on bussesll2 appear to
be very slowly decreasing until a sharp decrease occurs.irteresting to
notice that these plots resemble the plot of bus voltage matgfrom the

Odensala substation in figure 6.1, for the last 80 secondsétfe blackout
in E-Denmark and S-Sweden.

6.4.4 Test of the Assessment Method

The time domain simulation was carried out in such a way thaies of,
among others, line flows and bus voltages were stored in grubfile for
every 20ms of the simulated time interval. The output data was used to
generate synthetic PMU-measurements of voltage and ¢yhasors. In
that way, a snapshot of the system operating conditionsviEnye20Omswas
obtained.
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Chapter 6. Method for Early Warning Against System Blackout

In order to test the previously suggested assessment medtiedynthetic
PMU-data was used to determine the value of the injectioretapce for

Gi1 (Zinj) and the value of the system line and load impedances shown in
figure[6.12. With all network impedances known, the systemv&hin im-
pedance,, as seen from the point of injection, could be determinece Th
values onnj andZ, are determined for every PMU-snapshot and then it is
investigated when the stability boundaries, representdl@.B), are crossed.

The results from the test are shown in fighre 6.16. The figuosvsHour
plots, where in (i) a time domain plot of the voltage magnétad bus 2 is
shown. The dots on the plotted line are used to illustrate edfinterval

of time where the distance between two adjacent dots repeAe= 5s.
Three events are marked on the plots, where p@irisdb denote the time
when the two disturbances were applied and poistused to denote when
the stability boundary was crossed. The time of detectadliigy occurred
approximately 7% after the second disturbance had been applied. Itis worth
noticing that the time elapsed from the detection of the blamy crossover
until the sharp decline in voltage magnitude occurred is@gmately 13G.

Plots (ii)-(iv) in figure[6.16 show all the same trajectorythE injection
impedanceZi,;, but in different level of detail. The value of the injection
impedanceZiy; is normalized in such a way that stability boundary, at any
instant of time, always appears as a circle with a diametaniy. In plot

(i), the trajectory of the injection impedance can be seeméarly the whole
time interval shown in (i). It can be seen that the initial diblons (point

a) are quite close to the stability boundary, and when theuthsinces are
applied the trajectory slowly moves towards the boundarye Houndary
are crossed at poitwhereafter the the machine gradually accelerates and
looses synchronism with the infinite bus.

Plot (iii) shows enlarged view of the trajectory fraathroughb to c. It can

be seen that the system gradually approaches the operatirtdpfollowing
the first disturbance where the distance between two dads ¢émote time
interval of 5s) gradually gets shorter and shorter. A gradual decreaseein t
distance between two points indicates that the machinedugily deceler-
ating and approaching an equilibrium point and a synchrsispeed.

Plot (iv), provides a further enlarged view of the injectiompedance tra-
jectory from the occurrence of the second, very small distnce, and until
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6.4 Simple Example - Test of Methodology

. ()  Voltage Magnitude at Bus 2 0Complex Injection Impedance Plafia]
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Figure 6.16: Test results. (i) plot of the voltage magnitude on bus 2 where the two
disturbances are marked wighandb respectively, and the time when the bound-
aries are crossed is marked(ii)-(iv) the corresponding trajectory of the injection
impedance for generat@;. The injection impedance values are normalized in such
a way that the stability boundary has a diameter at unity at any instance of time.
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Chapter 6. Method for Early Warning Against System Blackout

after the boundary was crossed. If the trajectory fioto c is studied, it can
be seen that the disturbance initially caused increasesiathrage angular
velocity of the machine, which is reflected by a gradual mosehof the
system operating point towards the boundary. As the opgraibint moves
closer to the boundary (frorn to c), the distance between adjacent dots is
gradually decreasing, which indicates that the machin&iglg decelerat-
ing towards synchronous speed during that period. When thadaoy is
crossed, it can be noticed that the distance between theésdgptadually in-
creasing. This indicates that the machine is acceleratth@;h is expected
behavior when the boundary for aperiodic small signal instg has been
crossed.

The test result in figure_6.16 shows that the suggested assessnethod
accurately detects, for the studied system, when the boymdaperiodic
small signal stability is crossed.

Furthermore, it is interesting to see how long it can takenfiehen the sta-
bility boundary is crossed until the sharp decline in theage magnitude
occurs. During this time interval the machine is slowly bradyally ac-
celerating, yet it is very difficult to identify that the mank was unstable
merely by inspecting the plots of the system voltage magei@and power
output in figuré 6.15.

6.5 \oltage instability vs Rotor Angle Instability

In the previous example it was illustrated how the suggeatsssment
method was capable of detecting when the genef@iocrossed the criti-
cal boundary for aperiodic small signal stability. In theample, voltage
instability was of no concern since the system load was sepited as fixed
impedance and no voltage control equipment was includelderexample.
This means that no mechanisms were present that could candage in-
stability at the load bus, even if the point of maximum detalde power to
the load would have been reached.

In the following, it is investigated where the boundary fottage instability
appears in the previous example, if the load bus would haga bguipped
with an ideal ULTC-transformer. In such situation, the boanydbf voltage
instability at bus 2 is reached when the point of maximumveetible power
to the load is reached.
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6.5 Voltage instability vs Rotor Angle Instability

A few methods for detecting the point of voltage instabiliigve been sug-
gested that are based on comparison of the load impedapcat a given
bus to the system Thevenin impedance seen from the same hescon-
cept is that the maximum deliverable power to the load ocetren the
magnitude of the load impedance becomes equal to the mdgnituthe
system Thevenin impedance. This would be true, if the sySihavenin
voltage magnitude would remain constant as the value ofadaé imped-
ance changes. For practical power systems this is not tleearabit will be
shown in the following that, for the system in previous ex&mihe point of
maximum deliverable power to the load occurs well beforenlagnitude of
Z, p becomes equal the magnitudeZpf .

The boundary of maximum deliverable power to the load, w@eims sup-
plied with constant mechanical input power, can be invastid by consid-
ering two different contour plots; one showing contours eliviered power

to the load B p) and the other showing contours of injected powerGy
(Ps1). Figurel6.1¥ contains those two plots. In the upper left,montours

of constant delivered power to the loBch are shown in per unit where the
peak value oP| p is used as per unit base. Inspection of the plot reveals that
the maximum deliverable power to the load, when the adgldixed, occurs
whenZp is equalZsh ». A fixed value ofd asZ p changes results in that the
system Thevenin voltage, seen from bus 2, remains constantharefore
does the point of maximum deliverable power to the I8g occur when
Z,p is equalZyyp. Furthermore, it can be seen that the maximum amount
of power delivered to the load for a fixed value&f occurs wherd = 0°.

The reason for this is that the system Thevenin voltage nadgmiis at its
maximum, for the considered system, widea 0°.

Contours of constant injected power frad&, Pg1, are revisited in the up-
per right plot. WhenG; is operated with constant mechanical power, the
contours represent the trajectory of the system steady gparating points
as a function of the paramete¥sandZ, p. It should be noticed that, for a
constant value oPg1, the value o changes aZ, p changes. The changes
in & results in that the system Thevenin voltage magnitude aitl/ wvith
changes irZ, p and therefore, the point of maximum deliverable power to
the load cannot be described by the straight line wiese= Zih 5.

For the purpose of illustrating where the boundary of maxmdeliverable
power to the load is located, when the gener&pis operated with constant
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Contours of delivered power to load

\9\0
16/—\9

18}

161

14}

12r

Contours of injected power f&am

| SO
W A
iz)

Qlof a ,
[a] * y
-
8 y 1™ 2
6f A 6 s
a— P s
45;// 4+ ~ 7
2l |z =2zn ] gl 73;% =0 //\6!;%:0
0 20 40 60 LT 0 20 40 60
01 [degrees] 01 [degrees]
Combined contours from the above two plots
18 T T T T T T T
/
Pa _ /
Zip
16} LD -

Zip =Zih2

14

4 [ Maximum deliverable power to the load whén
is operated with constant mechanical input p

~ =
2r - 4
-

b

|~

1
-10 0

930 10 20
01 [degrees]

I
-20

Figure 6.17: Contours of constant delivered power to lo&iy) and contours of
constant injected power froi@; (Ps1) combined into one plot for visualizing the
boundary for maximum deliverable power to the load wiignis operated with
constant mechanical input power.
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6.6 Partial Conclusion

mechanical power input, the bottom plot in figlre .17 is ae®d. In the
plot, the contours from the two above plots have been cordbim® one.

In order to determine the boundaries of maximum deliverablger to the
load, it is useful to consider the contour whé&g = 0.95pu, starting from
the pointB. As the load impedancé p decreases, the operating point moves
along the contouPg; = 0.95putowards the poin© resulting in an increase
of the delivered power to the load. Wh2&pp has reached the a value corre-
sponding to the poinD, it can be seen that the maximum deliverable power
to the load has been reached. A further decreagggnbeyond the poinD,
results in a reduction of the power delivered to the loadait be seen that
the pointO, which represents maximum deliverable power to the loadwhe
Ps1 = 0.95pu occurs at a value faZ) p that is significantly higher than the
system Thevenin impedanzg, ».

The locus of maximum deliverable power to the load, wigns operated
with constant mechanical power is shown as a dashed-dattedn the
plot. This line would be the boundary for voltage instaijlif an ULTC-

transformer would have been attempting to maintain a cahstatage at
the load side on bus 2. It can be seen that actual border lineoftage
instability deviates significantly from the line wheZep equalsZin». This

shows that methods, which assess the system voltage iitgtapicompar-
ing system load impedan@gp to the Thevenin impedang, » (e.g. (Julian
et al. 2000)) would fail for the system in context.

In fact, if the casd’sz1 = 0.95puis considered, both the boundary of voltage
stability (at pointO) and the boundary for aperiodic small signal stability (at
point C) would be crossed, before the conditioi$, = Zih» are reached.
This means that the control actions of an ULTC-transforméuat2 would
continually decrease the load impedaZgg when the actual voltage sta-
bility boundaries are crossed. This automatic deterionatif the system
operating conditions would results in that mach@®glooses synchronism
and eventual blackout occurs before a voltage stabilitgssaent method,
which uses th&, p = Z > criteria, would detect voltage instability.

6.6 Partial Conclusion

A method suitable for real-time monitoring of aperiodic $inségnal sta-
bility boundaries has been presented. The method utillzesoundaries
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Chapter 6. Method for Early Warning Against System Blackout

for maximum injectable power into a two bus system derivedhapter b.
The assessment method uses the system Thevenin impedagcé,asn the
node of injection, and the injection impedance seen fromstrae node.
The Thevenin impedance is used to derive the generatobdistdound-

ary, while the injection impedance determines the positioiihe machine’s
operating point in respect to the boundary.

The method is based on a linear network representation cfytbtem con-
ditions, which are represented in terms of impedances anstaot voltage
magnitudes at the nodes of injection. By representing therspmous ma-
chine as a constant voltage behind a reactance introdug®es isaccuracy
for the detection of stability crossover compared to whenrttachine non-
linearity due to saliency and saturation effects are cameul The effects
of the machine saliency is reduced and can even be neglédtexisystem
Thevenin impedance is large compared to the machine’st@irecreactance
and if the internal voltage magnitude is significantly higtien the system
Thevenin voltage behind the Thevenin impedance.

At last it was shown by a simple example, where both saliemcysatura-
tion were excluded, that the presented assessment mettwdtaty detects
when the boundaries for aperiodic small signal stabilisy@ossed.

Since it has been verified that the analytically derivedibtaliboundaries
can be used for instability detection, the boundaries tt¢fore be used for
providing early warning for an emerging stability problemtere the margin
from the generators injection impedances to the boundampoisitored. It
is though important, that the monitored stability margirrepresented in
terms of meaningful system quantities. The following cleapbvers, among
others, how stability margins in terms of injection impedacan be related
to meaningful system quantities.
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Chapter7

Visualizing the System Operating
Conditions

This chapter provides a description of how multiple opa@points for all
of the system generators, can be visualized in a single pha visualization
of the operating conditions enables visual identificatibaorgical machines
and its corresponding margin to the boundaries of aperisaiall signal
stability.

7.1 Interpreting Stability Margins

It was shown in the previous chapter that the presented ssases method
for aperiodic small signal stability is capable of detegtwhen the stability
boundary is crossed by a given generator. For the purposbktaining an

early warning for an emerging stability problem, it is noffgient to merely

detect when the stability boundary is crossed. It is necgdbat the early

warning is received in time before that actual boundariescanssed, such
that appropriate remedial control actions can be takendaamstability.

For the purpose of providing an early warning for an emergtapility
problem, the margin from an observed operating point to @isespond-
ing stability boundary may become a useful indicator. Inghggested as-
sessment method, the stability boundary related to a gipenating point
{an,i,Zh,i}, is presented in the injection impedance plane. A margimfro
the pointZjn;; to its critical boundaries expressed in term of injection im
pedance does not provide a useful physical interpretatidheocloseness
to instability. For that purpose, it is more useful to denwargins that are
expressed in quantities such as active power or as peresptager margin
to the maximum.

In chaptel 6 it was shown that the stability boundary is repnéed by a
line of constant phase angle wha¥e= 180— @y. By utilizing this, the

margin from a observed operating poi{fin“,zm} to its corresponding
boundaries can be expressed in several different ways. hEgourpose of
deriving one such margin, the apparent power injectionfsessed in terms
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Chapter 7. Visualizing the System Operating Conditions

of Thevenin voltage and the Thevenin impedance:

., ,
Soi = B0V v = BV ieran _ Y gitan (7.1)
Zin Zin

WhereEy, is used as phase angle reference. The active power injection
becomes:

EnV V2
21T cog(8+ @) — >— cog @) (7.2)
Zin Zin

A power injection is represented by a negative valu&gf As mentioned
previously, the maximum injected power occurs widea 180" — @ and
can therefore be expressed as:

I:)lnj =

Pnjmax=———— a cog@n) (7.3)

An active power margid\P,j becomes:
EinV
AI:llnj = I:)lnj,max— I:llnj = —gt—hh(COE(é—l— (p£h> + l) (7-4)

The above can be expressed as a percentage margin to theumakitt,
in the following way:

APy 5 1
%P = — M. 100%= COS(;‘““) t1 100%  (7.5)
IﬂLmaX + zth_:_nzjinj ’ Coiq}h)

The above margins describe how much the active power injecan be
increased as the phase andlis increased to its critical value &t= 180—
@n, While other system variables are fixed. The margin is tloeeeflerived
considering changes in only one system variable, the wlpdgise angla.

This is different from how stability margins are derived byans of con-
tinuation methods where the system is stressed in a patiduection by
applying some pre-defined loading and dispatch patternssirass patterns
are usually based on operational experience, where thg daisumption
patterns are usually the same and well known by the systenatope.
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7.2 Normalizing Multiple Operating Points

Even though the above suggested stability margins, defieed the phase
angle margim\d, are not obtained by applying specific "normal” stress pat-
terns they do anyhow provide a useful information. The mgikontended
to provide a stability assessment during emergency operatnditions.
During such conditions, it is not likely that the normal sgeatterns would
give the most likely stress direction of the system, sinceynather con-
trol and load restoration mechanisms have a more significd@tin such
situations. The actual stress direction might be dominbyetthe actions of
ULTC-transformers and other devices that try to restore thedpsturbance
consumption. This means that the "normal” stress direcsioot suitable for
determining a margin to the system stability boundary. Gndther hand,
the element-wise marging _(7.4)-(I7.5) provide a valuabfermation con-
cerning which of the system generators is operating closa @pproaching
its stability boundaries. Such information could be usedhie remedial
actions to avoid an emerging instability.

7.2 Normalizing Multiple Operating Points

The suggested method performs an element-wise assesshikatgener-
ators aperiodic small signal stability. In a system havkngeneratorsk
individual Thevenin impedance&n; (i = 1,...,k) are determined resulting
in thatk different stability boundaries are used for the assessneohapter

it was shown that the stability boundaries are circulad, tuerefore it is
possible to normalize all thke boundaries in such way that they appear as
a circle with radius at unity centered at the origin of themalized imped-
ance plane. By doing so, all of tlkeoperating points for the generators can
be visualized in the same normalized injection impedanaegWwhere all of
the points are held against the same stability boundary.

In chaptef5 it was shown how several characteristic lineoostanf, Q,V
andd could be represented in the injection impedance plane)yftbe sys-
tem Thevenin impedance is known. It would be desirable ifescharacter-
istic lines could be derived in a normalized injection imaede plane, such
that the lines provide a useful information regarding therapng conditions
of all normalized operating points.

In the following, it will be shown how a given operating poifin;,i, Ztn; }
can be mapped into a normalized injection impedance placle that the
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Chapter 7. Visualizing the System Operating Conditions

voltage phase angle marghd to the critical stability boundary and the lines
of constanv¥/g,; ratio are preserved.

7.2.1 Mapping of lines of constant/ and Ad

In this section, the lines of constant phase angle makgiand normalized
voltageV/gy, in the injection impedance plane for an arbitraky; will be
mapped into a plane where the boundaries are derived fromenireim-
pedance having the same magnitud&g@snd purely inductive. That is, the
operating point{ Zinj .0, Ztho} is mapped as the poifZinj «, (Zin0£90°) }

in the injection impedance plane as illustrated in figuré 7.1

Eth  znoze Vo f Eth  zpoc000 Vi

Zinjo Zinj «

Original System Mapped System

Figure 7.1: It is desired to derive the mapping of a original operating point
{anvo,th} (represented by the system to the left) to an equivalent point
{Zinj «, (Zino£90°) } (represented by the system to the right). The characteristics
of the mapped operating point should be such that the normalized voltage-magn
tude is preservedq/e,, = V+/Es) and the phase angle mardid is as well preserved
after the mapping.

In the following, the mapping:

f:{Zinj 0, Ztho} = {Zinj, (Ztno290°) } (7.6)

is determined where the following properties of the mappgaetating point
are preserved:

e The normalized voltage magnitudgs, is the same for both operating
points

e The phase angle marglkd to the critical boundary is preserved after
the mapping

In the subsequent derivatiors | 0, Zth 0, Vo anddg are used to denote orig-
inal variables whil&inj ., Zin «,V, andd, denote the mapped variables. Itis
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7.2 Normalizing Multiple Operating Points

desired that the phase angle difference from operating pmthe boundary
Is preserved after the mapping which results in:

A5 =180 — @— 8y = 90° — 3, (7.7)

It is also desirable that the normalized voltage magnitsdfe same. For
that purpose, the following relation between the originatage phaso¥g
and the mapped voltage phasbrcan be utilized:

\_/Oej (0+—00) \_/Oej (@-90°)

7.8
Etn = (7.8)

V.,
Eth
The normalized voltage magnitude can be expressed in tefwveriables
shown in figuré 7J1:

\_/* Zinj,* . Zinj,O ej(q_FQOO) (7.9)

Eth  Zhoe®® +Zinj«  Ztho+ Zinj,o

Utilizing that Z, 0e/%% el (®=9%) = Zy;, o and solving foiZiy| .. gives:

*T L L (1—ei(-90) " Yinjo+ Yino (1— el(®-99))

(7.10)

Equatior”7.10 describes the mappingin7.6) such that theeaimentioned
characteristics are preserved after the mapping.

Figure[Z.2 illustrates the effect of the mapping of injestimpedances ac-
cording to [(7.1D). The plot to the left shows an equally mdsied in the
injection impedance plane, the stability boundary wEgm = 1270 (the
black circle) and line of constarié that is 36 away from the boundaries
(light blue circle). Additionally, several reference ptsirare marked on the
circles for illustrating the effect of the mapping.

The plot to the right shows the results of the mapping wheh({7is ap-
plied. Each of the mapped injection impedance points is shahthe volt-
age magnitude and the phase angle difference to the cittexatdary has
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Chapter 7. Visualizing the System Operating Conditions

been preserved. The stability boundary appears now asla wiith diame-
ter at unity, which is the same as the boundary obtained \whes 1/90°
and the blue line represents the line of constant phase argei d = 54°
which corresponds to a phase angle mafgn= 36°.

Figure[7.2 illustrates that an arbitrary operating p({iﬁﬁ1 j’o,Zth’O} can be
mapped as{Zinj«, (Zn0290°)} by utilizing (ZI0) where characteristics
concerningAd and normalized voltag¥/g,,; are preserved after the map-
ping. In order to visualize multiple operating points in geme impedance
plane, further manipulation of (7.110) is needed such thatsdime normal-
ized stability boundary can be applied to all of theperating points for the
k system generators.

7.2.2 Characteristics of the Normalized Injection Imped-
ance Plane

For the purpose of normalizing the stability boundary foer@gdic small sig-
nal stability, it is relevant to consider how boundary appéa the injection
impedance plane. In chapféer 5 it was mentioned that theligatundary
appears as a circle with the following characteristics:

e With radiusr = Zn/(2sing)

e The center of the circle is located on the imaginary axis wher
Xinj = —T

In the following, the stability boundaries will be normadi in such way,
that they appear as a unit circle centered at the origin ohtirenalized
impedance plane. For that purpose, all impedance vajsgs have to be
shifted byr in the direction of the imaginary axis and scaled down bydact
r. For achieving that, the expressién (1.10) can be manipdiat

s Zinjs . 2Zinju -
Zinjwpu="—p =5 (7.11)

By applying [Z7.11), the characteristic lines for consté&randV and the
stability boundary can be used to visualize all of theperating points
{Zinj,i,Zwni} in the same impedance plane, where the same boundary ap-
plies for all operating points.
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Figure 7.2: lllustration of the mapping of injection impedances. To the left, the critical ban@n black) and the circle
representing the conditions whek& = 36° (in light blue), whenZi, o = 1270°. To the right, mapping of all points in the left

into a impedance plane whefg, , = 1/90°
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Chapter 7. Visualizing the System Operating Conditions

Lines of ConstanfAd and Constant/e
e \ 17

-2

Figure 7.3: lllustration of the normalized injection impedance plane when({7.11) is
used. The boundaries appear as a unit circle at the origin. The figonesdines of
constant voltage ratig/e (blue lines) and lines of constant phase angle difference
Ad from the critical boundaries (green lines). These characteristicsaticefor all
operating point{ Zinj i, Zt, } that have been normalized By (7.11).
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7.2 Normalizing Multiple Operating Points

In figure[7.3, the appearance of the stability boundary amdifees of con-
stant phase angle marghd and normalized voltage magnitudg are visu-
alized in the normalized injection impedance plane. Anteahy operating
point {Zinji,Zn; } can be mapped into this plane by applying (7.11).
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Chapter8

Development of Test Bench Software

This chapter describes a test bench software that was mwittéhe purpose
of testing the suggested assessment method and to makevitlepaeent
and implementation of the assessment algorithms easier.

8.1 Objective

The development and test process of wide-area stabilitysaggent algo-
rithms can be quite time consuming, especially if the tgsprocedure is
not carried out in a systematic and automatic way. For thpqae of testing
real-time wide-area assessment algorithms, a sequengathieic PMU-

shapshots is generated from a time domain simulation ofengrwer sys-
tem incident. The sequence of PMU-snapshots is then usedutate the

system response following the considered incident, wheeasnapshot is
fed to the assessment algorithm once per cycle of systeradrnay. In this

way, the real-time performance of the assessment methoblecstudied.

It is of high importance that the generation of synthetic Riigasurements
and the test of the assessment algorithms is carried outamatic manner.
If the test procedure is not automated, the following timestoning work is

needed to be carried out manually:

e The synthetic PMU-measurements have to be generated fiyr ese
case study. This involves the time consuming work of findhegright
variables in the output file, generate the PMU data and asisegdata
to the right bus.

e The network of concern must be represented when the assgssme

method is tested. This involves formulation of the systemistdnce
matrix and manual assignment of the generated PMU-data &pan
propriate node in the system.

e The analysis results need to be viewed and hence relevanitriation
must be accessible. The work of accessing the data assbuvdte
each operating point is time consuming if manual searched.us
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Chapter 8. Development of Test Bench Software

By automation of the above mentioned points, great amouimnefis saved
in the development and implementation process of the assegslgorithm,
where different systems and operating scenarios can guekhpplied. Fur-
thermore, by avoiding manual generation of PMU data, theai®rrors has
been eliminated in that process.

For the above reasons, it was decided to develop a softwatredh function
as a test-bench for wide-area assessment algorithms uenkdogdment. The
aim of the software is to automatically generate synthetitJRlata from a
simulated case scenario, and automatically obtain thessacgnetwork in-
formation needed by the assessment algorithm. Furtherrtiteesoftware
aims at visualizing the results from the algorithm and tovjate an easy ac-
cess to the necessary information associated with eachlied operating
point.

8.2 Structural Overview

The software was written in C++. The main reason for choosing @+
stead of MATLAB is due to the flexibility for memory allocation in C++.
When large systems with great amount of data are being amglyzemory
related problems might be experienced imNIAB , while in C++ software
the flexibility in the memory allocation can be utilized tcoa the problem.

A structural overview of the software is provided in figlrd.8The figure
shows four boxes that represent the main modules in the atwAs an
input, the software receives a PSS/E simulation case fibgsattie used for
the testing of the assessment algorithm.

The main objective of each module is listed below:

GUI Controller: This module is responsible for the interface between the
user and the system. In this module, the user can select VS&IE
case scenario should be analyzed, start, stop and pausetifetion
of the selected scenario.

Case Reader / PMU generation: This module reads the input data, which
consists of PSS/E network (*.raw), dynamic (*.dyr) and diation
output data (*.out), together with a node position file (*spavhich
is used to represent the network in the viewer module. TheEPSS
data is used to generate an initial graph representatiomecgytstem,
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System Boundary

PSS/E Case Files:

Power Flow Raw Data File (*.raw)
Dynamics data file (*.dyr)
Simulation Output file (*.out)

—»  GUI Controller

Case Reader/
PMU Generation

Analyzer Viewer

Figure 8.1: Structural overview of the test-bench software. The drawing shows the
main modules in the software. The module "Analyzer" is where the assessment
algorithms will be implemented for testing purposes.

where appropriate model and simulation output data iseél&d the
nodes and edges in the graph. The module checks whether 8iE PS
simulation output files contain enough variables to geeesghthetic
PMU-snapshots of the system conditions.

Analyzer: In this module, the wide-area assessment algorithms shuzuld
implemented. This module receives the system graph catsttun
the "Case Reader" module. The system graph contains all the-nece
sary system model information and information concernhmg gyn-
thetic measurement data associated with each node and redige i
graph. Several different assessment methods could bermepked in
the analyzer module, where the system graph provides atlid¢hes-
sary system information required for each method.

Viewer: This module is responsible for visualizing the assessnesilts
where the observed operating points are held against thigsat sta-
bility boundaries. Furthermore, a interface for plotting PSS/E sim-
ulation results is provided. The viewer provides an intezfas well
for identifying each of the observed operating points.
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8.3 Screen Shots

In this section, few screen shots are provided from the deeel test-bench
software. Figuré 812 shows the graphical user interfacerevtiee user can
select which simulated case scenario should be analyzethdfoore, the
user can control the emulation of the case scenario by usanglayer con-
trol buttons. This enables the user to pause, move forwabdckward the
emulation at any time in order to investigate interestingtay snapshots.

Controller @:@
Data Progress State Viewer Control Network Data
poc: | [ s Coriral - Stats Fints % B
Min: Max
R Limits: 7 AutoScale: PSS/E Network File:
*.dyr _ 0,437 Network Stiucture. raw J
o I [ - TEDh S
AL | | I dynamicData dyr
o o
¥ Asis © | -Viatiable Pk PSS/E Simlation Output
Constiuct Netwark Model: s Contale¥arahie ot [
DYN_OUTPUT_65_pard_teste _ |
I o ™ R
Make PMU Data: Load PSS/E DATA >L0G
: Initialize Mode! >L0G
Voltages And Angle Plotting Control
o N [+
oo i [0884175 pax [1.09533 [ AutoScale:
Network Viewer Control Yotage Lk
Player Controls
Save Bus/Branch Positions ‘ Angle Limits:  Min:  [120.897  Max [0.94469 ¥ AutoScale Fie: W
Connetet Compnnenﬁl View Component Log ‘ T;la Step: Tl;m’ Step:

Active and Reactive Power Plotting Control

Plimts M 210177 Mo 210865 [V AutoScale: ZR 01 [N ) 38001

X Axis Control - Time Values for all Yariable Plots ﬂ_’ j

Min: i‘zggT‘ Mac B0 ™ AuoScale: Q Limits:  pin [W Max (209186 [V Auto-Scale: 1’ l} 1, mg/

ViewPMU Coveiing | Wie Missing PMUs |

Figure 8.2: The Graphical User Interface. The user can specify the PSS/E atese d
to be used and control the emulation of the simulated event by using playteslcon
buttons (play, pause, fast forward, fast backward, etc.).

Figure[8.8 shows the "State Viewer" window. In this windove ttbserved
operating points for the system machines are visualizeetlheg with their
corresponding stability boundaries. By clicking on one o tiperating
points, an information regarding which generator is repmésd by the point
and is percentage margin to the boundaries is providedh&umbore, the se-
lected operating point can be highlighted in the "Networkwée' window,
which enables a visual identification of the generatorsatmns in the grid.
At the bottom in figuré 813 the voltage magnitude at selectes$és is plot-
ted. A vertical line moves along the time axis, as the emuteits running,
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which indicates the instance of time that is currently beinglyzed.
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Figure 8.3: The State Point Viewer. Above, the stability boundaries are plotted
together with lines of constadid andV/e in the normalized impedance plane, as
described in chaptéll 7. The system state points shown were mapped intarthe n
malized impedances plane usiig (7.11). Each of the individual state poimts ca
be selected by a mouse click, resulting in the generator correspondingoittie
becomes highlighted in the "Network Viewer" window. Below, a plot of system
voltage magnitude at busses that can be chosen from the "Network Vieineiow

can be seen.
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Figure 8.4: The Network Viewer. The systems busses, branches and generators a
shown in a multilayered diagram. The different levels are used to illustratetiff
system voltage levels.

Figure[8.4 shows a screenshot from the "Network Viewer" wimddere
the systems busses, branches and generators are shown liiayered di-
agram. The different levels are used to illustrate diffeigrstem voltage
levels. The position of the system busses is loaded from as*fje to-
gether with the PSS/E case files. It is possible to select eantponent
(bus, branch or generator) in the diagram and plot the stioualaesults as-
sociated with the component. Furthermore, generatorgsepting the state
points that have selected in "State Viewer" window can beliggted for
easy identification of critical machines.

Figure[8.4 provides another screenshot from the "Networlwsiewindow,
where a top view of the system network is applied. The viewpof the
network can be freely varied.
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NeMrk Viewer Q@@

Lo

. f‘.)’/:‘"rv-]u[-u

=X

Figure 8.5: The same as in figuie 8.4, where a top view of the system network is
applied. The viewpoint of the network can be freely varied.

When a system component (bus, branch or generator) is sladtes "View
Network" window, the simulation results associated with ¢omponent can
be plotted in other windows. Figures B.6 8.7 provideeswshots of the
windows that plot the selected voltage magnitudes togettiriphase angle
and the active and reactive flow in each end of a selected lhragoltage
phase angle reference can be chosen arbitrary in the "Newiener" win-
dow, resulting in voltage phase angles values relative éadfierence bus,
being plotted. An example of this can be seen in figure 8.6.
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Bus Voltages and Angles Q@@
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Figure 8.6: Plots of bus voltage magnitudes and voltage phase angles from busses
selected in the "Network Viewer". A reference bus for the system paagle can

be chosen freely in the "Network Viewer". The phase angles on thetsdlbasses

are then plotted relative to the selected reference bus.
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"Branch Active and Reactive Power Flows

210 POWR 704230 70584 CKT P1'
POWR 70584 TO 70429 CKT P

105 POWR 70423 TO 70387 CKT 'P1'

=T

0.0

-10.5)-

-21.0
298.0 306.2 314.4 3226 330.8 339.0 347.2 3554 363.6 371.8 380.0

VARS 70423 TO 70584 CKT P1’
£ VARS 70584 TO 70429 CKT P1'

fv*
-f"'t_‘v_‘
o T s e e
I

J— |

126

VARS 70423 TO 70387 CKT PT'

0.0

-12.6

-25.1

f'-u
298.0 306.2 3144 3226 330.8 339.0 347.2 3554 3636 371.8 380.0

Figure 8.7: Plots of active and reactive power flow in branches selected in the
"Network Viewer". Similar plots of the active and reactive outputs fromcetd
generators can also be obtained.
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Chapter9

Algorithm and Implementation of the
Method

Chapterd %47 presented a method for assessing and visgatipriodic

small signal stability of the system generators. This ali@ptoncerns the
implementation of the assessment method, where algoribihifast assess-
ment of the generators Thevenin impedance is presentedlleasvgespecial

matrix ordering scheme that improves the computationatieficy of the

presented algorithm. The chapter is concluded by pregengsults from a
time performance test of the algorithm.

9.1 System Representation

Manually excited generator

[e Nodes of Constant Voltage Magnitude

Figure 9.1: System used for illustrating how system nodes are indexed in the fol-
lowing. The nodes of constant steady state voltage magnitude are cadredhile
nodes that are non-controlled are colored black. The voltage magnitndel@ 10

is maintained constant by means of voltage control equipment such as ar&g'C.
node of constant voltage magnitude for genera®r&, is either at the terminal of
the machines (nodes 6-8), or behind the direct axis reactfycénternal node 9).

In the following description, an arbitrary system is regr@ed in such a way
that the system load is represented as impedances and ppeatioins from
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Chapter 9. Algorithm and Implementation of the Method

synchronous machines occur into nodes of constant voltagnitude as
described in chaptéd 6. Figure B.1 provides an example ofdewstem is
represented in the following, where an additional node leas1ladded to the
network due to the manual excitation @. The system considered in the
following, has characteristics as listed below:

e The number of system nodesNs

e The number of nodes of constant steady state voltage magngivl
whereM <N

e The number of synchronous generatork is

For the purpose of structuring the following descriptidme system nodes
are indexed = 1...N in the following way:

e Anodeiintherange K i <N-—M represents a node of non-controlled
voltage magnitude.

e A nodei in the rangeN — M < i < N represents a node of constant
steady state voltage magnitude.

e The voltage controlled nodes are divided into two categorie

— AnodeiinN—M <i <N-M+K, where voltage magnitude is
maintained constant by a generator.

— A nodei in N—M+K < i <N, where voltage magnitude is
maintained constant by means of synchronous condense@s SV
etc.

This indexing is applied on the system in figlrel9.1.

9.2 Algorithm

For the subsequent discussion, it is helpful to introdueentttationA;, and
A, to denote théth row and column oA respectivelyA;, is understood to
be row vector and\,; is understood to be column vector.

The objective is to describe how the system Thevenin impeslags seen
from a node of constant voltage, can be determined. To begm the
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system node voltage equation is provided:

| =YV (9.1)
which can be expressed as:

i )’1..1 YN—.M.l N1 Vi

iNiM = | | VN:—M (92)

Y1LN-M <+ YN-MN-M

in : B W
Y1N YN.N

Due to the chosen structure of the node indices, the systenittadce matrix
Y can be expressed in terms of sub-matrices in the following wa

Y = (9.3)

Yne | Yiink ]
N
Yiink | Yve

whereY ¢ is the admittance matrix containing only the nodes of nom-co
trolled voltage magnitudé; is the admittance matrix containing only nodes
of controlled voltage magnitude andj,k is an admittance matrix contain-
ing the elements that connect the two subsets of system modgsandY ¢
respectively.

The matrix Y would be the system admittance matrix, if all nodes of
constant voltage magnitude were short circuited. The tgds to de-
termine the impedancéy seen from a given node of constant voltdge
(N—M < k<N), when all other nodes of constant voltage are shorted. For
that purpose, the matriX,,c can be used together with the columnYof.x,

the row of Y|[., and the diagonal element from, that corresponds to the
node of interest. In the followind'jink .k is used to denote the column of
Yiink corresponding to nodle Yﬁnk’k* is row vector ofY|[, corresponding

to nodekandY ¢ k) = Y (K, K) is the diagonal element &, corresponding

to the nodek.

The system impedance seen from the nlad=san be determined by shorting
all nodes of constant voltages except the nlbdad inject current of A into
nodek. The resulting voltage at nodtas then equal to the system impedance

151



Chapter 9. Algorithm and Implementation of the Method

Zihk. The value ofZyh k can be determined from the admittance matrix for
the system when all nodes of constant voltage have beeredredtept node
k. This matrix can be expressed as:

Yne ‘ Y link, +k ] (9.4)

Y=
[ Y ok ke \ Yve (kK

The voltage at nod&, when JA current is injected into the node, can be
obtained by the node equatidh= Y;ll. Since the only non zero element
in | is the last element in the vector, the system Thevenin impezay, i is
the last diagonal value i, .

The Thevenin impedance for the other system generatorsecahthined in
the same way, where the mati has to be reformulated by updating the
values corresponding M“nk?*k,yﬁnk’k* andY ¢ k) in Y. A procedure for
determining all of the& Thevenin impedancéy k is described in algorithm
9.1.

Algorithm 9.1: Computationally inefficient approach for determining the
Thevenin impedancegy « from a single PMU-snapshot.

Input: PMU-snapshot of the system conditions

Update matrice¥ ne, Yiink andY y;
foreach generator node k (Mc k< N—M +K) do
Constructy from (9.4);
Find the inverse of;
Find the value o as the last diagonal eIement‘é(l;
end

The approach listed in algorithim 9.1 requires that the matrierse of the
(N—=M+1) x (N—M+1) matrix Y, has to be determind€ltimes, in order

to determine alk Thevenin impedances. Matrix inversion is a computation-
ally demanding operation, where for example the Gaussaddryersion al-
gorithm requiregO(n3) arithmetic operations. For large systems, the above
approach for determining th€ Thevenin impedances would be inefficient
and not suitable for real-time assessment of the systemtaomsi

The computational burden required for determining all & khThevenin
impedances can be heavily reduced by utilizing useful aterstics of
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the LU-factorization. It turns out that it is sufficient totdemine the LU-
factorization of the fullN x N matrixY only once in order to determine the
K Thevenin impedances. This approach is described in netibsec

9.2.1 Determining Thevenin Impedances from a LU-factorizatio

Useful Observation

In the previous section, it was shown that the Thevenin irapedZ, x can
be determined as the last diagonal elemenfp?. The admittance matrix
Yk can be decomposed into a product of a lower triangular mataxd an
upper triangular matrixJ such as:

Yk = LUk (9.5)

whereL andU have the following form:

1
Lk = |z.1 1
Inl In2 1
and
Uiz U2 --- Un

Unn

andn =N — M. The inverse oifx can be expressed as:

Y l=ut (9.6)

The inverse ol i is also a lower triangular matrix with 1's on its diagonal.
The last diagonal element df, ! can be determined as the vector product
of the last row inU, * and the last column df . %, which has only the last
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element as a non-zero element. Therefore, the last diagteraent ofy | *
can be expressed as:

Y 1k K) = Utk k) = [Uk(k, k)]t (9.7)

This means that the Thevenin impedance can be determinea tvbd_U-
factorization ofY has been carried and therefore the full inverse pfis
not needed. The computational cost of LU-factorizationpzfrse matrices
is much lower than the cost of matrix inverse; the exact vdegends in a
complicated way on the size of the matrix, the number of zertise matrix
and its sparsity pattern.

Determining all Thevenin Impedances from a Single LU-factorzation

It has been shown that th& k can be determined from the last diagonal
element of theJy, matrix from a LU-factorization ofYk. In the following,

it will be shown how all of thek Thevenin impedances can be determined
from a single LU-factorization of the full admittance mati.

For that purpose, it is useful to expresg(k, k) in terms of elements from
Lk andUy:

Yi(k k) = ki L (K, 1)U (i, k) + L (k, K) Uk (K, K) (9.8)

SinceL(k,k) = 1, the last diagonal element Wy can be determined as:

k-1
Uk(ka k) =Ythk = Yk<k7 k) - Z Lk(k7 I)Uk(|7 k) (99)

In (9.3) the full system admittance mati¥kwas expressed in terms of sub-
matrices. Similarly, the resulting LU-factorization ¥fcan be expressed in
terms of submatrices:

Y =

Ync | Yiink ] LU=
] — LU =
Yiink | Yve

Lnc ‘ 0 ] [Unc Ulink

L 1ink ‘ Lve 0 ‘ Uvc ] (9.10)
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Lne:  Lower triangular submatrix df with same indices a¥¢in (9.3)
Lve:  Lower triangular submatrix df with same indices a%,. in (8.3)
Link: Rectangular submatrix af with same indices a\éﬁnk in (0.3)
Une:  Upper triangular submatrix df with same indices ag¢ in (@.3)
Uw:  Upper triangular submatrix af with same indices a¥,c in (9.3)
Uiink: Rectangular submatrix &f with same indices a¥)jnk in (9.3)

LU-factorization of each of th& differentY matrices are needed to deter-
mine theK different Thevenin impedances. Due to the chosen indexing o
the admittance matri¥X, the submatrixY ¢ of Y in (8.4) will be the same
for all of theK differentYy matrices. This results in that the part of the LU-
factorization corresponding to the mathc (L nc andUpc) will be the same

in all K cases and therefore, they do not have to be recomputed @nerat
new Thevenin impedance is determined.

In fact, by considerind (919) it can be seen that the onlyrimfation needed
from the resulting LU-factorization of théy to determine the Thevenin im-
pedance, is the last diagonal valudlyf This value can be determined from
the last row inLy and last column irJy. By letting Ljink k. e the row in
Liink that corresponds to system naklandUjink .« be the column objink
corresponding to the same node, each of the Thevenin adoeté;, x seen
from the node of injection can be determined as:

Yink = Yvekk — Liink keUlink +k (9.11)

wherek (N — M < k < N—M +K) represent a node which voltage magni-
tude is maintained constant by a generator. The TheveniadamceZin x is
found as the inverse &fip .

All of the K values onth’k can be determined from the matrideg, and
Ujink together with the diagonal elements ¥B§.. This means, that only a
single LU-factorization of the full system admittance matr is required
for the assessment of the system aperiodic small signailistatf all K
generators, which lays the foundation for a fast assessatgorithm.
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9.2.2 Suggested Algorithm

Based on the the above analysis, algorithm 9.2 is suggestedriying out
an assessment of aperiodic small signal stability oKadlystem generators
based on a single PMU-snapshot of the system conditions.

Algorithm 9.2: Suggested approach for determining tKe Thevenin
impedance&;y, k from a single PMU-snapshot.

Input: PMU-snapshot of the system conditions

foreach PMU-snapshoto

Determine theK injection impedancesi; k;

Update the full system admittance mat¥ix

Decomposé’ into L andU;

foreach generator node k (NM <k <N—-M +K) do
DetermineYin k by (9.11) andZink = V[h}k;
Assess stability of the operating poifiin; k, Zink } by (6.1);
Determine the margin to the boundary by (7.5);
Visualize the operating point and the boundary[by ([7.11);

end

end

Algorithm[9.2 outlines how all of th& operating points can be determined
by only carrying out one LU-factorization of the full systemmittance ma-
trix Y.

9.3 Implementation of the Method

As mentioned in chaptéd 8, a test bench software was writte+i+ for
the purpose of developing and testing algorithms for witkaatability as-
sessment. The assessment method for aperiodic small sigiwmlity was
implemented into the test bench software, where the impiatien of the
method consisted of two routines:

Initialization Routine where the extended network representation was for-
mulated, system nodes categorized, specialized matretioglscheme
applied, the system admittance matrix generated, the Ictdifidation
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initialized and the PMU-data structured in such a way thatatimit-
tance matrix can be efficiently updated.

Snapshot Assessment Routinevhere the assessment algorithm| 9.2 is im-
plemented.

Figureg 9.2 and 9.3 show block diagrams that describe theia routines
used as a software implementation of the assessment meftnedfigures
refer to external software libraries and packages that wsee for the im-
plementation of the method. The external libraries and age& used for the
implementation are:

1 External Packages Used

Start o o o o o e

Represent the extended netwo .
as a grapie - Boost Graph Library

=~

Categorize the nodes & into
nodes of controlled voltage and
nodes of non-controlled voltagg

Apply the modified ordering

- AMD
scheme o1

Generate the ordered admittante
matrix Y

Initialize the LU-factorization
routines

- UMFPACK, ATLAS (BLAS)

End

Structure PMU-data for fast
€ update of they matrix

Figure 9.2: Overview of the steps involved for the initialization of the assessment
method and the external software packages used in each step.
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Start Update the system admittancd - UMFPACK, ATLAS (BLAS)

matrix Y and determine thi —| Decompose into L andU |
injection impedancegin; i

End Aﬂalyzg theK operating points Determine thek system
.(— {Zinj i, Zwn; } by applying [E7), impedancei
(73) and[[Z1N). ’

Figure 9.3: Involved steps in the assessment method which is executed when a new
PMU-snapshot is received.

UMFPACK is a set of routines that implement LU-factorization alton
for sparse matrices (Davis 2004).

ADM is a set of routines for carrying out the approximate minindegree
ordering algorithm to permute sparse matrices prior to htkdrization
(Amestoy et al. 2004).

ATLAS BLAS is a high performance implementation of BLAS (Basic Lin-
ear Algebra Subprograms) which is needed by the UMFPACK rou-
tines (Whaley et al. 2001). BLAS are a set of subroutines whioh p
vide a standard application programming interface for smipear
algebra operations. The BLAS operations are divided intov@ $e

Level 1: Vector operations. Consist mainly of vector-scalar, nonmer-
product and rotation operations. These@(®l) operations.

Level 2: Matrix-vector routines and Special Matrix Solvers. These a
O(N?) operations.

Level 3: Matrix-matrix operations, which ai®(N?) operations.

Boost graph library is a graph analysis toolkit that provides general pur-
pose graph classes (Siek et al. 2002). It contains differleoices of
graph containers and efficient graph theory algorithms émgnted
as generic C++ template specifications.

In the following subsections, additional description isypded for few of the
blocks in figure§ 9]2 arld 9.3 that were of crucial significaioc@btaining a
computationally efficient implementation of the assesdmeathod.
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9.3.1 LU-factorization

The single most computationally demanding step in algorith2 is the
LU-factorization of theY matrix. Several software packages exist that con-
tain efficient routines for carrying out LU-factorizatioh gparse matrices.
One of these is the software package UMFPACK (Davis 2004) wisithe
choice of MATLAB for carrying out LU-factorization of sparse matrices.

The UMFPACK packages was chosen for carrying out the LU-fation

of the Y matrix in the project. UMFPACK requires the packages BLAS
(for dense matrix operations) and AMD (for sparse matriximimm degree
ordering) to be implemented. AlgoritHm 9.2 was implemenisidg the C++
programming language and ATLAS library (Whaley et al. 2004 pahigh
performance implementation of BLAS.

The computational efficiency of algorithms for decompaositof sparse ma-
trices is strongly depended on the number of fill-ins thatraguired for

completing the decomposition. The fill-in of a matrix are #rgries which

change from an initial zero to a non-zero value during theetten of the

decomposition algorithm. A higher number of fill-ins resul increased
memory requirements and increased number of arithmeticatpas for

completing the matrix decomposition. The number of fill-tas be reduced
by switching rows and columns in the matrix according to asefmomatrix

ordering scheme.

9.3.2 Matrix Ordering Schemes

For illustrating the effects that fill-ins have on the regdimumber of arith-
metic operations for decomposing a ma#ixnto upper and lower matrices,
figured 9.4 an@ 915 are considered. The figures illustratethevaugmented
matrix [A|l] is decomposed int@J|R] by row operations, wherdl andR
are upper and lower triangular matrices respectively.

In figure[9.4 it can be seen that the initial coefficient madrils sparse, but as
the elimination phase progresses, new non-zeros (or §jjlare introduced.
After the first step, fill-ins were generated such that atlaily zero elements

of the coefficient matriXA became non-zero elements. Apart from increasing
the storage requirement, the fill-ins enter into the cateutaof subsequent
elimination steps and thereby increase the number of agilsroperations
needed for completing the elimination process.
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Figure 9.4: Decomposition of an augmented coefficient mafil] into [U|R],
whereU andR are upper and lower triangular matrices respectively. The green
elements represent original elementgAfi], the yellow elements are the one de-
termined in each step and the red elements represent additional fill-insocaétate
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upper and lower matrices have no sparsity.
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Figure 9.5: The same elimination steps of the same augmented matrix as in figure
0.4 except that the matriA was re-ordered such that the first and the last rows
and columns were swapped. The reordering results in that no fill-inscaergted
during the elimination process and the resulting upper and lower matriceshsave
same sparsity structure as the original matrix.

The resulting upper and lower triangular matri¢g$R| are both full trian-
gular matrices, which results in increased storage reougirgs forL and
R.

The amount of fill-ins generated in an elimination process loa heavily
reduced by applying appropriate reordering scheme of tedicent ma-

trix A. This is illustrated in figuré 915, where the last and the fists and
columns ofA have been swapped before the elimination process began. Due
to the reordering, no fill-ins are generated in the elimoraprocess and the
resultingL andR matrices are therefore sparse.

Few algorithms exists for reordering sparse matrices, lwaim at reducing
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the storage requirement and increasing the computatidingéacy for de-
composition algorithms. The reverse Cuthill-McKee (Liu &Bman 1975)
and King's (King 1970) algorithms aim at reducing the barditviof the
sparse matrix while the minimum degree algorithm (Georgeid 1989)
reduces the number of non-zeros in the resulting matrix aft€hoelsky
factorization.

The above mentioned LU-factorization routine provided MEPACK, ap-
plies approximate minimum degree algorithm for its symimetrdering
strategies. The approximate minimum degree algorithmsnapéemented
in the AMD ordering package (Amestoy et al. 2004).

Reordering the Admittance Matrix Y

None of the above mentioned ordering schemes can be usedrterehe
admittance matrix’ in algorithm[9.2. The reason is that the assessment al-
gorithm is dependent on the system admittance matrix bérogtared in a
specific manner such that &l system admittances can be determined from
a single LU-factorization. This requires that every nodarafontrolled volt-

age must have a lower index than every node of constant elEue result

of this requirement is that a minimum degree algorithm cabeapplied on

the full admittance matrix. Instead, specialized ordesalgemes have to be
applied such that the requirements for the structure of dingttance matrix

are met.

Modified Ordering Scheme for Y

In order for algorithni 9.2 to function correctly, it is nesasy that the nodes
of non-controlled voltage are represented at the Krst M indices of the
full admittance matrixy. A reordering of the full admittance matrix by
the minimum degree ordering algorithm can therefore notdszl usince it
might results in that some of the voltage-controlled nodesla/be indexed
among the firsN — M indices of the reordered matrix.

For the purpose of reducing the fill-ins generated during.thdactorization

of the Y matrix, modified minimum degree ordering scheme was applied
The ordering consisted of finding the approximate minimumgrele order-
ing of the Yy andY,c submatrices olY. By reordering the submatrices
individually, it is ensured that all nodes of uncontrollenltages are repre-
sented before nodes of controlled voltages when the newingdleas been
applied toY.
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(a) Original Matrix

(b) Minimum Degree Ordering
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Figure 9.6: Illustration of the ordering scheme. a) The original unordered-44d4
admittance matrixy with 1620 non-zero elements, where blue diagonal elements
represent nodes of non-controlled voltage and red elements are ofodasstant
voltage. b) Matrix structure after minimum degree ordering of the full madrix)

the matrixY categorized into submatric&S., Y vc, Ylink andYﬁnk as represented in
(@.3). d) The chosen ordering scheme where minimum degree orderingpphed

onY e andY ¢ individually.
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(a) Original Matrix

(b) Minimum Degree Ordering
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Figure 9.7: The sparsity patterns after LU-factorization of the four matrices in
figure[9.6. The figure illustrates the non-zero elements of the mattixJ, where
the green elements arelinand the red elements arelih The number of generated
fill-ins, during the factorization, is greatly affected by which orderingesoh is
applied. By using the modified ordering scheme, thandU matrices become
quite sparse except for indices that correspond to the submityice
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Figure[9.6 visualizes the steps involved in achieving thedered admit-
tanceY by showing the sparsity pattern at different stages. In@ptiginal
structure of the admittance matiykis shown, where nodes of uncontrolled
voltage magnitude are represented as blue diagonal elsraedtnodes of
controlled voltage are represented as red diagonal elesménib) the ap-
proximate minimum degree ordering of the fillis shown for later com-
parison. Plot (c) shows the matrix whe¥ehas been reordered and has the
same structure as in (9.3) whefg. is the upper left submatrix and,. is the
lower left submatrix. In (d) the above modified minimum degoedering
scheme has been applied ¥n The difference between approximate mini-
mum degree of the entiré matrix and the modified scheme can be noticed
by comparing (b) and (d).

The sparsity pattern of the resultibgandU matrices from a LU-factorization
of the matrices in figure_9.6 is visualized in figre]9.7. Thieetfthat the
approximate minimum degree ordering has on the reductidifi-ofs is ap-
parent by comparing (a) and (b). The number of non-zero al&sna the
matrix L + U is more than 20 times larger in (a) than in (b). The matrices in
(c) and (d) are categorized in such a way, that they can beinsggorithm
[9.2. By applying the modified ordering, the number of non-zdemnents in
theL 4+ U matrix is greatly reduced in (d) compared to (c).

It is interesting to note that the most dense pait ef U in (d) is in theL
andU,. submatrices, and those matrices are not needed in-ordetexmune
theK Thevenin impedanceén, as can be seen in(9]11). This means, that
the algorithms carrying out the LU-factorization could bedified in such a
way that calculation of elements i, andU,¢ are not carried out. By doing
so, a further increased computational efficiency of alpami.2 would be
achieved.

The modified ordering scheme fot, presented in this section, contributes
increased efficiency of the LU-factorization of tNematrix, which is the
single most computational demanding step in algorithrh 9.2.

9.4 Performance Test

For the purpose of testing the efficiency of the assessmaslementation,
a test was carried out on a network containing 488 nodes aAd@&nches
and 144 generators. The test consisted of that a loop of 18€Qions was
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executed, where in each loop the LU-factorization of theespsadmittance
matrix was determined, whereafter the Thevenin impeddiocad 144 gen-

erators were determined. The total execution time for cetimg the loop
was used to determine an average computational time forndieti@g the

Thevenin impedances from the system admittance mu#trix

The test was carried out on a 64bit laptop machine having teh Gore 2

Duo 2.26GHz processor and 8 GB RAM. The results from the tess tinat

the 144 system Thevenin impedances for the system in cootaxd be de-
termined in_786ms The results mean that an aperiodic stability assessment
of all 144 system generators can be carried out well withéntitme interval
between two PMU-snapshots. Therefore, the assessmerg getierators
operating conditions can be updated once per cycle of syB&gnency,
enabling full exploitation of the high repetition rate tf¥Us can provide.
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Chapterl O

Full Scale Test - The Blackout on
September 23, 2003

In this chapter describes a full scale test of the real-tissessment method.
For the purpose of carrying the test out, a PSS/E simulatas sonducted
of the blackout in E-Denmark and S-Sweden that occurredeSaper 23,
2003. The simulation output data was used to generate SynPRIU-
measurements from the event, which again were used for @onlaf the
blackout in the test-bench software described in chapter 8.

A detailed description of the blackout in E-Denmark and S2&&n was pro-
vided in chapter]2 where the initial conditions were desatibnd a time line
of events was established. The simulation results predemtehis chapter
are based on this case description.

10.1 The Simulation Model

The model of the Scandinavian power system used to simuatblackout
iIs a combination of two models; a simplified model of the Saagdan

power system and a detailed model of the power system in EA2ega The
two models where merged into a single model and used for thelaiion.

It was not possible to provide a detailed model of the Sweplster system
within the time frame decided for the analysis of the blackand therefore
the simplified model was used.

Figure[10.1 shows an overview drawing of the simplified mod@ake model
is simplified in such way that all local production and congtion in certain
area is aggregated into one equivalent generator and onaks load. The
generator located in E-Denmark in figlire 10.1 is replacet thie detailed
Danish model which gives the resulting model used for thaiktion of the
blackout. The detailed Danish model consisted of 320 bussas400kV
to 50kV level, 480 branches and approximately 300 generators which
cludes distributed generation. The model details and dataat provided
in the thesis due to a non-disclosure agreement with thesDaransmission
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Chapter 10. Full Scale Test - The Blackout on September 23, 2003

Figure 10.1: Overview drawing of the simplified Scandinavian model used for sim-
ulating the blackout on September 23, 2003. The generator in Zealaruldsead
by a detailed model of the power system in Zealand.
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10.1 The Simulation Model

system operators Energinet.dk, the provider of the model.

10.1.1 Applying Disturbances in the Simplified Model

For carrying out a time domain simulation of the blackouis mecessary to
identify the locations in the simplified model that corresgs to the actual
fault locations. Figuré_10.2 shows a diagram of the soutipam of the

Swedish power system and is used to relate the actual losatioinvolved

generating units and tripped transmission lines to a cpomrding location

in the simplified model.

Lines to
S-Norway

Zealand
(E-Denmark)
e Substation
Il Thermal Power Plant
[d Hydro Power Plant

Copenhagenb 0 50 100 150 200 _ 250km
[ Emm

Figure 10.2: The southern part of the Swedish power system. The locations of the
nuclear plants (Forsmark, Ringhals and Oskarshamn) have to be identifiee
simple model in figure_1011.

The first incident that played a role in the development ofttfaekout was
the loss of the Oskarshamn unit. The Oskarhamn power plagpissented
by the generator located at bus 3000 (in figqure|10.1) whidhralgresents the
production at the Forsmark nuclear power plant locatechrafrGtockholm.
The Ringhals power plant is represented by the generatos&@3&9 and the
Barseback, which was not operating the day of the blackougpsesented
by the generator at bus 3300.
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Chapter 10. Full Scale Test - The Blackout on September 23, 2003

The loss of the Oskarshamn block and the two Ringhals blockisislated
by splitting the generators at busses 3000 and 3359 intovidvere the new
generators represent the units that are disconnectedgdimensimulation.
Such modifications do not affect the dynamics representethéymodel,
since the sum of the machines size at each of the two bussessisrged
after the modifications.

The line Halmsberg-Kimstad, between busses 17 and 21 ireflf@, was
not in operation on September 23rd 2003. This line providesramection
between the mid and southern Sweden and in order to takentioion-
sideration, the line between bus 3100 and bus 3200 is disctedh in the
simplified model.

In chaptef 2 a time line of events associated with the blackas estab-
lished. Tablé 10]1 provides an overview of the actual lecetif the involved
events and their corresponding location in the simplifiedleho

Location of Incident description Component in model How to simulate
the incident
Oskarhamn | Output lowered from Generator 2 at bus 3000 | Reduce output by 3M8W
block 3 1.176MW to 80QMW in 10s
Oskarhamn | Output lowered from Generator 2 at bus 3000 | Reduce output by 800W,
block 3 800MW to OMW in 10s disconnect the unit.
Jutland reserve DC-power activated| load at bus 3359 Add AP = —55MW
to the load
Horred Double busbar fault, Line from 3359 to 3200 Switch both of the lines
four lines tripped and line from 3359 to 3307
Ringhals Both blocks are disconnectefd Generator 2 at bus 3359 | Disconnect the generator
block 3and 4| from the grid
Jytland Loss of one of the load at bus 3359 Add AP = 250MW
DC-connections to the load

Table 10.1: The actual location of the involved events and their corresponding lo-
cation in the simplified model.

10.2 Time Domain Simulation and Results

For the purpose of ensuring that the time domain simulatsults reflect
the actual situation on the September 23rd 2003, the sigtufasponse was
gradually fitted to a measurement data set of system fregueken dur-
ing the unfolding of the blackout. The data of the measureduency was
downloaded from the web page of Svenska Kraﬂnﬁtplot of the measured

Iwww.svk.se
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values of the frequency is shown in figlire 10.3. The figure showasured
frequency at the 2 substation in Beckomberga.

Measurments of the frequency in Beckomberga [220 kV]

50.4f

Blackout{-

Fault in Horred

Loss of Oskarshamn

AN ul

© © ¢ ©

o o O N
T

Frequency [HZz]

49.4+

Il

0 50 100 150 200 250 300 350 400
Time in secods after 12:30:20 (CET)

Figure 10.3: Available measurements of the frequency in Beckomberga at the time
of the blackout on the September 23rd 2003. These measurementsrateafdbe

web page of Svenska Kraftné@ivw.svk.seThe measurements are used as reference
for the time domain simulation of the blackout.

Figured 104 t6 1017 show the simulation results in the peftiom before
the occurrence of the fault in Horred and until the blackottusred. In
figure[10.4, the measured values of the system frequencyoanpared to
simulated values at bus 3100. The simulated frequency isalvghed with
the measured values of the frequency. The increase in fineg@xperienced
during the last 10 seconds of the simulation indicate theairtitability mech-
anisms that caused the blackout have been captured by th&ason. The
mechanisms of voltage instability do not play a role in thrawdated black-
out since the system ULTC-transformers and other load r@sterdynamics
were not represented in the simulation model. This meares) gwough an
operational condition for voltage instability would havedm achieved, there
were no voltage instability mechanisms represented in theetthat could
be a driving force in a potential voltage instability.

A likely explanation of the observed increase in the systemuency for the
last 10 seconds of the simulation is that the group of geaer@ Denmark
and the remaining generators in the system are slowly lasmghronism.
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Simulated Frequency at Bus 3100 (Central Sweden)
50.2 T T T T T T T T T T

Measured Frequency
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Time in secods after 12:30:29 (CET)

Figure 10.4: The simulated frequency at bus 3100 compared to measured values of
the frequency at the time of the fault in Horred.

When the two subgroups of generators approach a phase apgiatsen
of 180, the voltage magnitude at intermediate busses begin toafaidlly
which results in a large reduction in the system consumptidhe large
reduction in the system consumption causes a rapid inciedbe system
frequency, similar to the one observed in figure 1.0.4.

In figure[10.5, the simulated flow of active and reactive pofvem E-

Denmark to S-Sweden is shown. For comparison, the actuariropactive
and reactive power form E-Denmark to S-Sweden is providdidjure[10.6
(Elkraft System 2003). If the simulated values of deliveredctive power
from E-Denmark are investigated, it can be seen that a veapbwer is
flowing into Denmark, which is the opposite to what happemetthé actual
case.

It can be seen from figuke 10.6 that there was a great incredise imported
reactive power from E-Denmark to S-Sweden. The simula&sult in fig-
ure[10.5 show therefore the opposite direction of the floneattive power.
A flow pattern similar to the one observed in the actual cag&en in figure
[10.7. In this plot, the simulated flow from bus 3000 (the Stadikn area) to
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bus 3300 (S-Sweden) is shown. It can be seen that the reactiver flow
into the area increased very much during the last seconadsebtife black-
out, which similar to the observed flow in the actual case.sThdicates
that the instability problems that caused the blackoutialty emerge in a
different area in the simulated scenario compared to theahcase.

Active Power Import from Denmark into 3300
1000 ‘

O\ 1 1 1 1 1 1 1
300 310 320 330 340 350 360 370 380 390

Reactive Power Import from Denmark into 3300
500

300 310 320 330 340 350 360 370 380 390
Time in secods after 12:30:29 (CET)

-1000

Figure 10.5: Results from the simulation of the blackout on the September 23rd
2003. The plots show the imported active and reactive power from ErBento
bus 3300, which corresponds to Soderasen.

The simulated increase in reactive power injection to E+Dark can be ex-
plained by that it were the Danish generators that were actalg away
from the remaining system generators. When a generator siigpd syn-
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chronism with remaining system generators and its intemo@r angle is
approaching a 180 degree separation from others genenatthrs system,
an increase of lagging armature current is experiencedsiaéet al. 1992).
The increase of the current flowing in the armature windirgsses an in-
creased reactive power demand by the generator which migiaie the
increase in reactive power import to E-Denmark during tls¢ 18®-15 sec-
onds in the simulation results.
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Figure 10.6: Measured values of imported active and reactive power from E-
Denmark to Soderasen, during and after the fault in Horred. The plokénta
from the official report from the Danish TSOs concerning the black&ilkraft
System 2003, p.10). The red line represents delivered active pokikr the blue
lines represents delivered reactive power.

It turned out to be difficult to imitate the actual developrmeithe Blackout
using the simplified model of the Scandinavian system. Thatgst problem
was the flow direction of the reactive power between E-Deknaaid S-
Sweden. A more detailed representation of the Swedishmyistaeeded in
order to accurately capture the resulting instability naestm causing the
blackout.

Even though it was not possible to simulate the blackoutwastseen from
the Danish power system, it was possible to simulate a blat¢kat matched
quite well with the actual measurements of system frequécy the time
of the blackout. The simulation results will in the next sect be used to
test the developed assessment method.
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Active Power From 3000 to 3300
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Figure 10.7: Simulation results for the active and reactive power flow from bus

3000 into bus 3300. These results are similar to the actual power flow frema D
mark to Sweden under the development of the blackout, where a largasedre
imported reactive power into the area is observed.

10.3 Test of the Method

The simulated blackout scenario was used to generate synidU mea-
surements, and thereby a sequence of PMU-snapshots causeth@s a test
data for the developed assessment method. The resultstieiedt of the
assessment method are provided in figlres 10.80110.10.

Above, in figuré 10.8 the simulated voltage magnitude at BOOIS-Sweden)
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in the simplified model is provided where five different srtaqis are marked
from | to V. The operating conditions for each of the snapshef is pro-
vided in figurd_10.8.(b), and in figures 1D.9 and 10.10. Thetpfidetected
boundary crossover is represented by snapshot Il and ¢fhegpeed approxi-
mately 54 before a rapid decline in the voltage could be observed &rap
V).

The plot (b) in figuré 1018 shows the system conditions at smaipl, prior
to the fault in Horred. The generators operating conditemesshown in the
normalized injection impedance plane, as described inteh@p Two dif-
ferent shapes are used to represent the operating corsjlitibere the green
circle represents a machine with a point of constant voltaggnitude be-
hind Xy (manually excited) and the brown box shows where the operati
point of a machine equipped with an AVR would be when an OXL lteen
activated. The squared points provide a security inforomatsince they in-
dicate where the operating point would be when a given maghiatection
has been activated. The operating point closest to thdistdimundary has
an active power margin of.2% when calculated according fo (7.5).

The situation, when the most severe oscillations have @ecayt following
the disturbance in Horred, is shown by snapshot Il in figuré.1The pre-
fault situation is shown light dots and light gray lines litile new operating
point to the prefault operating point. The margin of the nuiical operat-
ing point is 03%. System has not yet settled to a stationary operating,poin
and therefore the operating points closest to the margitireeto slowly
drift towards the boundaries.

Approximately 1& later, the first machine crosses the stability boundaries.
This situation is represented by snapshot Il and is ilatstl below in figure
[10.9. The machine that crossed the boundaries isNVZ& machine in the
Danish system. After the boundary crossover, other gemarat the Danish
part of the system slowly began to move towards the bourslarie

Approximately 2 after the detected boundary crossover, aNVY® ma-

chine crossed the boundaries as shown by snapshot IV. Theomer of the
second machine resulted in a more rapid movement of the topgzoints

for the Danish generators towards the boundaries, whichtea#y resulted
in a fast decline in the system bus voltages and a subseqglaeikoht.
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€) \oltage at Bus 3300 (S-Sweden)
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Figure 10.8: (a) plot of simulated voltage magnitude at bus 3300 (S-Sweden) for
the period from before the double busbar fault in Horred and until ticeroence

of the blackout. Five instances I-V are marked, which correspondécsfiapshots
provided in (b) and in figuregs 10.9 ahd 10.10. (b) is an assessmergrgnamr-
responding to point I, where the most critical point has an active powegimaf
2.5%.
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Snapshot Il at t=324.78 s
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Figure 10.9: Assessment snapshots corresponding to point Il (above) andeHl (b
low). Snapshot Il shows when the first machine crossed the boiesdar
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Snapshot IV at t=369.85 s
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Figure 10.10: Snapshots IV and V represent an unstable situation. Snapshot V
represents the condition approximatelys@fter the detected boundary crossover.
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10.3.1 Discussion

The results from the test showed that the method was capabdietecting
when the system machines crossed boundaries of aperioditsgnal sta-
bility. When the first machine crossed the boundary, the remgimachines
in the Danish part of the system slowly began to move towdrels bound-
aries. This process gradually continued until the seconthma crossed its
boundaries, which further deteriorated the situation a@ad ko a cascade of
generators crossing their boundaries and consequenticidalt.

The time from, when the first machine crossed the criticatajpenal bound-
aries until the simulated blackout occurred, was approtetyeb4s. This
means, that the system operators would have had a quitdicigmitime
window to take appropriate emergency actions for the pwpdsvoiding
the emerging blackout.

An even earlier warning for the emerging system blackout]jatbave been
obtained if some minimum security margins would have begtiegh Such

security margin could be used to indicate the operator ab@atential sta-
bility problem, when a given machine operating point excei security
boundaries. In this way, the operators are informed aboithumachines
are the most critical ones and their distance to stabilityloiaries is obtained
as well.

A further extension of the method would be to use the timermation of
previous operating points to predict future boundary aess In this way, a
slowly drifting operating point could be identified as a putal threat, some
time before an actual boundary crossover.
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Chapterl 1

Conclusion and Future Outlook

In this chapter, a conclusion of the thesis is provided togetvith a dis-
cussion on future outlook for research based on the cotiiteifrom the
project.

11.1 Conclusion

The overall purpose of the PhD project was to develop mettiwtsn real-
time provide an early warning for an emerging stability peoln. The 2003
blackout in E-Denmark and S-Sweden was considered a casargcef
inspiration for the work. The blackout was caused by ocawoeeof two
severe system disturbances within a time interval of fiveuteis. Following
the second disturbance where initial oscillations had dathquit, a period of
approximately 8@ with slowly decaying voltage magnitude was observed,
before a system blackout was experienced. It was of intéoedevelop
methods, that could in such situations give an early warfunthe emerging
blackout.

For achieving the project’s overall purpose, several gadlsre defined that
included derivation of stability boundaries, developmannstability detec-
tion method and development of an algorithm for carryingtbetstability
assessment.

For the purpose of understanding the limitations imposedheninjection
of power into transmission systems, analytical expressiegre derived for
the appearance of critical system boundaries and chaisdtdines in the
injection impedance plane. Boundaries described by theitonsl where
oP/av, 9Q/av, 9P/aQ, 0V /aQ, 9V /op anddQ/ap become zero, were derived in terms
of injection impedance. Analytical expressions for linemstant voltage
magnitude, constant voltage phase angle, constant aaiverpinjection
and reactive power injection were as well derived in thedtiggn impedance
plane.

The derived boundary wher®/oq = 0 was used as a cornerstone for the
development of a method for real-time assessment of apesadhll signal
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stability. The developed method carries out an element-assessment of
aperiodic small signal stability where the stability of baystem generator
is determined from the knowledge of its injection impedaand the cor-
responding Thevenin system impedance seen from the genefatest on
a simple system illustrated that the method is capable afrately detect-
ing when a given machine crosses the boundaries for apesodll signal
stability.

For an informative visualization of multiple operating pts, a mapping of
an arbitrary operating point was determined such that tdalgy boundary
for the mapped point appeared as a unit circle in the norexdlizjection
impedance plane. Furthermore, the mapping was deriveccimaway that
actual values of constant voltage rati& and constant phase angle margin
Ad were represented in the normalized plane. This enabledfamiative
visualization of multiple operating points in the same plavhere all points
have the same unit circle as their stability boundaries.

In order to implement the developed assessment methodt alfmsithm

was developed that determines the information requireddarying out the
assessment from a PMU-snapshot of the system conditiores algorithm

was implemented in the test-bench software that was wifittetne purpose
of testing the method. The algorithm was tested on a systertaicting

488 nodes and 672 branches and 144 generators. The apeanualicsignal
stability of all 144 generators was determined i86Mms

A large scale test of the assessment method was carried eué\atsimula-

tion of the blackout in E-Denmark and S-Sweden Septembe2@33 was

used as a test case scenario. The simulation results weddaigenerate
a synthetic PMU-snapshots of the system conditions whiate wsed as an
input to the assessment algorithm. The test results shdwadite loss of
aperiodic small signal stability of one machine was detkaigproximately

54sbefore the system blackout was experienced.

The test results show for the simulated case scenario thegtenodic small
signal instability was detected well before the actual k@t occurred. The
detection of a boundary crossover could therefore be usad aarly warn-
ing for an emerging blackout. An even earlier warning is neseif a min-
imum margin to the stability boundary is used as a criteria.early warn-
ing criteria which defines a minimum active power margin t@b& would
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have resulted in an early warning immediately after thaahiscillations
had decayed out in the simulated case scenario. The prdsaataod could
therefore be of high importance in emergency situationgre/fsome system
generators are prone to the loss of aperiodic small sigahiliy.

For methods that should provide an assessment of the systaditions dur-
ing emergency operating conditions, it is of paramount irtgpwe that the
computational times required for carrying out the assessare short. The
presented method fulfils these requirements, and in fastgbssible carry
out the assessment of the 144 generators in the consideBatbdi@ system
in only 7.86ms This means that a full exploitation of the high repetition
rate for PMU-measurements could be achieved. These resaks the pre-
sented assessment method an attractive tool for real-tab@ity assessment
in future emergency situations.

11.2 Future Outlook

By considering the contributions this project, several aese topics can be
identified which are based on, or even continue, the workezhout in the
project. The identified future research topics related eéopresented work
are listed below:

e Further work on the stability assessment method

Representation of Asynchronous Machines

Security assessment of aperiodic small signal stability

Improvements of the assessment algorithm computatianal ti

Visualizing other characteristic lines in the normalizeghedance plane

Utilizing Early Warning for Early Prevention of System Blaxks
Each of the above listed points will be elaborated in theofwihg.

Further work on the stability assessment method

The time synchronized PMU-snapshot provide an informaigarding the
systems time domain trajectory. It could be useful to extdred current
assessment method such that previously observed systatiticos could
be used to predict future system states. In this way, it besgpossible to
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identify a critical operating point that is slowly movingaards the stability
boundary before it crosses the boundary. Furthermore tisnagsn of when
the boundary is crossed could be obtained which provides@aaased time
window for system operators to apply appropriate countasuees. It could
as well be useful to express the margins to the stability Hatias in terms
of system load increase. This requires a study of how the meststability
boundaries and their injection impedances are affectedhgges in system
consumption. A margin expressed in terms of system loadugl Imight
have a greater practical value for the system operatorsamaargin for the
rotor angle expressed in degrees.

Representation of Asynchronous Machines

With an increased utilization of wind energy in electric mvgystems, the
share of power generations from asynchronous generaiorséasing. Asyn-
chronous generators are as well prone to stability problehen their me-
chanical input power is greater than the maximum amount wiepthat can
be injected into the system at the point of their connection.

If the power from a asynchronous machine is injected intoséesy node of
constant steady state voltage magnitude (voltage coatrolbde), the pre-
sented assessment method can be used to determine the hesinfaax-

imum injectable power. If, on the other hand, the power isim@icted into

a node of constant voltage, the power injection from the @ssonous ma-
chine must be represented in such a way that an assessmenbpérating

condition can be carried out.

Security Assessment of Aperiodic Small Signal Stability

A fast security assessment could be carried out by using réeepted as-
sessment method together with a method that can quicklyrdete the
steady state post-fault conditions following a given cogéincy. In this way,
aN — 1 contingency study of aperiodic small signal stability lcdae carried
out. This requires though that a method for fast deternonadi theN — 1
steady state conditions is developed.

Improvements of the Assessment Algorithm Computational Tine

A work can be carried out for improving the computational aéincy of

the presented algorithm. By stopping the LU-factorizatioacess when
nodes of constant voltage magnitude are to be processecesaltsrin a
significant reduction of the number of fill-ins generated badce a reduced
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computational burden. Further reductions in computatiboaden could
be obtained, if ordering algorithms are developed thatderothe rows and
columns onﬁnk andY ink respectively for improving the efficiency.

Visualizing Other Characteristic Lines in the Normalized Impedance
Plane

It was shown how the mapping of operating points into a noaedlin-

jection impedance plane could be carried out such that #etiral values
constant voltage ratig/e and constant phase angle margidwere repre-
sented in the normalized plane. For advancing the visuadizaf multiple

operating points several other mappings of system chaistatecould be of
interest. The operating points could be mapped such thatallies of two
variables out oP,Q,V or Ad is preserved after the mapping.

Utilizing Early Warning for Early Prevention of System Blackou ts

The next natural step following the development of a metitnad provides

an early warning for an emerging stability problem is to f®tiie research
on methods that can automatically determine appropriate@aactions for

preventing the occurrence of the problem.
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Appendix/ \

Derivation of equation 511 on pagel64

E ZIN=ZINZQ v
I = []Z VAYA:)
_RTX ¢ 1D =2ZD
P,Q

Figure A.1: The simple two bus system and the relevant notations used in the fol-
lowing.

It is desired to derive an expression that describes th&ae&hip between
the voltageVv, delivered poweP and delivered reactive pow€). The line
currentl can expressed as:

_ E
ZIN+Z1D

It is convenient to perform the following calculations imrtes of the magni-
tude of the variables rather than using a complex numbeeseptation of
the variables. When the complex voltagds selected as reference for the
system E = EZ0), the magnitude of the current can be written as:

| = E (A.2)
\/ (Zin cog(8) + Zp cog9))? + (ZunSin(B) + Zup sin())?
This can also be written in simplified form as (Kundur 199861.):
1 E
| = —— A3
VF ZIN (A-3)
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Where:
Zip\? yd
F=1+ (ﬂ) +2 (ﬂ) cog0— o) (A.4)
ZIN VARN,
The magnitude of the voltagé can be expressed as:
V =2pl
1 ZpE (A.5)
VF Zin
The supplied power to the load can be written as:
P=VIcosp
_Zp [ E\? (A.6)
= F (a) cog9)

As mentioned above, is it desired to find an expression forelaionship
between the voltage¢ P andQ. For the purpose of doing so, the following
expressions become useful:

R X

cog0) = \/ﬁ’ sin(e):m (A.7)
B P L Q
cog@) = T sin(@) NGaxe3]

By using [A.7), the expression ods— @) can be written as:

RP+XQ
VR P +Q)

cog 0 — @) = cog0) cog ) + sin(B) sin(p) = (A.8)

The expressioZ, p represents the magnitude of the load impedance, which
can be calculated as:

V2 V2
Zp=g=—F7——= (A.9)

ST /P
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The expressioZ, y represents the magnitude of the line impedance which
can be calculated as:

ZIN="V R2 + X2 (A.lO)

By using the expressions in (A.7).(A.8).(A.9) and (A.10k #xpression in
(A.6) can be rewritten as:

Zp [ E\?

P= = (Z_LN> cog @)
. VeE?P
- 23 (P2 Q2)F

V2EZP

- 2
Z2(P2+ Q) <1+ (32)+2(%2) cose- cp>>
B V2E?P
2 \VZ! V2(RP+XQ)
ZLN<F)2 + Qz) <1+ (ZEN(PZ"'QZ)) +2 (ZLN(P2+Q2)\/(R2+X2))>

B V2E?P
VA4 V22(RP+XQ) + (R2+X2)(P2 4 Q?)

(A.11)

By rearranging[{A.111) yields:

V4 V2(2(RP+XQ) —E?) + (R +X?)(P*+Q%) =0 (A.12)

which is the same expression Bs [5.1) on page 64.
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