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A pulse-delaying optimization scheme based on topology optimization for transient response of photonic crystal
structures (PhCs) is formulated to obtain slow-light devices. The optimization process is started from a qualified
W1 PhC waveguide design with group index ng ≈ 40 obtained from a simple Edisonian parameter search. Based on
this, the proposed pulse delaying and subsequent pulse restoring strategies yield a design that increases the group
index by 75% to ng ≈ 70� 10% for an operational full-width at half-maximum (FWHM) bandwidth BFWHM ¼ 6 nm,
and simultaneously minimizes interface penalty losses between the access ridge and the W1 PhC waveguide.
To retain periodicity and symmetry, the active design set is limited to the in-/outlet region and a distributed super-
cell, and manufacturability is further enhanced by density filtering techniques combined with material phase
projections. © 2011 Optical Society of America

OCIS codes: 000.4430, 130.5296, 230.7400.

1. INTRODUCTION
It is well known that the speed of light is an upper bound for
waves conveying matter, energy, or information [1]. However,
after the discovery of the slow-light phenomenon as a result of
material dispersion, it seems that no lower limit for the group
velocity at which light can travel exists [2,3]. Since then, this
promising technology has attracted much attention, as the
application prospects are numerous, e.g., in future optical net-
works and information processing systems. To mention only a
few remarkable properties, slow light offers the opportunity
for accurate time-domain processing of optical signals, low
power consumption in optical switching devices [4], spatial
pulse compression [5], optical buffering [6], and enhancement
of weak linear as well as nonlinear light–matter interaction
processes [7–10]. In the realization of on-chip integration of
slow-light devices equipped with these features, photonic
crystals (PhCs) show very promising candidacy. This is due
to their intrinsic photonic bandgap (PBG) property that inhi-
bits the existence of optical modes at certain frequency bands
[11–13]. The PBG facilitates the structural engineering of PhC
waveguides (-WG) [14] and microcavities (-MC) [15] that,
separately or in combinations, exhibit unique tunable (group-
velocity) dispersion characteristics. In contrast to conven-
tional semiconductors, PhCs exploit all-optical processes,
thus leaving it as an obvious choice of platform for designing
efficient slow-light devices [16–20]. At very low group veloci-
ties, however, this advantage is counteracted by losses that
scale as the inverse square of the group velocity due to the
increased density of the states [21].

Recently, inverse problem techniques have surfaced as
competitive design tools to previous Edisonian approaches
in the engineering of PhCs [22]. In the present paper, we will
employ the methodology behind topology optimization [23] as
a means to structurally design devices that slow down the
speed of light. The design process is based on a time-domain
analysis, and the setup consists of a PhC-WG of finite length
with in- and outlet connections to ridge waveguides. The

entire structure is surrounded by a perfectly matched layer
(PML) as absorbing boundary conditions.

Topology optimization has previously exploited the tunabil-
ity with which the PhC-WGs and -MCs are naturally born to
optimize various PhC devices with large enhancement in
optical properties. This comprises frequency-domain optimi-
zation of a 90° bend [24], a T-junction [25], and a termination
[26]. Other efficient PhC-WG components have also been
devised and experimentally verified in [27–30]. Even though
the above examples rely on frequency-domain analyses, time-
domain optimization is continuously maturing as an attractive
approach. The reason hereto is its ability to handle broadband
signals by short pulse excitation with a single analysis cycle,
and it allows for local permutations at the frequency level.
Hence, time-domain optimization facilitates the treatment of
active media and nonlinearities that give rise to frequency
modulation. Additionally, it can manage time-domain proces-
sing of optical signals, such as pulse shaping [31,32] and pulse
delay [33], as well as optimization of PhC notch filters [34].
A comprehensive review on topology optimization of nano-
photonic devices is provided in [35].

In comparison to slow-light devices based on material
resonant enhancement, e.g., caused by electromagnetically
induced transparency [36], the structural engineering counter-
part is highly preferred because it accommodates a simpler
control of light. The reason hereto is that signals very often
in practice propagate in transparent media, i.e., at the opera-
tion frequency, far away from any material resonances [37].
However, both approaches are subject to the intrinsic detri-
mental effect that large time delays are only possible near
large changes in the amplitude response (near the band edges
of filter pass or stop bands) and are therefore accompanied by
severe amplitude distortion. Very recently, topology optimiza-
tion based on eigenvalue analyses has been used to enhance
the slow-light performance of PhC-WGs by engineering/
tailoring their dispersion properties [38,39]. Both approaches
include manufacturing constraints, and in particular the latter
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successfully incorporates robustness to further enhance
manufacturability [40,41].

The optimization process is, in the present paper, com-
pleted in two consecutive steps: first, a pulse delay step where
the objective is the time delay of the pulse while its shape is
preserved through a relaxed signal shaping constraint. Next, a
pulse restoring step is carried out in which the pulse shape is
tailored to match the original reference pulse in the exit ridge
waveguide, but now with the maximized delay obtained in
first step fixed in a pulse conforming objective function.

2. FORMULATION
The method presented in this paper supports propagation of
transverse electric (TE) modes within two-dimensional (2D)
optical waveguide structures. The medium residing inside
these structures occupies a composite of regions of homoge-
neous dielectric material in the x–y plane and is invariant in
the z direction.

With these assumptions, the behavior is governed by the
following scalar-wave equation:

∂

∂x

�
A
∂Ψ
∂x

�
þ ∂Ψ

∂y

�
A
∂Ψ
∂y

�
−
B

c2
∂2Ψ
∂t2

¼ 0

Ψ ¼ Hzðr; tÞ; A ¼ 1=εrðrÞ; B ¼ 1; ð1Þ

where Hz is the transverse components of the magnetic field,
as a function of position r ¼ ðx; yÞ and time t; c is the vacuum
speed of light; and εrðrÞ is the relative permittivity that only
varies spatially. The structures are surrounded by PML re-
gions to minimize nonphysical reflection from the boundaries.
The formulation in Eq. (1) then needs to be modified to handle
the anisotropic, dispersive PML behavior, which can be found
in [34]. The formulation can equally be employed for trans-
verse magnetic modes by letting Ψ ¼ Ezðr; tÞ, A ¼ 1, and
B ¼ εrðrÞ, where Ez denotes the out-of-plane electric field
component.

Because we consider macroscopic systems containing
dielectric material, we utilize that no fundamental length scale
exists by introducing ðx0; y0Þ ¼ ðx; yÞ=a, where a is the lattice
constant or the pitch of the PhC [42]. Based on Eq. (1), this
leads to scaled time t0 ¼ tc=a and scaled angular frequency
ω0 ¼ ωa=c. We use the scaled parameters in the remainder
of this paper unless otherwise stated, and it is straightforward
to switch between these and the nonscaled parameters as
soon as a is known a priori.

To realize the slow-light device, we exploit the unique
tunable dispersion properties of a W1 PhC-WG given in Fig. 1,
where a single row of holes has been removed. As illustrated,
the waveguide has in- and outlet connections to straight ridge
waveguides, and the crystal is formed by perforated air holes
with radius r=a ¼ 0:30 in the dielectric material GaAs with
ε ¼ 11:4. This yields a bandgap in the normalized frequency
a=λ ¼ 0:21 − 0:30, where λ denotes the wavelength. We will
assume that the pitch of the lattice is a ¼ 370nm.

To seek a numerical solution to Eq. (1), the computational
domain, including the PML regions, is divided into bilinear
square elements. Then, applying the standard finite-element
technique [43] yields the system of ordinary differential
equations

XM
e¼1

ðTe€uþ Re _uþ Seuþ ge − feÞ ¼ 0; ð2Þ

where ð_Þ ¼ d=dt, ð€Þ ¼ d2=dt2, and M denotes the number of
elements. We integrate Eq. (2) by a dispersion reducing
scheme that can be found in [34]. Herein, the expressions
for the element-level constituent system matrices Te, Re, Se,
ge, and fe are also derived.

3. CHARACTERIZING AND QUANTIFYING
SLOW-LIGHT BEHAVIOR
There are different ways to determine if a (PhC) structure for
a given geometry or material distribution exhibits slow-light
behavior. A common method is to study the dispersion rela-
tion ωðkÞ from which the group velocity can be computed by

vg ≡
dω
dk

¼ c

ng

; ð3Þ

where k is the wavenumber. In the rightmost expression, the
dimensionless group index ng is introduced as an alternative
measure for the slow-light behavior, and we can obtain that by
numerical differentiation, once ωðkÞ is known.

We have performed an eigenvalue analysis to obtain the
dispersion characteristics for the supercell structure in
Fig. 2(a). In conjunction with the dispersion diagram in the
left part of Fig. 2(b), the group index versus normalized
frequency plot in Fig. 2(c) reveals that inside the bandgap
a=λ ¼ 0:21 − 0:30, the waveguide mode exhibits (semi)-slow-
light behavior with very little group-velocity dispersion at
group velocity vg ≈ c=ð40� 10%Þ. The useful bandwidth of the
structure (i.e., the range over which the group index remains
constant within �10%) is BFWHM ≈ 12nm centered around the
normalized frequency a=λ ¼ 0:2163. Consequently, the given
supercell structure serves as a suitable starting guess for
the optimization process. The geometry has been found via
a parameter search in which the radius of the three nearest
neighboring holes to the waveguide has been varied [20,44].

For time-domain simulations, it is not that straightforward
to retrieve the dispersion characteristics as they appear in the
band diagram [45]. Another reliable way to detect slow-light
behavior is to analyze the transmission spectrum, which we

Fig. 1. Ridge waveguide optimization setup. The computational
domain contains a solution region ΩS, PML region ΩPML, and design
region ΩD encapsulated by the dashed boundary. The “active” design
set consists of a y mirrored in-/outlet region ΩIO and a x–y mirrored
supercell ΩSC that is a subset of ΩD. Whenever an optimized design is
presented, we only show the material distribution in ΩIO and ΩSC. The
waveguide mode is excited at Γinc with an analytically given amplitude
profile ΨðyÞ. The objective is measured at (multiple) point(s) on ΩE.
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construct by exciting the inlet ridge waveguide with a short
pulse. We obtain the transmission spectrum by integrating
the frequency-dependent Poynting flux through a vertical line
located after the PhC-WG. Because the PhC-WG sample has a
PhC mirror mechanism—the PhC-WG and the nonoptimized
in- and outlet—it functions as a so-called Fabry–Perot (F–P)
cavity. This leads to F–P fringes in the transmitted energy, and
the group velocity can be determined by [16,17]

vg ¼ c
2LcΔλ
λ2 ; ð4Þ

where Δλ is the free spectral range between adjacent F–P
peaks, and Lc is the length of the (closed) cavity. Matching

the transmission spectrum against the band diagram in
Fig. 2(b) indicates an unambiguous correlation between the
eigenvalue analysis and our finite-element time-domain data.
All the characteristics of the dispersion behavior of the
PhC-WGmode are reflected in the transmission spectrum. For
example, the cutoff for the guided PBG mode at a=λ ¼ 0:2136,
the transmission noise due to folding of the upper even mode
at a=λ ¼ 0:2627, and the gradual decrease of the spectral dis-
tance (Δλ) between the F–P fringes in the frequency range
a=λ ¼ 0:21 − 0:25 toward the cutoff [insinuating slow-light
behavior—see Eq. (4)] are all distinctively resembled in
the transmission spectrum. Further, apart from the energy
transmission, Fig. 3 shows the reflected energy recorded at
a vertical line in front of the PhC-WG, from which the energy
balance is computed. We clearly see that for the wavelength
range corresponding to the linear part of the guided disper-
sion curve, all input energy is transmitted through the PhC-
WG, automatically yielding almost-zero reflection. Hence,
very little coupling losses between the ridge and the PhC-
WG occur. The energy balance is almost conserved here
due to high mode confinement in the PhC-WG. Around the
bandgap edges, the energy balance is disrupted partly due to
poor coupling at the PhC-WG entrance resulting in reflected
and surface modes not captured by the vertical line in front of
the PhC-WG. The poor mode confinement in the slow-light
region can give rise to a lateral mode flow, which is not
included in the computed energy flow and therefore further
explains why the energy is not preserved.

Where the above techniques require frequency information,
the time-of-flight method (see, e.g., [46,47]) relies on time
observations of the pulse delay η as it traverses the PhC-WG
to compute the group velocity by
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Fig. 2. (Color online) (a) Rotated supercell used in the eigenvalue
computation to obtain the (b) band diagram. This shows the normal-
ized frequencies versus normalized wave vectors for an even (solid)
and odd (dashed) PhC-WG mode in the bandgap, and the dashed
line indicates the light line above which leaky modes live. The dielec-
tric and the air band correspond to the lower and upper gray dense
mode regions, respectively. (c) Group index ng versus normalized
frequency.
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vg ¼
η
L
; ð5Þ

where L is the length of the PhC-WG. For the device in Fig. 1,
the time delay η can be determined by recording the probe
pulse at a given point in the exit ridge waveguide with and
without the PhC-WG. For a precise measure, we extract the
envelope of the probe pulses and define the delay as the tem-
poral distance between the envelope peaks. It is important to
be sufficiently downstream in the ridge waveguide to avoid
potential near-field disturbances from surface modes living
along the in-/outlet interface.

The definition in Eq. (5) gives us a quantitative measure,
namely the delay η, which can be adopted in the formulation
of a time-domain optimization problem.

4. OPTIMIZATION PROBLEM
The optimization problem with the setup given in Fig. 1 is
based on pulse shaping of the envelope rðtÞ of the probe signal
uðtÞ, registered at ΩE in the ridge waveguide. The aim is to
distribute air and dielectric material in the design domain
ΩD, such that the envelope signal obtained at (multiple) regis-
tration point(s) is delayed as much as possible while following
a prescribed envelope, obtained from the same input signals
propagating in a straight ridge waveguide. The pulse conform-
ing measure is defined as [33]

f ¼

R
T
0

P
i∈ΩE

½riðtÞ − αpiðt − ηÞ�2dt
R
T
0

P
i∈ΩE

α2piðtÞ2dt
; ð6Þ

where riðtÞ denotes the envelope of the probe signal uiðtÞ re-
gistered at the ith point in ΩE, piðtÞ is the prescribed envelope
function delayed η and scaled by α, and T is the termination
time of the transient simulation. To render a physically inter-
pretable measure, we have normalized with respect to the pre-
scribed pulse envelope area(s). The envelope of the probe
signal uiðtÞ is retrieved by utilizing the Hilbert transform [33].

For the design parametrization, each element in the design
domain ΩD is linked to one (density) variable ρe that varies
continuously between 0 ≤ ρe ≤ 1. By adopting a similar con-
cept to that of the solid isotropic material with a penalization
scheme, the design variable serves to interpolate the inverse
permittivity linearly between two candidate materials [23,48]

ε−1r ðρeÞ ¼ ð1 − ρeÞðεIrÞ−1 þ ρeðεIIr Þ−1; ð7Þ

where ð·ÞI and ð·ÞII designate air and dielectric material,
respectively. All design variables are assembled into the glo-
bal design vector ρ ¼ ðρ1;…; ρMÞT . The continuous design
parametrization in Eq. (7) enables the use of gradient-based
optimization algorithm of the globally convergent method
of moving asymptotes [49] to find optimized designs.

To formulate a pulse-delaying strategy, we introduce
η0 ¼ η=s as a design variable with s denoting a scaling factor.
The shape of the pulse is controlled by treating the design
response measure in Eq. (6) as a constraint. The objective is
to maximize the delay, which we formulate as

min
ρ∈RM ;η0∈R

− η0

s:t: : governing Eq: ð2Þ
gðρ; η0Þ ¼ f ðρ; η0Þ=g� − 1 ≤ 0

0 ≤ ρe ≤ 1; e ∈ ΩD

0 ≤ η0 ≤ η0max; ð8Þ

where 0 < g� ≤ 1 has been introduced to allow for broadening
and distortion of the delayed pulse in Fig. 4 after traversing the
PhC-WG. The maximum allowable distortion is obtained for
g� ¼ 1 (i.e., the initial pulse shape has been completely
destroyed) and is gradually diminished when g� → 0 (i.e., the
output pulse shape is perfect). The gradients of g with respect
to the structurally related design variables are found through
the adjoint sensitivity analysis method [33,34,50]. The sensitiv-
ity of g with respect to the temporally related design variable
η0 is given by

∂g

∂η0 ¼

R
T
0

P
i∈ΩE

−2½riðtÞ − αpiðt − sη0Þ�α ∂piðt−sη0Þ
∂η0 dt

g�
R
T
0

P
i∈ΩE

α2piðtÞ2dt
; ð9Þ

where the change of variable Π ¼ t − sη0 yields ∂pi=∂η0 ¼
−s∂pi=∂Π, which we approximate by finite differences. It is
important to stress that the delay variable η ¼ sη0 is several
orders of magnitudes larger compared to the structurally
related design variables that vary between 0 and 1. Hence, the
sensitivity expression in Eq. (9) has to be scaled adequately
through s in order to gain a well-posed optimization problem.
A strategy for choosing the scaling parameter is 0 ≤ η=s ≤ 3,
yielding η0max ¼ 3.

Once a material distribution is obtained for a maximum
delay and a given allowable distortion g� and α, we will start
from the resulting design and use the pulse-shaping response
function in Eq. (6) as the objective, now with a fixed η, to mini-
mize the pulse distortion. The optimization problem is now
formulated as

min
ρ∈RM

f ðρ; η0Þ

s:t: : governing Eq: ð2Þ
0 ≤ ρe ≤ 1; e ∈ ΩD: ð10Þ

Fig. 4. Pulse delay strategy for pulses with a group delay 0 and η.
The parameter η is introduced as a design variable. The g� parameter
controls the temporal spreading of the output pulse envelope. The α
parameter mainly specifies the transmitted energy, i.e., the amplitude
decrease.
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Hence, the optimization is completed in two consecutive
steps: (i) a pulse delay step [see Eq. (8)] followed by (ii) a
pulse restoring step [see Eq. (10)]. The pulse-shaping con-
straint in the delay formulation is applied in a single point in
the ridge waveguide center sufficiently downstream to
allow for larger pulse delays. To achieve perfect transmission
for the output signal in the subsequent restoring step, we
apply the pulse-shaping objective in multiple points along a
vertical line, such that the ridge waveguide mode profile will
be inherited automatically in the registered output signal.

5. MAXIMIZING THE DELAY
We excite the ridge waveguide by an incident plane-wave
Gaussian pulse with a 1=e-intensity half-width T0 centered
around t0

Ψincðx; tÞ ¼ ΨðyÞ sin½kx − ωcðt − t0Þ�e
−
ðt−t0−x=vp Þ2

T2
0 ; ð11Þ

where ΨðyÞ is the amplitude profile analytically known for
ridge waveguides and k ¼ ωc=vp is the wavenumber with ωc

denoting the center angular frequency. Further, vp ¼ c=n is
the phase velocity with n ¼ ffiffiffiffiffiffiffiffiffiμrεr

p
designating the refractive

index. By utilizing the inverse Fourier transform, the conver-
sion from the full-width at half-maximum (FWHM) bandwidth
BFWHM to the Gaussian 1=e width is obtained by

T0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
4 ln 2

p

πBFWHM
: ð12Þ

For a specified bandwidth BFWHM, the optimization formula-
tion in Eq. (8) can successfully be deployed to obtain a device,
exhibiting slow-light behavior by exciting the structure with
the incident wave in Eq. (11) in which T0 is determined by
Eq. (12). To give the optimization problem design freedom
and opportunity for a significant slowdown effect, we choose
an operational FWHM bandwidth BFWHM ¼ 6 nm, and the driv-
ing frequency is ωca=2πc ¼ 0:2163.

To retain a certain periodicity and symmetry of the final
design, we only allow for design freedom in the x-mirrored
part of the in-/outlet region ΩIO as well as in the x–y mirrored
part of the supercell ΩSC, distributed periodically downstream
over the lattice distance 17a in the design domain ΩD (see the
symmetry details in Fig. 5). Even though the actual design up-
date is carried out only in a small part of the design domain,

we still need to compute the sensitivities in the entire design
domain, and we subsequently map and sum those properly for
the “active” design variables. In Fig. 1, the active design set
ΩIO∪ΩSC is highlighted in relation to the entire design domain
ΩD. It should be combined with Fig. 5 to clarify the symmetry
conditions.

The geometrical restrictions will reduce the optimization
design space whereby potentially well-performing designs are
disregarded because nothing dictates that a symmetric and
periodic structure should be the best performing. However,
by limiting the optimization to the in-/outlet region and the
supercell, we can directly determine the dispersion character-
istics of the resulting structure by a simple eigenvalue analysis
of the supercell. The periodicity also enhances manufactur-
ability, that is further boosted by standard density filtering
of the design variables with filter radius R ¼ 2:5Δx, combined
with material phase projection [51]. Even though the applied
projection function does not preserve the minimum structural
length scale for some settings [39], it results in well-defined
designs; see Figs. 6(b)–6(d) and 8(c). It should be emphasized
that whenever an optimized design is presented, we only illus-
trate the in-/outlet region in conjunction with the supercell
structure.

The first part of the optimization has been dedicated to in-
vestigate the design as well as the time delay response to three
different values for the relaxation parameter g� ¼ 0:001, 0.005,
and 0.05 and α ¼ 1 of the prescribed pulse envelope area in
the pulse-shaping constraint. The designs and time delays ap-
pear in Fig. 6. For the lowest relaxation factor g� ¼ 0:001, the
pulse is delayed 1:5 ps which doubles to 3 ps for g� ¼ 0:05.
However, the price for the largest delay is a considerable
broadening of the pulse and amplitude distortion, which cor-
responds to an unfavorable reduction of the useful bandwidth
of the device. In practice, heavy distortion implies that some
of the information carried by the pulse has been lost, and

Fig. 5. Symmetry conditions for the “active” design set. (a) x

symmetry is imposed for ΩIO. (b) x–y symmetry is imposed for ΩSC.
This reduces the number of active design variables further.
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for signal processing devices, it is important to preserve the
pulse shape to a certain degree. Further, the peak intensity
reduction of a pulse makes it less effective for driving non-
linear effects.

Based on an eigenvalue analysis of the optimized supercell
structures the group index versus normalized frequency plot
in Fig. 7 confirms that the maximized delays give rise to
increased group indices. However, the bandwidth in which
the optimized devices can be considered useful for slow-light
purposes is simultaneously decreased. The enhanced time de-
lays induce very strong wavelength dependence of the group
index. In particular, we see that the “flat-band” region for the
initial guess evolves into an S-shaped kink whose center is
moving toward the northwest, causing bandwidth shrinkage.
For the largest relaxation value, the average group index is
ng ≈ 160, for which, however, the 10% criterion is not satisfied.
This points to the fact that a bandwidth extension is only ob-
tained at the cost of the group index. Frankly, this detrimental
effect is inherently associated to slow-light systems, leaving
the designer of such systems with a difficult task.

All the optimized designs have reached convergence
within 300 optimization iterations. In addition to changing
the supercell layout, the geometry of the in-/outlet region
has been altered to lower the interface penalty losses, when
coupling the access waveguide mode into the PhC-WG. For

real applications, it is important to terminate the PhC prop-
erly, because coupling losses, together with backscattering
losses, as a result of fabrication disorders, will degrade the
functionality of the slow-light device. Intriguingly, a compar-
ison of the optimized supercell structures in Figs. 6(a)–6(c)
and the initial supercell layout in Fig. 2(a) reveals that the
optimization has reduced the size of the air inclusions. We
consider this a logical action in order to reduce backscattering
losses as they originate from the overlap of the optical modes
and the hole surfaces [44].
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Fig. 8. (Color online) Pulse-delayed-shaped slow-light design. (a) In-
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6. RESTORING THE RIDGE WAVEGUIDE
PULSE SHAPE
In Fig. 7(b) it is seen that even for the lowest relaxation factor
g� ¼ 0:001, we obtain a supercell design with a group index
variation around ng ≈ 70 that is not confined to the allowable
�10% band for the specified 6 nm bandwidth. To tweak this
unsatisfied behavior, we have executed the pulse restoring

step with the design in Fig. 6(a) as the initial design and the
maximized delay as the fixed time delay in the pulse-shaping
objective. Whereas the delay formulation typically reaches
convergence within 300 optimization iterations (it naturally
depends on the relaxation parameters), the pulse shape for-
mulation has required 1710 iterations for converging to the
design in Fig. 8(b). We believe the reason for this rather high
number of iterations lies in the fact that the optimization has
two concerns; while modification of the supercell structure
will result in a change of the waveguide mode, the in-/outlet
design needs to be simultaneously adjusted to eliminate
coupling losses. To meet and balance both regards, the opti-
mization will then progress in small increments.

As it appears in Fig. 7(b), the optimized design yields a
group index variation that satisfies the �10% criterion. It is
obvious to pose the question why the pulse-shaping optimiza-
tion strategy does not result in a completely flat-band region.
One explanation could be that the optimization has ended up
in a local minimum or that a flat-band region is not physically
obtainable. We should also remember that as designers, we
are competing against the intrinsic dispersion property of the
PhC-WG, that the group index can only be increased at the
cost of the operational bandwidth. It is also noted in Fig. 7(b)
that the group index versus normalized frequency curve is
shifted slightly toward lower frequencies compared to the
start design. Based on a comparison of the supercell designs

in Figs. 2(a) and 8(c) showing that the amount of dielectric
material has increased moderately, the horizontal shift of
the group index curve is expected, because the frequency
of the guided mode scales by 1=

ffiffiffiεp
in a medium of dielectric

constant ε [39].
The transmission, reflection, and energy balance spectrum

for the finite waveguide structure assembled from the super-
cell design in Fig. 8(c) without the optimized in-/outlet region
is presented in Fig. 9. It shows clearly defined F–P fringes with
decreased spacing toward the cutoff at a=λ ¼ 0:2153 in the
slow-light wavelength region. Here (i.e., near the band edge),
the wavelength spacing is measured to Δλ ¼ 3 nm, and for an
effective F–P cavity length Lc ¼ 19a this yields vg ≈ c=70. The
spectrum also contains a dip at λ ¼ 1351 nm (a=λ ¼ 0:2739)
with zero transmission and complete reflection. This spectral
behavior is caused by anticrossing of a forward-propagating
fundamental mode and a backward-propagating higher order
mode pulled down from the air band, giving rise to a mini stop-
band [52], see Fig. 8(b). These modes live in the upper (lower)
part of the design domain due to the increase of dielectric
material here.

If we include the optimized in-/outlet design, Fig. 10 shows
that almost-perfect transmission, i.e., jT j2 ≈ 0:98, and almost
zero reflection are achieved in the wavelength range BFWHM ¼
1710� 3 nm specified by the source. This indicates that no
penalty losses are present at the interface due to a mode
mismatch, and the associated Hz field pattern in Fig. 11(a) for
the dominant source wavelength also confirms perfect trans-
mission compared to the poorly performing start design with a
field pattern given in Fig. 11(b).

The use of a 2D PhC of infinite height in this paper omits
the potential influence of the out-of-plane energy losses.
However, in the case of slow-light devices, based upon a
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W1 PhC-WG, it has been argued that 2D and 3D studies will
result in the same qualitative behavior; the only difference is
that the guided band for the 2D structure needs to be blue-
shifted, i.e., upshifted [20,53]. Also, our experience from
previous studies (see [27–30]) is that 2D optimized designs in
general yield good behavior in three dimensions as well. In
future studies, we will verify the obtained designs by three-
dimensional simulations and possibly extend the optimization
to three dimensions as well.

7. CONCLUSION
In this study, a topology optimization methodology has
been presented to design slow-light structures subjected to
transient responses. The slow-light devices are obtained in
two consecutive steps: (i) a pulse delaying step followed by
(ii) a pulse restoring step. The first step employs an optimiza-
tion formulation that delays the probe pulse as much as pos-
sible, while controlling the allowable pulse distortion through
a pulse-shaping constraint. In the second step, a pulse-shaping
objective is used for the maximum delay obtained from the
previous step to restore the analytically known mode profile
of the ridge waveguide and thereby reduce the amount of GVD
such that the group index variation satisfies the 10% rule [44]
for the operational bandwidth.

The optimization process starts from a suitable W1 PhC-WG
with in- and outlet connections to ridge waveguides, used to
feed the system with an incoming pulse-shaped signal and,
after traversing the PhC-WG, to monitor the probe signal, re-
spectively. The initial PhC-WG, which has been found through
a simple parameter study by varying the radii of the nearest
neighboring holes, has group index ng ≈ 40with very low GVD.

To retain periodicity and symmetry in the final designs the
active design set is limited to the in-/outlet region as well as to
the supercell structure inside the entire design domain. The
manufacturability is further enhanced by standard density
filtering techniques combined with material phase projection.
With these settings, the pulse delaying optimization step
yields a structure with group index variation around ng ≈ 70

(i.e., a 75% increase) that does not meet the 10% criterion.
However, the subsequent pulse restoring step fixes this issue,
and the resulting pulse shape is very close to the equivalent
one monitored in a straight ridge waveguide.

The energy flow inside the structures of finite length and an
eigenvalue analysis of the supercell confirm that the initial as
well as the optimized structures hold the expected slow-light
properties.
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