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ABSTRACT

In this thesis we use Density Functional Theory (DFT) simulations to demonstrate that trends in

stability and activity of some selected electrocatalysts can be explained with simple physical and

chemical considerations. Moreover, the trends can be used as a basis to pinpoint at appealing

catalysts that may in the future be used in technological applications.

The main body of this dissertation consists of 3 parts:

The first part is mainly devoted to the thermodynamic stabilities of several families of perovskite

oxides (AMO3) and their activities towards the Oxygen Reduction and Evolution Reactions

(ORR and OER, respectively). Moreover, we report our main conclusions about the energetics of

their transition and dissociated states and their implications for Brønsted-Evans-Polanyi (BEP)

relations.

The second part shows the results of our studies on graphene layers functionalized with 4

nitrogen atoms and transition metals for ORR and OER. Besides, we present a simple method to

estimate the oxidation states of the transition metal atoms anchored to the active sites.

The third part focuses on alloys of Pt with transition metals. In this part we focused initially on

Pt-Cu Surface Alloys (SAs) and Near-Surface Alloys (NSAs). Furthermore, we extended our

observations to SAs and NSAs of Pt and late transition metals. Finally, we studied the trends in

adsorption energies of NSAs of Pt with 3d, 4d, and 5d metals and several kinds of adsorbates.

Since the trends cannot be rationalized within the d-band model, in each case we propose

alternative models that have predictive power.

Our analyses are in most cases straightforward and easy to follow, and generally do not require

the calculation of Densities of States (DOS) or d-band centers, since simpler and more intuitive

variables such as d electrons or alloy compositions can be used instead, thereby saving

computational time.
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RESUMÉ

I denne afhandling bruger vi simuleringer inden for tæthedsfunktionalteori (Density Functional

Theory/DFT) til at demonstrere, at tendenser i stabiliteten og aktiviteten af nogle udvalgte

elektrokatalysatorer kan forklares med simple fysiske og kemiske betragtninger. Desuden kan

disse tendenser bruges som basis for at fastslå passende katalysatorer, som muligvis i fremtiden

kan finde teknologisk anvendelse.

Afhandlingen består overvejende af tre dele:

Første del omhandler hovedsageligt termodynamisk stabilitet i adskillige familier af perovskit-

oxider (AMO3) og deres aktiviteter i oxygenreduktions- og oxygenevolutionsreaktioner

(henholdsvis Oxygen Reduction Reactions/ORR og Oxygen Evolution Reactions/OER).

Endvidere rapporteres hovedkonklusionerne på energirelationerne for deres dissociation og

overgangstilstande, samt betydningen for Brønsted-Evans-Polanyi-relationerne (BEP).

Anden del viser resultaterne af vores studier på graphenlag funktionaliseret med 4

nitrogenatomer og overgangsmetaller for ORR og OER. Desuden præsenteres en simpel metode

til at estimere oxidationstilstandene af metalatomerne forankret til de aktive sider.

Tredje del fokuserer på legeringer af Pt med overgangsmetaller. I denne del fokuserer vi først på

Pt-Cu-overfladelegeringer (Surface Alloys/SA’er) og næroverfladelegeringer (Near-Surface

Alloys/NSA’er). Derudover udbygges vores observationer til SA’er og NSA’er af Pt og sene

overgangsmetaller. Endelig studerer vi tendenser i adsorptionsenergierne fra NSA’er af Pt med

3d-, 4d-, og 5d-metaller og flere slags adsorbater.  Eftersom tendenserne ikke kan rationaliseres

inden for d-båndsmodellen, foreslår vi for hvert af tilfældene alternative modeller med gode

forudsigelsesevner.

Vores analyser er i de fleste tilfælde ligetil og lette at følge. Generelt kræver de ikke beregning af

tilstandstætheder (Densities of States/DOS) eller d-båndscentre, da mere simple og intuitive

variable såsom d-elektroner eller legeringssammensætninger kan bruges i stedet, hvorved der

spares beregningstid.



Federico Calle Vallejo PhD Thesis

8



Federico Calle Vallejo PhD Thesis

9

INTRODUCTION

“Mathematics would certainly have not come into existence if one had known from the beginning

that there was in nature no exactly straight line, no actual circle, and no absolute magnitude.”

Friedrich Nietzsche

I wanted to start my PhD dissertation in the same way as I did in my bachelor thesis in

Colombia: with a quote by Nietzsche that describes my overall opinion about Science as a

method for obtaining the closest factual approximation to an object of study. Throughout the

work presented here, I have assumed the validity of several manmade abstractions of the

universe tended to be called “natural laws” and represented formally by mathematical equations.

They constitute the very basis of Science and suppose the existence in Nature of topological

objects like straight lines, points, or perfect circles. From these laws one can create theories and

models to explain certain phenomena which, in general, idealize the real situations in order to

facilitate both the comprehension of their object of study and their mathematical solution [1-2].

Furthermore, these idealizations come from neglecting or assuming constant in the equations

some terms believed to be less important than others. In the end, we evaluate the validity of the

whole framework by its degree of approach to real phenomena, its consistency with other

theories or models, and its predictive power.

On the other hand, I will not replicate here the well-known data about our current dependence in

fossil fuels, their foreseen shortage in some years and the need of relying on sustainable and

clean sources of energy that do not use expensive and/or scarce materials. One of the main

advantages of the present global situation is that, at least, some future problems are known

nowadays and the solutions are being sought. Since the times of the Industrial Revolution human

kind has aimed to develop at all costs and it has only been recently that we are willing to do it

sustainably.

One of the conditions for a “clean” progress is the replacement of internal combustion engines

for transportation applications. Fuel cells appear to be a good alternative to those due to their

characteristics. Nevertheless, these environmentally-friendly electrochemical devices may only

be extensively used after solving two of their most remarkable problems at the cathode, where

the ORR takes place: the high overpotential and the use of Pt, a scarce and expensive metal. In
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order to tackle these problems several approaches can be taken. Along my PhD, I used DFT

calculations to get insight into the following two: first, we tried to reduce the load of Pt used in

the cathode by alloying with other elements. Second, we looked for other inexpensive cathode

materials that could display similar or improved performance compared to Pt.

Our methodology for identifying promising candidate materials with DFT calculations consists

basically of the following steps:

1) Calculation of the bulk structure of the selected material and determination of its stability.

2) Calculation of the surface structure of the selected material using as input the lattice

parameters obtained in 1).

3) Calculation of the adsorption energies of the reaction intermediates on the optimized

surface structures.

4) Determination of possible scaling relations between the adsorption energies of the

reaction intermediates.

5) Construction of a volcano plot based on the scaling relationships and identification of

active materials.

6) Analysis of trends in reactivity based on the d-band model if possible, or on the number

of d electrons of the active site and the composition of the compounds.
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1. THEORETICAL BACKGROUND

1.1. Electronic Structure Calculations [3-5]

The description of the structures and properties of neutral atoms, ions, molecules, and extended

systems can be done with the Schrödinger equation. The stationary version of this equation is

given in (1.1).

 ˆ ˆ ˆ ˆ ˆ ˆ
e n en ee nn extT T V V V V E        (1.1)

In this equation, T̂ and V̂ are the kinetic and potential operators, respectively. The subscripts e

and n refer to electrons and nuclei, while ext refers to an external influence. Equation (1.1) is an

eigenvalue equation that provides the wave function (), which contains all the possible

information about the system. Assuming the Born-Oppenheimer approximation to be valid, i.e.

that the electronic and nuclei movements can be decoupled due to the large weight difference,

the Hamiltonian operator that describes the electronic part of the wave function for a system with

M electrons is given below, in atomic units.

ˆ ˆ ˆ ˆ
eeH T V V   (1.2)

The kinetic operator is defined in Equation (1.3).

2

1

1ˆ
2

M

j
j

T



  (1.3)

The electron-electron repulsion operator is given in Equation (1.4).

1 1ˆ
2ee

i j i j

V
r r


 (1.4)

The one-body potential operator is given in Equation (1.5). This operator accounts for the

Coulomb potential exerted by the nuclei over the electrons. It can also include other external

potentials.
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1

ˆ ˆ ˆ ( )
M

en ext j
j

V V V r


   (1.5)

The solution of Equation (1.1) for many-body systems is not possible analytically. Therefore,

there is a need to approximate the solutions to ground-state electronic structure problems with

reasonable accuracy, but also with no prohibitive computer time consumption. There exist many

approaches to solving this difficulty such as Hartree-Fock (HF), configuration interaction,

coupled cluster, Møller-Plesset perturbation theory, and DFT. Instead of writing the ground-state

energy in terms of a function of 3M variables, DFT uses the electronic density, ( )n r , which

depends only on the 3 spatial coordinates. This enormous simplification on the number of

parameters explains why DFT is the most widespread method of electronic structure calculation

in condensed-matter physics and one of the most widely used in quantum chemistry.

The electronic density is subject to the two following physical constraints:

( ) 0n r  (1.6)

3( )n r d r M (1.7)

1.1.1. Basics of DFT [3-5]

The ground-state energy ( 0E ) satisfies the variational principle:

0
ˆminE H


   (1.8)

This means that the energy of the ground state corresponds to the minimum expectation value of

the Hamiltonian of the system. Since the one-body potential depends only on the density, we can

define separately a universal operator F[n], independent of ( )r , as follows.

ˆ ˆ[ ] min een
F n T V


    (1.9)

In Equation (1.9), the minimization is over all antisymmetric wave functions yielding a given

density n(r). F[n] is a functional of the density since it assigns a number to each density. The

energy of the ground state can be obtained by reformulating (1.8) in the following way:
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 3
0 min [ ] ( ) ( )

n
E F n r n r d r   (1.10)

Now the minimization takes place over all reasonable densities satisfying the constraints of

Equations (1.6) and (1.7). Moreover, the exact electronic density of the system satisfies the

following relation between the functional derivative of F[n] and the one-body potential:

( )
( )
F r

n r
 


  (1.11)

These Equations prove that the energy is a functional of the electronic density. However, they do

not state how to obtain that functional. In order to so, Kohn and Sham (KS) replaced the real

system by a fictitious set of non-interacting electrons having the same electronic density as the

real system. These electrons are still spin-½ fermions obeying the Pauli principle so their wave

function can be represented by a Slater determinant, i.e. an antisymmetrized product of states of

each spin, , ( )j r , with 1, ,j M  , and ,   . The KS electrons satisfy a non-interacting

Schrödinger equation:

2
, , , ,

1 ( ) ( ) ( )
2 s j j jr r r          

 
(1.12)

The coefficients ,j  and the functions , ( )j r are known as KS eigenvalues and eigenstates,

respectively. Since the ground-state energy corresponds to the expectation value of the KS

Hamiltonian, the energy in terms of KS quantities is summarized below.

0 s xcE T U V E    (1.13)

The terms in the right hand side of this equation correspond, in that order, to the kinetic energy,

the Hartree electrostatic self-repulsion of the electron density, the one-body potential, and the

exchange-correlation energy. The latter is explained in detail in the next subsection and the

Hartree energy is defined below.

3 31 ( ) ( ') '
2 '

n r n rU d r d r
r r


  (1.14)
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1.1.2. Exchange-correlation Energy [3-5]

The exchange-correlation energy is normally the smallest contribution to the total energy in

Equation (1.14). However, the contribution from XCE is typically about 100% or more of the

chemical bonding or atomization energy. Consequently, XCE is generally identified as the “glue”

without which atoms would bind weakly if at all, and accurate approximations are essential for

DFT to be of practical usefulness.

Traditionally, XCE is decomposed into exchange and correlation. XE is due to the Pauli

exclusion principle and is usually the largest contribution to XCE . It can be exactly determined

with HF. Moreover, CE is due to correlations, which are said to be any effects not considered by

the other terms in Equation (1.13). Therefore, the exact value of this term is uncertain. The

standard approximations (but not the only existing ones) to calculate XCE include the Local

Density Approximation (LDA), the Generalized Gradient Approximation (GGA), and the

hybrids.

● The LDA exchange-correlation energy is shown in Equation (1.15).

  3( ), ( )
XC

LDA unif
XCE e n r n r d r   (1.15)

In this expression,  ( ), ( )
XC

unife n r n r  is the exchange-correlation energy per particle for
an electron gas of uniform spin densities ( ), ( )n r n r 

, and is a known expression.

● The GGA exchange-correlation energy is shown in Equation (1.16).

  3( ), ( ), ( ), ( )GGA
XCE f n r n r n r n r d r      (1.16)

In this expression, f is an exchange-correlation energy per particle that depends on the

spin densities and their gradients. That function is not unique and thus several GGAs

exist. The most widespread GGAs are PBE, PW91, and RPBE. The latter is said to have

improved performance for the estimation of adsorption energetics [6].

● The hybrid exchange-correlation energy is shown in Equation (1.17).
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 HYB GGA GGA
XC X X XCE a E E E   (1.17)

Hybrid functionals mix in a fixed fraction the exact exchange from HF with the GGA

exchange. The most widespread hybrids are PBE0 and B3LYP.

Table 1.1 summarizes the performance of various approximations for the calculation of

atomization energies of some molecules.

Table 1.1. Mean Absolute Error (MAE) of the atomization energies for 20 molecules, evaluated by various

approximations. Adapted from Refs. [3-4].

Approximation MAE (eV)

Unrestricted HF 3.1 (underbinding)

LDA 1.3 (overbinding)

GGA 0.3 (mostly overbinding)

Hybrid 0.15

Desired "chemical accuracy" 0.05

1.2. Basic Thermodynamics

1.2.1. Gibbs Energies of Reaction and Formation

The Gibbs energy of a chemical reaction is defined as the difference between the Gibbs energies

of the products and the reactants. This convention applies as well to adsorption reactions.

According to this, when the reactants Xi (with i = 1 to L, being L the total number of reactants)

combine with each other with stoichiometric coefficients i to give Zj products ((with j = 1 to N,

being N the total number of products) with stoichiometric coefficients i, the chemical reaction

and the Gibbs energy of reaction are given by Equations (1.18) and (1.19). Moreover, if reactants

and products are in their standard state at 298.15 K and 1 atm of pressure, we obtain the standard

Gibbs energy of reaction ( 0
rxnG ).
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1 1 2 2 1 1 2 2... ...X X Z Z        (1.18)

1 1
i i

L N

rxn i Z i X
i j

G G G 
 

    (1.19)

Moreover, if the reactants Xi are the monatomic or diatomic elements that compose a single

product Z, we have a reaction whose energetics is said to be the formation energy of Z. Besides,

if reactants and products are in their standard state at 298.15 K and 1 atm of pressure, we obtain

the standard Gibbs energy of formation. As an example, the following reaction gives the

formation energy of the perovskite oxide LaNiO3.

2 3
3
2

La Ni O LaNiO   (1.20)

3 2

3
2f LaNiO La Ni OG G G G G    

(1.21)

1.2.2. Relation between Gibbs Energy and Cell Potential

The standard Gibbs energy of reaction ( 0
rxnG ) in an electrochemical cell is related to the

reversible cell voltage ( 0 0 0
cell cathode anode

E E E   ) in the following way:

0 0
rxn cellG n E    (1.22)

In Equation (1.22), n is the number of electrons transferred along the reaction. In fuel cells,

important electrochemical devices, 0 0
cell

E  and thus 0 0
rxn

G  , which implies that the reaction

is spontaneous.

In practice, when electronic current is drawn from the fuel cell, the voltage decreases with

increasing current density. The reversible cell voltage is not realized even under open-circuit

(zero current) conditions due to the irreversibilities associated with the operation of the cell. The

difference between the actual cell voltage at a given current density and the reversible cell



Federico Calle Vallejo PhD Thesis

17

voltage is known as overvoltage (overpotential when referring to a single electrode), and various

factors for its appearance in fuel cells will be explained in Subsection 1.3.2.

1.2.3. Gibbs energies of formation within DFT. Conventions and simplifications

The way we calculate free energies of substances is the following:

DFTG E ZPE TS   (1.23)

Where EDFT is the total energy given by DFT simulations, ZPE is the zero-point energy

calculated from vibrational analyses, and TS is the product of Temperature and Entropy [7]. In

the calculation of the Gibbs energies of formation we neglect the entropy (S) and zero point

energy effects (ZPE) in the bulk crystals, i.e. Gcrystal ≈ EDFT
crystal, and consider only those of gas-

phase molecules. These quantities have been previously estimated from vibrational analyses for

some representative metals and metal oxides, and were found to modify free energies of

formation in less than 0.1 eV [8]. Moreover, the omission of the entropy of crystals is a common

approximation in thermodynamics when calculating reaction energies [9].

There exist well-known limitations in O2 description by DFT, and some alternatives have been

proposed to circumvent the problem, obtaining remarkable agreements with experimental data

[8, 10]. We find a trustworthy value for the total energy of oxygen indirectly from the tabulated

standard Gibbs energy of formation of water and from the DFT energies of H2 and H2O, which

are accurately described by the GGA-RPBE functional [6]. The reaction of formation of water

and its Gibbs energy of formation are given below.

2 2 2
1
2

H O H O  (1.24)

2 2 22

1
2H O

f
H O H OG G G G    (1.25)

The total DFT energy of O2 can be obtained by combining Equations (1.23) and (1.25), at given

temperature and pressure conditions. The analytical expression is the following:

 2 2 2 2 2 2
2

H O H O H O

DFT DFT DFT f f f
O H O HE E E ZPE T S G          (1.26)
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1.3. Fuel Cells

1.3.1. Description and Classification of Fuel Cells [11-13]

Fuel cells are electrochemical devices that directly convert chemical energy into electrical

energy. They have zero or ultra-low emissions of pollutants and particulates and reduced noise

emissions. The reactants (fuel and oxidant) are continuously fed to the system, where the free

energy coming from their spontaneous oxidation and reduction processes is utilized to produce

electricity. Fuel cells consist basically of two electrodes, anode and cathode, and an electrolyte

medium between them. A schematic plot of these devices is shown in Figure 1.1.

Figure 1.1. Schematic plot of fuel cells. Adapted from Ref. [11].

The electrochemical oxidation of the fuel takes place at the anode, while the cathode promotes

the electrochemical reduction of the oxidant. In both electrodes catalyst loadings promote the

half-cell reactions. The ions generated during the oxidation or reduction reactions are transported

from one electrode to the other through the ionically conductive but electronically insulating

electrolyte. In this way, the electrons generated at the anode during oxidation pass through the

external circuit, hence generating electricity, and reach the cathode, where they complete the

reduction reaction.
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Fuel and oxidant do not mix at any point, and no actual combustion occurs. Therefore, fuel cells

are not thermal machines and their performance is not limited by the Carnot Efficiency.

Theoretically, although not practically, fuel cells can yield 100% efficiency.

There exist several kinds of fuel cells that can be classified according to their cell reactions,

electrolytes, among others. Table 1.2 summarizes the different classes of fuel cells, their cathodic

and anodic reactions and operating temperature, based generally on the temperature required to

reach acceptable conductivity of the electrolyte.

Table 1.2. Classification of fuel cells. Adapted from Refs. [11, 13]. PEM, Proton Exchange Membrane; YSZ,

Yttria-Stabilized Zirconia.

Fuel Cell Electrolyte Temperature Electrode Reactions

PEM PEM 60-90 ºC Anode: 2 2 2H H e  

Cathode: 2 24( ) 2O H e H O   

Direct
Methanol PEM 20-90 ºC Anode: 3 2 2 6( )CH OH H O CO H e    

Cathode: 2 2
3 6( ) 6
2

O H e H O   

Alkaline KOH 80 ºC Anode: 2 22 2H OH H O e   

Cathode: 2 2
1 2 2
2

O H O e OH   

Phosphoric
acid H3PO4 180-220 ºC Anode: 2 2 2H H e  

Cathode: 2 24( ) 2O H e H O   

Molten
Carbonate Li2CO3/K2CO3 650 ºC Anode:

3

2
2 2 2 2H CO H O CO e    

Cathode: 2
2 2 3

1 2
2

O CO e CO   

Solid
Oxide YSZ 800-1000 ºC Anode: 2

2 2 2H O H O e   

Cathode: 2
2

1 2
2

O e O  
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The different types of electrolytes are aqueous and non-aqueous solutions, ionically conducting

polymers, molten salts and solid-state ionic materials. The required functionalities that

electrolytes for fuel cells must have are the following:

● High specific electrolyte conductivity

● High chemical stability in oxidizing and reducing environments

● High electronic resistance to avoid ohmic shorting of the fuel cell

● Good structural stability

● Low permeability for fuel and oxygen

● Low cost

1.3.2. Overpotential in Fuel Cells

As mentioned in Subsection 1.2.2, the combined sources of overvoltage cause the cell potential

to decrease with increasing current density, thus reducing the efficiency of these devices. The

most prominent sources of overvoltage in a PEM fuel cell are listed below.

● Mixed potential at the electrodes: it arises due to unavoidable parasitic reactions that

tend to lower the equilibrium electrode potential. Most of the times, they are caused by

the crossover of fuel through the electrolyte and oxidation of the catalyst and/or support

at the cathode. The mixed potential is the dominant source of losses at open circuit

conditions.

● Activation overpotential ( ORR ): the so-called cathode overpotential, originated by the

sluggish kinetics of the oxygen reduction reaction (ORR) at the cathode [14].  It is most

pronounced at low current density values (~0-100 mAcm-2) [12].

● Ohmic losses ( ohmicE ): they are resistive losses due to both electronic contact

resistances between the flow fields and the diffusion media as well as the ohmic
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resistance due to proton conduction through the membrane [14]. Their effect is most

significant at intermediate current densities (~100-500 mAcm-2) [12].

● Concentration overpotential ( tx ): incurred by poor O2-transport through the diffusion

medium and the electrode layer. Gasteiger et al showed that both kinetic and mass-

transport losses of the hydrogen electrode (anode) can be neglected [14]. The

concentration overpotential is considerably large at high current densities (>500 mAcm-2)

[12].

Figure 1.2 shows a typical polarization curve, extracted from Ref. [12].

Figure 1.2. Typical polarization curve of a fuel cell including the reversible standard potential (green), the actual

potential of the cell (blue) and the losses (red). Taken from Ref. [12].
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1.3.3. Challenges for Future Spread of Fuel Cells [11, 13]

Generalized application of fuel cells for portable applications, stationary applications and

ultimately for automotive applications, has not been achieved yet due to the expensive materials

required for their production and their relatively low lifetime compared to competitive

technologies. Each type of fuel cell has its own advantages and limitations:

Alkaline fuel cells allow the use of non-precious catalysts because of the facile oxygen reduction

kinetics at high pH, but if CO2-containing reactants are used, carbonates precipitate in the

electrolyte, leading to increased electrolyte resistance and structural destruction of the electrodes.

On the other hand, molten carbonate fuel cells have sealing problems, operate at high

temperatures (precluding rapid start-up), and suffer from electrode corrosion. In spite of their

high performance, solid oxide fuel cells also have low start-up, limited electrolyte conductivity,

and cathode losses. Currently, reduction of the operating temperature without compromising the

efficiency is a challenge in these fuel cells.

There is current interest in running PEM fuel cells at temperatures over 100 °C to minimize the

poisoning of CO2 impurities in the fuel stream, enable fast heat removal with a radiator of

reasonable size (for transportation applications), and to enhance reaction kinetics and ease water

management. In order to do this, the properties of the membranes currently used, e.g. Nafion,

need to be improved so that they have high conductivities at elevated temperatures and low

relative humidity [12]. Moreover, another important challenge of PEM fuel cells is a significant

improvement of the ORR kinetics at the cathode [12, 14]. This can be done in 2 ways: alloying

Pt with other elements to increase its catalytic activity towards ORR [15-17]; and searching for

alternative inexpensive materials such as oxides [18-19], and/or carbon-based materials [20-21].

In the following chapters we will study in detail both options taking into account the activity and

stability of electrocatalysts, from the perspective offered by DFT calculations.
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2. THERMODYNAMIC STABILITY OF PEROVSKITE OXIDES [22]

2.1. Introduction

Perovskite oxides have the chemical formula AMO3. The ideal crystal structure of perovskites,

corresponding to the Pm3m space group, is shown in Figure 1. The M site is coordinated to 6

oxygen atoms, 4 in the xy plane and 2 in the z axis, one below and another over M. These MO6

complexes form an octahedral framework in which the interstices are occupied by A atoms,

which are 12-fold coordinated to the surrounding oxygen atoms. Therefore, for a given pair of

atoms X and Y the A position should be occupied by that with the largest ionic radius, the

smallest should occupy the M site, and the sum of the oxidation states of both should be +6. This

is the reason why, in general, A is an alkaline metal like Li, Na, or K, i.e. a metal with an

oxidation state +1; an alkaline-earth metal like Mg, Ca, Sr or Ba, i.e. a metal with an oxidation

state +2 ; or a rare-earth element like Sc, Y, La, or Ce, i.e. a metal with an oxidation state +3. On

the other hand, M is usually a transition metal with an oxidation +5, +4, or +3, respectively.

Metal trioxides MO3 are a special member of this group of oxides, since they are considered to

be perovskites with complete A-site vacancies and M having +6 as oxidation state.

Figure 2.1. Side and top views of the ideal cubic structure of a perovskite oxide, repeated twice in each direction.

Blue spheres represent A atoms, yellow spheres correspond to M atoms, and oxygen atoms appear as red spheres.
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Perovskite oxides possess a large variety of applications as dielectrics and piezoelectrics [23],

ferroelectrics [24] and/or ferromagnetic materials [25-26], among others. In particular, rare-earth

and alkaline-earth perovskites are useful as catalysts for hydrogen generation [27], as oxidation

catalysts for hydrocarbons [28], and as effective and inexpensive electrocatalysts for state-of-the-

art fuel cells [29-30], mainly due to the possibility of tuning their mixed ionic-electronic

conductivity, done via A and M substitution and subsequent oxygen vacancy formation. Despite

the general interest in perovskites, before our studies there had been no ab initio studies devoted

to their formation energies, and the overall trends in stability were unknown.

2.2. Deviations from the Ideal Perovskite Structure

Perovskite oxides not only exist in the ideal cubic structure shown in Figure 2.1. There exists a

variety of distorted, non-cubic structures with lower symmetries [31]. The distortions tend to

occur as a tilting in MO6 complexes and/or by an enlargement/stretch of the M-O distances. The

origin of these distortions is attributed in chemistry to the size of the ions [31] and in physics to

the Jahn-Teller and pseudo Jahn-Teller effects [32].

2.2.1. Chemical Approach to Distortions in Perovskites [31-32]

The chemical approach to why structural distortions occur in perovskite oxides is that the atoms

occupying the A and/or the M sites do not have the right size to fit in the ideal cubic structure.

Furthermore, there exists a “tolerance” factor (t) or Goldschmidt factor, created to estimate how

well the sizes of a particular combination of atoms meet the requirements for an ideal perovskite.

The definition of the tolerance factor is given by Equation (2.1).

2
2

A O

M O

rt
r





 (2.1)

An ideal perovskite should have a t value of 1, but in practice cubic perovskites can form in the

range 0.9 < t < 1.0. For t > 1 the M site larger than necessary. For instance, BaTiO3 has t = 1.06

and even though the structure is tetragonal at room temperature, it is basically a perovskite in

which Ti displace towards one of the surrounding oxygen atoms. This kind of distortion is

known as ferroelectric instabilities. For larger deviations from t = 1.0, the ion in the M position
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demands a smaller site of lower coordination, as in BaSiO3 which has tetrahedral Si complexes,

and the perovskite structure vanishes.

For tolerance factors in the range, 0.85 < t < 0.90, the atom in the A site is too small for its site

and the MO6 octahedra are tilted in an alternating, zigzag fashion as in GdFeO3. The tilting has

the effect of reducing the size of the A site and therefore the coordination number is reduced

from 12 to 8.

Finally, for AMO3 with t < 0.85 the perovskite structure is no longer stable and the atom in the A

site requires a smaller site, as in the case of LiNbO3 and FeTiO3 where both sites are octahedral.

2.2.2. Physical Approach to Distortions in Perovskites [32-33]

The physical approach to why structural distortions occur in perovskites deals with orbital filling

and symmetry considerations. In MO6 octahedra the five levels coming from the d orbitals of M

are split into a low-energy triplet and a high-energy doublet belonging to t2g and eg irreducible

representations, respectively. The orbital splitting in octahedral complexes is shown in Figure

2.2.

Figure 2.2. Orbital splitting in MO6 complexes. The splitting causes the formation of a high-energy doublet and a

low-energy triplet.

If the filling of t2g is uneven, meaning that the occupation in all orbitals is not identical, there will

be a weak distortion in the octahedron, due to the degeneracy of the electronic ground state.

Moreover, if the filling of eg is not uniform, there will be a strong distortion in the octahedron.

These deformations in the MO6 octahedra are explained by the Jahn-Teller (JT) theorem: “any

nonlinear system with a degenerate electronic ground state will undergo geometrical distortions

Free M atom
dz

2 dx
2

- y
2

dxy
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t2g
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that will remove the degeneracy and lower the overall energy”. These distortions consist of

enlargements of the M-O distance within a given axis, e.g. z, and a stretch in the other two, e.g. x

and y. Table 2.1 shows the presence of JT distortions and their strength.

Table 2.1. Presence of Jahn-Teller (JT) distortions and their strength in MO6 complexes in high-spin and low-spin

configurations. Nd corresponds to the number of d electrons of M, W stands for weak JT distortions, S for strong JT

distortions, and N for no distortions.

Nd 1 2 3 4 5 6 7 8 9 10

High spin W W N S N W W N S N

Low spin W W N W W N S N S N

On the other hand, when there is not a strict degeneracy between electronic states but they are

close in energy, the so-called pseudo Jahn-Teller (PJT) effect may produce severe deformations

such as zigzag tilting of the octahedra and off-centre displacements. When these distortions are

cooperative phenomena in these crystals, i.e. they alter the whole framework and have long-

range coherence; they can be responsible for the ferroelectricity of some perovskites.

Due to the interactions between adjacent octahedra in the lattice, the JT and PJT distortions

become cooperative phenomena, thus altering the whole framework and having long-range

coherence. This cooperative PJT effect is responsible for the ferroelectricity of some perovskites

like BaTiO3.

2.3. Experimental vs. Calculated Formation Energies

Among the available theoretical techniques to investigate perovskites, DFT is an appealing

candidate since it has proved useful for understanding metals and alloys at the atomic scale [16,

34-35]. Nevertheless, the well-known shortcoming of DFT to describe strongly correlated

systems has prevented its use for the estimation of properties such as band gaps or electron

localization-delocalization of oxides, and there are numerous corrections like LDA+U, GGA+U

and GW [36-38]. Despite these limitations, Figure 2.3.a) shows the experimental Gibbs energies

of formation from elements and O2 of 20 perovskites at 298 K and the calculated Gibbs energies
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of formation with standard DFT, using the RPBE-GGA [6] exchange-correlation functional. The

simulations are able to reproduce trends in the formation energies, except that the calculated

energies are shifted by ~0.75 eV compared to experiments.

Moreover, it is possible to combine the formation energies of these compounds with those of

their sesquioxides (A2O3 and M2O3), rutile dioxides (MO2), monoxides (AO and MO), and O2 to

reproduce the energetics of several reactions (Figures 2.3.b), 2.3.c), 2.3.d)). The reactions in

Figure 2.3 are described below.

Reactions taking place in Figure 2.3.a) in the main text can be summarized by Equation (2.2). In

all of the following reactions O2 is in gas phase and the other compounds are crystalline.

  2 1 3
31 ' '' ' ''
2 x xx A xA M O A A MO     (2.2)

In Equation (2.2) A' is either La or Y and A'' is either Ca, Sr, Ba; x denotes the Sr content in the

perovskite (ranging from 0 to 1). In the case of doped perovskites A' is only La and A'' is only Sr.

Reactions used in Figure 2.3.b) can be summarized by Equations (2.3) and (2.4).

2 3 2 3
1 ' '
2 4

1A O MO O A MO  

(2.3)

2 3
1'' ''
2

A O MO O A MO  

(2.4)

Reactions used in Figure 2.3.c) can be summarized by Equation (2.5).

 
2 3 2 3 2 1 3

1 1' '' ' ''
2 42 x x

x
A O xA O M O O A A Mx O


    (2.5)

In Equation (2.5) A' is La and A'' is either Sr; x denotes the Sr content in the perovskite (ranging

from 0 to 1). Reactions used in Figure 2.3.d can be summarized by:
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2 3 2 3 2
1 1' '  
2 4

A O MO A MO O   (2.6)

2 3'' ''A O MO A MO  (2.7)

Figure 2.3. DFT calculated free energies of several reactions versus experimental values available in the literature,

from (a) A = Y, La, Ca, Sr, Ba, and elements; (b) A2O3/AO and monoxides; (c) A2O3/AO and sesquioxides; and (d)

A2O3/AO and dioxides. As a guide to the eye, the perfect agreement is marked with a y=x line. The percentage in

the doped perovskites represents the amount (x) of Sr in La1-xSrxMnO3. Reactions at 298 K are represented by (●),

whereas (○) denote reactions at 1273 K. References for the experiments and the actual numbers in the plot are

provided in the Appendix A.
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In equation (2.6) A’ is La and in (2.7) A’’ is either Ca, Sr, or Ba. The formation energies of the

rutile oxides appearing in the formation energies of Figure 2.3.d) are taken from Ref [8].  The

formation energies at 298 K of the monoxides and sesquioxides appearing in the aforementioned

reactions are shown in the Appendix A. In all cases the reaction energies are calculated as the

difference between the Gibbs energies of products and reactants, as shown in Chapter 1.

The excellent correspondence between experiments and theory in Figures 2.3.b), c), d), shows

that DFT very accurately captures the mixing energies between oxides, i.e. when oxides are

present both in the reactants and the products of the reactions. This is of paramount importance

to support the idea that our calculations can accurately predict trends in adsorption energies, as

will be shown in a later chapter.

The origin of the ~0.75 eV shift in Figure 2.3.a) may be attributed to several factors. The

limitations in O2 description by DFT are well known and some alternatives have been proposed,

obtaining remarkable agreements with experiments [8, 38]. We obtain the total DFT energy of

O2 indirectly from the tabulated Gibbs energy of formation of water and from the DFT energies

of H2 and H2O, which are accurately described using the exchange achieved by the RPBE-GGA

functional, as shown in Chapter 1 [38-39]. This reference had previously been used to obtain

accurate formation energies of rutile oxides and had also been applied to calculate the adsorption

energies of various oxides, including some lanthanum perovskites [8, 40]. The reason for the

shift is therefore not due to the reference state. We speculate that the localized nature of d-

electrons of the 3d metals in these perovskites is not well captured at this level of theory due to

their self-interaction, giving rise to a large part of the constant shift in Figure 2.3.a).

2.4. Trends in Formation Energies

In spite of the aforementioned shift, the differences in formation energies between perovskites

are very accurately accounted for by standard DFT, as shown in Figure 2.4. We remark that the

use of another exchange-correlation functional or a different value for O2 would only shift the

calculated stabilities by a constant number, while the qualitative trends and the relative

differences would remain unchanged.
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Figure 2.4. Trends in formation energies from elements for various families of AMO3, according to the number of d

electrons of M. Symbols indicate calculated values for individual perovskites, and lines show the best fit for each

family. Perovskites having equal oxidation states for A and M (+3, A=Y, La) are more stable than the ones having

them different (+2 and +4, A=Ca, Sr, Ba) and their decay in stability is less pronounced. The positions of La1-

xSrxMO3 perovskites, shown as (▼), (■), (▲), support the idea that the effect is due to the oxidation states of the

constituents. Note that the stability against elements does not guarantee the overall stability of the compounds.

All families of perovskites exhibit a systematic linear scaling between their energetics and the

number of d electrons of M. The scaling in Figure 2.4 had been previously revealed by

experiments only for some La-perovskites at 1273 K [41]. We extended this behavior to other

families of perovskites and the insight allows the following generalization: the slope of the lines

is determined by the oxidation states of A and M. Therefore, these compounds could be divided

into 2 groups: perovskites with the same oxidation state for A and M (+3 for A’MO3, A’=Y, La),

and perovskites with different oxidation states for them (+2 and +4 for A’’MO3, A’’= Ca, Sr, and

Ba). The former are more stable than the latter and their stabilities along the 3d series decrease

more slowly, i.e. their lines have less steep slopes. This could be attributed to the higher
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oxidation state forced into M in A’’MO3. A further discussion on this respect is provided in the

following sections. It is worth noting that the formation energies of perovskites in each group are

approximately constant for materials with the same M constituent, independently of A. For

example, the energetics of SrCrO3 gives a good estimative of those of CaCrO3 and BaCrO3.

Besides, doped perovskites (A'A''MO3) have intermediate formation energies between the pure

counterparts, according to the degree of doping. This behavior supports the idea that the

difference between the groups is a matter of oxidation states and that the formation energies

change continuously between the two lines when doping.

The use of simple parameters like the number of d electrons to estimate the formation energies of

perovskites is easier and more intuitive than the common use of structural parameters such as the

Goldschmidt factor or the Shannon radii (ionic radii of the ions in the complexes) [42-43].

2.4.1. Origin of the Differences in Stability among Families of Perovskites

The trends in energies of formation from elements for various families of perovskites (AMO3)

shown in Figure 2.4 can be classified in two groups: Ca/Sr/Ba perovskites in one group with the

A ion having +2 as oxidation state and that of the M ion being +4, and Y/La perovskites in

another group with both A and M ions having +3 as oxidation state. The differences in the

behavior of these families of perovskites, i.e. the origin of the different slopes in Figure 2.4, can

be understood through a simple Hückel approximation, taking into account the 2p orbitals of the

O2- ions and the 3d orbitals of the M atoms into the perovskite lattice, as shown in Figure 2.5.

We assume that the contribution of the A atoms is constant along each of the aforementioned

families of perovskites. This assumption is supported by the behavior exhibited by perovskite

oxides in Figure 2.4, in which a single line can describe the energetics of Ca/Sr/Ba perovskites

and another one does the same with those of Y/La perovskites.
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Figure 2.5. Molecular orbital scheme for the hybridization of the 3d levels of the metal c+ ions (c=3, 4) and the 2p

orbitals of the O2- with a βc overlap interaction. E is the stabilization energy of the 2p orbitals of O2- after

hybridization with Mc+ 3d orbitals. The meaning of m is explained in the text.

In this model the orbital energies, E, can be obtained by solving the secular determinant:

0c

c

p E
d E








(2.8)

Where p is the energy of the 2p orbitals of the O2- ions, d the energy of the 3d orbitals of the Mc+

(c=3, 4) ions and c is the overlap between them (it is normally negative at the equilibrium bond

lengths). The solution to Equation (2.8) is:

 2 24
2

cp d p d
E

   


(2.9)

Taking the solutions for the bonding orbitals and Taylor-expanding  2 24 cp d   , E can be

written as:

O2- 2p

Mc+ 3d

c

d

p

c

1 2p-dE

α m= -

2 8

β
 

  
 
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 2

2

11
2 8 2 8 4c c

c c c

p dp d d pE W d
  

   
             

(2.10)

With Wc defined as follows:

2

2 8c c
c

p pW 


   (2.11)

The formation energy can be estimated from the difference in the energy of the 2p level of the

free O2- ion and the energy of the bonding orbital, E, from Equation (2.10). In this way, assuming

that c is constant along each Mc+ (c=3, 4) series, it is expected that the slope, m, of a line

relating the formation energy of the perovskite vs. the d energy is:

1 2
2 8 c

p dm


 
   

 
(2.12)

Thus, the value of this slope should be close to -0.50. The predictions of this simple model are

confirmed in Figure 2.6, where it is shown that the aforementioned slope is ~ -0.50 for the M4+

ions and ~-0.44 for the M3+ ones.

On the other hand, the origin of each line is different, since 3 is different from 4 and therefore

W3 is not equal to W4. Indeed we expect 4 to be bigger in magnitude than 3 due to the shorter

distances between the transition metal and the oxygen atoms in the M4+ complexes compared to

those of M3+ complexes. This is again in good agreement with the results showed in Figure 2.6.

The most important feature inferred from Figure 2.6 is that, as a consequence of the fixed value

for the slope m, larger energy differences from one member of the 3d series to the next exist for

4+ ions compared to 3+ ions, due to the higher valence forced into the atom occupying the M

position. These larger differences between the energies of consecutive ions in the former group

are compensated by larger differences in formation energies, thereby keeping constant the slope

of the line. Now, when the descriptor is the number of d electrons of the M component, as in

Figure 2.4, the slopes of the lines are not anymore fixed and the observed faster decays in the

formation energies of (Ca/Sr/Ba) perovskites compared to (Y/La) perovskites appear.
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Figure 2.6. Trends in energies of formation from elements for various families of perovskites (AMO3), according to

the energy of the d-level of M ions. Perovskites having +3 as oxidation state for M (A=Y, La) belong to the line to

the right. Perovskites having +4 as oxidation state for M (A=Ca, Sr, Ba) belong to the line to the left. Note that both

lines have similar slopes (~-0.44 and ~-0.50, respectively) in agreement with the Hückel model, but different

lengths.

2.4.2. Origin of the Differences in Stability within a Given Family

Finally, let us explain by means of Figure 2.7 the origin of, on one hand, the intrinsic stability of

A’MO3 (A’ = Y, La), and, on the other hand, of the differences in formation energies among

different AMO3. Equation (2.13) represents the formation energy from elements of A’MO3,

according the chemical reaction shown in Equation (2.2).

3 2' '

3
   

2A MO A M O

formG G G G G     (2.13)
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Figure 2.7. DFT calculated free energies of formation of LaMO3 (red) and YMO3 (blue) oxides versus the

differences in d-band centers of La/Y and M. The intercept with the y-axis is equivalent to the formation energy of

the sesquioxides A’2O3 (A’=Y, La) plus the deformation energy of these oxides from their most stable symmetries to

the Pm3m. Therefore, the formation of these perovskites can be seen as destabilizations of the A’2O3 oxides via M-

A’ swapping.

Besides, Equation (2.14) represents the formation energy of A’2O3 (La2O3 and Y2O3) from

elements.

3 2' '2

3
 2

2A O A O

formG G G G    (2.14)

By adding and subtracting GA’ to and from Equation (2.13), and combining that with the

formation energy of the sesquioxides, Equation (2.14), one gets the following:

 
3 32 23' ' ' '       A A MO A A OMO

formG G G G G G     (2.15)
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The term in parentheses in Equation (2.15) corresponds to a hypothetical reaction in which A’ in

an A’2O3 lattice is replaced by M in order to form the perovskite structure, as in Equation (2.16).

3 32' ' 'A O A MOM A  (2.16)

Thus, the reaction of formation of A’MO3 could be seen as the formation of A’2O3, followed by

a lattice deformation, and a swapping between atoms giving A’MO3 as a result. The formation

energy may then be presented as:

2 3'    form
A deformation swO apG G G G       (2.17)

The DFT formation energies of La2O3 and Y2O3 are −16.98 eV and −17.85 eV, respectively, and

−17.70 eV [44] and −18.79 eV [45], experimentally. The deformation energy is approximately

3.3 eV for La2O3, calculated as the energy difference of this oxide in the space groups P3m1 and

Pm3m with a perovskite lattice constant of 3.97Å. This difference is approximately 4.1 eV for

Y2O3, calculated as the change from the space group Ia3 to the Pm3m with a lattice constant of

3.88Å. Additionally, the interchange between A’ and d-metal atoms in Equation (2.16) implies

the breaking and creation of bonds, so the swapping energy may be estimated as the difference in

the d-band centers (d) of these atoms. This turns Equation (2.17) into the following:

 
32' ,     ' ,       f o r m

A d A d MOG       (2.18)

Where A’2O3 is a constant that collects the formation energy of the sesquioxide and its

deformation and is ~ −13.6 eV for La2O3 and ~ −13.7 eV for Y2O3. This constant may be

regarded as an intrinsic stability conferred to A’MO3 by its A’ component. As a result, the

differences in energies among these perovskites can be attributed to the relative ease for

swapping atoms, being Ti the easiest and Cu the hardest along the 3d metal series.

Furthermore, our model is also in agreement with the works by Gelatt et al [46] devoted to the

theory of bonding between transition metals and non-transition elements. Based on those works,

one could find a similar expression to Equation(2.18) for the family of Ca/Sr/Ba perovskites.

Moreover, the model presented here uses the d-band centers of transition metals as key
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descriptors for understanding the properties of their compounds as in the model by Hammer and

Norskov [47], developed for adsorption energies.

In conclusion, DFT has provided an atomic-scale insight of perovskite oxides sufficient to study

their formation energies, both qualitatively and quantitatively except for a constant shift, and

important linear trends are found. Moreover, based on simple physical-chemical considerations

we rationalized those trends in formation energies and explained the origin of both the slopes and

the intercepts in the lines. The analysis shown here could be extended to perovskites with 4d and

5d constituents, to perovskites containing alkaline elements, and to ScMO3. The combination of

the energetics of several reactions and their variations with pH and applied potential can give

raise to Pourbaix diagrams for perovskites, not yet available in the literature. This and other

stability considerations are of paramount importance in any application, especially if perovskites

are to be used in alkaline or proton exchange membrane fuel cells.

2.5. Beyond the Trends in Stability

Throughout this chapter we have presented and discussed some trends in formation energies of

perovskite oxides. We varied the atoms both in the A and M positions in AMO3 and observed the

effect on stabilities. In particular, the variation of M was done over 3d metals ranging from Ti to

Cu, and the variation of A was done between alkaline-earth elements (Ca, Sr, Ba) and rare earth

elements (Y, La). After looking at the trends in Figure 2.4 many questions arise. Two of them

will be whether the trends hold for 4d and 5d metals and whether the trends can be extended to

include perovskites with alkaline elements (Li, Na and K) occupying the A position. The answer

to those questions is in both cases affirmative, but we will not show nor discuss those results

here. Nevertheless, we pose the following important question: what happens when the M

position is occupied by an element before Ti and after Cu? The answer to this question appears

in Figure 2.8.

In this figure, the M position is now occupied by elements from Ca to Ge, i.e. we extended the

trends two elements to the left of Ti and 3 to the right of Cu, so that the whole 3d block is

included into the trends and some 4s and 4p elements are include as well. This gives an overall

perspective of the trends in formation energies and allows for further analyses.
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Figure 2.8. Extended trends in formation energies of perovskite oxides. The A position is either occupied by La or

Y (blue) or by Ca, Sr or Ba (green). Doped perovskites are shown in red. The M position is occupied by elements

ranging from Ca to Ge. The previous trends in Figure 2.4 are shown as solid lines and the extended as dashed lines.

We observe in Figure 2.8 that the trends for A’MO3 continue linearly up to Sc, whereas they

break for A’’MO3. The minimum in stability is, therefore, found at (Y/La)ScO3 for the (+3,+3)

group, whereas for the (+2,+4) one it is found at (Ca/Sr/Ba)TiO3. To the left of these perovskites,

the stability starts to decrease.

The reason for this is simple and is based on the electronic structure of the atom in the M

position, since the atoms in the A position have always closed shells, i.e. Ca2+ has the electronic

distribution of Ar; Sr2+ and Y3+ have that of Kr, and Ba2+ and La3+ have that of Xe. On the other

hand, in the M position one has, in general, elements with open shells. As one moves to the left

of the d series, there are less d electrons in the shell and the ionicity of the bonds increases,

thereby increasing the stability of the compound. The maximal stability will thus be found when

the atoms in the M position have closed shells, i.e. Sc3+ in (Y/La)ScO3, and Ti4+ in
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(Ca/Sr/Ba)TiO3, since they will have the electronic distribution of Ar. When A’MO3 has an

element like Ca in the M position, as in LaCaO3, the p shell will be affected and the stability will

decrease. Similarly, when A’’MO3 has an element like Sc in the M position, as in SrScO3, the

stability will also decrease.

On the other hand, perovskites with M atoms to the right of Cu tend to gain some stability.

Figures 2.4 and 2.8 show that along the 3d series from Ti to Cu the stability decreases as the

number of d electrons of M increases. The electronegativity of transition metals tends to decrease

as well, as one moves to the right of the periodic table. Therefore, when the shells are not closed,

the more ionic the bonds are in perovskites, the more stable these compounds are. Table 2.2

presents the electronegativities of the elements considered in Figure 2.8.

Table 2.2. Electronegativities of selected elements in the fourth period of the periodic table.

Element Ca Sc Ti V Cr Mn Fe Co Ni Cu Zn Ga Ge

Electronegativity 1.00 1.36 1.54 1.63 1.66 1.55 1.83 1.88 1.91 1.90 1.65 1.81 2.01

The numbers in Table 2.2 help explaining why the trends change for Zn, which gains stability

compared to Cu in AMO3. There is a dramatic drop in electronegativity from Cu (1.90) to Zn

(1.65), and therefore, the ionicity increases and so does the stability. The argument for SrGeO3

and LaGaO3 is identical to that of SrTiO3 and LaScO3. Since Ge ends its electronic distribution

in 4s2 4p2, Ge4+ has a closed shell and hence SrGeO3 corresponds to the minimum along the 4p

series for A’’MO3. On the other hand, Ga has a neutral electronic distribution that ends in 4s2

4p1, so Ga3+ has also a closed shell and LaGaO3 is the minimum along the 4p series for A’MO3.

The overall behaviour of the perovskite stabilities is somehow more complicated than we

initially thought. Nevertheless, that behaviour can be understood in terms of simple physical-

chemical concepts and, as will be shown in the next chapters, it is not exclusive of the formation

energies of perovskites and appears as well in adsorption energies of perovskites and alloys.
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2.6. Methods

The DFT calculations were performed with the plane wave code DACAPO [6], using the RPBE

exchange-correlation functional, a converged plane wave cutoff of 400 eV and a density cutoff

of 500 eV. DACAPO uses ultrasoft pseudopotentials to represent the ion-electron interaction.

Atomic relaxations were done with the quasi-Newton minimization scheme, until a maximum

force below 0.05 eVÅ-1 between atoms was reached. Besides, we have optimized the lattice

vectors by minimizing the strain on 2x2x2 supercells in all periodically repeated directions. The

Brillouin zone of all systems was sampled with Monkhorst-Pack grids, guaranteeing in all cases

that the product of the supercell dimensions and the k-points was at least 25Å in all directions.

The self-consistent RPBE density was determined by iterative diagonalization of the Kohn-Sham

Hamiltonian at kBT = 0.1 eV, using Pulay mixing of densities, and all total energies were

extrapolated to kBT = 0 eV. Spin polarized calculations were carried out when needed.
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3. CATALYTIC ACTIVITY OF PEROVSKITE OXIDES

3.1. Introduction

The high catalytic activity of perovskite oxides towards several chemical reactions has been

studied for decades. Table 3.1 condensates some of the wide variety of reactions in which these

oxides have been used.

Table 3.1. Chemical reactions in which perovskite oxides can be used as catalysts. Adapted from References [48-

49].

Reaction Reference

Oxygen equilibration and oxygen exchange [50-52]

Total oxidation of CO, hydrocarbons and oxygenates [53-54]

Partial oxidation of hydrocarbons and oxygenates [55-57]

H2 oxidation [58]

NH3 oxidation [59]

NO reduction [53]

CO and CO2 hydrogenation [60-61]

Hydrogenation and hydrogenolysis of hydrocarbons [27, 62-64]

H202 decomposition [65-66]

N0x decomposition [67-68]

Electrocatalysis and fuel cells [18-19, 69-72]

Photocatalysis [58, 73-74]

Perovskite oxides constitute a wide source of inexpensive, versatile and stable materials that

have been traditionally used at high temperatures and start nowadays being attractive for low-
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temperature applications [18, 30, 75]. Substantial effort has been devoted to firstly rationalize the

trends in the of these oxides and based on that, pinpoint active and stable oxide catalysts that

may help reducing or completely replacing the use of noble metals in technological applications

[19, 22, 76]. Since the adsorption energies of reaction intermediates determine to a large extent

the catalytic performance of materials in general, it is of paramount importance to find the

electronic structure factors that influence them, and, if possible, correlate those in such a way

that one is able to predict the adsorption properties based on simple electronic considerations.

This kind of analysis, is well-known for pure transition metals and some alloys and overlayers

and is based on the relative position of the average energy of the d-states with respect to the

Fermi level [47]. Electronic and geometric effects are fully captured by the so-called d-band

model with the advantage of having predicting power. However, little is known about the

applicability of the “d-band” model on transition metal oxides in which the actual adsorption

energies will result from the combination of several factors as e.g. the number and the spatial

configuration of the metal atoms and the ligands, the oxidation state of the transition metals in

the metal-ligand complexes and, last but not least, their interactions with the adsorbates.

Here we present a first attempt to understand the role of some factors that alter the reactivity of

transition metal perovskite oxides. On one hand, we analyze the effect over adsorption properties

of changing the number of d-electrons while keeping fixed the configuration of the metal and the

ligands and their oxidation states. To do so, we consider the adsorption of the intermediate

species of the ORR and OER, namely *O, *OH, and *OOH [47]. On the other hand, we analyze

the effect of changing the oxidation states of a given transition metal on its reactivity while

keeping fixed its coordination.

3.2. Thermochemical Derivation of the Scaling Relations

We define the adsorption energies of *O, *OH, and *OOH, according to the following equations.

2 2* *H O O H   (3.1)

2 2* *( ) ( )O O H O HE E E E E     (3.2)
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2 2
1* *
2

H O OH H   (3.3)

2 2* *
1( ) ( )
2OH OH H O HE E E E E     (3.4)

2 2
3* 2 *
2

H O OOH H   (3.5)

2 2* *
3( ) (2 )
2OOH OOH H O HE E E E E     (3.6)

The scaling relations reported for pure metals and some alloys [77] are also fulfilled by (001)

surfaces of perovskite oxides, as shown in Figure 3.1.

Figure 3.1. Scaling relations between the ORR intermediates adsorbed on (001) surfaces of perovskite oxides.
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The adsorption energies are provided in Appendix 2, and we remark that the correlations shown

in Figure 3.1 do not correspond to the best fitting of the points, but come from a larger set of data

(See No 3 in List of Included Articles).

The binding energies of *O, *OH, and *OOH scale linearly with each other and the slopes are

supposed to be ~ 0.5, due to the number of bonds between the surface and the adsorbates, which

are 2 for *O and 1 for *OH and *OOH. In Figure 3.1 we also observe that the separation

between the energy levels of *OH and *OOH is constant along the whole range of binding

energies, and that separation is approximately 3.2 eV.

This constant energy difference seems to be important, but its origin remains elusive. Besides,

the origin of the intercept of the scaling relations was not explained in Ref. [77] and counting

bonds appears to be only a rule of thumb for calculating the slopes. In my personal opinion, the

scaling relations are simply the results of the definitions given in Equations (3.1) to (3.6), where

one only has to balance the chemical equations and accept that the adsorption sites (*) are the

same for *O, *OH and *OOH. In the following subsections, I will prove this hypothesis.

3.2.1. Scaling between Adsorption Energies of *O and *OH

By subtracting Equation (3.3) from Equation (3.1), one gets Equation (3.7).

2
1* *
2

OH O H  (3.7)

In terms of energetics, this process is also equivalent to subtracting Equation (3.4) from Equation

(3.2). Therefore, the reaction energy of Equation (3.7) is the following:

/OH O O OHE E E    (3.8)

According to this, the adsorption energy of *OH is related to that of *O in the following way:

2/ * *
1( )
2OH O OH O O O OH HE E E E E E E         (3.9)

We can add *1/ 2E and
2

1 / 2 H OE to Equation (3.9) and subtract them from it in order to get
Equation (3.10).
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2 2 2* * * * *
1 1 1 1 1 1 1
2 2 2 2 2 2 2OH O O H H O O H O OHE E E E E E E E E E                

   
(3.10)

The term in the first parenthesis is equivalent to 1/ 2 OE . Moreover, for convenience, we will

represent the term in the second parenthesis by
2/ /1 / 2 O OH H OE . Thus, Equation (3.10) turns into

the following:

2 2/ / * * *
1 1 1 1 ( 2 )
2 2 2 2OH O O OH H O O O H O OHE E E E E E E E           (3.11)

In that equation it is already possible to see that the coefficient of OE is 0.5. Moreover, the

term in parenthesis corresponds to the following reaction:

22* * *OH O H O   (3.12)

We note that the ratio of *O to *OH is ½ in this reaction. Moreover, as can be seen in Appendix

2, the energetics of this reaction is essentially constant on all perovskite surfaces and equal to

0.41 eV. Thus, we conclude that this reaction is surface independent among the compounds

considered; nonetheless, we do not discard the idea of this constant being characteristic of a

given type of active site.

3.2.2. Scaling between Adsorption Energies of *O and *OOH

The subtraction of Equation (3.5) from Equation (3.1), leads to Equation (3.13).

2 2
1* *
2

OOH H O H O   (3.13)

In terms of energetics, this process is also equivalent to the subtraction of Equation (3.6) from

Equation (3.2). As a result, the reaction energy of Equation (3.13) is the following:

/OOH O O OOHE E E   (3.14)

According to this, the adsorption energies of *OOH and *O are related in the way shown below.
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2 2/ * *
1( )
2OOH O OOH O O O OOH H O HE E E E E E E E          (3.15)

The addition to and the subtraction from Equation (3.15) of the terms *1/ 2E ,
2

1 / 2 HE and

2
3 / 2 H OE , leads to Equation (3.16).

2 2 2 2* * * * *
1 1 1 1 1 1 3
2 2 2 2 2 2 2OOH O O H H O O H O OOH HE E E E E E E E E E E                 

   
(3.16)

The term in the first parenthesis is equivalent to 1/ 2 OE . Moreover, for convenience, the term in

the second parenthesis will be represented by
2 2/ / /1 / 2 O OOH H H OE . Thus, Equation (3.16) turns

into the following:

2 2 2 2/ / / * * *
1 1 1 1 ( 3 2 2 )
2 2 2 2OOH O O OOH H H O O O H O OOH HE E E E E E E E E            (3.17)

Again, we see that the coefficient of OE is 0.5. Moreover, the term in parenthesis corresponds

to the following reaction:

2 22* 2 * * 3OOH H O H O    (3.18)

We note that the ratio of *O to *OOH is also ½ in this reaction. As can be seen in Appendix 2,

the energetics of this reaction is essentially constant on all perovskite surfaces and equal to 2.69

eV. Thus, we conclude that the reaction in Equation (3.18) is also surface independent among the

compounds considered; nonetheless, we do not discard the idea of this constant being

characteristic of a given type of active site.

3.2.3. Scaling between Adsorption Energies of *OH and *OOH

Now that we have derived expressions for the adsorption energies of *OH and *OOH in terms of

that of *O, it is possible to use both expressions to obtain a scaling relation between *OH and

*OOH. This is done by combining Equations (3.11) and (3.17). The result is shown below.
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2 2 2 2 2 2/ / / / / / * *
1 1 ( )
2 2OOH OH O OOH H H O O OH H H O OH OOH H OH H OE E E E E E E E E             (3.19)

The term in parenthesis in Equation (3.19) corresponds to the chemical reaction shown below.

2 2* *OH H O OOH H   (3.20)

This reaction shows that *OH and *OOH behave similarly, being *OOH an oxygenated product

of *OH or, alternatively, being *OH a deoxygenated product of *OOH. Besides, their ratio is

1:1. The energetics of this reaction is essentially constant and equivalent to 3.10 eV for the set of

data considered. This justifies the constant difference between the energy levels of *OH and

*OOH in Figure 3.1. Moreover, the intercepts and slopes shown in that figure are in excellent

agreement with the values obtained from the proposed thermochemical analysis.

3.3. Trends in Adsorption Energies in Perovskite Oxides

So far we have shown that perovskite oxides fulfill the scaling relations. That is an overall

analysis that helps explaining the origin of the trends in Figure 3.1. The next point in the

discussion is to find out whether the points that compose the trends have special arrangements

and explain them.

The adsorption behavior of the two families of perovskite oxides (A’MO3 and A’’MO3, with

oxidation states +3, +3 and +2, +4, respectively for A and M) studied in the precedent chapter

appear in Figure 3.2a) and b) for A’MO3 and A’’MO3, respectively, with M = Sc, Ti…, Cu.

In the case of A’MO3, the trends start to the left with A’TiO3, which tend to bind the ORR

adsorbates strongly, and end in A’CuO3, which in turn bind them weakly. Again, as for the case

of the energies of formation, the adsorption energies decrease with increasing number of d

electrons of the atom in the M position. There is, however, an exception to this statement along

the 3d series: A’ScO3.

Moreover, for A’’MO3 the trends start in A’’VO3 and end in A’’CuO3. Similar to the other case,

as the number of d electrons of M increases, the adsorption energies weaken. In this family there

are two exceptions to the trends: A’’TiO3 and A’’ScO3.
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a)

b)

Figure 3.2. Scaling relations between ORR intermediates on a) A’MO3 and b) A’’MO3 (001) surfaces.
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The individual variations of the adsorption energies of the ORR intermediates on A’MO3 and

A’’MO3 can be viewed in Figure 3.3. In it we observe that the binding strength changes

methodically as the atom in the M position is changed along the 3d series. In all cases, A’MO3

perovskites bind stronger than A’’MO3 perovskites for a given M. This is due to the high

oxidation state forced into M and the subsequent reduction of charge availability in the surface.

The aforementioned exceptions in the linear trends clearly appear; nonetheless, the energy levels

of *OH and *OOH preserve in all cases their constant separation of ~ 3.1 eV.

Figure 3.3. Trends in adsorption energies of *O (blue circles), *OH (red squares) and *OOH (green diamonds) on

A’MO3 (A’ = Y, La) and A’’MO3 (A’’ = Ca, Sr, Ba).

The origin of these deviations can again be explained with simple chemical considerations. The

(001) surfaces of perovskite oxides have two possible terminations: AO and MO2. We remark

here that we have only considered MO2-terminated surfaces, which are known to be the active

terminations for catalysis [48]. Figure 3.4 shows the top views of both surfaces. We note that

clean MO2-terminated surfaces lack one vertical bond with an oxygen atom; for this reason, the

generally preferred adsorption site of gas-phase atoms and molecules on these surfaces is the



Federico Calle Vallejo PhD Thesis

50

atop site over M. Moreover, when an atom is adsorbed on top of M, the complex is again MO6,

so the octahedral symmetry of the bulk is restored.

Figure 3.4. Side view of an AMO3 (001) surface with the two possible terminations, MO2 (up) and AO (below).

According to the oxidation states of A and M, the surfaces can either be charged or neutral. This

means that for A’MO3, we will have charge separation between the surfaces and their

configuration will be A’O+ and MO2
-, e.g. LaO+ and TiO2

-. By contrast, for A’’MO3, we have the

following two neutral configurations: A’’O and MO2, e.g. SrO and TiO2. According to this, the

(001) surface of SrTiO3 (TiO2-terninated) is rather stable due to the closed shells of both the Ti

and O atoms and, therefore, the surface will tend to bind the ORR adsorbates weakly.

Conversely, LaTiO3 binds the ORR adsorbates strongly due to the excess of charge in the TiO2
-

surface. This excess makes the surface attractive for highly electrophilic adsorbates.

Furthermore, SrScO3 binds the ORR adsorbates weakly due to the electronic distribution of the

Sc ions in the surface. We saw in the last chapter that +4 is not a stable oxidation state for Sc due

to the involvement of p electrons in the bonding with the surrounding oxygen atoms. Sc atoms in

the topmost layer will lack a bond with oxygen and consequently their “effective” oxidation state

will decrease, trying to reach +3, which gives a closed shell configuration. This is why Sc ions in

the surface of SrScO3 will tend to bind electrophilic adsorbates weakly, but, on the other hand,

this increases the reactivity of the surface oxygen atoms, which are normally inert. In the ScO2-

terminated surface of LaScO3 there is also an excess charge, like in the TiO2-terminated surface

Side view of an AMO3 (001) surface

O

A

M

AO termination

MO2 termination
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of LaScO3. The charge should be distributed on the surrounding oxygen atoms, since Sc3+ has a

closed shell configuration and is a very electropositive ion. Again, as in SrScO3, the oxygen

atoms become reactive, tending to combine with adsorbates.

Finally, as can be seen in Figure 3.3, it is noteworthy that the adsorption energies of AMO3 do

not depend strongly on A for a given M, within a group of perovskites. A similar effect was

observed in the formation energies studied in Chapter 2. For instance, the energetics of LaTiO3

and YTiO3 are almost identical. Moreover, we observe the same behavior for A’’MO3. Examples

of this are the energetics of CaTiO3, SrTiO3 and BaTiO3. Nevertheless, the energetics of A’MO3

and A’’MO3 are quite different for a given M and the former tend to bind the adsorbates stronger

than the latter.

3.4. Volcano Plot and Active Perovskites towards ORR and OER

Now that we know the trends in adsorption energies, we can construct the so-called volcano plot.

We assume the 4-electron reaction path for the ORR shown below. The ORR reactants are O2

and 4(H++e-), and the products will be 2H2O. Alternatively, when the reactants are 2 H2O and the

products are O2 and 4 (H++e-), the reaction is OER and will not be spontaneous but is of interest

as well to construct electrolyzers that produce H2.

2( ) ( ) * *gO H e OOH     (3.21)

4 4.92 0.4OOHG E     (3.22)

2* ( ) *OOH H e O H O     (3.23)

3 0.35O OOHG E E     (3.24)

* ( ) *O H e OH    (3.25)

2 0.30OH OG E E     (3.26)

2* ( ) *OH H e H O     (3.27)

1 0.35OHG E    (3.28)
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We convert into Gibbs free energies our calculated DFT energies by adding to them the values of

the entropic and zero-point energy corrections reported by Nørskov et al [78], and provided in

Appendix 2. Moreover, the fact that the binding energies of *OH and *OOH can be expressed in

terms of that of *O drastically simplifies the problem, since the only independent parameter in

the model is then OE . By plotting the 4 free energy changes shown above versus the adsorption

energy of oxygen, the combined volcano plot shown in Figure 3.5 for ORR and OER appears.

Figure 3.5. Combined volcano plot for ORR (top) and OER (bottom). Only the most active perovskite oxides are

shown in green. The Gibbs energy changes of the reaction steps 1G to 4G correspond, in that order, to the blue,

orange, red, and black lines.
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The tops of the volcanoes for ORR and OER are located, respectively, at oxygen adsorption

energies of ~2.0 eV and ~2.8 eV. The highest ORR activities on the strong-binding side of the

volcano are displayed by LaMnO3, YMnO3 and LaRuO3, while on the weak-binding side we

found SrRuO3, LaFeO3, and SrMnO3. Therefore, we conclude that perovskites containing Mn

and Ru are rather active towards ORR and, what seems promising is the fact that the proximity to

the top of the volcano can be engineered by doping the A site. Let us consider the case of Ru

perovskites: LaRuO3 has oxygen adsorption energy of ~1.8 eV, i.e. 0.2 eV to the left of the top

of the volcano. On the other hand, SrRuO3 has oxygen adsorption energy of ~2.2 eV, i.e. 0.2 eV

to the right of the top. As we pointed out before, by oxidizing the atoms in the M site, the

binding strength is decreased. Thus, it seems reasonable to think that A-site doping of LaRuO3

surfaces with Sr will decrease their adsorption energies, approaching the top of the volcano. We

see that in Figure 3.6, where the optimum doping is ~50% Sr in the second layer (see Figure 3.4)

in MO2-terminated (001) surfaces. These perovskites are worth trying experimentally.

Figure 3.6. Effect of doping LaRuO3 with Sr in the second layer of its (001) surface. The optimum doping is found

to be ~50% Sr. Blue line: -G1; black line: -G4; the dashed line represents the location of the equilibrium potential

(-1.23 eV in terms of free energy).
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These conclusions may also be extended for LaMnO3 and YMnO3 doped with Sr. On the other

hand, the highest OER activities on the strong-binding side of the volcano are displayed by

YFeO3, LaCoO3 and CaMnO3, while on the weak-binding side we found SrFeO3, CaFeO3,

SrCoO3, LaNiO3, and YNiO3. Hence, we conclude that the OER is efficiently catalyzed by late

transition metals, namely Fe, Co, and Ni. Again, as for ORR, careful doping in the A site can

lead to improved catalytic activity.

We note that not many data are available in the literature to compare with those in Figure 3.5.

Nonetheless, Bockris and Otagawa [19, 79] reported OER measurements recorded at 10 mAcm-2,

room temperature, and pH = 14. Comparisons between theoretical and experimental

overpotentials are provided in Figure 3.7. We define the theoretical overpotential as the

difference between the activity (y-axis) in Figure 3.5 and the constant line corresponding to the

equilibrium potential of 1.23 V (located at -1.23 eV, according to the theory in Chapter 1).

Figure 3.7 reveals good agreement between our theoretical calculations and experiments. This is

important to verify the applicability of the model in oxides, and most importantly, to corroborate

the organized dependence of the catalytic activity of perovskite oxides on the number of d

electrons of the M-site atoms. Additionally, the data for LaFeO3 and SrFeO3 confirm that

increasing the oxidation state of M-site atoms tends to reduce the binding strength of the

intermediates and can help moving towards the top of the volcano.

Figure 3.7. Comparison between DFT-calculated and experimental (from Refs [19, 79]) OER overpotentials.
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It is worth mentioning at this point that perovskite oxides are appealing as ORR and OER

cathode materials when the electrolyte used is alkaline [18]. They may not be suitable in acidic

media due to stability problems. Even though these materials are very stable against thermal

decomposition, as shown in Chapter 2, they can be corroded by acids. The harsh environment of

PEM fuel cells may thus be destructive for them.

To verify this statement we consider now the specific example of LaNiO3, a very active

perovskite for OER. Its decomposition reaction into elements in aqueous solution is the

following:

 3 26 3LaNiO H e La Ni H O      (3.29)

The Gibbs energy of that reaction is ~3.40 eV at pH = 0. Besides, there are 6 electrons

transferred, so the decomposition potential is around -0.57 V. Thus, LaNiO3 is stable against

element decomposition in acidic media over that potential. However, the ionic decompositions of

La and Ni, given by Reactions (3.30) and (3.31), start at potentials of -2.07 V and -0.25 V [80] (-

6.21 eV and -0.50 eV in terms of free energy), respectively, at all pHs.

3 3La La e   (3.30)

2 2Ni Ni e   (3.31)

Assuming the initial stability of Ni and La atoms in LaNiO3 to be -3.40 eV, then the dissolution

energy is 2.9 eV for Ni, equivalent to 1.45 V, and 0.88 eV for La, equivalent to 0.29 V.

Consequently, for LaNiO3 to be electrochemically stable, one will need to operate the cell at a

potential below 0.29 V, to guarantee that atoms in both A and M sites do not dissolve. This very

low potential is neither of interest for ORR nor for OER. Nevertheless, this analysis constitutes

only a first approximation and each perovskite might display different properties. A full analysis

needs to include kinetic data to account for effects such as passivation or decomposition into

individual oxides (La2O3 and NiO in the case of LaNiO3).
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3.5. Transition State Theory Studies of Perovskite Oxides

In order to study more complicated reactions than ORR/OER microkinetic modeling is required,

which requires knowledge of transition-state energy barriers. These can be estimated from

relations of the Brønsted-Evans-Polanyi (BEP) type [81-82], which are linear relations between

the adsorption energies of the transition and final states of elementary reactions. A typical

dissociation reaction is given below.

2* * *AB A B   (3.32)

The dissociation energy is defined as follows:

* * *2DISS A B ABE E E E    (3.33)

The energy of the transition state is defined similarly. BEP lines relate these two energies in the

way shown in Equation (3.34).

TS DISSE E     (3.34)

In general, the intercept should be positive and the slope equal to one or less, since the transition

state is by definition as stable as the dissociated state or less. In the limit where the transition

state resembles completely the dissociated one, the slope is unity, the intercept null and the line

is called “recombination line”. Therefore, the slope of the BEP lines quantifies the degree of

similarity between transition and dissociated states.

In recent years, BEP relations have been established from density DFT calculations for a number

of molecules on different transition-metal surfaces [83-87] and for a few transition-metal

compound systems [88-89]. Several reactions on transition metals are found to follow a

universality rule, that is, they obey a reactant-independent linear BEP relation, however, it

depends on the structure of the active site [84]. Together with scaling relations [40, 77], linear

relations between molecular adsorption energies and atomic adsorption energies, BEP lines lay

the basis for microkinetic modeling of different reactions where the considered molecules are a

part of. It has been shown that the existence of linear BEP relations directly leads to volcano

curves where the key parameter is the dissociative energy of the key reactant [90].
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As shown in Figure 3.8, LaMO3 perovskites display BEP relations between their energetics, but

they tend to deviate from the recombination line when the surfaces are very reactive, i.e. to the

left of Figure 3.8. Data for CO are shown in Appendix 2.

Figure 3.8. BEP relations for dissociation of diatomic molecules on (001) surfaces of LaMO3, with M = Sc to Cu.

Blue line: recombination; black line: N2; red line: NO dissociation; green line: O2.

We observe that the slopes decrease with increasing combined electronegativity of the adsorbed

atoms. The electronegativities of C, N and O are 2.55, 3.04, and 3.44, respectively. In this way,

the combined electronegativities of C+O, N+N, N+O, and O+O, are, in that order, 5.99, 6.08,

6.48, and 6.88. This ordering is exactly the same as for the slopes: 0.90 (CO), 0.86 (N2), 0.80

(NO), and 0.58 (O2).

This is not a coincidence, since the electronegative order is also displayed by the bond

enthalpies, as shown in Table 3.2. Moreover, there seems to be a close relation between the point

where the BEP lines cross the recombination line and the bond enthalpy of the molecules.
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Table 3.2. Bond enthalpies of gaseous molecules. Values taken from Ref. [91]. RL: Recombination line.

Molecule Bond enthalpy (eV) Crossing point with RL (eV)

CO 11.15 9.06

N2 9.80 10.15

NO 6.55 5.85

O2 5.17 3.25

Since the dissociation of this kind of compounds is a one-dimensional process, one can assume

that the molecule with the smallest bond energy (O2) in Table 3.2 will dissociate at the shortest

distance. In such case, the transition state resembles the initial state. On the other hand, the

molecule with the largest bond energy (CO) will dissociate at the longest distance. In such case,

the transition resembles the final state. This is indeed what we see in Figure 3.8 and in Appendix

2: the BEP line for CO is close to the recombination line (with a slope of 0.9), while that for O2

deviates remarkably at highly negative dissociation energies (with a slope of 0.58).

Now the question is again whether the points forming the BEP lines follow certain order and

why. Figure 3.9 helps answering that question. The reactivity of LaMO3 perovskites for N2

dissociation is: LaScO3 < LaCuO3 < LaNiO3 < LaCoO3 < LaFeO3 < LaTiO3 < LaMnO3 < LaVO3

< LaCrO3. The reactivity decreases with decreasing number of d electrons of the atoms in the M

position, with the exception of LaScO3, LaTiO3, and LaVO3. This is also the ordering for CO

dissociation.

Besides, the reactivity for NO dissociation is the following: LaScO3 < LaCuO3 < LaNiO3 <

LaCoO3 < LaFeO3 < LaMnO3 < LaCrO3 ≈ LaTiO3 < LaVO3. The exceptions are now LaScO3

and LaTiO3.

Moreover, the reactivity for NO dissociation is: LaScO3 ≈ LaCuO3 < LaNiO3 < LaCoO3 <

LaFeO3 < LaMnO3 < LaCrO3 < LaVO3 < LaTiO3. The exception is only LaScO3 in this case.

Based on these data, the minima of the BEP lines in the ranges studied correspond to LaCrO3 (N2

and CO), LaVO3 (NO), and LaTiO3 (O2), while the maximum is in all cases at LaScO3. Based on

this we conclude that the reactivity depends both on the surface and on the adsorbed molecule. In

the following we will rationalize this dependence.
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Figure 3.9. BEP lines for dissociation of small diatomic molecules on (001) surfaces of LaMO3. Metals occupying

the M site in LaMO3 are shown. Black: N2 dissociation; red: NO dissociation; green: O2 dissociation.

One can think of the BEP lines as a scaling relation between two energies ( DISSE and TSE ) that

behave similarly with some electronic structure parameter, namely the number of d electrons of

the M component, in the case of perovskite oxides. In that way, the simultaneous observation of

the variations of these energies with the scaling parameter may explain the particularities of each

BEP line. This is in fact what we observe in Figure 3.10, where both dissociation and transition-

state energies are plotted versus the number of d electrons of the metal in the M site.
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Figure 3.10. Energetic variations of the dissociation and transition states according to the M-site atom in LaMO3.

Top: N2; middle: NO; bottom: O2. Fits (solid lines) as guide to the eye are provided in each case to evidence the

trends.

In each panel of this figure we notice 3 main features that account for all of the particularities of

the BEP lines in Figures 3.8 and 3.9:

● Regions where the two curves overlap, i.e. to the right and to the left of each panel,

have points that belong to the recombination line. This is because those compounds have
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transition states that resemble completely their corresponding final states. Points in the

middle deviate from the recombination line.

● The vertical distance between points for a given perovskite determines the degree of

deviation of each perovskite from the ideal behavior given by the recombination line in

Figure 3.8. Therefore, the largest deviations correspond to the minima in Figures 3.9 and

3.10: LaCrO3 (N2), LaVO3 (NO), and LaTiO3 (O2).

● The minima correspond to LaCrO3, LaVO3 and LaTiO3 because of the availability of

electrons in the surface and the lack of electrons of the atoms in gas phase. As a first

approximation, let us say that Ti3+, V3+, and Cr3+ offer, respectively, 1, 2 and 3 ionic

bonds to the adsorbates. Cr3+ is a d3 ion and nitrogen has 5 valence electrons. Therefore,

N atoms can establish triple bonds to the surface atoms and this is why their transition

state looks as the final state does. V3+ is a d2 ion and nitrogen and oxygen have 5 and 6

valence electrons, respectively. Given this, O atoms can make their needed double bonds

with the surface atoms, but N atoms need another one. Thus, the transition state requires

that the adsorbates have some interaction with each other and with the surface, hence

deviating from the final state configuration. Finally, Ti3+ is a d1 ion and oxygen has 6

valence electrons, respectively. Therefore, O atoms cannot make their needed double

bonds with the surface atoms and the transition state looks as an initial state does, due to

the considerable interaction between O atoms. We summarize these observations in

Figure 3.11.

To the right of the BEP lines we reach the ideal behavior given by the recombination line. In this

limit, the adsorbates have no direct interaction and they are only bonded to the surface. To the

left, deviations appear and are largest at the extremes of each line. Hence, the minima of the

curves seem, as well, to determine the slope of the BEP lines, since the right ends behave

identically due to their connection to the recombination line. This means that O atoms in O2 will

have one half of the surface bonds they need when dissociating on two active sites of Ti3+. This

is equivalent to (1/ 2 1/ 2) / 2 0.5  , which is similar to 0.576. Similarly, N and O in NO on V3+

will have (2 / 3 2 / 2) / 2 0.83  , which is again similar to 0.799. C and O in CO on Cr3+ will

have (3/ 4 2 / 2) / 2 0.875  , which is again similar to 0.900.
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Figure 3.10. Schematics of the transition-state configurations of N2, NO, and O2 on the surface of perovskite oxides.

The normal gas phase configurations of the molecules are shown to the right.

Finally, N atoms in N2 on Cr3+ will have (3/ 3 3/ 3) / 2 1.00  , which is similar to 0.858, but

differs more than the rest of the slopes. Better estimations of the degree of existence of the

theoretical bonds and their strength may improve these values, but as a first approximation based

on simple chemical considerations, those values are acceptable.
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4. CATALYTIC ACTIVITY OF GRAPHITIC MATERIALS TOWARDS ORR/OER

4.1. Introduction

In order for low-temperature fuel cells to be a commercially-viable alternative to the

conventional internal combustion engines for transportation applications, effective, stable and

low-cost catalysts are needed for the ORR, which takes place at the cathode and is known to be

the main source of losses in these devices [14, 92-94]. Due to the limited world supply and the

elevated cost of Pt, the material commonly used as ORR catalyst, the efforts in this field of

science are currently devoted to alloys of non-precious metals with Pt, and to inexpensive

materials such as perovskite oxides and carbon nanostructures [15-18, 21, 30, 93]. The latter

materials, in particular graphene, exhibit extraordinary thermal, mechanical and electro-optical

properties [95-99].

The unusual semimetallic behavior of graphene, a single layer of graphite,  was first studied

theoretically by Wallace in 1947 [100] and lately synthesized experimentally for the first time by

Novoselov et al. [101]. It is remarkable that graphene is a gapless semiconductor, with no gap at

the Dirac point [97], i.e. the K and K’ points in Figure 4.1.



Figure 4.1. a) Basis vectors of the hexagonal lattice of graphene. b) First Brillouin zone of graphene. Adapted from

Ref. [102].
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The basis vectors of the honeycomb lattice of graphene are shown below.

   1 2
a aa 3,1 , a 3, 1
2 2

 

   (4.1)

Besides, the lattice vectors of the reciprocal unit cell shown in Figure 4.1.b) are given in (4.2).

1 2
2 1 2 1,1 , , 1
a a3 3

b b          
   

(4.2)

The term a in Equation (4.1) is related to the carbon-carbon distance, C Cd  , in the following

way.

a 3 C Cd   (4.3)

Atoms in A (B) sites are in red (black). The coordinates of the A and B sites in the unit cell at the

origin are (0,0) and  1 2
1 a a

3


 
, respectively.

The first Brillouin zone of the lattice is shown in Figure 4.1.b). The energy gap between the

valence band and the conduction band vanishes at the K and K’ points, the so-called Dirac

points, located at  K',K , 40 3a
  . This discrete overlap between those bands is responsible for

the semimetallic behaviour of graphene.

In order to change/tune the properties of graphitic materials and, in particular of graphene, the

doping with boron, nitrogen and other atoms depending on the targeted functionality has been

explored [103-105]. Experimentally, techniques for N-doping of carbon nanostructures have

been discussed extensively by Ewels and Glerup [106]. This N-functionalization is remarkably

interesting by itself and also due to the possibility of the formation of stable sites that bind other

types of ligands and can have multiple electronic, chemical, catalytic and mechanical

applications [105, 107-108]. A step forward in this area was made when transition metals were

anchored in graphitic materials functionalized with pyridinic nitrogen atoms. Dodelet and

coworkers have deeply investigated catalysts based on Fe and Co anchored on different nitrogen-

modified carbon supports [20-21, 109-110]. They found that the active sites created in the

interstices between graphitic crystallites in highly porous materials are particularly active

towards the ORR. Nitrogen atoms bond to the edges of the crystallites forming pyridinic sites,
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where a Fe2+ cation is subsequently inserted. The main advantage of these novel catalysts is

given by the porosity of the material, since it increases the formation of pyridinic sites available

for the metal atoms per unit volume. Besides, some other works have shown the catalytic activity

of phtalocyanines [111-112], porphyrins [113], and enzymes [114], which have similar active

sites.

4.2. Graphitic Materials Functionalized with Nitrogen and Transition Metal Atoms

Based on the work of Lefevre et al [21], we constructed two different graphene sheets

functionalized with 4 nitrogen atoms and transition metals. Figure 4.2 shows those two different

arrangements. Both of them contain active sites composed of 4 nitrogen atoms and an anchored

transition metal in the center. However, in Cell A there are 3 carbon atoms between the nitrogen

atoms in the active site, while in Cell B the number alternates between 2 and 3 carbon atoms. As

will be shown later, this cell difference will be reflected as a strain effect on the adsorption

properties, which tends to be larger for active sites with small transition atoms to the left of the

periodic table.

Figure 4.2. 2x2 repetitions of the unit cells used in this study, a) Cell A, with 3 carbon atoms between the nitrogen

atoms in the active site, and b) Cell B, with alternating 2 and 3 carbon atoms between the nitrogen atoms in the

active site. The unit cells are marked in red.
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where a Fe2+ cation is subsequently inserted. The main advantage of these novel catalysts is

given by the porosity of the material, since it increases the formation of pyridinic sites available

for the metal atoms per unit volume. Besides, some other works have shown the catalytic activity

of phtalocyanines [111-112], porphyrins [113], and enzymes [114], which have similar active

sites.

4.2. Graphitic Materials Functionalized with Nitrogen and Transition Metal Atoms

Based on the work of Lefevre et al [21], we constructed two different graphene sheets

functionalized with 4 nitrogen atoms and transition metals. Figure 4.2 shows those two different

arrangements. Both of them contain active sites composed of 4 nitrogen atoms and an anchored

transition metal in the center. However, in Cell A there are 3 carbon atoms between the nitrogen

atoms in the active site, while in Cell B the number alternates between 2 and 3 carbon atoms. As

will be shown later, this cell difference will be reflected as a strain effect on the adsorption

properties, which tends to be larger for active sites with small transition atoms to the left of the

periodic table.

Figure 4.2. 2x2 repetitions of the unit cells used in this study, a) Cell A, with 3 carbon atoms between the nitrogen

atoms in the active site, and b) Cell B, with alternating 2 and 3 carbon atoms between the nitrogen atoms in the

active site. The unit cells are marked in red.
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Moreover, since the transition metals and the nitrogen atoms form square planar complexes, the

d states of the former will present a special splitting. Upon adsorption on atop position, the

complexes will turn into square pyramidal. We checked the Density of States (DOS) of a Co

atom in these complexes in order to determine the energetic ordering of the d-band. Figure 4.3

shows the DOS projected onto the d-states of a Co atom in cell B with and without adsorbates.

a)

b)

Figure 4.3. DOS projected onto the d-states of the Co atom in cell B. a) without adsorbates, b) with *OH adsorbed

on atop position on Co.
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From Figure 4.3.a) it is possible to determine that the increasing energetic ordering of the d-

states is the following: dxy < dxz ≈ dyz < dz
2 < dx

2
-y

2. This ordering is typical of square planar

complexes, where dxy may also be located over dz
2. Furthermore, the ordering remains

approximately constant as expected upon adsorption on atop position. Interestingly, the dx
2

-y
2 is

in all cases unoccupied and above the Fermi level, whereas the dz
2 is occupied when the active

site is clean, but unoccupied when *OH is adsorbed, evidencing an ionic bond between Co and

OH.

Now that the orbital splitting has been determined, the question to solve is whether Co will have

an oxidation state of +2 or +3. The electronic distribution of a neutral Co atom is as follows: 1s2

2s2 2p6 3s2 3p6 4s2 3d7. Therefore, the distribution ends in s2d7. If we had Co2+, the orbital

splitting would be that of a d7 atom. On the other hand, if we had Co3+, the orbital splitting would

be that of a d6 atom. Our spin polarized calculations show that the resulting magnetic moment on

Co is S = 1. Moreover, in the presence of *O, S = 1; whereas in the presence of *OH and *OOH,

S = 0.

Figure 4.4 shows the low-spin state electronic distribution in the d-bands of Co2+ and Co3+,

taking into account the orbital ordering inferred from Figure 4.3.

Figure 4.4. Low-spin state distribution of electrons in the d-band of Co ions a) Co2+, and b) Co3+, in square planar

and square pyramidal complexes with 4 nitrogen ligands. The distribution resulting upon adsorption of the ORR

intermediates is also shown.
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According to Figure 4.4, the expected magnetic moments of a Co2+ would be: S = 1 or S = 3 with

no adsorbates; S = 1, 3, or 5 with *O; and S = 0, 2, or 4 with *OH and *OOH. Besides, the

expected magnetic moments of a Co3+ ion would be: S = 0, 2, or 4 with no adsorbates; S = 2 or 4

with *O; and S = 1, 3, or 5 with *OH and *OOH. The different possibilities in each case

correspond to low-spin, intermediate-spin (if any), and high-spin states. The ground-state spin

will correspond to the arrangement with the lowest energy. Based on this, we find that the ion

present in the complex is Co2+ and has a low-spin ordering of its d-states. Similar analyses can be

made to the rest of elements considered in this study, in order to find the oxidation states

reported in Table 4.1.

Table 4.1. Possible oxidation states of the transition metals in the active sites, based on the spin analysis shown in
Figure 4.4). When certain oxidation states render identical spin numbers, we use the preposition “or”. On the other
hand, when the oxidation state increases upon adsorption of *O, we use the preposition “and”.

Element in the active site Oxidation States

Cr +2 and +3

Mn +2 or +4

Fe +2

Co +2

Ni +2

Cu +2

Ru +3 and +4

Rh +2

Pd +2

Ag +1 and +2

Ir +2

Pt +2

Au +1 or +3



Federico Calle Vallejo PhD Thesis

69

4.3. Trends in Adsorption Energies of ORR/OER Intermediates

Following the ideas exposed in the Introduction of this chapter, it seems particularly attractive

the possibility of screening theoretically and developing experimentally carbon nanostructures

functionalized with N and transition metals, for catalytic applications. The latest advances in

Density Functional Theory (DFT) make it possible to accurately determine adsorption energies

that can hence be used as ORR activity descriptors, long time ago predicted to determine the

ORR and OER activity of materials and confirmed lately [16, 19, 115]. We have exhaustively

investigated the trends in the catalytic performance of graphitic layers with late transition metals

anchored to pyridinic active sites towards the ORR, on the base of computational routines

including calculation of the adsorption energies of the ORR intermediates (*O, *OH, *OOH),

and the scaling relations between them [40, 77]. The insight allows for the identification of

promising candidates through a Sabatier analysis [116].

The adsorption energies of the ORR intermediates, *O, *OH, and *OOH, were calculated

relative to H2O (g) and H2 (g), according to Eqns (4.4) to (4.9), where GrM represents the active

site in the functionalized graphene sheet.

2 ( ) 2 ( )g gGrM H O GrM O H    (4.4)

2 2
( )O GrM O GrM H O HE E E E E     (4.5)

2 ( ) 2( )
1
2g gGrM H O GrM OH H    (4.6)

2 2

1( )
2OH GrM OH GrM H O HE E E E E     (4.7)

2 ( ) 2( )
32
2g gGrM H O GrM OOH H    (4.8)

2 2

3(2 )
2OOH GrM OOH GrM H O HE E E E E     (4.9)

The trends in adsorption energies of the ORR intermediates in graphitic materials with active

sites composed of 4N and transition metals are shown in Figure 4.5. Interestingly, we note that

an increase in the number of d-electrons of the transition metals in the active sites tends to
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decrease the strength of the interaction between the active site and the adsorbates. This

systematic behavior is explained by taking into consideration the splitting of the d-band of the

transition metal in this kind of complexes, shown in Figure 4.4 for the specific case of Co. On

the other hand, we observe in Figure 4.5 a constant separation of ~3.18 eV between the energy

levels of *OH and *OOH, while that of *O moves in between those two. This in agreement with

our previous analyses carried out on oxide surfaces which concluded that the energy levels of

*OH and *OOH have a constant separation of ~3.2 eV (No 3 in List of Included Articles).

Figure 4.5. Trends in adsorption energies of the ORR/OER intermediates for Cell B. Dashed lines as guides to the

eye show the trends and the constant separation of ~3.2 eV between the energy levels of *OH (red) and *OOH

(yellow), while that of *O (blue) is in between. Generally, an increase in the number of d-electrons of the transition

metals decreases the strength of the interaction between the active site and the adsorbates.

From a chemical point of view, we find two limiting cases in Figure 4.5: (1) When the *O level

equals that of *OH, i.e. for active sites to the left of the figure, the stability of the *OOH

intermediate is limited by the O-O bond strength, which will tend to decompose into tightly

bound *O and free OH. This is the case for elements in group 6 and before. This extreme is not

convenient due to the instability of the *OOH intermediate and the exaggerated *O adsorption
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energy which will poison the active site. (2) When the *O level equals that of *OOH, i.e. to the

right of the figure, the stability of the *OOH intermediate will be limited by the M-O bond

strength and *OOH will then be loosely bound to the surface or will not stick to it at all. This is

the case for elements in groups 10 and 11. This extreme is inconvenient due to the weak binding

of *OOH, which is the first intermediate of the ORR.

The reaches of Figure 4.5 can also be seen explicitly in Figure 4.6. In it we present the scaling

relations between the adsorption energies of the ORR adsorbates. We note that the positions of

the different transition metals along the lines are given by their number of d electrons.

Furthermore, the gaps of ~1 eV in the *O adsorption energies and ~0.5 eV observed in the *OH

and *OOH adsorption energies in both panels in Figure 4.6, strictly separate active sites with

metals belonging to groups 9 and before, from those in groups 10 and 11. This evidences the

antibonding nature of the d orbitals in these complexes and the discrete energetic leaps implied

in their filling. The linear behavior with an ideal slope of 0.5 in Figure 4.6 has already been

reported for metals and oxides [40, 77] and is of special use to construct the volcano plot in

Figure 4.7, by using Equations (3.21) to (3.28).

Figure 4.6. Scaling relations between the adsorption energies of the ORR/OER adsorbates. Right panel: *O vs.

*OH; left panel: *O vs. *OOH. Data for cells A and B are given in green and purple, respectively; the transition

metal anchored to the 4N active site is also given. The position of the different transition metals along the lines is

given by their number of d-electrons.
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4.4. Combined Volcano Plot for ORR/OER

We assume the 4-electron reaction path for the ORR shown in Chapter 3. We convert into Gibbs

free energies our calculated DFT energies by adding to them the values of the entropic and zero-

point energy corrections given in Appendix 2, and by adding a solvation correction to the ORR

adsorbates which we have estimated as ~0.30 eV.

2( ) ( )gO H e GrM GrM OOH      (4.10)

4 4.92 0.4 0.30OOHG E     (4.11)

2( )GrM OOH H e GrM O H O       (4.12)

3 0.35 0.30O OOHG E E     (4.13)

( )GrM O H e GrM OH      (4.14)

2 0.30 0.30OH OG E E     (4.15)

2( )GrM OH H e GrM H O      (4.16)

1 0.35 0.30OHG E     (4.17)

The volcano plot in Figure 4.7 contains the lines representing the Gibbs free energies of each

step in the following mechanism for the metals considered, and the tops for ORR (at ~2.3 eV)

and OER (at ~2.6 eV) result from the intersection of those lines. We have marked in Figure 4.7

only the closest sites in activity to the tops of ORR and OER: the former will be efficiently

catalyzed by sites with Fe, Ir, Mn, Ru, and Rh; while the latter will be catalyzed by active sites of

Co, Rh, and Ir. Our findings on graphitic materials with sites composed of Fe are in excellent

agreement with previous experimental results [20-21, 109-110]. However, the insight given by

DFT goes beyond to pinpoint sites with elements belonging to groups 7 to 9 in the periodic table

as active materials towards ORR and OER.
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Figure 4.7. Combined volcano plot for the ORR (up) and OER (below), resulting from the thermodynamic analysis

shown in the main text. Only the most active metals in cells A and B are shown in green and purple, respectively.

For the ORR the lowest overpotentials are achieved by active sites containing Fe, Ir, Mn and Ru, whereas for OER

are achieved by active sites of Co, Rh and Ir.

The optimal ORR and OER catalysts belong to these groups of elements since they have a good

compromise between the M-O and O-O bond strengths, so that the *O level is adequately placed

in between those of *OH and *OOH. In this respect, active sites composed of Ir seem

particularly interesting, since they seem to be active both for ORR and OER. This alternative is

worth trying experimentally, especially since Ir porphyrins and phtalocyanines have been used

before for ORR [117-118].

Furthermore, we observe that the most active sites have commonly the oxidation state +2. From

a chemical point of view this is important, since it shows the important role that coordination and

oxidation state play in the activity of determined species towards certain reaction. For instance,

noble metals like Pt or Pd which have null oxidation states in metal phase, are the most active

towards the ORR, whereas in the graphitic environment considered here, having a different

coordination and oxidation state, tend to bind too weakly. On the other hand Fe, normally seen as

a reactive metal, displays high activity in this graphitic environment. We remark here that, as in
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the case of pure metals, the range of active elements is not large, but in the case of graphitic

materials the promising candidates contain more non-noble options. This is why these materials

are appealing for conducting the ORR in fuel cells and/or the OER in electrolyzers. Nonetheless,

issues like the low density of active sites and mass transport limitations at high current densities

are practical issues that need to be solved before these inexpensive catalysts can spread in

technological applications [21].
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5. TRENDS IN ADSORPTION ON NEAR-SURFACE AND SURFACE ALLOYS OF

PLATINUM AND LATE TRANSITION METALS

5.1. Introduction

Following extensive studies of the surfaces of pure elements over the past few decades, more

complex material structures such as alloys and oxides have in recent years received considerable

attention as candidate materials for the computational design of catalytic surfaces [34, 77-78]. In

particular, alloys of Pt have proved high structural and compositional versatility, and the synergy

between components introduces the so-called “bifunctionalities” and other new and unexpected

features to the materials in addition to ligand and/or strain effects which can improve the

catalytic performance of pure Pt for a number of diverse reactions [16-17, 119-120].

In real alloys ligand and strain effects are normally entangled, nonetheless electronic structure

simulations have successfully been used to de-convolute and study them separately [7-8]. Strain

is the major effect in the case of Pt overlayers or “dealloyed” core-shell nanoparticles [17, 121-

122], where a thin layer of Pt is stretched or compressed according to the lattice constant of the

host, thereby attaining a higher or lower reactivity, respectively.

Near-Surface Alloys (NSAs) and Surface Alloys (SAs) have the great advantage of preserving

the lattice constant of Pt, and therefore no compressing/stretching effects influence the reactivity.

This absence of lateral strain allows for systematic studies of the ligand effect, introduced by the

alloying metals and their concentration in the surface and subsurface layers, on the catalytic

activity. Previously, the effect of ligands on the reactivity has been studied on NSAs of Pt where

the subsurface layer was exchanged with a different metal [123]. In the present study we focus

on trends in the ligand effect as the concentration of the alloying metal in the two top layers is

varied. We illustrate the differences in adsorption behavior of CO between NSAs and SAs of Pt

with Cu as a particular case study. There has been recent interest in Pt-Cu alloys due to their

surprising properties and possible technological applications in important reactions such as

Water- Gas Shift and Oxygen Reduction [17, 119-120]. Moreover, we extend our findings to

other late transition metals, in a first attempt to systematize the behavior of these compounds in
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terms of a simple parameter which is possible to observe and control experimentally: the

proportion of the components of the alloying element in the 2 top layers of the surface.

5.2. Adsorption Energies within the d-band Model

NSAs and SAs (M3-xPtx / M3-yPty, where M is a late transition metal and x,y[0, 1, 2, 3]) were

formed by replacing atoms from the 2 top layers of a slab of 12 atoms with Pt and M in the ratio

indicated by the stoichiometry, as shown in Figure 5.1.

Figure 5.1. Structural schematics for the top layers of the studied NSAs and SAs of Pt (gray) and Cu (orange). The

labels of the structures, i.e. Pt3, Pt2Cu1, Pt1Cu2 and Cu3, indicate the stoichiometry of the layer. Red arrows are used

to show the (√3x√3) R30° (111) unit cell.

The adsorption energies were calculated relative to CO (g) and clean slabs, denoted here as PtM,

according to Equations (4.4) and (4.5).
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( ) ( )g adsPtM CO PtM CO   (5.1)

CO PtM CO PtM COE E E E    (5.2)

The left panel in Figure 5.2 shows the variation of ΔECO from Eqn (4.5) versus the d-band center

(d) of the Pt atom on top of which CO is bound. The compositions of the 2 top layers of each

alloy are also given.

Figure 5.2. Adsorption energies of CO for various NSAs and SAs of Pt and Cu versus the d-band center of the Pt

atom to which CO is bound (left panel), and versus the total amount of Cu in the 2 top layers, Cu (right panel).

Labels over the points indicate the layer compositions. The use of Cu instead of d generates a well-defined grid that

allows further interpolations.

That panel in Figure 5.2 clearly shows that d is essentially constant, within a range of

approximately 0.1 eV, for alloys with the same composition in the first layer, independently of

the proportions in the second. Interestingly, these alloys have quite different adsorption energies,

the biggest difference being around 0.6 eV (between Cu1Pt2/Pt3 and Cu1Pt2/Cu3). This is an

exception to the d-band model by Hammer and Nørskov [47], since d is constant but the

adsorption energy changes and, therefore, the variations in the d-band do not describe those of

binding energies. Therefore, d and ΔECO are unlikely influenced by the composition of the alloy,
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since d is highly independent of the influence of the second layer, whereas ΔECO is strongly

dependent on it. These variations give raise to a plane instead of a line (not necessarily straight)

relating ΔECO and d, as shown in Figure 5.2. However, we also note in the left panel of Figure

5.2 the existence of 4 different lines in which the composition of the second layer is fixed, while

the variations along the lines are given by the composition of the first layer. For example, the

bottom line goes from Pt3/Pt3 to Cu2Pt1/Pt3, passing by the intermediate composition Cu1Pt2/Pt3,

and having all of them in common a full monolayer of Pt in the subsurface layer. Moreover, the 4

lines have, for all intents and purposes, identical slopes.

On the other hand, the dissimilar variations of ΔECO with d are not exclusive of the Pt-Cu alloys. Figure

5.3 shows the behavior of various NSAs and SAs of Pt and selected late transition metals. We observe

that the dissimilarities do not permit a univocal characterization of the considered alloys.

Figure 5.3. Variations of ΔECO with d for selected alloys of Platinum and late transition metals: a) Pt-Fe, b) Pt-Rh,

c) Pt-Pd, and d) Pt-Zn.
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The behavior of Pt-Pd and Pt-Rh is similar to that of Pt-Cu, and the trends suggest again the formation of

several lines with constant composition in the second layer. On the other hand, Pt-Zn and Pt-Fe tend to be

linear, but the deviations from a least-squares fit would be rather large. It is also a noteworthy fact that the

range of values of d is smaller or at least equal to that of ΔECO. Therefore, the adsorption energies change

rapidly and small differences in d are usually accompanied by large differences in ΔECO.

5.3. Trends in Adsorption Energies with Alternative Descriptors

Since it is the addition of the alloying metal what causes the changes in the adsorption properties,

we speculated that the composition (M) of the NSAs and SAs might be used as a descriptor for

their adsorption energies. This is in fact what the right panel in Figure 5.2 confirms. The use of

the total amount of Cu in the alloy generates a well-defined grid where one is able to determine

the adsorption energy of any alloy given the composition of the 2 top layers. Interestingly, the

vertical lines in this Figure corresponding to alloys with constant amounts of Cu reveal an

important feature of the alloying process: the effect of Cu on the adsorption energies is layer-

dependent. Cu in the first layer will strengthen the Pt-C bond compared to pure Pt, whereas Cu in

the second layer will weaken it. Nevertheless, an important question at this point would be

whether these findings are applicable to other alloys of Pt. Figure 5.4 shows this is indeed the

case for the other selected surface alloys of Pt with late transition metals. We note that the effect

of dosing the alloying metal on Pt (111) surfaces is qualitatively the same over the binding

energies, but quantitatively different, according to the energy scales in the 4 panels of Figure 5.4,

and we will come back to this later.

As shown in Figure 5.3, these alloys have dissimilar ΔECO vs. d correlations, while those of

ΔECO vs. M are identical, according to Figure 5.4, and these similarities allow for further

systematization. The dissimilarities in the ΔECO vs. d correlations reflect that the effect of the

SA compared to NSA on the electronic structure of Pt changes as the ligand metal is changed.

For Pt-Rh SAs and NSAs d is mainly influenced by the composition of the second layer, Pt-Pd

has a characteristic somewhere in between Pt-Cu and Pt-Rh SAs and NSAs. This means that we

cannot predict trends in reactivity directly from trends in electronic structure, and some

calculations of adsorption energy are necessary.
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Figure 5.4. DFT calculated adsorption energies of CO versus the composition () of the top 2 layers for selected

alloys of Pt and late transition metals (M): a) Pt-Fe (group 8); b) Pt-Rh (group 9); c) Pt-Pd (group 10); d) Pt-Zn

(group 12). In all cases a well-defined grid is formed.

5.4. Adsorption Energy vs Composition Maps

The procedure for the creation of adsorption energy vs. composition maps for a given alloy
consists of the 3 following steps. Figure 5.5 schematizes the methodology.

1) Set of the origin and calculation of the 2 first maxima: pure Pt (o), universal for all alloys and

therefore used as origin; the alloy with the maximum amount of M only in the second layer, i.e.

Pt3/M3 in the unit cell we used (m2); and the alloy with the maximum amount of M only in the

first layer, i.e. M2Pt1/Pt3 (m1). The 3 points are plotted in a ΔECO vs. M plane.

2) Calculation of the 2 composition vectors: 1 goes from o to m1 and corresponds to the first

layer composition; and 2 goes from o to m2 and corresponds to the second layer composition.
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3) Location of the third maximum: by adding 1 and 2 with the parallelogram rule we get 3,

which has m3 as tip and the maximum amount of M in both layers (M2Pt1/M3) since it is the sum

of the vectors with the maximum amount of M in the 2 top layers, separately.

Figure 5.5. Schematics of the proposed vector analysis for CO adsorption energies versus the composition of Pt
alloys with late transition metals. The binding energy of a NSA or SA can be found with a linear combination of 1
and 2, the vectors of the first and second layer compositions, respectively.

It is worth noticing that the effect of the subsurface layer composition is basically independent

on the effect of the surface composition, which means that only 2 binding energies are required

(m1 and m2, since o is universal and m3 is derived from m1 and m2). Moreover, a direct

consequence of this vector analysis is that any intermediate composition can be approximately

calculated by a linear combination of the independent vectors 1 and 2, and it can be said that

these vectors span the whole range of compositions and binding energies delimited by o, m1, m2

and m3. This saves considerable computational time and allows for fast screening studies and

avoids Densities of States (DOS) calculations. This analysis also applies if CO induces a

complete segregation of M from the subsurface to the surface or vice versa [119, 124], since one

O

m2

m1

m3

2

1

3

Maximum amount of M in
the 1st layer

Maximum amount of M in
the 2nd layer

Maximum amount of M in
the 1st and 2nd layersPure Pt

∆ECO
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of the vectors will be null while the other will still represent the compositional variations of the

alloy.

Figure 5.6 collects the different planes formed when the composition of the alloys is used as

descriptor for the variation of the binding energies. It can be seen in this figure that the

magnitudes and the directions of the layer vectors depend upon the alloying metal, being the

sizes of the planes smaller for alloying atoms with d-state radii ( ( )M
dr ) close to that of Pt (1.116

Å), as for Pd (1.012 Å) and Rh (1.066 Å), but dissimilar for Fe (0.864 Å), Cu (0.721 Å), and Zn

(not available, but presumably close to that of Cu) [125]. We remark here that the shapes of the

planes are approximately parallelogram-like, but they are not perfect.

Figure 5.6. Parallelograms formed by the variations of ΔECO with M for selected alloys of Platinum and late

transition metals: Pt-Cu (violet), Pt-Fe (red), Pt-Pd (blue), Pt-Rh (green), and Pt-Zn (orange). The black point

represents pure Pt (111).

5.5. Geometrical Observations

Continuing with the Pt-Cu system as case study we present some geometrical observations on the

behavior of these alloys. The left panel of Figure 5.7 shows that in all NSAs and SAs of Pt and
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Cu there is a contraction of the interlayer distance compared to that of pure Pt due to the lack of

coordination of the top layer. The differences between alloys will again be given by the amount

of Cu in the 2 top layers. On the other hand, the right panel of Figure 5.7 shows that the effect of

adding Cu to Pt will, in general, cause an increase of the CO bond length to the surface.

From the trends in that figure it follows that the formation of NSAs, SAs or a combination of

both over the 2 top layers will result in a reduction of the interlayer distance. By contrast, the

effect over Pt-C distances will be repulsive, the strength of the effect being dependent on the

location of Cu. For a given composition, the alloy having most Cu in the second layer will have

the longest bond length to CO and the weakest adsorption energy.

Figure 5.7. Distance between the first and the second layers, and between Pt and C in CO adsorption versus the

amount of Cu present in the alloys (right and left panels, respectively). The addition of Cu has an attractive effect on

the 2 top layers, whereas the effect on CO is repulsive.

Table 5.1 shows the internuclear Pt-Pt and/or Pt-Cu distances between the Pt atom binding CO

and its 3 nearest neighbors in the second layer for all alloys considered. Pt-C distances and

matrix elements (defined and used in the next section) are also given, indicating in all cases the

amount of Cu and the stoichiometry of the layers.
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We note that the difference between layer distances with and without CO is in average 0.02Å.

This means there will be no important relaxation between layers due to CO adsorption. Given

this, gas phase CO will (in an Effective Medium Theory (EMT) picture [77, 126]) have to find

its equilibrium position as an adsorbate by getting closer to/further apart from the surface, in

order to optimize the embedding electron density from the surface, which varies according to the

amount of Cu and its specific location.

Table 5.1. Geometrical and bonding interaction data for Pt-Cu alloys.

Alloy Cu (ML) d1L-2L / Å dPt-Pt / Å dPt-Cu / Å dPt-C / Å VPt
ddm / eV VPt

pdm / eV

Cu1Pt2 / Cu1Pt2 0.667 2.208 2.756 2.749 1.873 0.428 1.874

Cu1Pt2 / Cu2Pt1 1.000 2.157 2.704 2.711 1.882 0.408 1.838

Cu1Pt2 / Cu3 1.333 2.081 - 2.645 1.889 0.387 1.810

Cu1Pt2 / Pt3 0.333 2.274 2.807 - 1.861 0.442 1.921

Cu2Pt1 / Cu1Pt2 1.000 2.143 2.729 2.730 1.878 0.354 1.854

Cu2Pt1 / Cu2Pt1 1.333 2.091 2.668 2.681 1.887 0.336 1.820

Cu2Pt1 / Cu3 1.667 2.028 - 2.603 1.897 0.316 1.780

Cu2Pt1 / Pt3 0.667 2.192 2.768 - 1.869 0.373 1.890

Pt3 / Cu1Pt2 0.333 2.259 2.797 2.783 1.876 0.499 1.862

Pt3 / Cu2Pt1 0.667 2.199 2.747 2.743 1.885 0.481 1.826

Pt3 / Cu3 1.000 2.120 - 2.681 1.891 0.461 1.805

Pt3 / Pt3 0.000 2.338 2.857 - 1.865 0.509 1.905



Federico Calle Vallejo PhD Thesis

85

5.6. Electronic Structure Considerations

Finally, we will make use of the geometric considerations exposed in Section 5.5 and some

simple electronic structure considerations to give a plausible physical explanation to the

observations presented along this chapter.

According to Section 5.5, we have 2 separate effects: the interaction between layers, and the

interaction of the surface with the adsorbate. The former will take place before the adsorption

process, while the latter is adsorption itself, and the two processes can be considered independent

from each other since the difference between layer distances with and without CO is in average

0.02Å.

It has been shown in other works [122-123, 125] that within a tight-binding framework, the

matrix element describing the bonding interaction between Pt (in this specific case) and its 9

nearest neighbors in a (111) surface, which could be either Pt or Cu, can be estimated with

Equation (5.3).

3
( ) ( ) 22 9

5
1

Pt j
d dPt ddm

ddm
j Pt j

r r
V

m d


 

    (5.3)

Here we take ddm to be unity, as it was done before for uniformity purposes [122-123]. The term

Pt jd  is the internuclear distance between Pt and its 9 nearest neighbors (2.84 Å for the 6 nearest

neighbors in the first layer, and the average values for the 3 neighbors in the subsurface are

shown in Table 5.1. On the other hand, the matrix element accounting for the interaction of Pt

and C when CO is adsorbed on top of is given by Equation (5.4).

( ) 3 ( )2

4

( )Pt C
d ppdmPt

pdm
Pt C

r r
V

m d







(5.4)

The p-state radius (6.59 Å) is taken again Ref. [125], and Pt Cd  is the distance between Pt and C

calculated with DFT (the Pt-C distances are listed in Table 5.1), and we take p d m to be unity.

The correlation between Pt
ddmV and Pt

pdmV is shown in Figure 5.8. This figure shows that the overall
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effect of Cu in the alloys is the reduction of both kinds of matrix elements. Furthermore, 3 lines

of constant first layer composition appear in the plot and resemble the approximately vertical

lines of constant d-band center in the right panel of Figure 5.2. The appearance of those lines

shows again that for a constant first layer composition, the addition of Cu into the second layer

will only modify slightly the interaction of Pt with its nearest metal neighbors, while the

interaction with the C atom in CO will decrease significantly. This means that ΔECO and d are

differently affected when forming NAs and SAs of Pt, and that the effect should be stronger in

ΔECO, as we pointed out before.

Figure 5.8. Variations of the matrix elements accounting for the bonding interactions of a surface Pt atom with its 9

nearest neighbors (x axis) and with C in adsorbed CO (y axis). In general, the addition of Cu to Pt diminishes both

matrix elements, and 3 lines of constant first layer composition with similar slopes seem to form.

At this point, it is convenient to mention that the composition-based analysis shown throughout

this chapter could be taken as a chemical approach to the problem. The method is easy to apply

and has predictive power. Alternatively, a physical approach can be obtained by combining the

matrix elements accounting for the interaction of Pt and C when CO is adsorbed on top of Pt and

the energies of the states involved in the bonding process, via a Tight Binding analysis.
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Assuming that the difference in binding energies will come from the interaction of the d-states of

Pt with the p-states of C and that the interaction will include 1 electron from the former and 2

from the latter, the hybridization process can be summarized by Figure 5.9.

Figure 5.9. Tight Binding scheme of the hybridization of a 5d level of Pt with a 2p orbital of a C atom.

Within this formalism the orbital energies, E, can be obtained by solving the following secular

determinant:

0
Pt

d pdm
Pt

pdm p

E V
V E








(5.5)

Where d and p (fixed at -3.50 eV) represent the energies of the d and p states involved in the

hybridization, respectively, and Pt
pdmV is the matrix element representing the bonding interaction

between Pt and C. Equation (5.5) turns into the following:

2 2( ) ( ) 0Pt
d p d p pdmE E V        (5.6)
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Equation (5.6) has the solution shown below.
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 
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 (5.7)

By making a first-order Taylor expansion on the square root in Equation (5.7), the energies of the

bonding (EB) and antibonding (EAB) states can be approximated by:

2( )
8 2
d p d p Pt

B pdmPt
pdm

E V
V

    
    (5.8)

2( )
8 2
d p d p Pt

AB pdmPt
pdm

E V
V

    
   (5.9)

The gain in energy upon adsorption compared to the isolated states, i.e. the adsorption energy,

which according to Figure 5.9 is equivalent to twice the energy of a bonding state plus the energy

of an antibonding minus the energy of the isolated d and p states, is given by Equation (5.10).

2( )
2 2

8 2
d p d p Pt

ADS B AB p d pdmPt
pdm

E E E V
V

   
 

 
         (5.10)

Figure 5.10 shows the correlation between the DFT adsorption energies of CO and the

expression on the right side of Equation (5.10), which is a second order expansion in d. The

combination of d-band centers with the coupling interactions between Pt and C (using now

3 15 2pdm   as in Ref. [125]) within a single model is able to capture the continuous

variations of the binding energies with the change in the composition of the alloys. However, this

approach is only explanatory but not predictive since it uses distances and matrix elements

obtained as outputs of the DFT calculations. Therefore, at the moment we use the chemical

approach since it avoids the calculation of densities of states and matrix elements and distances

and, most importantly, has predictive power.



Federico Calle Vallejo PhD Thesis

89

Figure 5.10. Correlation between DFT adsorption energies and electronic structure parameters. The inclusion of

more parameters into the model shows a single linear variation between electronic structure variables and adsorption

energies in which the addition of Cu has the effect of decreasing the adsorption energy of CO.
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5.7. METHOD

The DFT calculations of CO adsorbed on NSAs and SAs were performed in the plane wave code

Dacapo [127] with the RPBE exchange-correlation functional [6]. A periodic (√3x√3) R30°

(111) unit cell with 1/3 ML coverage of CO on top of Pt with 4 layers of metal atoms for each

slab and approximately eight equivalent layers of vacuum between successive slabs were used in

the present studies. The 2 top layers and the adsorbates were free to move vertically, while the 2

bottom layers were kept fixed at the optimized bulk positions of Pt with a lattice constant of 4.02

Å. The relaxations of the atoms were carried out with a Quasi-Newton minimization scheme,

until the maximum force on any atom was below 0.05 eV Å-1. Ionic cores were described by

ultrasoft pseudopotentials [128]. The Kohn-Sham one-electron states were expanded in a sum of

plane waves with an energy cutoff of 450 eV and a density cutoff of 500 eV. The Brillouin zones

of all systems were sampled with 6x6x1 Monkhorst-Pack grids [129]. The self-consistent RPBE

density was determined by iterative diagonalization of the Kohn-Sham Hamiltonian at an

electronic temperature of kBT = 0.1 eV, using Pulay mixing of densities, and all total energies

were extrapolated to kBT = 0 eV. Spin polarization effects were taken into account only for PtFe

alloys.
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6. APPLICATIONS OF THE NEAR-SURFACE ALLOYS AND SURFACE ALLOYS OF

PLATINUM AND COPPER

We present in Subsection 6.1 the results of the work done in collaboration with the

experimentalists Dr Klas Andersson and Professor Ib Chorkendorff, from CINF, DTU [119].

Moreover, in Subsection 6.2 we show the results of the work done in collaboration with

Bondarenko et al, from CINF, DTU (See No 6 in List of Included Articles).

6.1. Thermochemical Stability of the NSAs and SAs of Pt and Cu

6.1.1. Introduction

Bimetallic alloys offer a way of tuning electronic structure and catalytic properties of metal

surfaces [130-135]. It is of paramount importance to the catalytic performance of an alloy

surface its composition and structure under reaction conditions, since the bonding of adsorbates

may induce changes in local atomic composition and surface structure, thereby changing the

activity and selectivity of the catalyst. Capitalizing on such effects for catalyst preparation means

greater flexibility in alloy surface design for low-temperature applications. Generally, the

exposure to adsorbates induces segregation of the more reactive alloy component to the surface

[136-143], i.e. the one forming the strongest chemical bond with the adsorbates. Counterintuitive

to this picture, we show that CO adsorption induces surface segregation of the less reactive alloy

component, Cu, switching a Pt-Cu NSA [120] to a novel well-ordered Pt-Cu SA. The Pt-Cu NSA

was recently suggested as a promising catalyst for the water-gas shift ( 2 2 2CO H O H CO   )

because of reduced Pt-CO bonding strength on a Pt catalyst surface with Cu present in the

second layer [120], alleviating possible CO-poisoning problems [144].

We show here that the NSA is unstable at elevated CO pressures and sample temperatures,

forming instead a self-organized CO/Pt-Cu SA. Previous DFT studies [120] indicated increased

Pt-CO bonding when Cu is present in the first layer, similar to what is observed for other

coinage/Pt-group metal systems [145-148], and supported by the vector analysis presented in

Chapter 5. Here we prove Cu surface segregation induced by drastically stronger Pt-CO

adsorption energetics in the self-organized CO/Pt-Cu SA.
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6.1.2. Experimental Findings [119]

Initially, a Pt-Cu NSA was prepared by depositing one atomic layer of Cu (θCu = 1 ML) on Pt

(111) and annealing to 800 K. X-ray Photoelectron Spectroscopy (XPS), Ion Scattering

Spectroscopy (ISS), and Low-Energy Electron Diffraction (LEED) analyses [119] supported

prior findings [120] that, after deposition and subsequent annealing, Cu is preferentially located

in the second layer. The sample was exposed to CO at a pressure of 2 mbar for 10 min at various

sample temperatures and then cooled to room temperature over 10 min in CO, after which CO

was evacuated. We show in Figure 6.1 the CO Temperature-Programmed Desorption (TPD)

spectra obtained under UHV before and after the HPC CO treatments.

Figure 6.1. CO TPD spectra (2 K/s) recorded under UHV after various sample treatments. a) Reference and post-

treatment TPDs for a 1 ML Cu/Pt (111) NSA exposed to CO at 2 mbar for 10 min at the temperatures shown in the

figure. Bottom and top traces (reference TPDs): NSA UHV (no high-pressure exposure) and 0.5 ML of CO on clean

Pt (111), respectively. b) TPDs after 2 mbar CO treatment at 673 K for varying amounts of Cu as displayed in the

figure. Also marked in the figure are three distinctive regions (1, 2, and 3) and observations of a √3x√3 R30° LEED

pattern. Figure taken from Ref. [119].
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First, for adsorption of CO under UHV conditions, we compare the CO desorption from the Pt-

Cu NSA (Figure 6.1.a), bottom trace) to that from pure Pt (111) (Figure 6.1.a), top trace).

Evidently, less CO is adsorbed at room temperature and binds significantly more weakly (i.e.,

desorbs at a much lower temperature) on the Pt-Cu NSA. This agrees well with prior findings

[120], and with the analyses in Chapter 5. The exposure of the Pt-Cu NSA surface to 2 mbar CO

at 300 K results only in very small changes. However, after treatment at temperatures in the

range 473-723 K in the 2 mbar CO, the CO desorption peaks are located at temperatures as high

as 580 K. For Ttreatment ≥ 623 K, the CO coverages are large and saturated at 0.3-0.33 ML. The

results demonstrate drastically increased CO binding energy, even compared with that on pure Pt

(111), and we conclude that the Pt-Cu NSA is not stable but undergoes changes when in the CO

environment at elevated temperatures. The changes are reversible upon desorption of the CO

under UHV by annealing to 673-800 K, which regenerates the NSA and its CO adsorption

characteristics (Figure 6.1.a), bottom).

On the basis of the TPD spectra measured after HPC CO treatments at 673 K for samples with

varying θCu in the range 0-3 ML (Figure 6.1.b)), three different regions were established: 1) θCu <

0.62 ML, 2) 0.62 < θCu <1.7 ML, and 3) θCu > 1.7ML. The starting surfaces were as-deposited

Cu on Pt (111). The treatment temperature, 673 K, was chosen based on the findings in Figure

6.1.a) and is well above the onset for Cu diffusion into Pt [149]. We observe that the high-

temperature CO desorption feature at 570-580 K is fully developed at 0.62 ML and remains for a

Cu content of up to 1.7ML (region 2) before systematically shifting to lower temperature in

region 3. In region 2, the saturation coverage of CO in the 570-580 K peak is very close to 1/3

ML (0.36 ( 0.02 ML), as for the 1 ML Pt-Cu NSA in Figure 6.1.a).

Distinct surface changes accompanied the high-temperature desorption features in Figure 6.1. At

0.35 ML of Cu, the high temperature desorption feature appeared (Figure 6.1.b)), accompanied

by a weak, broad, diffuse (√3x√3) R30° LEED pattern that was very sharp and intense at ~0.7

ML of Cu and further observed at up to 2 ML of Cu. The (√3x√3) R30° LEED pattern was also

clearly observed for the 1 ML NSA sample in Figure 6.1.a) for CO treatments at T ≥ 623 K.

Furthermore, whereas atop-adsorbed CO (~2100-2050 cm-1) was always observed in IR spectra,

bridge-bonded CO (~1855 cm-1) was observed neither during nor after HPC CO treatment for

any Pt-Cu alloy surface with θCu ≥ 0.35 ML.
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Furthermore, Cu surface segregation was found to be associated with the CO-induced surface

structural changes for the samples in Figure 6.1 by using ISS (1.2 keV He+, θ = 125°) and XPS

to characterize the elemental composition in the topmost surface layer and near-surface region,

respectively. In Figure 6.2.a), the ISS spectrum after treatment of a sample with 2/3 ML of Cu

for 10 min at 673 K in 2 mbar CO is compared with the spectrum obtained from  the

corresponding NSA (~1 s anneal at 673 K under UHV).

Figure 6.2. ISS and XPS spectra showing Cu surface segregation induced by CO adsorption. a) ISS after 2 mbar

CO/673 K treatment of a 0.67 ML Cu/Pt (111) sample (gray) and the corresponding NSA (black). b) XPS Cu 2p/Pt

4d ratio (relative to the case of as-deposited Cu) for the 2 mbar CO/673 K treated samples in Figure 6.1.b) before

TPD (●) and the corresponding NSAs after TPD (○).Figure taken from Ref. [119].

For the NSA, the Cu content in the top surface layer is very small (0.03 ML) and the Pt signal is

dominant. Contrary to the expected diffusion of Cu into Pt at 673 K, Cu surface segregation due

to the HPC CO treatment leads to a large ISS intensity for Cu (0.13 ML), and surface Pt is barely

observed, being blocked by adsorbed CO. The Cu surface segregation induced by CO adsorption

was also confirmed by XPS, as shown in Figure 6.2.b). Although there is a degree of scatter in

the data, in every case the Cu content in the near-surface region after 10 min at 2 mbar CO and

673 K is significantly larger than for the corresponding NSA (~1 s anneal at 673 or 800 K under

UHV). Similar results were obtained for Ttreatment ≥ 523 K in Figure 6.1.a). For the 0.35 ML < θCu

< 0.62 ML HPC CO-treated samples, the Cu signal is a nearly constant fraction (0.84-0.9) of the

initial amount of Cu deposited, and this signal drops significantly for larger θCu. Upon correlation

of the XPS data with the ISS results showing large Cu amounts in the first layer, the findings
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indicate that essentially all of the Cu remains in the first layer up to ~2/3 ML, after which the

superfluous Cu starts to distribute itself in deeper layers (hence the drop in relative intensity).

6.1.2. Density Functional Theory Insight

The stability of the NSA alloy was first calculated by substituting a single Pt atom by a Cu atom

in a 2(√3x√3) R30° unit cell with 7 layers. Schematics of the process are shown in Figure 6.3.

Figure 6.3. Segregation energies of atomic Cu in a Pt (111) surface. From the left to the middle: exothermic

segregation of Cu from the first layer to the second one. From the middle to the right: endothermic segregation of Cu

from the second layer to the bulk.

According to this figure, when the surface is clean (no adsorbates on it) Cu will tend to move to

the second layer due to the favorable energetic difference with respect to the first layer.

However, it is not energetically favorable to go to the layers below the second one. The energy

for bringing a Cu atom from the bulk to the second layer ( 2SEGE  ) is calculated to be ~ -0.17 eV

and the process can be expressed mathematically in the way shown below, where ,minALLOYE

represents the energy of the NSA with the minimum amount of Cu, in this case Pt3 / Pt2Cu1.

Esegr ~ -0.3 eV Esegr ~ +0.17 eV

Cu 1st layer Cu 2nd layer Cu in the bulk
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   ,min ,min
2 BULK SURF SURF BULK

Pt Pt ALLOY ALLOY
SEGE E E E E     (6.1)

The complete thermochemical process of forming a NSA, a SA or a combination of both from

Cu atoms located in the bulk (energetically described by SEGE ) can be divided in the following

parts: firstly, a migration of the Cu atoms from the Pt bulk to the second layer (energetically

described by 2 0.17SEGE eV   ); and secondly, their distribution in the two topmost layers

(energetically described by DISTE ). The process is formally expressed in Equation (6.2), where

N is the number of Cu atoms in the alloy.

2SEG SEG DISTE N E E    (6.2)

In order to determine how to calculate DISTE we imagine a (√3x√3) R30° surface divided into

N+1 parts. If N Cu atoms migrate to the second layer of N parts of the surface (forming N units

of Pt3 / Pt2Cu1) and the remaining part has none, i.e. it is Pt3 / Pt3, the distribution of the N Cu

atoms to form a single unit of alloy (PtxCu3-x / PtyCu3-y, where 6 x y N   ) will, at the same

time, give origin to N parts made of pure Pt (111). Therefore, the following reaction takes place

in the surface:

3 2 1 3 3 3 3 3 3( / ) ( / ) ( / ) ( / )x x y yN Pt Pt Cu Pt Pt Pt Cu Pt Cu NPt Pt    (6.3)

The energetics of Reaction (6.3), equivalent to the distribution energy, is given below.

   ,min 1
SURF SURF

ALLOY ALLOY Pt
DIST SURFE E NE N E     (6.4)

Finally, if we combine the results from Equations (6.1) and (6.4), we obtain a simple expression

for the segregation energy.

   ,min
SURF BULK BULK

ALLOY Pt Pt ALLOY
SEG SURFE E NE E NE     (6.5)

Moreover, the segregation energy when CO is adsorbed on the surface can be calculated

according to Equation (6.6), where COE is the differential adsorption energy of the alloy with

respect to that of Pt (111).



Federico Calle Vallejo PhD Thesis

97

2SEG CO SEG DIST COE N E E E      (6.6)

The stabilities calculated with Equations (6.5) and (6.6) are shown in Table 6.1. Cu was

restricted to the first and second layers for total amounts of 1/3, 2/3, 1, 4/3, and 5/3 ML with and

without 1/3 ML of CO adsorbed on atop Pt sites.

Table 6.1. Adsorption and segregation energies of Pt-Cu NSAs and SAs. The most stable surfaces appear in bold.

Cu (ML) Description ΔESEG (eV) ΔECO (eV) ΔΔECO (eV) ΔESEG-CO (eV)

0 Pt3 / Pt3 - -1.37 0.00 -

1/3 Pt3 / Cu1Pt2 -0.17 -1.24 0.13 -0.04

Cu1Pt2 / Pt3 0.26 -1.71 -0.33 -0.07

2/3 Pt3 / Cu2Pt1 -0.37 -1.06 0.31 -0.06

Cu1Pt2 / Cu1Pt2 0.20 -1.52 -0.15 0.06

Cu2Pt1 / Pt3 0.42 -2.02 -0.65 -0.23

1 Pt3 / Cu3 -0.21 -0.94 0.43 0.22

Cu1Pt2 / Cu2Pt1 0.15 -1.31 0.06 0.21

Cu2Pt1 / Cu1Pt2 0.53 -1.82 -0.45 0.08

4/3 Cu1Pt2 / Cu3 0.37 -1.14 0.23 0.59

Cu2Pt1 / Cu2Pt1 0.63 -1.61 -0.24 0.39

5/3 Cu2Pt1 / Cu3 0.96 -1.39 -0.02 0.94

For the clean surfaces (no CO adsorbed), 2/3 ML of Cu in the second layer is the most stable,

and Cu diffusion from the second to the first layer is generally endothermic by 0.3-0.4 eV. With

1/3 ML of CO adsorbed atop surface Pt, the situation is significantly different: Cu surface

migration to generate 2/3 ML of Cu in the first layer is now most favorable. Clearly, there is a

driving force towards having 2/3 ML of Cu in the first layer when CO is adsorbed atop the
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remaining surface Pt sites. As Table 6.1 and Figure 6.4 show, the origin of the exothermicity is

the vastly increased Pt-CO bond strength when 2/3 ML of Cu is present in the first layer.

Although Cu diffusion to the first layer is endothermic [120], the observed drastic increase in CO

binding energy more than compensates for the endothermicity.

Figure 6.4. Structures and adsorption energies of CO for pure Pt (middle), a NSA with 2/3 ML Cu (top), and a SA

with 2/3 ML Cu (bottom).

We note that the results with adsorbed CO in Table 6.1 can explain the θCu > 2/3 ML onset of

bulk migration of Cu indicated by the XPS data in Figure 6.2. In comparison with the θCu = 2/3

ML case, situations with higher Cu content in the top two layers are significantly less stable,

leading to a significant Cu bulk migration driving force.

It is clear that CO adsorption at elevated pressures and temperatures on a Pt-Cu NSA induces a

large Cu surface segregation, generating a novel Pt-Cu SA to which CO binds very strongly,

even compared with pure Pt (111). The Cu content needed for saturation of the SA is ~2/3 ML of

Cu, leading to a CO saturation coverage of ~1/3 ML.

The sharp CO TPD spectrum compared with that of pure Pt(111), the observed (√3x√3) R30°

LEED pattern, and additional IR studies [119] strongly suggest a significantly reduced lateral

repulsion between CO adsorbates on atop Pt sites and hence a well-ordered surface with well-

Pt3 / Pt3

Pt3 / Cu2Pt1

Cu2Pt1 / Pt3

ECO ~ -1.38 eV

ECO ~ -1.06 eV

ECO ~ -2.02 eV
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defined, well-dispersed, and isolated Pt sites is formed. Figure 6.5 summarizes the reversible

segregation process and shows that Pt islands form in the SA since each Pt atom will have 6 Cu

atoms as nearest neighbors in the first layer upon adsorption and segregation.

Figure 6.5. CO-induced segregation of Cu to the surface. The great increase in adsorption strength of CO allows the

migration of Cu atoms from the second to the first layer.

6.2. Catalytic Activity of the NSAs and SAs of Pt and Cu towards ORR

Density Functional studies have previously suggested that the optimal catalyst for ORR should

bind oxygen approximately 0.2 eV weaker than Pt (111) [16], which corresponds, due to the

scaling relations [77], to a weakening of the *OH adsorption energy of ~0.1 eV. Given that CO

was bound weaker on the NSAs of Pt and Cu than on Pt (111), we anticipated and verified that

the same occurs to the ORR intermediates, thus increasing the activity of NSA catalysts.

Cyclic voltammetry experiments can be used for the calculation of the potential at which 1/6 ML

*OH is formed on the NSAs. This potential ( 1/6 ML OHU ) can be used as an estimation of the

*OH adsorption energy ( OHE ), thereby allowing for direct comparisons between DFT and

experimental data. Figures 6.6 and 6.7 show a set of cyclic voltammograms of NSAs of Pt with

different amounts of Cu deposited.
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Figure 6.6. A set of cyclic voltammograms for the Pt-Cu NSAs with different amounts of Cu initially deposited.

N2 saturated 0.1M HClO4, dU/dt = 50mV s-1.  The hatched area corresponds to 80 C cm-2, which is the charge

required to form 1/6 ML OH*. ∆U1/6 ML OH was evaluated by comparing the potential at which 1/6 ML OH* is

formed, relative to Pt (111).
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Figure 6.7. Electrochemical characterisation of Pt-Cu NSAs, in comparison with Pt(111), using cyclic voltammetry

in 0.1M HClO4, at dU/dt=50mV s-1 in N2-saturated electrolyte (top); RDE-voltammograms (anodic scans only) in

O2-saturated electrolyte, taken at 1600 rpm, 60°C (bottom). Cu denotes the amount in ML of Cu initially deposited.
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The values extracted from experiments in Figures 6.6 and 6.7 confirmed the expected behavior

of the NSAs, as shown in Figure 6.8.The trends agree well until ~0.5 ML of Cu initially

deposited. After that, DFT predicts larger weakening of the *OH bond strength to the surface

than experimentally observed, which can be due to a saturation of  the Cu content at

approximately 0.4 ML Cu in the second layer, as observed by Knudsen et al [120]. If the

saturation occurs, the final Cu coverage in the second layer will be less than amount initially

deposited and the comparison with DFT calculations cannot be done directly.

Figure 6.8. Experimental (black) and theoretical (blue) weakening of OH binding, as a function of Cu content; the
linear trendlines were produced using a least squares fit.
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7. TRENDS IN ADSORPTION ENERGIES OF NEAR-SURFACE ALLOYS OF

PLATINUM AND TRANSITION METALS

7.1. Exceptions to the D-Band Model and Alternative Descriptors

We showed in Chapter 5 that the d-band model is unable to capture trends in adsorption energies

when NSAs of Pt and late transition metals are studied. In that chapter we looked at the trends

when the concentration of the alloying metal in the second layer was varied. A further question

would be whether these anomalies appear in the overall trends of transition metals, when a fixed

composition is considered for all NSAs. Once again, the answer to that question is affirmative

and a solution to the problem is proposed. This part was done in collaboration with Dr Frank

Abild-Pedersen.

In this chapter we report calculations on a series of Pt/M/Pt NSAs, where M is a 3d, 4d, or 5d

transition metal. All alloys considered contain 1 ML of M in the second layer. A number of

different adsorbates are chosen to illustrate to what extent the metal M in the second layer affects

the binding. Based on these studies we find that depending on the metal in the second layer a

significant effect on the electronic structure at the surface is observed. This will lead to variations

in the renormalized coupling i.e. the adsorbate-metal sp-coupling and hence changes in binding

that cannot be explained by variations in metal d-states alone.

One of the  most remarkable articles on this matter was published by Kitchin et al [123] in 2004.

In it, they considered NSAs of Pt with 3d metals from Ti to Ni. The correlation between d-band

center of Pt and dissociative adsorption energies (see Equation (7.1)) can be seen in Figure 7.1.

, ,2 2ADS DISS SLAB ADS SLAB MOLECULEE E E E    (7.1)

Even though the trends seem to be nearly linear, we would like to point at two details in Figure

7.1 that will be of use later: first, the d-band center between Cr, Ti, and V is almost constant,

while the dissociative adsorption energies of O2 change approximately 0.5 eV. Second, the

dissociative adsorption energy of O2 on pure Pt seems to be an outlier in the trends.

In Figure 7.2 we summarize the complete trends in O* adsorption for NSAs of Pt and 3d, 4d, and

5d metals. The oxygen adsorption energies are referred to that of pure Pt.
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Figure 7.1. Trends in dissociative adsorption energies for H2 and O2 on Pt (111) slabs containing subsurface 3d

metals. Taken from Ref. [123].

Figure 7.2. Change in oxygen binding energies on NSAs of Pt as a function of the shift in the d-band center.
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We note that the values in the x axes in Figures 7.1 and 7.2 coincide for alloys of Ti to Ni, the

values in the y axes do not, since the energies are defined differently and referenced to pure Pt

(111). Nonetheless, the qualitative trends are identical.

Figure 7.2 supports the two details pointed out in Figure 7.1. The d-band center of the Pt atoms is

bounded to the left and right, depending on the element present in the second layer. Therefore,

each row, 3d, 4d, and 5d, has a closed loop in this variable, being this the reason why several

alloys have similar d-band centers but completely different adsorption energies. For instance, let

us take the case of NSAs of Ru, and Y, which have d-band centers of approximately -2.75 eV,

but their adsorption energies differ by more than 1 eV.

We remark here that exceptions to the d-band model have been previously reported [150]. In

order to clarify the trends in adsorption energies, we change now the descriptor from d-band

center to fractional number of d electrons (or alternatively, the group number divided by 10) of

the metal in the second layer. We will refer to this descriptor as “d-filling” henceforth. Similar

descriptors were useful to capture the trends for perovskite oxides and graphitic materials, and,

as shown in Figure 7.3, they also able to describe uniformly the present ones.

We note again that the curves have different minima according to the adsorbate. The bottom of

Figure 7.3 shows that the minima are located at Pt for *CH3 and *Li, and at Au for *O, in the 5d

series. We see that O < CH3 < Li, is also the electrophilicity rank. Thus, it is evident that the

adsorbates follow this behavior because charge is either transferred into or withdrawn from the

surface, and the behavior is largely dependent on the adsorbate. The consequences of this are far

reaching, because it shows that the reactivity of a transition metal alloy is not only defined by the

d-electrons of the atom binding to the adsorbates, but can also be perturbed by electronic

interactions with the second layer alone, i.e. by ligand effects.

The variations in adsorption energies are therefore related to changes in the d-band center but

also to charge transfer between the first and the second layer, which is an effect not considered in

the d-band model. This idea is supported by the fact that binding of oxygen increases while the

second layer metals are accepting charge (d-filling > 0.8) and decreases when the second layer

switches to being donating (d-filling < 0.8). We also note that the oxygen binding increases as

one moves from 3d to 4d and finally to 5d metals, suggesting that the charge transferred

correlates with the principal quantum number or the range of d-orbitals.
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Figure 7.3. Top: Variation of the oxygen binding energies on Pt NSAs relative to pure Pt as a function of the

fractional number of d electrons (d-filling) in the second layer metal. Bottom: Variations in the binding energy as a

function of d-filling of *Li, *CH3, and *O on Pt NSAs with 5d metals in the second layer.
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If charge is withdrawn from or transferred to the surface layer, then the top layers at the surface

have to expand or compress accordingly in the Z direction. In figure 7.4 we map out the slab

height (average vertical distance between the 1st and the 2nd layers, and the 2nd and the 3rd layers)

as we move through the different transition metals. As can be seen in that figure, there is a clear

correspondence between the height of the slab and the binding of oxygen in Figure 7.3.

However, the minima of the curves are shifted further to the left compared to what is found for

the oxygen binding energy. This immediately suggests that there is some charge transfer between

layers due to the insertion of the alloying metal, but also the interaction with adsorbates results in

another charge transfer. Furthermore, the change in charge at the surface should affect different

adsorbates unlikely. Hence, the stronger the ability of the adsorbate to withdraw or donate

electrons the more pronounced the effects one will observe.

Figure 7.4. Changes in the slab height as a function of d-filling for clean NSAs of Pt.

7.2. Scaling Relations on NSAs of Pt and Transition Metals

We showed in Chapter 3 that the scaling relations [77] are adsorption-site dependent. This was

not a problem for perovskite oxides or graphitic materials since their active sites basically
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contain a single transition metal surrounded by several ligands, and therefore, *O, *OH, and

*OOH bind in the same adsorption site, namely on atop position. For pure metals, this introduces

scattering in the data but does not alter the overall trends, as verified by Abild-Pedersen et al in

Ref. [77]. Nonetheless, for NSAs of Pt and transition metals the the scalability depends strongly

on the considered adsorption sites. This can be observed in Figure 7.5, where we present the

scalings between O* adsorbed in the fcc hollow (the most stable site) and atop positions, and

*OH adsorbed in atop position (the most stable site).

Figure 7.5. Scaling relations between the adsorption energies of O* adsorbed in the fcc hollow (left) and in atop

position (right), with that of *OH on top. The scaling relations are only fulfilled when the adsorption site is identical.

As shown in Appendix 3, the minima of the curves for adsorption energy vs. d-filling for *OH

adsorption on top and *O on fcc hollow are located in different positions, thus preventing the

two variables from scaling adequately. That statement also holds for the d-band center. On the

other hand, *O on top and *OH on top display similar curves of adsorption energy vs. d-filling

and their scaling is smooth.
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7.3. The Surface Formation Energy as Descriptor for Adsorption Energies

It is evident that the adsorbate can be treated as a small perturbation to the substrate system and

since the coupling between adsorbate states and surface metal d-states is a fixed number for

single metal NSAs, one should be able to estimate the change in adsorption from the alloying

energy alone. In the following we will derive a general principle for NSAs based on what we

have found on Pt NSAs.

The adsorption of an adsorbate X on a NSA of Pt and the element M can be imagined as a single

reaction in which the surface forms from Pt and M, and, simultaneously, X is adsorbed. Such

process is represented by Equation (7.2).

   / / / *Pt Pt M X Pt M Pt X    (7.2)

The reaction energy of Equation (7.2), denoted in the following as ΔEF and shown in Equation

(7.3), corresponds to a total cohesive energy of the system. Figure 7.6 shows the variation of ΔEF

according to the d-filling, denoted as N, when Li is adsorbed on NSAs of Pt.

/ / * /Pt M Pt X Pt PtF M XE E E EE    (7.3)

Figure 7.6. Trends in total cohesive energies for NSAs of Pt and d-metals. Alloying elements from the 3d, 4d, and

5d metal series are shown in blue, red and orange, respectively.
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Being ΔEF a sort of cohesive energy, it is reasonable that it varies with the d-filling of the M

components in a way that resembles the Friedel model for cohesive energies [125, 151]. Since

this energy includes both formation energy and adsorption energy, let us decompose the problem

in order to simplify the understanding of the whole phenomenon.

The formation of NSAs of Pt with metal M can be represented in the following way:

   / / /Pt Pt M Pt M Pt  (7.4)

The reaction energy of Eqn (7.4) corresponds to the alloying energy (ΔEalloy) and is given by the

following expression:

/ /alloy Pt M Pt Pt ME E E E    (7.5)

The variation of the formation energies (ΔEalloy) of the NSAs exhibits a behavior that is similar to

ΔEF. This can be seen in Figure 7.7.

Figure 7.7. Trends in alloying energies for Near Surface Alloys (NSAs) of Platinum and d-metals. Alloying

elements from the 3d, 4d, and 5d seriesare shown in blue, red and orange, respectively.

On the other hand, the adsorption energy of the adsorbate X (ΔEADS), according to the reaction

shown in Equation (7.6), is given by Equation (7.7).
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   / / / / *Pt M Pt X Pt M Pt X   (7.6)

/ / * / /ADS Pt M Pt X Pt M Pt XE E E E    (7.7)

The variation of ΔEADS with N is shown in Figure 7.8, for adsorbed Li species in atop position.

Figure 7.8. Trends in adsorption energies of Lithium for NSAs of Platinum and d-metals. Alloying elements from

the third, fourth and fifth rows of the periodic table are shown in blue, red and orange, respectively.

Until now we have divided the hypothetical simultaneous process of forming the surface with the

adsorbate into two real separate processes: the NSA formation from Pt and M; and the adsorption

of X on the NSA. This means that the 3 reactions are linked and one can easily prove that adding

Equation (7.6) to (7.4) leads directly to (7.2). In terms of energetics, we have the following

relation:

alloyF ADSE E E    (7.8)

Reorganizing Equation (7.8), we find that the adsorption energies can be found as the difference

between the total formation energy (surface + adsorbate) and the formation energy of the surface.

ADS F alloyE E E    (7.9)
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Even though Equation (7.9) is a reformulation of the standard way of calculating adsorption

energies given by Equation (7.7), it is a simple and clear expression giving a much deeper

insight. The behavior of the adsorption energies depends on the superposition of the two effects

present in Eqn (7.9), which is general in its applicability to alloys and adsorbates (even though it

was derived here only for Pt alloys). Therefore, the trends shown in Figure 7.8 are the result of

the linear combination of the relations shown in Figures 7.6 and 7.7.

In the following we will show the benefits of such representation of the adsorption energies.

Since ΔEalloy and ΔEF determine the shape of ΔEADS, and given that the two former have the same

kind of behavior, a natural consequence is that ΔEalloy and ΔEF are linearly correlated. This is

indeed the case, as shown in Figure 7.9.

Figure 7.9. Linear correspondence between the two parts of the adsorption energy for NSAs of Pt and d-metals with

adsorbed Li. Alloying elements from the 3d, 4d, and 5d series are shown in blue, red and orange, respectively.

Given this linear relation, it is possible to further simplify Equation (7.9) as follows:

( 1)ADS alloyE E      (7.10)
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The term  1  is, in general, close to zero due to the high degree of similarity between ΔEalloy

and ΔEF. Besides,  is the adsorption energy of the X species on an ideal material whose

surface formation energy is null. This constant is the largest term in Equation (7.10), while

( 1) alloyE   is a small but non-negligible perturbation to it. We stress at this point that Pt can be

substituted by any other metal without loss of generality in the formulae shown here.

Furthermore, we point out the impossibility of approaching zero in alloyE , since the breaking of

bonds in any case implies an energetic change in the structure (Figure 7.9 shows that the change

can be either positive or negative, but not zero). Thus, the adsorption energy of a given surface

can be seen as a deviation (positive or negative) from that of an ideal, non-realizable surface

given that the formation of a surface implies the breaking of bonds, and thus deviations appear

due to both the formation of the alloy and the surface. The predictions of adsorption energies

based on the formation energies of the NSAs are shown in Figure 7.10 for adsorption of *Li. In

Appendix 3 we show the plots for O* and *CH3.

Figure 7.10. Adsorption energies of Li on NSAs of Pt as a function of the alloy formation energy. Alloying

elements from the 3d, 4d, and 5d series are shown in blue, red and orange, respectively. The MAE is ~0.18 eV.
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We remark that the Mean Absolute Error (MAE) is ~0.18 eV, which is below the accuracy of

DFT-GGAs in general [3], in an energy window of ~10eV for ∆Ealloy. We also note that the

points with the largest deviations appear for alloys containing elements with large atomic sizes,

such as Pt/Y/Pt and Pt/La/Pt (with ∆Ealloy values of 1.6 and 4.7 eV), and the prediction may be

improved by optimizing the lattice constant of the system, and not fixing it to that of Pt, as in the

rest of the calculations.

In conclusion, we have shown that there are exceptions to the d-band model when we look at

NSAs, but there exist several alternatives to predict adsorption energies based on structural

parameters. The exceptions are due to the simplicity of the d-band model in which the

contribution from the s-part of the metal electronic structure is treated as a constant, and charge

transfer effects are not taken into account. These effects make that model inadequate for the

treatment of NSAs. Conversely, the model based on alloy energies has predictive power and

again, as in the case of the d-band model, a structural variable belonging to the clean surfaces

can be used to accurately describe trends in adsorption energies.
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SUMMARY AND OUTLOOK

Stability and Activity of Perovskite Oxides

Perovskite oxides are salient materials due to their multiple properties and applications.

However, there had been no ab initio studies of their formation energies and phase stabilities

before the one presented here. Our findings evince a direct connection between composition and

stability in perovskites, and open up a path to ab initio constructions of complete phase diagrams

for them, e.g. Pourbaix diagrams [80], which are of importance if perovskites are to be used in

harsh environments such as acids or bases. Moreover, several perovskite oxides appear to be

active for several catalytic reactions, due to the wide range of adsorption energies spanned by the

different combinations of A and M elements in AMO3. The trends can, in most cases, be

rationalized in terms of simple physical-chemical concepts, such as number of d electrons and

electronegativity. The effect of doping needs to be extensively explored in the future and

promises to be a good way of tuning adsorption properties. Perovskite oxides were also used to

demonstrate the thermochemical origin of the scaling relations and the limitations implied by

them. The site-dependence of the scaling relations was proposed and verified with NSAs of Pt

and transition metals.

Graphitic Materials Functionalized with Nitrogen and Late Transition Metals

We showed that graphitic materials with active sites composed of 4 nitrogen atoms and transition

metals belonging to groups 7 to 9 in the periodic table are active towards ORR, and also towards

OER. On the basis of careful spin analyses we observe that the oxidation state of those elements

in the active sites should in general be +2. Moreover, our results show that transition metals do

not have intrinsic catalytic activities, since their adsorption behavior can be severely altered by

changes in the local geometry of the active site, the chemical nature of the nearest neighbors, and

the oxidation states. The trends are well captured, to a first approximation, by the number of d-

electrons of the transition metal present in the active site. In the future, more kinds of active sites

(such as those of phtalocyanines) should be studied and compared with the provided trends.
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NSAs and SAs of Pt and Late Transition Metals

DFT has proved useful for the description and explanation of the catalytic activity of pure metals

and alloys for various reactions. Now the challenge consists not only in describing the

multifunctionalities and ligand or strain effects of alloys, but also in their prediction and

exploitation. In order to address this challenge, it is very useful to separate different effects.

Since trends in adsorption energies seem not to be directly correlated to changes in the d-band

center, we presented a simple systematic way of relating adsorption energies (a key surface

property of relevance in catalysis) with a controllable experimental variable in Pt SAs and NSAs:

the proportion of the alloy components and their location. The presence of alien metals in the

second layer of a Pt (111) surface tends to weaken the binding energies, while in the first they

are strengthened due to the change introduced on the coupling between Pt and its nearest

neighbors and with the adsorbate. These two effects are independent from each other. Therefore,

the ligand effects are layer-dependent and their magnitude increases when the amount of alloying

metals is increased. The trends can be explained within a tight binding scheme, containing input

from the simulations in terms of Pt-C binding distances and intermetallic distances. We

anticipate the methodology to be applicable to other species adsorbed on atop position such as

*OH (which was verified in Chapter 7 both theoretically and experimentally), *NH2, *CH3,

among others, and the possible extension to other adsorbate sites would also be of significant

interest.

Applications of Pt-Cu NSAs and SAs

It is clear that CO adsorption at elevated pressures and temperatures on a Pt-Cu NSA induces a

large Cu surface segregation, generating a novel SA to which CO binds very strongly, even

compared with pure Pt (111). The Cu content needed for saturation of the SA is ~2/3 ML of Cu,

leading to a CO saturation coverage of ~1/3 ML. The sharp CO TPD spectrum compared with

that of pure Pt (111), the observed (√3x√3) R30° LEED pattern, and the IR-peak red shift and

narrow fwhm strongly suggest a significantly reduced lateral (repulsive) interaction between CO

molecules adsorbed atop Pt sites and hence a well-ordered surface with well-defined, well-

dispersed, and isolated Pt sites [119]. DFT simulations reproduce the experimental observations
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and confirm that the vastly increased CO binding energy with 2/3 ML Cu in the first layer of Pt

rationalizes the observed Cu surface segregation. These results add to the promise of using

molecular adsorbate-induced surface changes as a tool for selective and dynamical engineering

of alloy surfaces [140-141]. Moreover, the Pt-Cu NSA displays improved activity towards ORR

compared to Pt. The origin of this improvement is due to the main feature of the Pt-Cu NSAs:

they tend to decrease the bond strength between surface and adsorbates which, according to

previous theoretical models [16], makes Pt approach the top of the volcano.

Trends in Adsorption Energies of NSAs of Pt and Transition Metals

NSAs of Pt constitute a clear and remarkable exception to the d band model [47]. It seems to be

due to a non-constant sp coupling contribution and/or charge transfer between layers. The former

is one of the main assumptions of the model, while the latter is definitely an effect not accounted

for by it. In any case, this exception suggests two things: firstly, that the d-band model might be

incomplete or, secondly, that there only exists correlation between d-band center and adsorption

energy. The first idea leads to a corrective solution, i.e. an addition to the current model that

accounts for the exceptions and makes it more general, provided that such corrections can be

found and rationally explained. The second idea has deeper implications, since it leads to a

different approach to the problem, abandoning the idea of correlation seeking for causality. The

identification of simple correlations between adsorption energies and structural parameters of the

clean surface is extremely valuable, but causality represents a step beyond in comprehension of

the phenomena [2]. We explored this option by considering that the adsorbate is a small

perturbation to the NSA system. Hence, the NSA and the NSA + adsorbate systems display

curves similar to that of the Friedel model for cohesive energies [125, 151], when plotted versus

the number of d electrons. Certainly, the stability of the NSA depends strongly on whether the

metal in the second layer is able to accept or donate the right amount of electrons and this

behavior is mirrored into the binding energies. Hence, the cohesive energy of the NSA and the

NSA + adsorbate will correlate linearly with a slope close to zero mimicking the small but non-

negligible effect of the adsorbates. Nonetheless, this approach needs to be further tested in other

NSA systems.
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Appendix 1. Data for Figures in Chapter 2

In this appendix we present the DFT and experimental data reported in Chapter 2.

Table A1.1 contains the DFT calculated and experimental formation energies of all considered

perovskites from their elements at 298 K (corresponding to the data in Figure 2.3. a)). References

for the experimental data are also provided.

Table A1.1. Gibbs energies of formation of various perovskite oxides. All values are at 298 K.

Perovskite ∆GDFT (eV) ∆GEXP (eV)
LaTiO3 -15.70 -
LaVO3 -14.42 -15.37[152]
LaCrO3 -14.00 -14.71[153]
LaMnO3 -13.23 -14.04[154]
LaFeO3 -11.92 -12.96[155]
LaCoO3 -11.40 -12.13[156]
LaNiO3 -10.50 -11.41[42]
LaCuO3 -9.48 -
SrTiO3 -15.38 -16.36[45]
SrVO3 -13.37 -14.13[157]
SrCrO3 -11.74 -12.47[158]
SrMnO3 -11.04 -11.83[159]
SrFeO3 -9.42 -
SrCoO3 -8.47 -
SrNiO3 -7.12 -
SrCuO3 -5.92 -
CaTiO3 -15.40 -16.25[45]
CaCrO3 -11.86 -12.55[158]
CaMnO3 -11.24 -
CaFeO3 -9.46 -
CaCuO3 -6.00 -
BaTiO3 -15.61 -16.30[157]
BaCrO3 -11.89 -
BaNiO3 -7.20 -
BaCuO3 -6.12 -
YTiO3 -15.75 -
YVO3 -14.46 -15.56[152]
YCrO3 -14.07 -15.24[160]
YMnO3 -13.22 -14.19[152]
YFeO3 -11.93 -
YCuO3 -9.48 -

La0.25Sr0.75MnO3 -11.70 -12.61[161]
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La0.5Sr0.5MnO3 -12.33 -13.08[161]
La0.75Sr0.25MnO3 -12.83 -13.55[161]

La0.875Sr0.125MnO3 -13.03 -13.79[161]
La0.25Sr0.75CrO3 -12.38 -
La0.5Sr0.5CrO3 -12.94 -

La0.75Sr0.25CrO3 -13.48 -
La0.25Sr0.75CoO3 -9.26 -
La0.5Sr0.5CoO3 -10.00 -

La0.75Sr0.25CoO3 -10.67 -

Table A1.2 contains the data shown in Figure 2.3.b).

Table A1.2. Experimental and DFT energetics of reactions involving perovskites and monoxides. Values at 1273 K

appear in bold.

Perovskite ∆GDFT (eV) ∆GEXP (eV)
LaVO3 -2.83 -2.40[152]

LaMnO3 -1.12 -0.94[91, 162]
LaFeO3 -1.04 1.32[163]
LaCoO3 -0.59 -0.54[164]
LaNiO3 -0.13 -0.13[42]
SrTiO3 -5.68 -5.60[80, 157]
SrVO3 -4.94 -4.24[152, 157]

SrMnO3 -1.53 -1.48[165]
BaNiO3 -0.98 -1.04[166]
YMnO3 -0.79 -0.62[162]

Table A1.3 contains the data shown in Figure 2.3.c).

Table A1.3. Experimental and DFT energetics of reactions involving perovskites and sesquioxides. Values at 1273

K appear in bold.

Perovskite ∆GDFT (eV) ∆GEXP (eV)
LaCrO3 -0.34 -0.31[167]
LaMnO3 -0.43 -0.48[152]
LaFeO3 -0.29 -0.51[168]
SrCrO3 -1.24 -1.31[158]
SrMnO3 -1.41 -1.66[161]

La0.25Sr0.75MnO3 -1.28 -1.53[161]
La0.5Sr0.5MnO3 -1.12 -1.24[161]

La0.75Sr0.75MnO3 -0.82 -0.96[161]
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La0.875Sr0.125MnO3 -0.63 -0.82[161]
Table A1.4 contains the data shown in Figure 2.3.d).

Table A1.4. Experimental and DFT energetics of reactions involving perovskites and rutile oxides.

Perovskite ∆GDFT (eV) ∆GEXP (eV)
LaMnO3 0.13 0.51[169]
SrTiO3 -1.19 -1.24[170]
SrVO3 -1.34 -1.46[152, 157]
SrCrO3 -0.69 -1.09[158]
SrMnO3 -0.85 -0.92[165, 171-

172]BaTiO3 -1.56 -1.58[173]
CaTiO3 -0.87 -0.84[173]
CaCrO3 -0.48 -0.73[158]
CaMnO3 -0.72 -0.91[174]

The formation energies at 298 K of the monoxides and sesquioxides appearing in the

aforementioned reactions are shown in Table A1.5.

Supplementary Table 5. Calculated Gibbs energies of formation of various oxides. The Mean Absolute Error is

~0.77 eV when comparing with available experimental data.

Oxide ∆GDFT (eV) @

298K

∆GEXP (eV) @

298KBaO -5.44 -5.39[175]
CaO -5.92 -6.25[175]
SrO -5.58 -5.82[175]
TiO -4.38 -5.07[80]
VO -3.08 -4.17[45]

MnO -2.84 -3.65[45]
FeO -1.40 -2.44[45]
CoO -1.45 -2.15[45]
NiO -1.04 -2.17[45]

Cr2O3 -10.40 -10.91[175]
Mn2O3 -8.61 -9.13[91]
Fe2O3 -6.27 -7.58[45]
La2O3 -16.98 -17.70[44]
Y2O3 -17.85 -18.79[45]
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Appendix 2. Data for Figures in Chapter 3

In this appendix we present the DFT data reported in Figures from Chapter 3 and some

additional information. Table A2.1 contains the DFT calculated adsorption energies of *O, *OH,

and *OOH, on atop position of M in MO2-terminated (001) surfaces of all considered

perovskites. Spin polarization effects were taken into account when necessary. The adsorption

energies are calculated with the Equations provided in Chapter 3. The mean values of

ΔEO/OH/H2O, ΔEO/OOH/H2/H2O, and ΔEOOH/OH are, in that order, 0.41 eV, 2.69 eV and 3.10 eV. Their

standard deviations are 0.22 eV, 0.26 eV, and 0.18 eV, respectively.

Table A2.1. Adsorption energies of ORR intermediates on (001) surfaces of AMO3. All energies are given in eV.

Perovskite ΔEO ΔEOH ΔEOOH ΔEO/OH/H2O ΔEO/OOH/H2/H2O ΔEOOH/OH

SrScO3 5.20 2.00 4.82 0.60 2.22 2.82

SrTiO3 3.88 1.22 4.51 0.72 2.58 3.29

SrVO3 -0.10 -0.26 2.96 0.21 3.01 3.22

SrCrO3 0.89 0.37 3.60 0.08 3.16 3.24

SrMnO3 2.27 0.82 4.02 0.31 2.89 3.20

SrFeO3 2.95 1.29 4.30 0.19 2.83 3.02

SrCoO3 2.97 1.15 4.06 0.33 2.57 2.91

SrNiO3 3.82 1.79 4.54 0.12 2.63 2.75

SrCuO3 4.72 1.94 4.92 0.42 2.56 2.98

LaScO3 4.77 1.44 4.49 0.95 2.11 3.06

LaTiO3 -1.85 -1.55 1.84 0.62 2.77 3.39

LaVO3 -0.78 -0.61 2.57 0.22 2.96 3.18

LaCrO3 0.66 0.17 3.30 0.16 2.97 3.13

LaMnO3 1.36 0.27 3.47 0.41 2.79 3.20

LaFeO3 2.27 0.79 3.87 0.50 2.80 3.30

LaCoO3 2.64 1.10 4.12 0.22 2.80 3.01

LaNiO3 3.07 1.15 4.22 0.38 2.69 3.07

LaCuO3 4.89 2.03 5.00 0.41 2.56 2.97
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BaTiO3 4.35 1.58 4.70 0.60 2.52 3.12

BaNiO3 3.71 1.47 4.44 0.38 2.58 2.97

BaCuO3 4.77 1.95 4.92 0.44 2.54 2.98

CaTiO3 3.79 1.11 4.47 0.78 2.58 3.36

CaMnO3 2.70 0.77 4.05 0.58 2.70 3.27

CaFeO3 2.96 1.33 4.46 0.15 2.98 3.12

CaCuO3 4.82 2.03 4.74 0.39 2.33 2.72

YScO3 4.89 1.55 4.57 0.89 2.13 3.02

YTiO3 -1.62 -1.39 2.08 0.58 2.89 3.47

YVO3 -0.70 -0.61 2.63 0.26 2.98 3.24

YCrO3 0.52 0.01 3.30 0.25 3.04 3.28

YMnO3 1.72 0.42 3.60 0.44 2.74 3.18

YFeO3 2.55 0.87 3.91 0.41 2.64 3.04

YNiO3 3.27 1.26 4.33 0.37 2.69 3.06

YCuO3 5.00 2.12 5.00 0.38 2.50 2.88

Table A2.2 contains the entropy and zero point energy corrections of the molecules and

adsorbate species involved in the ORR at standard conditions.

Table A2.2. Entropic and zero-point energy corrections to molecules and adsorbates involved in ORR/OER.

Species TS (eV) ZPE (eV)

H2O (l) 0.67 0.56
H2 0.41 0.27
O2 0.64 0.10

H2O2 0.72 0.72
*O 0.00 0.07

*OH 0.00 0.30
*OOH 0.00 0.40

Figure A2.1 contains the BEP line for CO dissociation on LaMO3 and the variations of

dissociation and transition-state energies according to the atoms in the M site, from Sc to Cu.
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Figure A2.1. Top: BEP line for CO dissociation and comparison with the recombination line. Bottom: Separate

variations of the energetics of CO dissociation with the M-site atoms.
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Tables A2.3 and A2.4 contain the data used for the transition-state analysis in Chapter 3. These

calculations were done without considering possible spin-polarization effects.

Table A2.3. Dissociation energies of various molecules on (001) surfaces of LaMO3. All energies are given in eV.

Perovskite Ediss N2 Ediss NO Ediss O2 Ediss CO

LaScO3 13.57 8.43 5.26 10.76

LaTiO3 2.96 -3.49 -7.89 1.90

LaVO3 0.20 -4.39 -6.96 1.15

LaCrO3 -0.16 -3.75 -5.39 0.91

LaMnO3 0.98 -2.09 -3.38 1.63

LaFeO3 3.34 0.24 -0.94 3.16

LaCoO3 5.74 2.17 0.63 4.31

LaNiO3 8.22 4.26 2.26 6.17

LaCuO3 11.73 7.46 5.14 9.16

Table A2.4. Transition-state energies of various molecules on (001) surfaces of LaMO3. All energies are given in

eV.

Perovskite ETS N2 ETS NO ETS O2 ETS CO

LaScO3 13.57 8.43 5.28 10.76

LaTiO3 2.87 -2.02 -2.87 2.15

LaVO3 2.03 -1.57 -1.68 2.15

LaCrO3 2.02 -1.19 -1.37 2.08

LaMnO3 2.53 -0.78 -1.37 2.38

LaFeO3 4.15 0.89 -0.24 3.63

LaCoO3 5.74 2.14 0.74 4.71

LaNiO3 8.22 4.18 2.29 6.27

LaCuO3 11.73 7.46 5.14 9.16
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Appendix 3. Additional Data to the Contents in Chapter 7.

In this appendix we present some additional information to the contents of Chapter 7. Figure

A3.1 contains the DFT calculated adsorption energies of *O in top and fcc-hollow sites, and*OH

in atop position vs. the d-filling of the alloying metals in NSAs with Pt as host. The adsorption

energies are calculated with the equations provided in Chapter 3.

Figure A3.1. Variations of the adsorption energies of *O on top (red) and on fcc hollow sites (black), and *OH on

top (blue) with the d-filling. Solid lines as guide to the eye are provided.

We observe that *O adsorbed on fcc hollow and *OH on top do not scale linearly due to the

mismatch of their curves in Figure A3.1. Conversely, when *OH and *O are both adsorbed on

top sites, they fulfill the scaling relations.

Figure A3.2 presents the total cohesive energies of *CH3 (atop site) and *O (on fcc hollow sites).

In both cases the slopes are close to unity, confirming the similarities between both variables and

their Friedel-like behavior along the transition metal series.
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Figure A3.2. Linear dependence of the total cohesive energies on the alloy formation energy for NSAs of Pt and 3d
(blue), 4d (red), and 5d (orange). Top: *CH3; bottom: *O in fcc-hollow sites.
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Finally, Figure A3.3 shows the relation between adsorption energies and alloy formation

energies. The largest deviations come, in all cases, from alloys of Pt with La and Y. The MAEs

between the model and the DFT-calculated adsorption energies are 0.18 eV, 0.14 eV, and 0.18

eV, for *O, *CH3, and *Li, respectively.

Figure A.3.3. Comparative variations of adsorption and alloy energies on NSAs of Pt with selected adsorbates. Red:

*O; green: *CH3; blue: Li.
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Trends in Stability of Perovskite Oxides**
Federico Calle-Vallejo, Jos� I. Mart�nez, Juan M. Garc�a-Lastra, Mogens Mogensen, and
Jan Rossmeisl*

Perovskite oxides with general formula AMO3 have a large
variety of applications as dielectrics and piezoelectrics,[1]

ferroelectrics[2] and/or ferromagnetic materials,[3] among
others. Rare earth and alkaline earth metal perovskites are
useful as catalysts for hydrogen generation,[4] as oxidation
catalysts for hydrocarbons,[5] and as effective and inexpensive
electrocatalysts for state-of-the-art fuel cells,[6] mainly due to
the possibility of tuning their mixed ionic–electronic con-
ductivity through substitution of A and M and subsequent
formation of oxygen vacancies. Despite the general interest in
perovskites, so far there have been no ab initio studies
devoted to their formation energies, and the trends in stability
are unknown.

Among the available theoretical techniques to investigate
perovskites, DFT is an appealing candidate, since it has
proved useful for understanding metals and alloys at the
atomic scale.[7] Nevertheless, the well-known shortcoming of
DFT in describing strongly correlated systems has prevented
its use for the estimation of properties such as band gaps and
electron localization–delocalization of oxides, and there are
numerous corrections.[8]

Despite these limitations, Figure 1 a shows the experi-
mental formation energies from elements and O2 of 20
perovskites at 298 K and the corresponding standard DFT
energies using the RPBE-GGA[9] exchange-correlation func-
tional. The simulations are able to reproduce trends in the
formation energies, and the calculated energies are shifted by
about 0.75 eV compared to experiments. The A component is
Y, La, Ca, Sr, or Ba, while M is a 3d metal from Ti to Cu.
However, it is possible to combine the formation energies of
these compounds with those of their sesquioxides (A2O3 and M2O3), rutile dioxides (MO2), monoxides (AO and MO), and

O2 to reproduce the energetics of several reactions (Fig-
ure 1b–d). The reactions are shown in the Supporting
Information. The excellent correspondence between experi-
ments and theory shows that DFT very accurately captures
the mixing energies between oxides. The chemical reaction
depicted in Figure 1a and the way of representing its Gibbs
energy, are given by Equations (1) and (2).

AþMþ 3=2O2 ! AMO3 ð1Þ

DGform ¼ GAMO3
�GA �GM � 3=2GO2

ð2Þ

In terms of trends the agreement is beyond the expected
accuracy of DFT in general, but the shift is about 0.75 eV. We
note that imitations in O2 description by DFT are well known
and some alternatives have been proposed, obtaining re-
markable agreements with experiments.[8c,10] We obtain the
total DFT energy of O2 indirectly from the tabulated Gibbs
energy of formation of water and from the DFTenergies of H2

Figure 1. DFT calculated free energies of several reactions versus
experimental values available in the literature, from a) A = Y, La, Ca, Sr,
Ba and elements, b) A2O3/AO and monoxides, c) A2O3/AO and sesqui-
oxides, and d) A2O3/AO and dioxides. As a guide to the eye, perfect
agreement is marked by a line with y = x. The percentages of the
doped perovskites represent the amount x of Sr in La1�xSrxMnO3.
Reactions at 298 K are represented by filled circles, whereas empty
circles denote reactions at 1273 K. References for the experiments are
provided in the Supporting Information.
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and H2O, which are accurately described using the exchange
achieved by the RPBE-GGA functional.[8c,11] This reference
has previously been used to obtain accurate formation
energies of rutile oxides and has also been applied to
calculate the adsorption energies of various oxides, including
perovskites.[10,12] The reason of the shift is therefore not
related to the reference state. We speculate that the localized
nature of d electrons of the 3d metals in these perovskites is
not well captured at this level of theory due to their self-
interaction, giving rise to a large part of the constant shift in
Figure 1a. The rest of the shift comes from the deviations in
the formation of the A oxides (A2O3 and/or AO). Never-
theless, the differences in formation energies between per-
ovskites are very accurately accounted for by standard DFT,
as shown in Figure 2. We remark that the use of another

exchange-correlation functional or a different value for O2

would only shift the calculated stabilities by a constant
number, while the qualitative trends and the relative differ-
ences would remain unchanged.

All families of perovskites exhibit a systematic linear
scaling between their energetics and the atomic number of M.
The scaling in Figure 2 was previously revealed by experi-
ments only for some La perovskites at 1273 K.[13] We extend
this behavior to other families of perovskites, and the insight
allows the following generalization: the slope of the lines is
determined by the oxidation states of A and M. Therefore,
these compounds could be divided into two groups: perov-
skites with the same oxidation state for A and M (+ III for

A’MO3; A’= Y, La), and perovskites in which their oxidation
states differ (+ II and + IV for A’’MO3; A’’= Ca, Sr, and Ba).
The former are more stable than the latter and their stabilities
along the 3d series decrease more slowly, that is, their lines
have less steep slopes. This could be attributed to the higher
oxidation state forced onto M in A’’MO3 (a further discussion
on this aspect is provided in the Supporting Information). The
formation energies of perovskites in each group are approx-
imately constant for materials with the same M constituent,
independent of A. For example, the energetics of SrCrO3

gives a good estimative of those of CaCrO3 and BaCrO3.
Doped perovskites (A’A’’MO3) have intermediate formation
energies between those of the pure counterparts, in accord-
ance to the degree of doping. This behavior supports the idea
that the difference between the groups is a matter of
oxidation states. The use of simple parameters like the
atomic numbers to estimate the formation energies of
perovskites is easier and more intuitive than the common
use of structural parameters such as the Goldschmidt factor or
the Shannon�s radii.[14]

Finally, let us explain the origin of the differences in
stability of A’MO3 by means of Figure 3. An expression
similar to Equation (2) represents the formation energies of

La2O3 and Y2O3 from the elements. By adding and subtract-
ing GA0 to and from Equation (2) and combining with the
formation energy of the sesquioxides, one gets Equation (3).

DGform ¼ DGA02O3
� GM þGA02 O3

�GA0MO3
�GA0

� �
ð3Þ

The term in parentheses in Equation (3) corresponds to a
reaction step in which A’ in an A02O3 lattice is replaced by M
to form the perovskite structure. Thus, the reaction could be
seen as the formation of A02O3 followed by a lattice
deformation and swapping between atoms resulting in

Figure 2. Trends in formation energies from elements for various
families of perovskites (AMO3), in terms of the atomic number of M.
Symbols indicate calculated values for individual perovskites, and lines
show the best fit for each family. Perovskites having the same
oxidation state for A and M (+ III, A =Y, La) are more stable than
those in which they are different (+ II and + IV, A= Ca, Sr, Ba), and
their decay in stability is less pronounced. The positions of
La1�xSrxMO3 perovskites, indicated by !, &, ~, support the idea that
the effect is due to the oxidation states of the constituents. Note that
stability with respect to the elements does not guarantee overall
stability of the compounds.

Figure 3. DFT-calculated free energies of formation of LaMO3 (red)
and YMO3 (blue) versus the differences in d-band centers of La/Y and
M. The intercept with the y axis is equivalent to the formation energy
of the sesquioxides A02O3 (A’= Y, La) plus the deformation energy of
these oxides from their most stable symmetries to space group Pm3m.
Therefore, formation of these perovskites can be seen as destabiliza-
tions of the A02O3 oxides by M/A’ swapping.
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A’MO3. The formation energy can then be expressed as
Equation (4).

DGform ¼ DGA02O3
þ DGdeformation þDGswap ð4Þ

The DFT formation energies of La2O3 and Y2O3 are
�16.98 and �17.85 eV, respectively (�17.70[15] and
�18.79 eV,[16] experimentally). The deformation energy is
approximately 3.3 eV for La2O3, calculated as the energy
difference of this oxide in the space groups P3m1 and Pm3m
with a perovskite lattice constant of 3.97 �. This difference is
approximately 4.1 eV for Y2O3, calculated as the change from
space group Ia3 to Pm3m with a lattice constant of 3.88 �.
Additionally, the interchange between A� and d-block metal
atoms implies breaking and creation of bonds, so the
swapping energy can be estimated as the difference in the
d-band centers ed of these atoms. This turns Equation (4) into
Equation (5)

DGform ¼ gA02 O3
þ ed;A0 � ed;M

� �
ð5Þ

where gA02O3
is a constant that collects the formation energy of

the sesquioxide and its deformation and is around �13.6 eV
for La2O3 and �13.7 eV for Y2O3. This constant can be
regarded as an intrinsic stability conferred on A’MO3 by its A’
component. As a result, the differences in energies among
these perovskites can be attributed to the relative ease of
swapping atoms, whereby Ti is the easiest and Cu the hardest
along the 3d metal series.

Furthermore, our model is also in agreement with the
works by Gelatt et al.[17] devoted to the theory of bonding
between transition metals and nontransition elements, and
uses the d-band centers of transition metals as key descriptors
for understanding the properties of their compounds as in the
model by Hammer and Norskov[18] developed for adsorption
energies.

In conclusion, DFT gives sufficient atomic-scale insight
into perovskites to study their formation energies, both
qualitatively and quantitatively, except for a constant shift,
and important trends are found. The analysis shown here
could be extended to perovskites with 4d and 5d constituents,
to perovskites containing alkaline earth elements, and to
ScMO3. The combination of the energetics of several
reactions and their variations with pH and applied potential
can give rise to Pourbaix diagrams for perovskites, which are
not yet available in the literature. This and other stability
considerations are of paramount importance in any applica-
tion, especially if perovskites are to be used in alkaline or
proton-exchange membrane fuel cells.

Methods
The DFT calculations were performed with the plane wave code
DACAPO,[9] using the RPBE exchange-correlation functional, a
converged plane wave cutoff of 400 eV and a density cutoff of 500 eV.
DACAPO uses ultrasoft pseudopotentials to represent the ion-
electron interaction. Atomic relaxations were done with the quasi-
Newton minimization scheme until a maximum force below
0.05 eV��1 between atoms was reached. Besides, we optimized the
lattice vectors by minimizing the strain on 2 � 2 � 2 supercells in all

periodically repeated directions. The Brillouin zone of all systems was
sampled with Monkhorst–Pack grids, guaranteeing in all cases that
the product of the supercell dimensions and the k-points was at least
25 � in all directions. The self-consistent RPBE density was
determined by iterative diagonalization of the Kohn–Sham Hamil-
tonian at kB T= 0.1 eV, using Pulay mixing of densities, and all total
energies were extrapolated to kB T= 0 eV. Spin-polarized calculations
were carried out when needed. See the Supporting Information for
further details.
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Perovskite Phases
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Trends in Stability of Perovskite Oxides

Trends in formation energies DGform
exptl of 41

perovskites AMO3 at 298 K are repro-
duced by DGform

DFT from DFT calculations
with the RPBE-GGA functional (see pic-
ture; A green, M blue, O red). Moreover,
the calculations rationalize systematic
trends in their properties, reveal a direct
connection between composition and
stability in perovskites, and open up a
path to ab initio constructions of com-
plete phase diagrams.
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ABSTRACT: The formation energies of nano-
structures play an important role in determining
their properties, including their catalytic activity.
For the case of 15 different rutile and 8 different
perovskite metal oxides, we used density func-
tional theory (DFT) to calculate the formation
energies of (2,2) nanorods, (3,3) nanotubes,
and the (110) and (100) surfaces. These for-
mation energies can be described semiquanti-
tatively (mean absolute error≈ 0.12 eV) by the
fraction of metal-oxygen bonds broken and
themetal d-band and p-band centers in the bulk
metal oxide.

1. INTRODUCTION

The search for cleaner and more sustainable forms of energy
provides a strong impetus to the development of more affordable,
active, selective, and stable new catalysts to convert solar radiation
into fuels.1,2 Just as theHaber-Bosch process fueled the population
explosion of the 20th century,3,4 it is now hoped that new catalytic
processes will provide sustainable energy in the 21st century.1,2

Near the top of any list of candidate catalytic materials are
metal oxides, which are already used extensively as catalysts,
electrocatalysts, and photoelectrocatalysts.5-17 This is partly
owing to their high stability in harsh oxidizing environments
compared to that of their pure metal counterparts.

Typically, oxide catalysts are in the form of nanoparticles or
highly porous materials. The structure of these oxide nanopar-
ticles can be determined by the surface energy. For instance, for
TiO2, it has recently been shown that it is the surface energies
that determine whether it takes the anatase or rutile structure at
the nanoscale.18,19 The catalytic properties of these materials are
determined to a high degree by the surface,20 and control of the
surface structure will allow control of the reactivity.21-24

This makes the surface and nanostructure formation energy,
ΔEf, which is defined as the total energy difference from the bulk
metal oxide per functional unit (MO2 or SrMO3) of the surface
or nanostructure, a quantity of interest. More precisely

ΔEf � ðE- EBulkÞ=Nf ð1Þ
whereE is the total energy of the surface or nanostructure,EBulk is
the total energy of the bulk metal oxide, and Nf is the number

of functional units (MO2 or SrMO3) of the surface or nano-
structure. However, formation energies of metal oxide surfaces
are difficult to measure experimentally, and only a few values are
available in the literature18,19 For these reasons, finding trends in
surface and nanostructure formation energies is an essential first
step in understanding the properties of oxide catalysts and the
eventual design of novel catalytic materials.

In this study, we provide DFT-calculated (2,2) nanorod, (3,3)
nanotube, and (110) surface formation energies for 15 different
rutile metal oxides, along with the (100) surface formation energies
for 8 different perovskite metal oxides.21 Both the (2,2) nanorod
and (3,3) nanotube structures were obtained by first rolling
up a sheet of the material in the PtO2 structure. However,
because of its small diameter, the (2,2) nanorod has a bond-
ing structure resembling that of the bulk metal oxide after
relaxation, as shown in Figure 1. For TiO2 and RuO2, these
structures are quite stable, based on both molecular dynamic
simulations25 and calculated energies relative to other stable
forms.21

However, serious questions have been raised as to whether
standard DFT calculations can describe metal oxides with
sufficient accuracy. For the purposes of the present study, it is
worth noting that DFT calculations have recently been shown to
semiquantitatively reproduce the bulk heats of formation for
both rutile26 and perovskite27 metal oxides.
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After describing our methodology for calculating formation
energies in section 2, we develop a simple model to describe
these energies semiquantitatively in section 3 based on the
fraction of metal-oxygen bonds broken and the metal d-band
and p-band centers in the bulk metal oxide. Our concluding
remarks are followed by a tabulation of all calculated quantities
and further comparisons of the bulk heats of formation, d-band
centers, numbers of d electrons, cohesive energies, and formation
energies for the rutile metal oxides in Appendix A and a detailed
analysis of metal-oxide bond strengths based on the bulk metal
oxide molecular orbitals in Appendix B.

2. METHODOLOGY

All DFT calculations were performed with the plane-wave
code DACAPO using the RPBE exchange-correlation (xc)
functional;28,29 converged plane-wave cutoffs of 350 and 400 eV
for rutile and perovskite metal oxides, respectively; and a density
cutoff of 500 eV. The occupation of the Kohn-Sham orbitals
was calculated at kBT ≈ 0.1 eV, with all energies extrapolated
to T = 0 K. The product of the supercell dimensions and the
number of k points30 is J25 Å in all repeated directions. For
the antisymmetric perovskite surface slab calculations, a dipole
correction was employed.31 All bulk calculations used a sufficient
number of bands (25 perMO2 and 34-39 per SrMO3) to ensure
convergence of the d-band and p-band centers, as shown in
Figure 5 of Appendix A for the rutile metal oxides.

We performed structural relaxations until a maximum force
below 0.05 eV/Å was obtained. At the same time, we minimized
the strain on the unit cell in all periodically repeated directions
and employed more than 10 Å of vacuum between repeated
nanorods, nanotubes, and surface slabs.

For CrO2 andMnO2 rutile metal oxides and for all perovskites
considered, we performed spin-polarized calculations. However,
the relaxed structures of SrTiO3 and SrVO3 had no magnetic
moment. These results are summarized in Tables 1 and 2 of
Appendix A.

3. RESULTS AND DISCUSSION

Schematics of the TiO2 (2,2) nanorod, (3,3) nanotube, and
(110) surface, along with the SrTiO3 (100) TiO2- and SrO-
terminated surfaces,32 are shown in Figure 1. The supercells used
were repeated four times along the nanorod and nanotube axes in
Figure 1a,b and four times in the surface plane for the surfaces
shown in Figure 1c,d.

For the TiO2 (110) surface, our 4-layer-thick slab yielded
surface formation energies of 0.44 J/m2, as also reported in ref 18,
and in reasonable agreement with the GGA33 12-layer-thick slab
value of 0.50 J/m2 from ref 18 and the B3LYP34 9-layer-thick slab
value of 0.67 J/m2 from ref 35. Differences among these values
are attributable to the choices of xc functional and number of
layers, especially for uneven slab calculations, which tend to yield
higher energies and converge more slowly.18 As expected, these
values are below the experimental nanoparticle surface energy of
2.2( 0.2 J/m2 for TiO2

19 (see Figure 2), because of the presence
of less stable kinked and stepped surfaces in the sample.

The formation energies of the (2,2) nanorod, (3,3) nanotube,
and (110) surface depicted in Figure 1 are shown in Figure 2.
In the following discussion, we analyze the nature of the forma-
tion energies and relate them to other characteristics of the mate-
rials. One possible descriptor for the (110) metal oxide surface
formation energy, ΔEf

(110), might be the bulk heat of formation,
ΔGf

Bulk, which is defined as the difference in free energy from the
clean metal and water relative to H2. In other words

ΔGBulk
f � GMO2 -GM - 2ðGH2O -GH2Þ ð2Þ

whereGMO2,GM,GH2O, andGH2 are the free energies for themetal
oxide, clean metal, water, and hydrogen, respectively. With this
definition, ΔGf

Bulk is a measure of the metal oxide stability for
catalytic reactions in aqueous solution, as discussed in Appendix A.

AlthoughΔGf
Bulk andΔEf

(110) are somewhat correlated, as shown
in Figure 2a, this correlation is rather counterintuitive. One might
expect thatmore stable compoundswould have stronger bonds and,
hence, higher surface formation energies, but Figure 2a shows that
the opposite is the case. This makesΔGf

Bulk a poor choice of descri-
ptor for the (110) surface formation energy.

On the other hand, we observe a stronger correlation between
ΔEf

(110) and the d-band center εd for the bulk rutile metal oxides,
as shown in Figure 2b. Here, εd is the average energy, relative to
the Fermi level, εF, of the density of states (DOS) projected onto
the metal's atomic d-orbitals in the metal oxide nd(ε), so that

36

εd �
Z
ðε- εFÞndðεÞ dε ð3Þ

For the nanorod and nanotube formation energies, we also found
a qualitative correlation with ΔGf

Bulk, but a near-quantitative
correlation with εd.

This suggests that metal oxide surface and nanostructure
formation energies can be considered perturbations of the bulk
metal oxide's electronic structure, which is described by εd, due to
bond breaking. In this case

ΔEf � ΔχεM-O ð4Þ
where Δχ is the fraction of metal-oxygen (M-O) bonds
broken and εM-O is the energy stored in M-O bonds, per
functional unit of the surface or nanostructure. For the case of
(110) surface formation, Δχ(110)≈ 1/6 per MO2, whereas for
nanorod and nanotube formation, ΔχNT ≈ 2/6 ≈ 1/3 per MO2.

Figure 1. Structural schematics for (a) TiO2 (2,2) nanorod, (b) TiO2

(3,3) nanotube, (c) TiO2 (110) surface, and (d) SrTiO3 (100) TiO2-
and SrO-terminated surfaces. Axes and Miller indices for the rutile
structures are shown for a and c.
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Assuming εM-O≈-εd, we indeed find thatΔEf≈-Δχεd with
a mean absolute error (MAE) of 0.08 eV, as shown in Figure 2c.

This correlation can be explained qualitatively by recalling
that transition metals are most stable when the average energy
of the DOS projected onto the d-states of the metal atoms
is εF, that is, εd ≈ 0. In most cases, this is equivalent to having
a half-full d-band.36 This is nearly the case for TiO2, where
εd ≈ -0.67 eV, and the (110) surface becomes very stable
(ΔEf

(110)≈ 0.046 eV/TiO2). As the d-band shifts downward in
energy, the energy stored in the M-O bonds increases accord-
ingly, so that εM-O ≈ -εd.

A more detailed analysis based on the molecular orbitals of the
bulk metal oxide is provided in Appendix B based on refs 37-39.
To summarize, as the number of d electrons, Nd, increases, the
M-O coordinately unsaturated (cus) bond becomes stronger. It
is only this bond that is broken during (110) surface, nanorod,
and nanotube formation for rutile metal oxides. This increase in
bond strength occurs as one progresses from noncus bonding
(Nd = 2), to M-M bond distortions (Nd = 3), to M-O cus
bonding (Nd = 4), to nonbonding M orbitals with reduced
distortions (Nd = 5, 6), and to strongerM-Opσ bonds (Nd = 7).
Further, for a fixed number of d electrons, the bond strength
increases as the DOS shifts downward in energy. In effect, the
energy stored in rutile metal oxide M-O bonds is then equal to
the energy cost for “shifting” the bonding metal orbitals so that
their d-band is symmetric about the Fermi level. In such a case,
both bonding with cus O atoms and distortions of the octahedral
structure are minimized.

It is worth noting that we obtain near-quantitative agreement
(MAE ≈ 0.08 eV) between the DFT-calculated formation
energies and this simple model, when applied to naturally
occurring transition metal rutile oxides. We now show how this
model

ΔEModel
f � -Δχεd ð5Þ

can be extended to group 14 (group-IV) rutile oxides (GeO2,
SnO2, and PbO2) and 3d transition metal perovskites (SrMO3),
as shown in Figure 3.

For group 14metals, the d-band is fully occupied, and does not
participate in the M-O bonding. Instead, the M-O bonding
should occur via the occupied portion (one-third) of the metal's

p-band. This should be described by the metal's p-band center in
the metal oxide

εp �
Z
ðε- εFÞnpðεÞ dε ð6Þ

where np(ε) is the DOS projected onto the metal's atomic
p-orbitals in the metal oxide. In any case, we find that the
M-O bond energy εM-O for group 14 rutile oxides is
approximately negative one-third times the p-band center, -εp/
3, so that

ΔEf � -Δχεp=3 ð7Þ
This approximation yields near-quantitative formation energies for
group 14 metal oxide nanorods, nanotubes, and (110) surfaces, as
seen in parts a-c, respectively, of Figure 3.

Because perovskite metal oxides share the MO6 octahedral
structure of rutile metal oxides with interstitial Sr,40,41 it is
reasonable to expect that the same correlation with the metal
d-band centers εd should hold. From theDFT calculations for the
perovskite (100) surface, we obtain the average of the formation
energies for both the MO2- and SrO-terminated surfaces. As
such, our model predicts

ΔEð100Þf � - ðΔχMεMd þΔχSrεSrd Þ=2 ð8Þ
whereΔχM≈ 2/6≈ 1/3 per SrMO3 andΔχ

Sr≈ 2/12≈ 1/6 per
SrMO3. From Figure 3d, we find that this is indeed the case, with
an MAE of 0.08 eV.

In Figure 3a-c, we also plot the DFT-calculated forma-
tion energies versusΔEf

Model for transition metals whose most
stable metal oxide phase is not rutile. For these compounds,
denoted by red symbols in Figure 3, we find that our model
typically overestimates formation energies, yielding an MAE
of 0.12 eV.

For the HexABC layer structure of PtO2,
21 we find that the

formation energies are completely independent of εd and εp, as
shown in Figure 4. However, this is also predicted by our model,
because noM-O bonds are broken (Δχ≈ 0) when forming the
HexABC layer. Instead, the energy cost to form the HexABC
layer is related to the preference of oxygen to be either sp2- or
sp3-hybridized in the metal oxide.

Figure 2. Formation energy, ΔEf, of rutile metal oxide (b) (2,2) nanorods, (O) (3,3) nanotubes, and (9) (110) surfaces in eV/MO2 versus
(a) theoretical (black) and experimental (gray) bulk heats of formation,ΔGf

Bulk, for rutile metal oxides in eV/MO2 from ref 26; (b) d-band center, εd, for
the bulk metal oxide relative to the Fermi energy in eV; and (c) fraction of M-O bonds broken times the d-band center Δχεd in eV/MO2. The
experimental nanoparticle surface energy19 is shown for rutile TiO2 (red box). Linear fits to the theoretical (solid line) and experimental (dashed line)
ΔGf

Bulk data are provided for comparison.
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4. CONCLUSIONS

In conclusion, we have demonstrated that the formation
energies for nanorods, nanotubes, and surfaces of metal oxides
can be determined semiquantitatively (MAE ≈ 0.12 eV) from
the fraction ofM-Obonds that are broken,Δχ, and the bonding
band centers, εd and εp, in the bulk metal oxide. We anticipate
that such models will prove useful in predicting the formation
energy of doped metal oxide surfaces and nanostructures, their
reactant adsorption energies, and their activities.

’APPENDIX A. FORMATION ENERGIES

In this appendix, we provide further details for the interested
reader concerning the results of the density functional theory (DFT)
calculations and their analysis. We begin by plotting the projected
density of states (PDOS) for the bulk rutilemetal oxides, fromwhich
the d-band and p-band centers for the transition metal and group 14
metal oxides were calculated. A tabulation of calculated d-band and
p-band centers and formation energies for the (2,2) nanorod, (3,3)
nanotube, HexABC layers, and (110) surface of the rutile metal
oxides and the (100) surface of the perovskite metal oxides is also
provided. Finally, further comparisons are performed between the
bulk heat of formation,ΔGf; the d-band and p-band centers, εd and
εp; the number of d-electrons, Nd; the cohesive energies, Ecoh; and
the formation energies, ΔEf, to illustrate their relation to the elec-
tronic structure of the metal oxide.

The DFT-calculated projected density of states (PDOS) for
the bulk rutile metal oxides studied is shown in Figure 5. The
DOS projections onto the transition metal (TM) d orbitals, nd;

Figure 3. DFT-calculated formation energy, ΔEf
DFT, versus model prediction, ΔEf

Model, for (a) (b) (2,2) nanorods, (b) (O) (3,3) nanotubes, and
(c) (9) (110) surfaces in eV/MO2 for rutiles and (d) (100) MO2- and SrO-terminated surfaces (() in eV/SrMO3 for perovskites. Red symbols denote
metal oxides whose most stable phase is not rutile. The standard deviation for each structure fromTable 3 of Appendix A is shown by regions of solid and
striped gray for naturally occurring and all considered metal oxides, respectively.

Figure 4. Formation energy for HexABC metal oxide layers, ΔEf
HexABC, in

eV/MO2 obtained from DFT versus the M-O d-band and p-band centers
for themetal atom, εd/p, in the bulk rutilemetal oxide.

21 A linear fit of the data
(black solid line) demonstrates that ΔEf

HexABC is completely uncorrelated
to εd/p. A schematic of the TiO2 HexABC structure is shown as an inset.
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group 14 metal (G14) sp orbitals, nsp; O s orbitals, nO 2s; and O p
orbitals, nO 2p, are shown. One can clearly see that a sufficient
number of unoccupied bands has been included in the bulk
calculations to converge the calculated d-band and p-band
centers. Figure 5 also shows how the metal-oxygen (M-O)
bonding orbitals shift downward in energy with the d-band
center for the TMs. One can also see how the M-O bonding
orbitals for the G14 oxides shift with the p-band center.

The d-band and p-band centers for the bulk rutile metal oxides
are given in Table 1, along with the formation energies for the
(110) surfaces, (2,2) nanorods, (3,3) nanotubes, and HexABC
layers, relative to the calculated total energy of the bulk rutile
metal oxides provided in ref 26. The perovskite metal oxide

d-band centers for M and Sr atoms are provided in Table 2, along
with the model- and DFT-calculated formation energies for the
(100) surfaces, relative to the calculated total energy of the bulk
perovskite metal oxides provided in ref 27.

In Table 3, we provide both the mean absolute error (MAE)
and standard deviation σ between the DFT (ΔEf

DFT) and
model (ΔEf

Model) values, shown in Figure 3. When considera-
tion is restricted to metal oxides that are most stable in the rutile
phase, both MAE and σ are within the anticipated accuracy of
DFT calculations ((0.1 eV). Further, even when metal oxides
that have other more stable phases are included, the overall MAE
of 0.12 eV is commensurate with the predictive power of DFT.

The bulk heat of formation ΔGf
Bulk for rutile metal oxides is

taken from ref 26, based on the reaction

MðsÞþ 2H2OðlÞaMO2ðsÞþ 2H2ðgÞ ð9Þ
So, if ΔGf

Bulk > 0, then the metal oxide is unstable in aqueous
solution. However, by adding the free energy of formation of
liquid water (-2.46 eV at 298.15 K and 1 atm) from the reaction

O2ðgÞþ 2H2ðgÞa 2H2OðlÞ ð10Þ
we can convert ΔGf

Bulk to be with respect to the free metal and
atmospheric oxygen

MðsÞþO2ðgÞaMO2ðsÞ ð11Þ
With respect to O2, all of the metal oxides studied are thermo-
dynamically stable. In other words, all of the metals studied will
oxidize under atmospheric conditions.

To better understand the relationships between ΔEf, ΔGf
Bulk,

and εd, we plot the bulk heat of formation versus d-band center in
Figure 6. We do not see a strong correlation between the d-band
center, εd, of the metals in the bulk rutile metal oxide and the bulk
heat of formation, ΔGf, as shown in Figure 6. The squared
correlation coefficient, R2, is 0.62 and 0.65 for the theoretical and

Figure 5. Density of states for bulk rutile metal oxides projected onto
the transition-metal (TM) d orbitals nd, group 14 metal (G14) sp
orbitals nsp (black solid line), oxygen p orbitals nO2p (red solid line), and
oxygen s orbitals nO2s (blue solid line) versus energy, ε, in eV relative to
the Fermi level, εF (thin red vertical line). Filling is denoted by the
shaded regions. The TM d-band center εd and G14 p-band center (black
vertical lines) are also shown for each metal oxide.

Table 1. Rutile Metal Oxide d-Band and p-Band Centers
(εd/p) for Transition and Group 14 Metals and Formation
Energies for the (110) Surface (ΔEf

(110)), (2,2) Nanorod
(ΔEf

(2,2)NT), (3,3) Nanotube (ΔEf
(3,3)NT), and HexABC

Layer (ΔEf
HexABC)

metal

oxide

εd/p
(eV)

ΔEf
(110)

(eV/MO2)

ΔEf
(2,2)NT

(eV/MO2)

ΔEf
(3,3)NT

(eV/MO2)

ΔEf
HexABC

(eV/MO2)

TiO2 -0.68 0.05 0.17 0.18 0.23

VO2 -1.49 0.01 0.24 0.23 0.38

CrO2 -1.20 0.06 0.40 0.43 0.35

MnO2 -1.98 0.49 0.55 0.63 0.04

NbO2 -3.09 0.25 0.82 0.82 0.63

MoO2 -2.81 0.49 0.85 0.82 0.27

RuO2 -2.89 0.58 1.02 1.08 0.42

WO2 -2.66 0.58 0.61 1.22 0.41

ReO2 -3.33 0.57 1.13 1.19 -0.02

OsO2 -3.61 0.72 1.26 1.27 0.17

IrO2 -4.42 0.80 1.42 1.50 0.60

PtO2 -4.48 0.53 0.96 1.04 -0.13

GeO2 -2.72 0.34 0.32 0.35 0.20

SnO2 -5.59 0.52 0.71 0.73 0.35

PbO2 -3.97 0.32 0.46 0.47 0.21
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experimentalΔGf
Bulk values, respectively, compared with 0.96 for

the surface and nanostructure formation energies.
Based on Figures 6 and 2, one can conclude that the formation

energies of the nanostructures depend more on the center of the
metal bands that bond to oxygen in the bulk metal oxide than on
the bulk heat of formation. This does not at all imply that the bulk
heat of formation is not related to its electronic structure, as there
does exist a correlation between ΔGf and the number of d

electrons, Nd, in the metal (and the group number) in a given
d-line. In fact, ΔGf shows a stronger overall correlation with Nd

thanwith εd for the rutilemetal oxides, as shown in Figure 7. Such
correlations between Nd and heats of formation have been
previously reported for lanthanum perovskites,42 and a similar
correlation is seen when plotting the formation energies of 3d
monoxides versus the number of d electrons.

Figure 7. Overall correlation between the bulk heat of formation,ΔGf
Bulk,

for 3d (blue diamonds), 4d (black squares), and 5d (red circles) rutile
metal oxides in eV/MO2 and the number of d electrons, Nd. Theoretical
and experimental values forΔGf

Bulk are shown as solid and open symbols,
respectively, as provided in ref 25. A linear fit to the theoretical (solid line)
and experimental (dashed line) ΔGf

Bulk data, with squared correlation
coefficients of R2 ≈ 0.93 and 0.95 and mean absolute errors (MAEs) of
0.51 and 0.50 eV, respectively, is shown for comparison.

Figure 8. Comparisonof the bulk rutile cohesive energy,Ecoh
Bulk, in eV/MO2

and (a) the formation energy of the (2,2) nanorod, ΔEf
(2,2), in eV/MO2,

and (b) the cohesive energy of the (2,2) nanorod, Ecoh
(2,2), in eV/MO2. Red

symbols denote metal oxides whose most stable phase is not rutile.

Table 2. Perovskite Metal Oxide d-Band Centers for M (εd
M)

and Sr (εd
Sr) and Formation Energies for the (100) Surface

from the Model (ΔEf
Model) and DFT Calculations (ΔEf

DFT)

metal

oxide

εd
M

(eV)

εd
Sr

(eV)

ΔEf
Model

(eV/SrMO3)

ΔEf
DFT

(eV/SrMO3)

SrTiO3 -1.73 -4.72 0.68 0.80

SrVO3 -2.05 -4.09 0.68 0.76

SrCrO3 -1.60 -2.40 0.47 0.57

SrMnO3 -2.40 -3.12 0.66 0.72

SrFeO3 -2.65 -3.54 0.74 0.69

SrCoO3 -2.36 -2.50 0.60 0.55

SrNiO3 -2.72 -0.75 0.52 0.43

SrCuO3 -3.48 -0.09 0.59 0.66

Table 3. Mean Absolute Error (MAE) and Standard Deviation
σbetweenCalculated (ΔEf

DFT) andModel (ΔEf
Model) Formation

Energies Shown in Figure 3 of (2,2) Nanorods, (3,3) Nanotubes,
and the (110) Surface forRutileMetalOxides, and theMO2- and
SrO-Terminated (100) Surfaces for Perovskitesa

mean absolute error (eV/Nf) standard deviation (eV/Nf)

(2,2) nanorod 0.12 (0.05) 0.17 (0.06)

(3,3) nanotube 0.13 (0.06) 0.18 (0.07)

(110) surface 0.13 (0.11) 0.15 (0.11)

(100) surface 0.08 (0.08) 0.08 (0.08)
aValues in parentheses obtained by considering only naturally occurring
metal oxides.

Figure 6. Bulk heat of formation ΔGf
Bulk for 3d (blue diamonds), 4d

(black squares), and 5d (red circles) rutile metal oxides in eV/MO2

versus d-band center εd in eV. Theoretical and experimental values for
ΔGf

Bulk are shown as solid and open symbols, respectively, as provided in
ref 26. A linear fit to the theoretical (solid line) and experimental
(dashed line)ΔGf

Bulk data, with squared correlation coefficients of R2≈
0.62 and 0.65 and mean absolute errors (MAEs) of 1.08 and 1.15 eV,
respectively, is shown for comparison.
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In Figure 8, we compare the formation energy and cohesive
energy for the (2,2) nanorodswith the cohesive energy for the bulk
rutile metal oxide. The cohesive energy, Ecoh, is defined as the total
energy relative to the isolated metal atoms and O2 in the gas phase

Ecoh � E- EM - EO2 ð12Þ
As is shown inFigure 8b, there is a general correlation between the cohe-
sive energies for the bulk rutile metal oxides and the (2,2) nanorods.
However, this correlation is only qualitative and over a large
range of energy values between-10 and 0 eV.When we consider
the formation energies of the (2,2) nanorods, we find little
correlation, ΔEf

(2,2) ≈ Ecoh
(2,2) - Ecoh

Bulk 6¼ Ecoh
Bulk. Although energy

differences for metal oxide surfaces, nanostructures, and the bulk
relative to the clean metal (ΔGf) or metal atoms (Ecoh) are
somewhat correlated, this correlation is insufficient to allow
predictions of the surface and nanostructure formation energies.

The cohesive energy, Ecoh, and the M-O bond energy,
εM-O, do not have a straightforward relationship, as the
former also contains the M-M interaction. The largest
contribution to the cohesive energy of transition metals and,
therefore, of their compounds, is due to the formation of a
d-band from the atomic d-orbitals. The M-O bonds formed
by the hybridization of the metal's d-band with the p-states of
oxygen is described in ref 43. However, someM-Mbonds will
be present as well. As discussed in Appendix B, this is indeed
the case for Nd = 3, 4, and 5.

On the other hand, because εd is the average energy of the
d-band relative to the Fermi level, it is expected that this value
will describe all states, namely, bonding, nonbonding (if there
are any), and antibonding. In other words, εd and εp specifically
describe the electronic structure of the metal states in the bulk
metal oxide. As such, we can use these descriptors to obtain a
near-quantitative description of surface and nanostructure for-
mation energies. This model should be valid as long as the
structural changes of the metal oxides under surface and nano-
structure formation are primarily related to bond breaking.

’APPENDIX B. MOLECULAR ORBITAL ANALYSIS

We now provide a detailed review of the molecular orbital
analysis of bulk rutile metal oxide bonding presented in refs 37-39.

Nd = 2: TiO2. As seen in Figure 9, for the octahedral structure
of TiO2, the eg orbitals (dz2, dxy) are less stable and are at higher
energies than their t2g (dyz, dx2-y2, dxz) counterparts. For this
reason, the first two sets of Ti-O bonding orbitals are pre-
dominantly O 2s andO 2px,y in character, whereas the opposite is
true for their higher energy antibonding counterparts. This
means that the σ bonding between the apex O atoms and Ti is
weak. It is this bond that is broken upon forming the (110) metal
oxide surface, leaving a Ti coordinately unsaturated (cus) site,
which is occupied by the apex O atom in the bulk.
On the other hand, the Ti dxz and dyz orbitals are rather close in

energy to the O pπ orbitals, yielding a stronger bond. However, Ti's
empty dxz and dyz states can both be “filled” only if they form bonds
with the planar O atoms, as depicted schematically in Figure 9.
Because only bonds betweenmetal and cus oxygen atoms are broken
when nanotubes, nanorods, and the (110) surface are formed, this
explains why their formation energies are so low for rutile TiO2.

Nd = 3: VO2 and NbO2. In VO2, the dx2-y2 orbital forms new
V-V σ bonds preferentially with one of the two V neighbors, as
depicted in Figure 9. This induces strain in the octahedral structure,
so that VO2 and NbO2 are “monoclinic”. This induced stress
explains why the metal oxides with three d electrons (Nd = 3) are
somewhat less stable than those of TiO2.

Nd = 4: CrO2, MoO2, and WO2. For CrO2, MoO2, and WO2

the fourth d electron occupies a bonding dxzM-Mπ orbital, as it
can no longer overlap with the filled O pπ lone pairs in the plane.
The empty dyz orbital now forms a M-O π bond with the apex
oxygen, as shown in Figure 9.
Whereas the M-M π bonds induce further distortions in the

octahedral structure, the O-M π orbital acts as a strong bond with
the cus O atom. This bond must first be broken to form the (110)
surface and increasesΔEf for the nanostructures and (110) surfaces.

Figure 9. Molecular orbital schemes for rutile TiO2, VO2, MoO2, ReO2, OsO2, and IrO2 versus energy, ε, in eV relative to the Fermi level, εF.
37-39

Filling is denoted by the shaded regions for M t2g (gray), O pσ (red), and O s (blue) orbitals. Cartoons of the Ti-Ononcus bonding (dxz( dyz)/(2)
1/2,

V-V bonding dx2-y2, Mo-O cus bonding dyz, Re nonbonding dxz, Os nonbonding dx2-y2, and Ir-O antibonding dyz orbitals are shown below.
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Nd = 5: MnO2 and ReO2. The fifth d electron for MnO2 and
ReO2 breaks the M-M π bond, so that dxz now becomes a
nonbonding orbital. This will remove distortions of the octahe-
dral structure induced by this bond and should increase the
strength of the M-O π bond with the cus O. We find this
increases the formation energies.

Nd = 6: RuO2 and OsO2. Similarly to the Nd = 5 metal oxides,
for RuO2 and OsO2, the sixth d electron breaks the M-M σ bond,
making the dx2-y2 orbitals nonbonding. This removes most
distortions from the octahedral structure and makes the M cus O
bond even stronger, resulting in an even higher surface energy.

Nd = 7: IrO2. IrO2's seventh d electron occupies the M-O π*
antibonding states. In and of itself, this should weaken the M cus O
bond. However, two competing factors, namely, the smaller energy
gap between Ir eg

2 sp3 andOpσ orbitals and the greater instability of
a single half-occupied Ir dyz orbital in the surface cus, tend to
strengthen the Ir-O σ bonds and destabilize the (110) surface,
respectively. As a result, we find that IrO2 has the highest formation
energy cost for both the surfaces and the nanostructures.

Nd = 8: PtO2. For PtO2, the M-O π* antibonding orbital
would be completely filled, so that only M-O σ orbitals play a
role in Pt-O bonding. For this reason, PtO2 is rather unstable in
its rutile form. The formation energies for the PtO2 (110) surface
and nanostructures are thus significantly lower than those for
IrO2, but at the same time much higher than those for TiO2.

Np = 2: GeO2, SnO2, and PbO2. For group 14 metals, there is
only p-bonding of the σ type. However, these bonds are closer in
energy to the O pσ states, whereas the O pπ states are nonbond-
ing. Here, there is a stronger M pz-O pz bond than for the

transition metals, as shown in Figure 10. It is the shifting of the p
band due to the core states that determines the stability of the
group 14 metal oxide nanostructures and surfaces.
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Abstract 
 
Trends in electrocatalytic activity of the oxygen evolution 

reaction (OER) are investigated on the basis of a large database 
of HO* and HOO* adsorption energies on oxide surfaces. The 
theoretical overpotential was calculated applying standard 
density functional theory in combination with the computational 
standard hydrogen electrode model (SHE). We show that by the 

discovery of a universal scaling relation between the adsorption 
energies of HOO* vs. HO* it is possible to analyze the reaction 
free energy diagrams of all the oxides in a general way. This 
gives rise to an activity volcano that is the same for a wide 
variety of oxide catalyst materials and a universal descriptor for 
the oxygen evolution activity. This suggests a fundamental 
limitation on the maximum oxygen evolution activity for a class 
of planar oxide catalysts.  

 

Introduction 

Electrochemical water splitting has attracted substantial interest 
in the recent years as a key process in hydrogen production from 
sunlight and other sources of electricity [1] . The clean, renewable 
conversion of solar radiation into fuels can be done directly by 
photons exciting electrons in a semi-conductor where the energy 
level of the valence band is sufficiently low. The conversion could 
also be done, in an indirect way, by electrolysis using a potential 
difference obtained from a photovoltaic cell or from a wind 
turbine. In both cases, effective catalysis for water oxidation to 
molecular oxygen, i.e. the oxygen evolution reaction (OER), is 
needed. There are, however, several challenges that have to be 

solved for the process to become economically attractive. One of 
them is associated with the substantial overpotential and thereby 
energy losses at the anode, where oxygen is evolved, according 
to the following overall reaction, involving four electron transfers 
[2]: 

 

2H2O(l) + 4 X 1.23 eV → O2 + 4H+ + 4e-     

 
Substantial effort has been devoted to find more effective 

catalysts for the oxygen evolution reaction and to elucidate the 
reaction mechanism [3]. An excellent review describing the 
development in this field can be found in [4].        

To improve upon current electrocatalysts it is important to 
develop a fundamental understanding of the reactions on different 
materials [3f-h]. The electrocatalytic activity  is to a large extent 
determined by the binding strength of the reaction intermediates 
to the electrode surface. Plotting the activity as a function of a 
binding energy can give rise to a volcano plot. This concept has 
been previously successfully applied to the oxygen evolution 
reaction[3a, 3c, 3h]. Since the binding energies are difficult to 
measure, other descriptors believed to correlate with the reactivity, 
have been used. An example is the use of the standard enthalpy 
of lower to higher oxide transformation (MOx → MOx+1)[3b, 3d-g] .    
 Advances in Density Functional Theory (DFT) calculations 
make it possible to accurately determine surface binding energies 
that can hence be used as activity descriptors [3h]. The reverse 
reaction, the oxygen reduction reaction (ORR) in which molecular 
oxygen is reduced to water, involves the same general reaction 
intermediates as the OER. Recently, new alloy electrocatalysts 
for the ORR have been suggested on the basis of computational 
studies, where the values of the activity descriptor is calculated, 
followed by identification of promising candidates[5]. 
 Previously, the OER has been studied using computational 
methods on two classes of materials: metals[6]  and rutile oxides[7]. 
A similar computational approach has been used for the OER 
reaction which is in competition with chlorine evolution on rutile  
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oxides[8]. In these studies, the proposed reaction mechanism 
consists of four consecutive proton and electron transfer steps. 
Considering the OER intermediates to be HO*, O* and HOO*, 
free energy diagrams have been constructed and the oxygen 
evolving activity has been estimated using O* binding energies as 
a descriptor. Our previous studies [6-7] have shown that scaling  
relationships can be established between the binding energies of 
HO*, HOO* and O* species on oxide surfaces. The scaling 
relations suggest that there is only one free parameter that 
determines the free energy diagram and thereby the activity. In 
other words, the activity can be plotted as a function of only one 
parameter, e.g. the oxygen binding energy. The result is a 
volcano-shaped relationship between catalytic activity and the 
calculated oxygen adsorption energy. We found that on the 
surfaces that bind oxygen too strongly the rate is limited by the 
formation of HOO* species, whereas for surfaces that bind 
oxygen too weakly is the oxidation of HO*.  

In the present paper, we revisit the origin of the overpotential 
for oxygen evolution on the basis of an extensive database of 
calculated binding energies on oxide surfaces. We include rutile, 
perovskite, spinel, rock salt and bixbyite oxides in our calculations. 
The scaling relationship between HO* and HOO* is found to be 
universal for all the studied materials. We introduce a new 
descriptor, the energy of a reaction step, which gives rise to a 
universal description of oxygen evolving activities on the studied 
materials. Excellent agreement is found in terms of trends, 
between the calculated overpotentials and the experimental 
results reported in literature.  

 

 

 

Results and Discussion 

Free energy diagram 

We consider the following four electron reaction path:  

H2O(l) + * ↔ HO* + H++ e-                        (1) 

∆G1 = ∆GHO* - ∆GH2O(l)  - eU + kbTlnaH+     

HO* ↔ O* + H+ + e-                     (2)    

∆G2 = ∆GO* - ∆GHO* - eU +  kbTlnaH+    

  

O* + H2O(l) ↔ HOO* + H+ + e-            (3) 

∆G3 = ∆GHOO* - ∆GO* - eU + kbTlnaH+     

HOO* ↔ * + O2(g) + H+ + e-            (4) 

∆G4 = ∆GO2 - ∆GHOO* - eU + kbTlnaH+     

 
 
We apply a method previously developed for modeling the 
thermochemistry of electrochemical reactions based on density  
functional calculations[7]. We calculate ∆G1-4 using the 
computational standard hydrogen electrode (SHE) allowing us to 
replace a proton and an electron with half a hydrogen molecule at 
U = 0V vs. SHE [9]. The free energy of the intermediates along the 
reaction path, ∆GHO*, ∆GO* and ∆GHOO* are thereby calculated at U 
= 0V and standard conditions. Since the barriers between the 
intermediates are not included, the free energy diagrams we 
obtain are a first step towards a complete picture of the reaction 
path. 
 A very important parameter which can be deduced from the 
free energy diagram is the size of the potential determining step.  
This concept was developed in many other previous papers [6-7]. 
More precisely, the catalytic performance is estimated by the 

Figure 1. Standard Free energy diagram for the oxygen evolution reaction (OER) at zero potential (U = 0), equilibrium potential for oxygen evolution (U = 1.23) 
and at the potential where all steps becomes downwards at pH  0 and T = 298K over: a) the ideal catalyst b) LaMnO3 c) SrCoO3 d) LaCuO3. Standard free 
energies at U =0 for e) ideal catalyst  f) LaMnO3 g) SrCoO3 d) LaCuO3. For all three cases ∆GHOO* - ∆GHO* (vertical dashed lines) is approximately constant with 
an average value of 3.2 eV, while the optimum value should be 2.46 eV.  The variation of ∆GO* between ∆GHO* and ∆GHOO* differs for each one. For the ideall 
case ∆GHO* is 1.23 eV, ∆GHOO*  is 3.69 eV, and ∆GO* in the middle at 2.46 eV. 
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magnitude of the potential-determining step for the OER, GOER. 
This is the last step to become downhill in free energy as the 
potential increases, i.e. the specific reaction step in the four step 
mechanism with the largest ∆G: 
 

GOER = Max [∆G1, ∆G2, ∆G3, ∆G4]      (5)

     

 
The theoretical overpotential at standard conditions is then: 
 

ηOER= (GOER /e)-1.23V         (6) 

 
 The energy diagram for the ideal (but hereto non-existent) 
oxygen evolution catalyst is shown in Figure 1a. This ideal 
catalyst should be able to facilitate water oxidation just above the 
equilibrium potential. This requires all the four charge transfer 
steps to have reaction free energies of the same magnitude at 
zero potential (4.92 eV/4=1.23eV). This is equivalent to all the 
reaction free energies being zero at the equilibrium potential, 
1.23V (Figure 1a). The catalyst that fulfills this requirement is 
thermochemically ideal. Real catalysts do not show this behavior. 
We show the calculated free energy diagrams at standard 
conditions of the OER on the surfaces of LaMnO3 (strong binding), 
SrCoO3 (intermediate binding) and LaCuO3 (weak binding) in 
Figure 1a, 1c and 1d. The most representative potentials are at U 
= 0 eV where all steps are uphill, at equilibrium potential for 
oxygen evolution U = 1.23 eV, when some of the steps become 
downhill but some still remain uphill and at the GOER potentials 
when the potential determining step become downhill.  
Accordingly, LaMnO3 has a rather large overpotential due to ∆G3. 

For SrCoO3 ∆G2 and ∆G3 have almost the same value and the 
overpotential is small, whereas for LaCuO3 ∆G2 is the potential-
determining step.  
 
Scaling relations 

 
Figures 1g, f, h show that the bond strength of all the 
intermediates decreases from left to right (LaMnO3, SrCoO3, 
LaCuO3). Note that the levels of the intermediates move together, 
i.e. if one reaction energy decreases, the others do too. This 
correlated energy phenomenon has been observed on metal and 
metal oxide surfaces as a result of the scaling relations between 
the intermediates [6-7, 10]. An example is the linear relation between 
the binding energy of HO* and O*, where the slope of one half 
reflects that oxygen has two bonds to the surface, whereas HO* 
has only one bond. The intercept is determined by the type of 
binding site, meaning that there are different intercepts for 
HO*(ontop) vs. O*(ontop) scaling compared to the HO*(hollow) vs. 
O*(hollow) scaling. This gives rise to different intercepts for 
metals and oxides since the binding sites are different. Figures 1e, 
f, g and h show that the free energy difference between HO* and 
HOO* is almost constant, independent on the binding strength to 
the surface. It was pointed out in a recent review by M. Koper[11] 
that the bindings of HO* and HOO* are related to each other by a 
constant of ~ 3.2eV both for metals and oxide surfaces regardless 
of the binding site. This implies that there is a universal scaling 
relation between HO* and HOO*.   

Here we establish the formal scaling relationship between 
HO* and HOO* binding energies over a wide range of oxides. 
Figure 2 shows that the binding energies of HOO* and HO* 
species on the various oxide surfaces considered here are 
linearly correlated, with a slope of approximately 1, and an 
intercept of 3.2eV. The Mean Absolute Error (MAE) of the linear 
fit is 0.17 eV, indicating an extremely strong correlation between 
the two species.  

 

 
Figure 2. Adsorption energy of HOO* plotted against the adsorption energy of 
HO* on perovskites, rutiles, anatase, MnxOy, Co3O4 and NiO oxides. Hollow 
symbols represent the adsorption energy on the clean surfaces: ○ – perovskites, 
∆ - rutiles, □ – MnxOy, ◊ - anatase, + - Co3O4, NiO. Solid symbols represent the 
adsorption energies on high coverage surfaces, with oxygen atoms 
representing nearest neighbors. The best fit of all points is ∆EHOO* = ∆EHO* + 
3.20 eV and with 68% of the points within ±0.2 eV and 95% within ±0.4 eV. The 
red star indicates where the binding energies need to be for an ideal 
electrocatalyst. 

 
 

The slope of unity in the correlated binding energies of HO* 
and HOO* reflects the fact that both species have a single bond 
between an O atom and the surface. The constant intercept 
implies that HO* and HOO* normally prefer the same type of 
binding site. Seen from the point of view of the surface, HO* and 
HOO* look very similar. This results in the approximately constant 
difference of ∆EHOO* - ∆EHO* of 3.2 eV for all the oxides 
considered. We note that this difference is also observed on 
metal surfaces [6].  

 Interestingly, the constant difference between the 
adsorption energies of HO* and HOO* of 3.2 eV regardless of the 
binding energy of O* defines a lower limit for the OER 
overpotential[11]. Since two proton and electron transfer steps 
separate the two intermediates, the perfect separation in terms of 
energy should be 2.46 eV as illustrated in Figure 1e.  The 
difference in the energetic of these two steps between actual 
catalysts and an ideal one (3.2 eV-2.46 eV)/2e gives a minimum 
overpotential of 0.4 - 0.2 eV, even if we could find a material 
where the O* level is placed optimally between those of HO* and 
HOO* , as shown in the example from the Figure 1g (with the 
value -0.2eV that comes from standard deviation of the 
population from 3.2 eV value: 2σ = ± 0.4eV with 95%  of the 
values expected to lie within this confidence interval). The 
thermochemically ideal catalyst is characterized by having ∆G1 = 
∆G2 = ∆G3 = ∆G4 = 1.23 eV.  This can only be achieved at a 
specific binding of all intermediates indicated by the red star in 
Figure 2. It is seen that this point clearly falls outside the general 
trends and there is no oxide-based material in the classes 
considered here that provides an optimum binding of both HO* 



 4 

and HOO*. In this picture, the challenge is to find a way to modify 
oxide surfaces or the electrochemical interface, such that the 
relative stability of HOO* and HO* changes. 
 
 

Descriptor and activity volcano 

Given the constant difference between the HOO* and HO* levels, 
the variation in the overpotential, ηOER from one oxide surface to 
the next is determined by the O* adsorption energy. This means 
that, either step 2 or step 3 is potential-determining: 

 
GOER  = Max[∆G2, ∆G 3] = Max[(∆GO* - ∆GHO*), (∆GHOO* - ∆GO*)] 

           

      ≈ Max[(∆GO* - ∆GHO*), 3.2eV - (∆GO* - ∆GHO*)]     (7) 

 
The difference, (∆GO*  - ∆GHO*), is therefore a unique descriptor for 
the OER activity, and the theoretical overpotential at standard 
conditions is: 
 

η
OER= {Max[(∆GO* - ∆GHO*), 3.2eV - (∆GO* - ∆GHO*)]/e} - 1.23V  (8) 

We note that theoretical overpotential is independent of pH. 
Plotting ηOER as function of ∆GO* - ∆GHO* for the classes of 
materials considered here will therefore lead to a universal 
volcano relationship independent on the catalyst material. For 
clarity, the trends are shown separately for perovskites ( 
Figure 3a) and rutiles (Figure 4a), and the points represent the 
calculated value for each oxide.  
 
Figure 3 a) Activity trends towards oxygen evolution plotted for perovskites. 
The negative theoretical overpotential is plotted against the standard free 
energy of the ∆GHO* - ∆GO* step. The low coverage regime was considered and 

the calculated values were used to show the activity of each oxide. The volcano 
curve was established by using the scaling relation between GHOO* - GO* and 
GO* - GHO*. b) Theoretical overpotential vs. the experimental overpotential in 
alkaline media. Experimental data were adapted from the study of O.M. Bockris 
and T. Otagawa [3a, 12].  All experimental values were recorded at 10 mA cm-2, 
room temperature and pH = 14. 
  
 This theoretical analysis leads to the following ordering of 
catalyst activities for the following perovskites: SrCoO3 > LaNiO3 > 

SrNiO3 > SrFeO3>LaCoO3 > LaFeO3 > LaMnO3. The trend agrees 
well with experimental findings by Bockris et al. and Y. 
Matsumoto et al. [3a] [12] under alkaline conditions, see  
Figure 3b. 
 A quantitative comparison between the theoretical and 
experimental overpotentials is extremely difficult. The theoretical 
overpotential is not directly comparable to experimentally 
determined values, since activation barriers are neglected. 

Furthermore, the experiments are performed using electrodes 
with oxide nanoparticles, where the effective surface area is often 
unknown or not reported. Hence, the current per geometric area 
is not directly available. In addition the experimentally measured 
overpotential depends on the current density at which it is 
measured. On the other hand also the theoretical overpotentials 
are expected to vary a little bit with increasing the size of the unit 
cells and with the coverage regimes. In spite of these 
uncertainties, it should be possible to compare trends in 
overpotentials for a set of different oxides. This is what we do in  
Figure 3b for the perovskites. According to our calculations, 
SrCoO3 has a ∆GHO* - ∆GO* of 1.48 eV, close to the very top of the 
volcano. The high activity of SrCoO3 was predicted also 
theoretically by Y. Matsumoto et. all [13] , but the main problem is 
experimentally and is related to how to obtain SrCoO3 with 
perovskite type structure, since experimentally SrCoO3  was 
obtained under a non perovskite type structure and exists as 
SrCoO2.5  in composition .    
 For the other oxides such as rutiles (anatases),  Mn oxides, 
and Co oxides, the  activity order given by the theoretical 
calculations is extracted from Figure 4a: Co3O4 ≈ RuO2 > PtO2 - 
rutile phase ≈ RhO2 > IrO2 ≈ PtO2 β-phase(CaCl2) ≈ MnxOy ≈ 
NiOb2 ≈ RuO2 and IrO2 anatase phase >PbOb2 >> Ti, Sn, Mo, V, 
Nb, Re oxides. The anatase phases with crystallographic 
orientation 001, such as RuO2 and IrO2, show approximately the 
same activity as the rutile phases. A similarly good agreement 
between the theoretical and experimental values of overpotentials 
on oxides other than perovskites is illustrated in Figure 4b. 

  
 

Figure 4. a) Activity trends towards oxygen evolution, for rutile, anatase, Co3O4, 
MnyOx oxides. The negative value of theoretical overpotential is plotted against 
the standard free energy  of  ∆GHO* - ∆GO*  step. Solid triangles - the effect of 
interaction with the oxygen from the neighboring site is considered: ▲ rutile 
oxides, ■ –MnxOy. For NiOb2, PbOb2 and SnOb2  cus sites are empty, and the 
reaction takes place on the bridge sites. Hollow triangles are for low coverage 
regime b) Theoretical overpotential vs. the experimental overpotential in acidic 
media (solid circles) and in alkaline media (open circles). Experimental data 
were taken from Y. Matsumoto and E. Sato[12] . All experimental values are 
considered at 10 mA cm-2 and room temperature. 

 

 Even the comparisons between different experimental 
values are difficult to establish, due to many factors that affect the 
potential including pH, effective surface area, particle size, etc. A 
slight discrepancy exists between the calculated and measured 
Co3O4 activity. DFT calculations show that Co3O4 is slightly more 
reactive than RuO2, whereas most of the experimental studies 
suggest that Co3O4 has a higher overpotential than RuO2, by 0.2-
0.25 V [12]. It was shown that Co3O4 is non-stoichiometric with an 
excess of oxygen and that the size of crystallites vary with the 
calcination temperature [3g]. Recently, Singh et. al. synthesized a 
spinel type of Co3O4 thin film which showed a low overpotential 
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[14] in agreement with our calculations. It has also been reported 
that the overpotential on Co-oxide nanoparticle electrocatalysts is 
size-dependent with   lower overpotentials on smaller particles [15]. 
Other Co oxide structures with a low overpotential have been 
reported as well[16]. In Figure 4b we compare for Co3O4, three 
experimental overpotentials from the literature to the computed 
overpotential. Starting from left to right, the most active is the 
value reported by Singh et. all [14], followed by three values 
reported by Esswein et. all [15a]. A slight discrepancy is also 
observed in the case of NiO, but the theoretical value is only for 
NiO, while in reality, NiO is expected to have a more complicated 
composition, including species in higher oxidation states [3g, 17].  

We emphasize that the reaction mechanism is more flexible 
for the oxides close to the top of the volcano where the 
intermediates have a better compromise in interaction strength. 
This could be the case of MnxOy oxides and detailed results will 
be discussed in a future manuscript. However, at the top of the 
volcano the overpotential is small and other reaction paths could 
be also relevant if their overpotential is smaller than the values 
reported in this study. This flexibility of reaction mechanism might 
result in a slight variation in the theoretical overpotentials, and the 
details of this matter are out of the scope of this paper. 

The actual surface of an oxide catalyst can experience 
oxidation and/or dissolution in the highly corrosive OER 
environment. For instance, some oxides such as NbO2, ReO2, 
VO2, MoO2, CrO2  [17a] are not stable. Still, the theoretical values 
may be interesting as a guide in designing mixed oxides that 
could show improved activity [18] 
 Given the robustness of this theoretical model as applied 
to oxide materials of well-defined stoichiometry and crystal 
structure, one can potentially apply these methods to non-
stoichiometric oxide catalysts as well. 

Conclusion 

First principles periodic DFT calculations have been used to 
revisit the origin of the overpotential for oxygen evolution for a 
wide range of oxides including rutile, perovskite, spinel, rock salt 
and bixbyite. A universal scaling relationship between the binding 
energy of HOO* and HO* is identified. The scaling relation leads 
to an approximately constant difference between the binding 
energies of HOO* and HO*, which in turn defines the lowest 
possible theoretical overpotential for the OER on a wide variety of 
oxides. Few catalyst materials operate at this minimum 
theoretical overpotential, the remaining hundreds of catalyst 
materials are further burdened by an additional overpotential 
arising from a sub-optimal O* binding energy. Thus the origin of 
the overpotential for oxygen evolution catalysis has been 
elucidated, whereby a single descriptor (∆GO* – ∆GHO*) is 
introduced which results in a universal description of oxygen-
evolving activities. Experimental trend studies from the literature 
can be described and understood within the model.  

This study provides an understanding of the fundamental 
limitations for the OER activity on oxide-based electrocatalysts. 
Our results show that for the classes of structures considered 
here the OER activity cannot be significantly improved beyond 
RuO2 by tuning the binding between the intermediates and the 
catalyst surface. 
 To avoid the limitations defined by the universal scaling 
relation, one must find ways to stabilize HOO* compared to HO*. 
It is possible that three dimensional structures, such as rough 
surface structures, zeolites or co-adsorbates on the surface could 
accomplish this by allowing for a selective hydrogen bond to 
HOO*. Effects such as these are likely present in enzymes that 
catalyze water oxidation very effectively in nature [19] .   

Experimental Section 

We calculated the binding energies of the intermediates O*, HO*, 
and HOO* on the rutile, perovskite, Mn, Co and Ni oxide 
surfaces: 

∆EHO* = E(HO*) – E(*) – (EH2O – 1/2EH2 )      (9) 

∆EHOO* = E(HOO*) – E(*) – (2EH2O – 3/2EH2)    (10) 

∆EO* = E(O*) – E(*) – (EH2O – EH2)      (11) 

Where E(*), E(HO*), E(O*), E(HOO*) represent the calculated 
DFT energies of the clean surface and respectively with 
adsorbates. EH2O, EH2 calculated DFT energies of H2O and H2 
molecules in the gas phase.   

The surface structures together with the unit cells we used 
are shown in  

Figure 5. The stoichiometric surfaces were considered for rutile 

oxides, with the exception of PbO2, SnO2 and NiO2, on  which the 

binding of intermediates are thermodynamically favored on non 

stoichiometric surfaces (denoted by the subscript b). The results 

presented here, were obtained using density functional theory (DFT) 
[20], with the RPBE  [21] exchange-correlation functional using 

DACAPO[22]. The Kohn – Sham equations were solved using a plane 

wave basis with a cutoff of 350 - 400 eV for the eigenstates and a 

cutoff of 500 eV for the.kinetic energy. The ionic cores and their 

interaction with valence electrons are described by ultrasoft 

pseudopotentials [21]. The occupancy of  the one-electron states was 

calculated using an electronic temperature of  kBT = 0.1 eV for 

surfaces and 0.01 eV for molecules in vacuum. All energies were 

extrapolated to T = 0K. The ionic degrees of freedom were relaxed 

using the quasi-Newton minimization scheme until the maximum force 

component was smaller than 0.05 eVÅ-1. Spin-polarization 

calculations were carried out for CrO2 , Mn, Ni and Co oxides and for 

perovskites when appropriate. More about the surfaces and other 

computational details can be found in the supplementary material. 
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Figure 5 Visualization of the considered surface structures of metal oxides. The 
reaction takes place only on one site at a time a) Rutile-like stoichiometric 
surface (110) for MO2  with M = Ti, V, Cr, Mn, Nb, Mo, Ru, Rh, Re, Ir, Pt, Sn. 
Red and light blue spheres represent O and metal atoms, respectively. 
Positions 1 and 2 represent the active sites (CUS). 3,4 represent the inactive 
sites (BRIDGE) and are covered with oxygen.  b) Rutile-like reduced surface 
(110) for MO2. Positions 3,4 represent the active position (BRIDGE) and 1,2 the 
inactive position (CUS) with M =  Ni, Pb, Sn. Red and light blue represent O and 
metal atoms, respectively c) Perovskite structure for LaMO3 and SrMO3 (100) 
surface with M = Ti, V, Mn, Fe, Co, Ni, Cu. Red, dark blue and light blue 
spheres represent O, La(Sr) and metal respectively. Sr and La are in the 
subsurface. (1,2,3,4) – represent the active sites/unit cell. 5 – represents the 
subsurface atom. d) Mn2O3 (110) surface structure. 1- represents the binding 
site  e) Mn3O4 (001) surface structure.  f) Co3O4 g) (001) Anatase-like surface h) 
MO(100) surface with M = Mn, Ni. 
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Supplementary material 
 

1.1 Detailed calculation details: 

A more detailed description of surface calculations are presented in the following paragraphs. In the Figure 6 (which is shown also in 

the original paper) are shown all  surfaces used in the calculations: 

 

 

Figure 6. Visualization of the considered surface structures of metal oxides. The reaction takes place only on one site at a time a) Rutile -like stoichiometric surface 

(110) for MO2  with M = Ti,V,Cr,Mn,Nb,Mo,Ru,Rh,Re,Ir,Pt,Sn. Red and light blue spheres represent O and metal atoms, respectively. Positions 1 and 2 represent the 

active sites (CUS). 3,4 represent the inactive sites (BRIDGE) and are covered with oxygen.  b) Rutile like reduced surface (110) for MO2. Positions 3,4 represent the 

active position (BRIDGE) and 1,2 the inactive position (CUS) with M =  Ni, Pb, Sn. Red and light blue represent O and metal atoms, respectively c) Perovskites 

structure for LaMO3 and SrMO3 (100) surface with M = Ti, V, Mn, Fe, Co, Ni, Cu. Red, dark blue and light blue spheres represent O, La(Sr) and metal respectively. 

Sr and La are in the subsurface. (1,2,3,4) – represent the active sites/unit cell. 5 – represent the subsurface atom. d) Mn2O3 (110) surface structure. 1- represent the 

binding site  e) Mn3O4 (001) surface structure.  f) Co3O4 g) (001) Anatase like surface h) MO(100) surface with M = Mn, Ni. 

 

We used a (2x2) unit cells for perovskite type oxides, (1x2) unit cells for rutile, anatase type oxides, PtO2β(CaCl2) type and 

Mn3O4, and (1x1) unit cell for Co3O4 and Mn2O3. A four layer slab for rutile, anatase, perovskites and PtO2β(CaCl2) and a 8 layer slab for 

Mn2O3, Mn3O4 and Co3O4 were employed, separated by a more than 16 Å of vacuum. A dipole correction was applied as well. The 

adsorbates together with the two topmost layers for the rutiles, anatase, persovskites oxides and PtO2β(CaCl2), the four topmost layers 

for  Mn2O3, Mn3O4 and Co3O4 were allowed to fully relax, while the other layers were fixed to their optimized bulk positions. The Brillouin 

zone of the systems was sampled with 4x4x1 Monkhorst – Pack grid for the rutile, anatase, persovskites oxides and PtO2 -β(CaCl2) 

surfaces, and 2x3x1, 2x4x1, and 3x3x1 Monkhorst – Pack grid for Mn2O3, Mn3O4, and Co3O4 respectively. 

When the reaction takes place on the clean surface, we call it low coverage regime. When coadsorbed species at next 

neighbors are present, the surface is said to be in a high coverage regime. 

 It has been shown that on rutile oxides oxygen on the bridge sites binds much stronger than on the cus sites , accordingly it is 

less likely for these positions to be active [1].  A stoichiometric surface with bridge sites occupied by oxygen was used for low coverage 

regimes, whereas the surface with one cus occupied by oxygen (see  Figure 6a one of the two sites 1 or 2 is occupied with oxygen or 

another species, and the reaction is considered to take place on the other site) was considered for high coverage regime. The distance 
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between two neighboring cus sites on the rutile oxides is much smaller in comparison with perovskites and therefore the interaction of 

adsorbates at the sites can be expected to be stronger. For TiO2 and SnO2 only the low coverage regime is studied since the surface 

structures at high coverage regimes are unstable.  PtO2 was studied within the β (CaCl2) symmetry which results from a small 

orthorhombic distortion of the rutile  structure. 

  When the intermediates on rutile (110) surfaces are not stable on cus sites at all, nor even at low coverage regime, bridge 

positions are expected to act as  the active sites (reduced surface to be seen in the Figure 6b, sites 1 and 2 are the inactive sites(cus) 

while 3 and 4 are the active site(bridge).   PbOb2,
 SnOb2 and NiOb2 present the reduce form. NiOb2 was studied under the CaCl2 

symmetry.  For these systems high coverage regime means that the neighboring bridge site is occupied by oxygen (Figure 6b, site 3 or 

4 is occupied by an oxygen atom while and on the other one the reaction is considered to take place; sites 1 and 2 are empty). 

Anatase phase was considered for RuO2, IrO2 and TiO2 at low and high coverage regime. High coverage regime means that all 

metallic sites are occupied with oxygens with the exception of one site where the reaction is considered to take place.  (Figure 6f sites 1, 

2, 3, and 4)  

 Also for the other three oxides: Mn2O3, Mn3O4 and Co3O4, low and high coverage regimes were considered (Figure 6d, Figure 6e 

and Figure 6f all the sites in line with 1 sites should be occupied with oxygen for high coverage regimes).  

  

1.2 Derivation of the free energy relations: 

 

In the following paragraph, we describe the relation between the reference electrode, which in our case is the Standard Hydrogen 

Electrode (SHE) and the chemical potential of protons and electrons, as seen from previous papers[1-2]. All these relations are used to 

calculate the free energy of the intermediates along the proposed reaction path. We assume the hydrogen electrode to be  in 

equilibrium, i.e. the solvated protons and electrons are in equilibrium with the hydrogen in the gas phase: 

)(21)( 2 gHeaqH ↔+ −+
         

In terms of chemical potentials the equilibrium is expressed as follows: 

)(2
21 gHeH

µµµ =+ −+                (12) 

The chemical potential of protons, electrons and hydrogen could be derived further as follow: 

+++ +=
HBHH

aTk ln0µµ               (13) 

eU
ee

−= −−
0µµ                 (14) 

222
ln0

)( HBHgH pTk+= µµ               (15) 

where +H
a represents the activity of the protons, eU represents the shift in electron energy when a bias is applied and 

2Hp  is the 

partial pressure of hydrogen. 0
+H

µ ,
0

−e
µ , 0

)(2 gHµ  represent the chemical potential of  protons, electrons and hydrogen at standard 

conditions ( barpH 1
2

= , 1=+H
a , KT 15.298= ). Thereby at these conditions, the relation can be written as: 

0
)(

00

2 gHeH
µµµ =+ −+                (16) 

From computational point of view the chemical potential of hydrogen in the gas phase is much easier to calculate than the chemical 

potential of protons. 

Formally µ is a Gibbs’ free energy (G) while EDFT becomes an enthalpy, H, if we add to it the zero-point energy correction (ZPE), 

calculated using DFT calculations of vibrational frequencies. These variables are related via the equation below: 

 ),(),(),( pTTSpTHpTG −=                (17) 
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where S  is the entropy of the system. At T = 0, G and H become identical. The entropy values are taken from standard tables. 

Therefore we can define the standard chemical potential of hydrogen on the DFT scale as:  

0
)()(

)(0
)( 22

2

2 gHgH
gH

DFTgH TSZPEE −+=µ            (18) 

where S0 is the standard entropy of hydrogen and is taken from thermodynamic tables for gas-phase molecules [3]. 

Another approximation is that for water in the liquid phase, by taking water in the gas phase as reference system. Since the pressure at 

which   the chemical potential of liquid water is equal to the chemical potential of water in the gas phase, at T = 298.15 K is 0.035 bars, 

the approximation is done at this pressure: 

)()( 22 gOHlOH µµ =                  (19) 

On  DFT scale, the potential of water in the gas phase is described as follows: 

   )035.0(0)(
)(

2

2
barsTSZPEE gOH

DFTgOH −+=µ              (20) 

The reason for this approximation is due to the difficulty in the calculation of the hydrogen bonds contribution to the total energy of 

water within standard DFT. 

The last approximation we have done is the DFT energy of the oxygen in the gas phase. This is done indirectly since is hard to 

calculate accurately with DFT the oxygen molecule. We use  the experimental value of  2.46 eV of the standard free energy change of 

the  reaction: )()(21)( 222 gHgOlOH +↔ . Thereby we leave from the following relation: 

eVGGG gHgOlOH 46.221 0
)(

0
)(

0
)( 222

=−−           (21) 

Thus if we write everything in terms of DFT energy, we replace  Eq. 7 and 9 in Eq. 10 and thereby we can approximate the free energy 

of an oxygen molecule in terms of  the H2O(g) , H2(g) energetic as follows: 

 
)(2

)(292.4)(
0

)()(
)(

0
)()(

)(0
)()(

)(

22

2

22

2

22

2

gHgH
gH

DFT

gOHgOH
gOH

DFTgOgO
gO

DFT

TSZPEE

TSZPEETSZPEE

−+−

−++=−+
   (22) 

Since the proposed mechanism for OER consists of four intermediate steps, the free energies for all steps will be derived further on, for 

the temperature T = 298.15 K.  The first step is water splitting on the active site with a release of a proton and an electron: 

 
−+ ++↔+ eHHOlOH **)(2        

)(**1 2 lOHeHHO GGG µµµ −−++=∆ −+           (23) 

where *HOG  and *G  are the free energies of the surface with and without HO* respectively and could be written in terms of DFT energies: 

0
**

*
* HOHO

HO
DFTHO TSZPEEG −+=             (24) 

 
*

* DFTEG =                  (25) 

The free energy of the slab is calculated at athermal limit and its temperature dependence is ignored as it is negligible compared to that 

of the gas.      

 Replacing relations 2, 3 and 8 in 12 we get: 

)(*
00

*1 2
ln gOHeHBHHO GeUaTkGG µµµ −−−+++=∆ −++       (26) 

Further on, substituting equations 5, 7, 9, 13 and 14 in 15, allows to express the free energy of the reaction on the DFT energy scale: 
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eUaTk

STZPEEEEEG

HB

gH
DFT

gOH
DFTDFT

HO
DFT

−+
∆−∆+−−−=∆

+ln

)()21( 0)()(**
1

22

     (27) 

The second step of the reaction is oxidation of the HO* species to O* with release of a proton and of an electron: 

−+ ++↔ eHOHO **                    (28) 

The change in free energy for the forward reaction is:  

−+ ++−=∆
eHHOO GGG µµ**2             (29) 

where *OG , *HOG  represent the free energies of the surfaces with O* and HO* species.  

 Replacing again the same equations as in the case for the first step in Eq. 17, the free energy could be expressed as follows: 

eUaTkTSZPEEEEG
HB

gH
DFT

HO
DFT

O
DFT −+−∆++−=∆ +ln)(21 0)(**

2
2  (30) 

 

The third step is represented by the water splitting on top of oxygen with the corresponding change in free energy: 

−+ ++↔+ eHHOOlOHO *)(* 2            (31) 

)(**3 2 lOHOeHHOO GGG µµµ −−++=∆ −+           (32) 

The same equations as for step one and two are replaced gradually in the Eq. 21. The relation for *OG  in terms of DFT energies is 

similar to the relation for *HOG . In the end we get: 

eUaTk

STZPEEEEEG

HB

gH
DFT

gOH
DFT

O
DFT

HOO
DFT

−+
∆−∆+−−−=∆

+ln

)()2/1( 0)()(**
3

22

        (33) 

 The last step is the evolution of oxygen: 

−+ +++↔ eHgOHOO )(** 2
            (34) 

  *)(*4 2 HOOeHgO GGGG −+++=∆ −+ µµ           (35) 

With Eq.24, we proceed again as in the previous steps, and we use also Eq.11, to obtain the expression in terms of DFT energies: 

eUaTk

STZPEEEEEG

HB

gH
DFT

gOH
DFT

HOO
DFTDFT

−+
∆−∆++−+−=∆

+ln

)(92.4)2/12( 0)()(**
4

22

   (36) 

 

In Table 2 : Binding energies of HOO*, HO*, O* species on oxide surfaces at low and high coverage regime, ZPE and TS for all the 

relevant species are listed at T = 298.15 K. For the adsorbed species the ZPE have been calculated for an adsorbate at the cus-site of 

RuO2 and is considered to be the same for each oxide. The entropy corrections for the adsorbates on the surface are considered zero, 

since the main contribution to the entropy is due to the translational entropy. 
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Table 1:  Zero point energies and entropic corrections at 298 K. 

 

 TS T∆S ZPE ∆ZPE ∆ZPE-T∆S 

H2O(l) .67 0 .56 0 0 

*OH+1/2H2 .20 -.47 .50 -.06 .41 

*O+H2 .41 -.27 .34 -.22 .05 

1/2O2+H2 .73 .05 .32 -.24 -.29 

H2 .41 - .27 -  

1/2O2 .32 - .05 -  

O* 0 - .07 -  

OH* 0 - .36 -  

 

Table 2 : Binding energies of HOO*, HO*, O* species on oxide surfaces at low and high coverage regime 

 

Low coverage regime 

 ∆EO*(eV) ∆EHO* (eV)  ∆EHOO* (eV) 

MoO2 0,66 -0,02 3,02 

lrO2 1,32 -0,23 2,79 

RuO2 2,34 0,60 3,47 

PtO2 3,23 1,14  

TiO2 4,57 1,73 4,86 

SnO2 5,00 1,61  

RhO2 2,64 0,68 3,63 

NbO2 -0,86 -0,97 2,36 

ReO2 -1,03 -0,96  

VO2 0,48 0,25 3,52 

MnO2 2,70 1,095 4,15 

CrO2 1,64 1,12 4,15 

PtO2β 2,3 0,83 3,89 

NiO2b 2,66 0,65  

PbO2b 2,34 0,89 4,21 

SnO2b 0,52 -0,05 3,41 

SrTiO3 3,88 1,22 4,51 

SrVO3 -0,10 -0,26 2,96 

SrCrO3 0,89 0,37 3,60 

SrMnO3 2,27 0,82 4,02 

SrFeO3 2,95 1,29 4,30 

SrCoO3 2,97 1,15 4,06 

SrNiO3 3,82 1,79 4,54 

SrCuO3 4,72 1,94 4,92 

SrRuO3 2,23 0,72 3,69 

LaTiO3 -1,85 -1,55 1,84 

LaVO3 -0,78 -0,61 2,57 

LaCrO3 0,66 0,17 3,30 

LaMnO3 1,36 0,27 3,47 

LaFeO3 2,2675 0,79 3,87 



 14

LaCoO3 2,64 1,10 4,12 

LaNiO3 3,07 1,15 4,22 

LaCuO3 4,89 2,03 5,00 

LaRuO3 1,84 0,35 3,35 

Mn3O4 2,04 0,56 3,76 

Mn2O3(I) 1,25 -0,19 3,13 

Mn2O3(II) 0,93 -0,15 3,26 

MnO2 2,75 1,14 4,24 

Co3O4 2,74 1,02 3,94 

NiO 2,27 0,46 3,51 

High coverage regime 

MoO2 1,02 0,05 3,40 

lrO2 1,61 -0,10 3,02 

RuO2 2,68 0,96 3,92 

PtO2 2,77 0,74  

TiO2 5,53 2,39  

SnO2 5,28 1,90  

RhO2 2,8 0,76 3,76 

NbO2 -0,51 -0,83 2,64 

ReO2 -0,64 -1,10 2,56 

VO2 0,78 0,16 3,75 

MnO2 3,08 1,38 4,556304 

CrO2 2,14 1,42 4,976006 

PtO2β 2,31 0,82 3,7942 

NiO2b 2,89 0,65 3,8557 

PbO2b 2,98 0,67 4,0409 

SnO2b 0,17 -1,02 2,5509 

Mn3O4 2,4 0,69 3,85 

Mn2O3 (II) 2,29 0,84 3,92 

Co3O4 2,74 1,02 3,94 

 

. 
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Versatile transition state scaling relations, sometimes referred to as Brønsted-Evans-Polanyi
(BEP) relations, are found for a wide range of transition-metal oxides including rutiles and per-
ovskites. For oxides, the relation depends on the type of oxide, the active site and the dissociating
molecule. Hence, the universality rule previously found for metals in not valid for oxides. The
slope of the BEP relation is tightly coupled to the adsorbate geometry in the transition state. If
it is final state-like the dissociative chemisorption energy can be considered as a descriptor for the
dissociation. If it is initial state-like, on the other hand, the dissociative chemisorption energy is
not suitable as descriptor for the dissociation. Dissociation of strongly bond molecules belongs to
the former and weakly bond molecules to the latter group. We show, for the prototype system
La-perovskites, that there is a continuous ”cyclic” behavior in the transition state characteristics
upon change of the active transition metal of the oxide. Taken together the findings imply that the
BEP relation concept should be generalized, which we also discuss.

INTRODUCTION

Brønsted-Evans-Polanyi (BEP) relations [1, 2] have
in the last couple of years been established quantita-
tively from density functional theory (DFT) calculations
for a number of molecular surface reactions on different
transition-metal surfaces [3–8] and for a few transition-
metal compound systems [9, 10]. Several reactions on
transition metals are found to follow a universality rule,
that is, they obey a reactant independent but surface
structure dependent linear BEP relation [3, 4, 11, 12]. In
this paper, the more stringent term transition state scal-
ing relations, derived from the concept scaling relations
[13] that describe the linear relationship between molec-
ular adsorption energies and atomic adsorption energies,
is used interchangeably with the term BEP relation. In
other words, the term transition state scaling relation is
based on the fact that there is a linear scaling relation at
every point along the dissociation path.

In spite of considerable progress [14], theoretical un-
derstanding of the reactivity of transition-metal oxides
is less established than that of pure transition metals.
This paper aims to shed new light on the reactivity of
oxides. The focus is to probe the reactivity by (i) in-
vestigating whether BEP relations exist for dissociation
of small molecules on transition-metal oxides and (ii)
whether these obey the universality rule found for metals
[3, 11]. The findings have implications for understand-
ing reactions that can be characterized by dissociation or
association of diatomic molecules, which is the case for

many catalytic reactions. Together with scaling relations
[15, 16] the results of this paper lay the basis for microki-
netic modeling of different reactions where the consid-
ered molecules are a part of. This because it was shown
in Ref. [11] that the existence of linear BEP relations di-
rectly leads to volcano curves where the key parameter
is the dissociative energy of the reactants. Hence, our
results may enable the derivation of a volcano curve for
the activity of oxides. Also, this study shows that the
transitions state scaling relations are strongly dependent
on the bond properties of the dissociating molecules.

This study includes a large group of oxides from two
subgroups, namely binary MO2 oxides in the rutile struc-
ture and ternary oxide ABO3 in the perovskite structure.
In this study, the rutile surface under consideration is the
most stable (110) surface [17]. For perovskites, the (001)
surface can be either AO- or MO2- terminated. Here, the
MO2-terminated perovskite surface is considered due to
its higher stability [18]. Also, results on and a compari-
son with pure metal surfaces are presented. The different
metal constituents in the oxides are M = Ti, Mo, Ru, Ir,
Pt, and A = Sr, La, and B = Sc, Ti, V, Cr, Mn, Fe,
Ru, Co, Ni, Cu. The chosen probing molecules are the
homonuclear diatomic molecules H2, N2, O2, Cl2, Br2,
and I2, the heteronuclear diatomic molecules NO, CO,
OH, HCl, HBr, and HI, and the triatomic molecule H2O.
Dissociation is studied not only on different oxide sur-
faces but also on different active sites on a given surface.

It should be noted that while ordinary DFT calcu-
lations within the generalized gradient approximation
(GGA) have proven to give reliable and accurate results
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for adsorption energies [19, 20] on transition metals, simi-
lar calculations for oxides are fewer and not as well tested,
although, there are studies of oxides where a good agree-
ment between DFT calculations and experiments exists,
for example, Refs. [17, 21]. The possible limitations and
shortcomings of GGA on oxides is a current research
topic [22–25]. This study is based on the variations in
dissociation and transition state energies between differ-
ent systems and should hence not be as sensitive as the
absolute energies.

CALCULATION DETAILS

All calculations are performed using the plane wave
DFT method as implemented in the DACAPO code
[19, 26]. The surfaces are modeled using slabs consisting
of four stoichiometric layers in a 2 × 2 unit cell geome-
try. Repeated slabs are separated by a vacuum region
of at least 15 Å (18 Å) for rutiles (perovskites). During
structure relaxation, the topmost two layers are relaxed
while the others are kept in the optimized bulk positions.
The Kohn-Sham equations are solved using a basis set
of plane waves with an energy (density) cutoff of 350-
400 eV (500 eV) and the Brillouin zone is sampled with
a 4×4×1 Monkhorst-Pack grid. To describe the core elec-
trons, the Vanderbilt ultrasoft pseudopotentials [27] are
used. The exchange correlations interactions are modeled
with the RPBE functional [19] and the dipole correction
is included according to the scheme in Ref. [28].

Both the dissociative chemisorption energies (∆Ediss)
and the transition state (TS) energies (∆ETS) are calcu-
lated relative to the gas phase diatomic molecule, if not
stated otherwise. The O2 energy is calculated from H2O
and H2 to avoid the well-known DFT error in the O2

energy . The transition state is determined by utilizing
a fix-bond length method, where the energy for various
fixed bond lengths of the molecule are calculated while
the remaining degrees of freedom of the system are com-
pletely relaxed. For the considered systems where there
is no TS barrier, ∆ETS is defined as the highest energy
along the reaction pathway.

The adsorbate coverage in all systems is 1/4 ML rela-
tive to the number of metal atoms in the surface layer. In
addition, the influence of the adsorbate–adsorbate inter-
action on the BEP relations is investigated by performing
calculations of N2 and NO on RuO2 and PtO2 in a 2× 3
unit cell geometry corresponding to a 1/6 ML coverage.
The results show that the BEP relations are not affected
by the coverage even though the absolute ∆Ediss and
∆ETS energies change slightly, but in the same amount
to preserve the BEP relation.

TABLE I: Linear relations between ∆ETS and ∆Ediss values
for the considered systems. For each individual fit the α and β
values (see Eq. 1) are given together with the mean absolute
error. Note that for some systems there exist several BEP
lines, see the text for more details.

molecule α β MAE

rutile

cus–cus N2 0.95 0.46 0.08

O2 0.84 0.42 0.35

NO 1.10 0.18 0.32

CO 0.93 0.42 0.03

all 0.93 0.48 0.25

Cl2 0 0 0

Br2 0 0 0

1.0 0 0

I2 0 0 0

1.0 0 0

br–br O2 0.75 1.94 0.53

br–cus O2 0.83 0.40 0.13

NO 0.86 0.40 0.06

all 0.84 0.42 0.10

Ocus–cus H2O 1.30 0.07 0.02

Obr–cus OH 0.92 0.06 0.10

H2O 0.87 0.16 0.05

all 0.97 0.21 0.09

HCl 0 0 0

HBr 0 0 0

HI 0 0 0

Ocus–Ocus H2 0.14 2.73 0.27

Obr–Obr H2 0 0 0

1.0 0 0

perovskite

LaBO3 N2 0.73 1.75 ?

O2 0.42 0.24 ?

NO 0.68 0.92 ?

CO 1.39 1.33 0.28

SrBO3 N2 0.75 1.40 ?

NO 0.65 0.82 ?

all 0.71 1.42 0.68

metal

(211) N2 0.83 1.85 0.20

O2 0.58 0.89 0.26

NO 0.71 1.09 0.29

all 0.81 1.56 0.36

(111) N2 0.74 2.36 0.23

O2 0.64 1.69 0.09

NO 0.68 1.66 0.15

all 0.74 2.06 0.31
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O
cus

br

Obr

cus

FIG. 1: Top view of the (110) rutile surface together with
different considered adsorption sites and the unit cell. Here,
cus denotes the coordinately unsaturated cite on top of a five-
fold coordinated metal atom, the br denotes the bridge site
between two fourfold coordinated metal atoms [note this cor-
responds to a (110) surface without O atoms], Obr denotes
the site on top of a O in the bridge site, Ocus denotes the cite
on top of a O in the bridge site between two fivefold metal
atoms. [OBS: Remake fig in vmd]

RESULTS AND DISCUSSION

The general result is that there exists a characteristic
correlation between ∆ETS and ∆Ediss for every molecule
on a given dissociation site of an oxide or metal, see
Figs. 2, 3, and 4. It is, however, a priori not given that
one should be able to describe a BEP relation by a sin-
gle linear relation. Due to the versatile nature of this
correlation on oxides, as will be discussed in more detail
below, we introduce the concept of generalized BEP rela-
tions to distinguish between the different situations that
may occur. Such a generalized BEP relation consists of
piecewise linear BEP lines, each given by

∆ETS = α∆Ediss + β, (1)

see Table I for the individual fits. For a given dissocia-
tion site on an oxide surface, we have found two major
classes either I) a single BEP line or II) a collection of
piecewise linear BEP lines (see Fig. 2). The latter can
in turn be classified in two subclasses, given by whether
the BEP relation is a single- or multi-valued function of
∆Ediss, denoted as IIa) and IIb), respectively. Our find-
ings also show that the universality rule previously found
for transition metals [3] is on a detailed scale not valid
for oxides. In the following, the different material classes
are discussed individually and compared with each other.

Rutiles

For rutiles, the calculations reveal (see Fig. 2) discrete
BEP lines for each and one of the considered dissociation
sites: cus–cus, br–br, br–cus, Ocus–cus, Obr–cus, Ocus–
Ocus, and Obr–Obr. The notation of the dissociation site
follows the geometry of the final state, see Fig. 1 where

the different sites are indicated. For example, Ocus–cus
denotes that one of the two molecule fragments is ad-
sorbed on a Ocus site and the other one on a cus site.

Class I : We find that the br–br site, br–cus site, and
the Ocus–Ocus site (see the respective subfigure in Fig. 2)
belong to class I with a simple BEP relation consisting
of only one line. The slopes of the BEP lines depend
on the active site (αbr–br = 0.75, αbr–cus = 0.84, and
αOcus–Ocus

= 0.14).

The adsorbate geometry in the TS differs between the
active sites. For the br–cus site, the bond length between
the two molecular fragments in the TS is considerably
elongated, which means the adsorbed molecule has lost
its molecular identity, and the TS geometry resembles the
one of the final state (FS), that is the TS is FS-like. The
TS geometry has more FS character the closer the point
is to the recombination line, which is the line defined by
∆ETS = ∆Ediss. For the Ocus–Ocus site, the bond length
in TS is close to the bond length of a free molecule, that
is the TS geometry is IS-like. The TS geometry in the
br–br site is less FS-like than the one of the br–cus site,
and therefore αbr–br < αbr–cus. Hence, one can conclude
that a FS-like TS geometry results in a BEP line with a
slope close to unity. The more IS-like the TS geometry
is, the larger the deviation from the recombination line
and the closer to zero the α is. This in turn indicates
that ∆ETS is very weakly if at all dependent on ∆Ediss.

Class IIa: We find one site, the Obr–Obr site, that can
be classified as IIa (see the Obr–Obr subfigure in Fig. 2).
The BEP line consists of two linear parts, one that fol-
lows the recombination line, with a TS geometry which is
FS-like, and one where ∆ETS is independent on ∆Ediss,
where the TS geometry is IS-like. This illustrates that
∆Ediss is not suitable as descriptor for dissociation for
this active site for the H2 molecule. The origin of the
discontinuity in the BEP relation can thus be correlated
to the TS geometry, which in turn may be traced to the
properties of the H2 molecule with its short bond length
and the H atom’s tendency to donate its only electron.

Class IIb: The cus–cus and the Obr–cus sites (see the
respective subfigure in Fig. 2) belong to class IIb, which
is the class with a BEP relation with largest amount of
features. It again consists of two parts as the BEP of case
IIa but now the BEP relation is a multivalued function
of ∆Ediss. This means that different molecules follow
significantly different BEP lines. Hence, the universality
found for metals is not applicable to all molecules on
oxides, but rather to groups of molecules with similar
properties. For the molecule group with a BEP line with
α ∼ 0, ∆ETS is independent of the ∆Ediss. This supports
the finding of case IIa, that ∆Ediss is not a descriptor for
dissociation of some molecules. From the geometrical
investigation, we again find that the slope of the BEP
line depends on whether the adsorbates TS geometry is
FS-like, which results in an α value close to unity, or if
it is IS-like, which results in an α value that approaches
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FIG. 2: Calculated transition state energy ∆ETS for dissociation as a function of dissociative chemisorption energy ∆Ediss of
diatomic molecules on rutile (110) surfaces. The dissociation site is indicated in each panel. The solid black line represents the
linear fit to the calculated data. The dashed line illustrates the recombination line i.e. ∆ETS = ∆Ediss. Also, a top view of
the structures for the transition state (TS) and the dissociated state, that is final state (FS), are shown. The blue, red, gray,
and white balls represent Ru, O, C, and H atoms, respectively. [OBS:Redraw fig with only one legend to make more space for
each subfigure. Make new structure figures in vmd.]
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zero.
From the above analysis, the molecules can be grouped

in two groups: molecules with quite strong or very strong
intramolecular bonds, fore example, N2, O2, CO, and
NO, and very reactive molecules, for example, the di-
atomic homogeneous halide based molecules or diatomic
heteronuclear weakly bond molecules containing halide
atoms. Exceptions to this are I2 and Br2 on MoO2 which
are found to have TSs that are FS-like. In conclusion, the
BEP relation is strongly dependent on the dissociating
molecule.

It is also found that many molecules prefer to dissoci-
ate over the symmetric cus–cus site. This is presumably
because of the completion of the octahedral geometry of
the otherwise under-coordinated surfaces atoms, which
also can be seen as a natural continuation of the bulk.
Nevertheless the heteronuclear diatomic molecules that
contain H prefer the asymmetric Obr–cus site, where the
H recombines with O.

Dissociation of the triatomic molecule H2O into OH
and H over the Obr–cus site shows similar features as the
diatomic molecules, see the Obr–cus subfigure in Fig. 2.
The BEP line for H2O on the Ocus–cus site has a slope
larger than one, which can be attributed to the TiO2 and
the RuO2 result. Since α > 1 is unphysical it means that
there are probably several BEP lines. This might be due
to the different substrates belonging to different periods
in the periodic table. A difference has been found for the
formation energies of perovskites in Ref. [29] due to this
effect. Another explanation for this deviation is existence
of several BEP lines for different energy regions just as
for H2 dissociation on Obr–Obr. It is the OH group that
determines the trend for both activation sites.

Comparing sites where only surface metal atoms are
involved in the dissociation, i.e. the cus–cus, br–br, br–
cus site, one finds that for a given adsorbate the magni-
tude of the slopes of the BEP relations can be ordered as
αbr–br < αbr–cus < αcus–cus. This clearly illustrates the
BEP slope dependence on the active site and that the α
values can be extrapolated. On a br site (note that this
site is obtained by removing the O atoms and forming a
non-stoichiometric termination of the MO2(110) surface,
see Fig. 1) each adsorbate atom interacts with two four-
fold coordinated surface metal atoms, while on the cus
site each adsorbate atom interacts only with one fivefold
surface metal atom. Hence, the br site, which resembles a
vacancy site to some extent, is highly under-coordinated
and therefore substantially more reactive than the cus
site. The BEP slope is smallest for br–br since the surface
atoms are more reactive and the intramolecular bonds
will break more easily, resulting in a TS geometry that
is less FS-like.

For some molecules e.g. N2 on metal surfaces it has
been shown that there is a geometric effect influencing
the form of the BEP relation [3, 30]. One could possibly
talk about such an effect for the br–br site, which as de-
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FIG. 3: Same as in Fig. 2 but for the (100) perovskite surfaces.

scribed above has a clearly different geometry than the
rest of the considered active sites. Another site where the
BEP line experiences a rigid shift away from the recom-
bination line is the Obr–cus site. This should be com-
pared with the cus–cus site. Dissociation over these two
active sites involves the same amount of surface atoms,
however, these surface atoms have different coordination
and are of different atomic species. Despite of that there
is no straightforward one-to-one correspondence between
the geometry of the topology of the active site and the α
value for the oxides.

In conclusion, the BEP relations for rutiles show a del-
icate interplay between the type of molecule and the elec-
tronic structure of the active site in the conformation of
the TS.

Perovskites

Figure 3 shows the results for the (100) surfaces of
La- and Sr-perovskites. Also for this group of oxides
transition state scaling relations exist with an averaged
BEP relation given by ∆ETS = 0.71∆Ediss + 1.42. On a
zoomed out level the averaged BEP relation can can be
classified as I. However, the partial relations for each ad-
sorbate and perovskite group, presented in Table I, show
that different adsorbates obey their own BEP relations
and therefor the perovskites fall in the class IIa or IIb
depending on the interpretation of the generalized con-
cept. In other words, the universality is not valid for
perovskites either.

The considered adsorption site on perovskites is atop
of the surface B atoms, which leads to a locally fully co-
ordinated structure around the surface B atom (see inset
in Fig. 3). For the perovskites adopting or being very
close to the ideal cubic symmetry, the relaxed adsorbate
geometry is where the two adsorbed molecule atoms are
positioned symmetrically atop of the B surface atoms.
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Otherwise the adsorbates geometry gets skewed due to
tilting of the octahedral framework.

When it comes to the transition state geometries, the
perovskites to the left in ∆Ediss have shorter N–N, N–
O, and O–O distances (dN−N, dN−O, and dO−O, respec-
tively) in the TS compared with the ones to the right,
which approach the recombination line. Therefore, the
latter have a TS that resembles much more the FS. This
is a result in agreement with the results for the rutiles
and will be further discussed below.

Metals

For comparison we present some data for dissociation
on the (211) and (111) metal surfaces, in Fig. 4. The
BEP relations for the lowest TS barriers can be char-
acterized as class I, with the averaged relations given by
∆ETS = 0.81∆Ediss+1.56 and ∆ETS = 0.75∆Ediss+2.06
for the (211) and (111) surfaces, respectively. They are in
agreement with the relations ∆ETS = 0.87∆Ediss + 1.34
and ∆ETS = 0.90∆Ediss + 2.07, for the (211) and (111)
surfaces, respectively, from Ref. [3]. The difference in
the relations found in the current study and the one in
Ref. [3] is assigned to the somewhat different composition
of the calculated data points on which the linear regres-
sions are made. In the current study, metal surfaces in a
broader reactivity range are included showing that inclu-
sion of the more reactive metals, that is more negative
∆Ediss, results in a bigger deviation from the recombina-
tion line. The individual fits for each adsorbate on these
surfaces are given in Table I. It is found that O2 has an
α-value that is substantially different from the averaged
BEP α-value. Again implying that there is a fine struc-
ture in the BEP relation that so far has been not taken
into account.

Comparison between surfaces of different materials

A comparison between the transition state scaling re-
lations associated with the lowest TS barriers for metals
and oxides is needed at this point. We find (considering
the N2, O2 and NO molecules) that both oxides groups
obey relations that are closer to the recombination line,
which is the desirable BEP relation with no TS barriers,
than the (111) and (211) metal surfaces. The rutiles have
very low if any TS barriers at all, while the perovskites
have clear TS barriers. The averaged α-value for per-
ovskites is closer to the one of (111) of the two groups
of metal surfaces, while the averaged β-value is closer to
the one of the (211) surfaces. Hence, there is a major
difference between the two oxides groups. The fact that
the strongly bond molecules on rutiles dissociate with-
out any substantial barriers has a great impact on their
applications. In the for catalysis relevant energy region,
∆Ediss in the vicinity of zero, we find rutiles as RuO2

and IrO2.

Dissociation energetics: example La-perovskites

If the reactivity of an oxide solely would be based on
the position of the metal atom constituent in the periodic
table, the reactivity trend should be monotonous along a
period. The situation is, however, more complicated see
for example results for O2 dissociation on the cus-cus site
in Fig. 2. To pinpoint one example from the perovskite
results, the reactivity of the LaBO3 perovskites for N2

dissociation is LaScO3 <LaCuO3 <LaNiO3 < LaCoO3 <
LaFeO3 < LaTiO3 < LaMnO3 < LaVO3 < LaCrO3.

To elucidate this non-monotonous effect, we consider
the example of N2, NO, and O2 dissociation on LaBO3

perovskites with different B metal atoms belonging to
the same period, here taken as 3d. For each dissociat-
ing molecule the transition state scaling relation, see the
upper panel of Fig. 5, (i) approaches the recombination
line for high ∆Ediss values and (ii) deviates away from
the recombination line as the ∆Ediss becomes more neg-
ative. The α-values change as 0.73 → 0.68 → 0.42 for
N2 →NO→O2. This is the same order as the combined
electronegativity of the individual adsorbate atoms, i.e.
their tendency to take away electrons from the surface.

For each adsorbate, we will based on the calculated
∆Ediss and ∆ETS values as a function of the group num-
ber of the B metal (see lower panel of Figure 5) together
with the calculated potential energy along the dissocia-
tion path (see Figure 6) argue on the form of the BEP
relation.

We find that the ∆Ediss and ∆ETS vary in a charac-
teristic way as a function of the group number of the B
metal. As the group number of B changes from 3→ 11,
the |∆Ediss −∆ETS| difference takes the value from zero
through a maximum and becomes zero again, that is a
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FIG. 5: (upper panel) The BEP relation for LaBO3 for con-
secutive B metals belonging to the 3d metals. (lower panel)
The dissociation energy ∆Ediss and the transition states en-
ergy ∆ETS as a function of group number of the B constituent
in the perovskite. The solid lines represents a third order
polynomial fit to the calculated data given by the circles.

”cyclic” behavior. The biggest |∆Ediss−∆ETS| value co-
incides with the minimum in ∆Ediss and ∆ETS. These
minima occur for group number 6 (LaCrO3), 5 (LaVO3),
and 4 (LaTIO3) for N2, NO, and O2, respectively. It
is these surfaces at the minimum that coincide with the
leftmost points on the three individual BEP lines (see
Figure 5).

Since the ∆Ediss and ∆ETS curves coincide for group
numbers 3 and 11 this means that the α-value is corre-
lated to the |∆Ediss −∆ETS| value for LaCrO3 (for N2),
LaVO3 (for NO), and LaTIO3 (for O2) in a way that a

big difference gives a bigger deviation from the recombi-
nation line and hence a smaller α-value.

???It is interesting to note that, if looking at the total
amount of valence electrons of the system, that is, N plus
the valence electrons of the dissociating molecule, places
the minima at the same place with a total of 16 electrons.
This opens up for predictability possibilities.???

The fact that the reactivity order of the La-perovskites
does not follow the monotonous behavior that one would
expect, as discussed in the beginning of this section is
due to the existence of a minimum in ∆Ediss and ∆ETS.
This will lead to a mixing of surfaces to the left and right
of the minimum and hence change the order of the sur-
faces on the BEP line. The reason behind the minimum
can be explain by studying the adsorption energy along
the dissociation path, which for these diatomic molecules
simply is the bond length (see Figure 6). We find that
the PESs for the three different adsorbates on the consid-
ered La-perovskites have common and different features.
First of all, for group 11 surfaces, the PESs shows that
the dissociation is uphill all the way from the gas phase,
that is the TS is FS-like. Secondly, as the group number
decreases so does the position of the TS and its charac-
ter. To begin with it becomes more IS-like.Thirdly, for
each adsorbate there is a surface with the most IS-like
TS. Fourthly, decreasing the group number even more
results in a TS that gets more FS-like character.

For N2, the TS is FS-like for LaCuO3, it becomes less
FS-like as the group number decrease, it turns to be max-
imally IS-like for LaCrO3, and becomes less IS-like and
eventually approaches FS character for substrates as the
group number decreases. A similar analysis for NO yields
that the most IS-like TS state is found for dissociation
on LaVO3, which is the last point to the left on the BEP
line. For O2, the TSs have an overall more IS-like char-
acter than the ones for N2 and NO. Due to this property
the α value is smallest for this adsorbate. The TS with
most IS-like character found for LaTiO3.

The conclusion is that when moving along a period
from right to left the TS goes through a ”cycle” from
being FS-like, where the points fall on the recombination
line, to IS-like, with the most IS-like TS corresponding
to the most deviating points on the left-hand side on the
BEP line, and becoming FS-like, falling back on the re-
combination line. Theres is no reason not to believe that
this ”cyclic” behavior should be valid for substrates with
B metals with other group numbers outside the studied
range.

Another support for determining the nature of the TS
is the adsorbate geometry in the TS. The adsorbate–
adsorbate distances (see Fig. 7) in the dissociated state
(ddiss) are almost unchanged along a period while the
adsorbate-adsorbate distances in the TS (dTS) change in
the same way as the ∆ETS curves. This means for exam-
ple that the La-perovskite at the minimum (the furthest
to the left in the BEP line) has the smallest dTS value
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FIG. 6: Calculated adsorption energies along as a function of
the molecular bond length for N2, NO and O2 on the con-
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Add Sc and Cu results]

that is it closest to the gas phase bond length of the
adsorbate. Hence, this point has the most IS character
among the studied systems and deviates the most from
the recombination line.

Hence, the coincidence of the BEP line with the recom-
bination line, property (i), is attributed to the FS-like
nature of the TS, while the deviation from the recombi-
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FIG. 7: Calculated adsorbate atom distances in the transition
states and the dissociated states for N2, NO and O2.

nation line, property (ii), is attributed to the TS being
more IS-like.

SUMMARY AND OUTLOOK

In summary, density functional theory calculations
show that transition state scaling relations also exist for
oxides and have a rich detailed structure. Among the
molecules and oxides investigated in this study, one finds
the whole spectrum of relations with slopes from zero to
one. We find that the universality found for metals is not
valid for oxides.

Our results show that if the underlying nature of bond-
ing in the TS and the dissociated state are the same,
that is the TS is FS-like, these are correlated via a BEP
relation with a slope close to unity. This is the case
for molecules with strong intramolecular bonds. On the
other hand, if the TS is more IS-like the BEP relations
become FS-independent and the dissociative chemisorp-
tion energy is not a good descriptor for the dissociation.
This is the case for very reactive surfaces or molecules
with weak intramolecular bonds. We also find a ”cyclic”
nature in the TS character, that is it can change from
being FS to IS and back to FS as the metal constituent
of the surface changes along a period.

It is also found that, for a given molecule and active
site, the transition state scaling relation can consist of
several linear BEP relations. This is a form of generalized
BEP relation, however, at the moment we do not have a
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completely predictive approach of what the form of the
BEP relation should look like for a given molecule and
group of surfaces. This will be apart of future studies.

The combined knowledge of transition states scaling
relations and scaling relations opens up the possibility
to evaluate the activity of oxides. Hence, extending the
fundamental knowledge of the reaction chemistry and
physics at the atomic level may widen our perspectives
of oxides as future heterogeneous catalysts.

Acknowledgments

The Catalysis for Sustainable Energy initiative is
funded by the Danish Ministry of Science, Technology
and Innovation. CAMD is funded by the Lundbeck foun-
dation. The authors acknowledge support from the Dan-
ish Center for Scientific Computing. FCV acknowledges
support from the Danish Council for Strategic Research,
via the SERC project, through grant no. 2104-06-0011.

∗ Electronic address: alevo@fysik.dtu.dk
[1] J. N. Brønsted, Chem. Rev. 5, 231 (1928), pdf.
[2] M. G. Evans and M. Polanyi, Trans. Faraday Soc. 34, 11

(1938), pdf.
[3] J. K. Nørskov, T. Bligaard, A. Logadottir, S. Bahn,

L. B. Hansen, M. Bollinger, H. Bengaard, B. Hammer,
Z. Sljivancanin, M. Mavrikakis, et al., J. Catal. 209, 275
(2002), pdf.

[4] A. Logadottir, T. H. Rod, J. K. Nørskov, B. Hammer,
S. Dahl, and C. J. H. Jacobsen, J. Catal. 197, 229 (2001),
pdf.

[5] Z.-P. Liu and P. Hu, J. Chem. Phys. 114, 8244 (2001),
pdf.

[6] A. Michaelides, Z.-P. Liu, C. J. Zhang, A. Alavi, D. A.
King, and P. Hu, JACS 125, 3704 (2003), pdf.

[7] V. Pallassana and M. Neurock, J. Catal. 191, 301 (2000),
pdf.

[8] H. Falsig, B. Hvolbæk, I. S. Kristensen, T. Jiang, T. Bli-
gaard, C. H. Christensen, and J. K. Nørskov, Angew.
Chem. Int. Ed. 47, 4835 (2008), pdf.

[9] A. Vojvodic, A. Hellman, C. Ruberto, and B. I.
Lundqvist, Phys. Rev. Lett. 103, 146103 (2009), pdf.

[10] F. Studt, F. Abild-Pedersen, H. Hansen, I. Man, J. Ross-
meisl, and T. Bligaard, ChemCatChem 2, 98 (2010), pdf.

[11] T. Bligaard, J. K. Nørskov, S. Dahl, J. Matthiesen, C. H.
Christensen, and J. Sehested, J. Catal. 224, 206 (2004),
pdf.

[12] S. Wang, G. Jones, L. Grabow, F. Studt, T. Bligaard,
F. Abild-Pedersen, J. K. Nørskov, B. Temel, and C. H.
Christensen (2010), pdf.

[13] F. Abild-Pedersen, J. Greeley, F. Studt, J. Rossmeisl,
T. R. Munter, P. G. Moses, E. Skulason, T. Bligaard,
and J. K. Nørskov, Phys. Rev. Lett. 99, 016105 (2007),
pdf.

[14] pp. – (2008), pdf.
[15] J. Rossmeisl, Z. W. Qu, H. Zhu, G. J. Kroes, and J. K.

Nørskov, J. Electroanal. Chem. 607, 83 (2007), pdf.

[16] E. M. Fernández, P. G. Moses, A. Toftelund, H. A.
Hansen, J. I. Mart́ınez, F. Abild-Pedersen, J. Kleis,
B. Hinnemann, J. Rossmeisl, T. Bligaard, et al., Angew.
Chem. Int. Ed. 47, 4683 (2008), pdf.

[17] K. Reuter and M. Scheffler, Phys. Rev. B 65, 035406
(2001), pdf.

[18] A. G. Schrott, J. A. Misewich, M. Copel, D. W. Abra-
ham, and Y. Zhang, Appl. Phys. Let. 79, 1786 (2001),
pdf.

[19] B. Hammer, L. B. Hansen, and J. K. Nørskov, Phys. Rev.
B 59, 7413 (1999), pdf.

[20] J. Greeley and M. Mavrikakis, J. Phys. Chem. 109, 3460
(2005), pdf.

[21] J. I. Mart́ınez, H. A. Hansen, J. Rossmeisl, and J. K.
Nørskov, Phys. Rev. B 79, 045120 (2009), pdf.

[22] G. Pacchioni, J. Chem. Phys. 128, 182505 (2008), pdf.
[23] L. Wang, T. Maxisch, and G. Ceder, Phys. Rev. B 73,

195107 (2006), pdf.
[24] S. Kümmel and L. Kronik, Reviews of Modern Physics

80, 3 (2008), pdf.
[25] R. M. Nieminen, Modell. Simul. Mater. Sci. Eng. 17,

084001 (2009), pdf.
[26] S. Bahn and K. W. Jacobsen, Comput. Sci. Eng. 4, 56

(2002), pdf.
[27] D. Vanderbilt, Phys. Rev. B 41, 7892 (1990), pdf.
[28] L. Bengtsson, Phys. Rev. B 59, 12301 (1999), pdf.
[29] F. Calle-Vallejo, J. I. Martnez, J. M. Garćıa-Lastra,
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Abstract: Counterintuitive to expectations and all prior observations of adsorbate-induced surface
segregation of the more reactive alloy component (the one forming the stronger bond with the adsorbate),
we show that CO adsorption at elevated pressures and temperatures pulls the less reactive Cu to the
surface of a CuPt near-surface alloy. The Cu surface segregation is driven by the formation of a stable
self-organized CO/CuPt surface alloy structure and is rationalized in terms of the radically stronger Pt-CO
bond when Cu is present in the first surface layer of Pt. The results, which are expected to apply to a
range of coinage (Cu, Ag)/Pt-group bimetallic surface alloys, open up new possibilities in selective and
dynamical engineering of alloy surfaces for catalysis.

1. Introduction

Bimetallic alloys offer a way of tuning electronic structure
and catalytic properties of metal surfaces.1-6 Crucial to the
catalytic performance of an alloy surface is its composition and
structure. The bonding of adsorbates may induce changes in
local atomic composition and surface structure, changing the
activity and selectivity of the catalyst. Capitalizing on such
effects for catalyst preparation means greater flexibility in alloy
surface design for low-temperature applications. The expected
response to adsorbates is that the more reactive alloy component
(i.e., the one forming the strongest chemical bond with the
adsorbates) segregates to the surface.7-14 Counterintuitive to
this picture, we show that CO adsorption induces surface
segregation of the less reactive alloy component, Cu, switching

a CuPt near-surface alloy15 to a novel well-ordered CuPt surface
alloy. This provides a new tool for selective and dynamical CuPt
alloy surface engineering as, illustrated in Figure 1. The near-
surface and surface alloys are hereafter denoted NSA and SA,
respectively.

The CuPt NSA was recently suggested as a promising water-
gas shift (CO + H2Of H2 + CO2) catalyst because of reduced
Pt-CO bonding on a Pt catalyst surface with Cu present in the
second layer,15 alleviating possible CO-poisoning problems.16

Expanding our work on the Cu/Pt(111) system,17,18 we show
that the NSA is unstable at elevated CO pressures and sample
temperatures, forming instead a self-organized CO/CuPt SA
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Figure 1. Illustration of (left) the CuPt NSA and (right) CO-induced Cu
surface segregation and the novel SA resulting from it.
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structure. The earlier density functional theory (DFT) study15

indicated increased Pt-CO bonding when Cu is present in the
first layer, similar to what is observed for other coinage/Pt-
group metal systems.19-22 Here we prove Cu surface segregation
induced by a drastically stronger Pt-CO bond in the self-
organized CO/CuPt SA structure. The results are confirmed by
extended DFT calculations.

2. Methods

The ultrahigh vacuum (UHV)/high-pressure cell (HPC) system
combined with a polarization modulation infrared reflection absorp-
tion spectroscopy (PM-IRAS) setup has been described elsewhere.17

PM-IRAS is an FT-IR method utilizing s- and p-polarized radiation
to distinguish between adsorbed and gas-phase molecules. Cu was
deposited at a rate of ∼0.2 atomic layers/min on Pt(111) held at
425 K. No surface contaminants were observed by X-ray photo-
electron spectroscopy (XPS), He+ ion scattering spectroscopy (ISS),
low-energy electron diffraction (LEED), or IR before, during, or
after CO treatments. In particular, possible Ni impurities from
Ni(CO)4

14 were consistently measured to be e0.005 monolayer
(ML) as judged by XPS.

The DFT calculations were performed using the DACAPO
code.23 Electron-ion interactions were described by ultrasoft
pseudopotentials24 within a plane-wave basis with a cutoff energy
of 350 eV. Electron exchange and correlation effects were described
by the RPBE23 generalized gradient approximation functional. The
electron density of the valence states was obtained by a self-
consistent iterative diagonalization of the Kohn-Sham Hamiltonian
with Pulay mixing of the densities.25 The occupation of the one-
electron states was calculated using an electronic temperature of
kBT ) 0.1 eV (0.01 eV for CO in vacuum); all of the energies
were extrapolated to T ) 0 K. The surface [(�3 × �3)R30° unit
cell] was modeled by a periodic array of four layers separated by
more than 10 Å of vacuum. Adsorption energies were converged
to within ∼0.05 eV with respect to slab thickness; energy
differences are expected to be even more accurate. The energetics
of Cu in the second layer relative to the bulk was evaluated using
(2�3 × �3)R30° periodically repeated four-layer slabs with and
without vacuum separation. For the surface calculations, the top
two layers including CO were allowed to fully relax during
geometry optimizations, and for the bulk calculations, all of the
atoms were relaxed. Monkhorst-Pack grids with dimensions 3 ×
3 × 1, 2 × 3 × 1, and 3 × 8 × 4 were used for sampling the
Brillouin zones of the surface (�3 × �3)R30°, surface (2�3 ×
�3)R30°, and bulk (2�3 × �3)R30° structures, respectively. The
experimentally determined Pt lattice parameter of 3.92 Å was used
throughout.

3. Results and Discussion

Initially, a CuPt NSA was prepared by depositing one atomic
layer of Cu (θCu ) 1 ML) on Pt(111) and annealing to 800 K.
XPS, ISS, and LEED analyses supported prior findings15 that
Cu is preferentially located in the second layer. The NSA’s
stability against CO adsorption was tested by a CO treatment
in an HPC. The sample was exposed to CO at a pressure of 2
mbar for 10 min at various sample temperatures and then cooled

to room temperature (RT) over 10 min in the CO, after which
the CO was evacuated.

We show in Figure 2 the CO temperature-programmed
desorption (TPD) spectra obtained under UHV before and after
the HPC CO treatments. First, for adsorption of CO under UHV
conditions, we compare the CO desorption from the CuPt NSA
(Figure 2a, bottom trace) to that from pure Pt(111) (Figure 2a,
top trace). Evidently, less CO is adsorbed at RT and binds
significantly more weakly (i.e., desorbs at a much lower
temperature) on the CuPt NSA. This agrees well with prior
findings.15

Exposing the CuPt NSA surface to 2 mbar CO at 300 K
results only in very small changes, (see Figure 2a). However,
after treatment at temperatures in the range 473-723 K in the
2 mbar CO, the CO desorption peaks are located at temperatures
as high as 580 K. For Ttreatment g 623 K, the CO coverages are
large and saturated at 0.3-0.33 ML. The results demonstrate
drastically increased CO binding energy, even compared with
that on pure Pt(111), and we conclude that the CuPt NSA surface
is not stable but undergoes changes when in the CO environment
at elevated temperatures. The changes are reversible upon
desorption of the CO under UHV by annealing to 673-800 K,
which regenerates the NSA and its CO adsorption characteristics
(Figure 2a, bottom).

On the basis of the TPD spectra measured after HPC CO
treatments at 673 K for samples with varying θCu in the range
0-3 ML (Figure 2b), three different regions were established:
(1) θCu < 0.62 ML, (2) θCu ) 0.62-1.7 ML, and (3) θCu > 1.7
ML. The starting surfaces were as-deposited Cu on Pt(111).
The treatment temperature, 673 K, was chosen on the basis of
the findings in Figure 2a and is well above the onset for Cu
diffusion into Pt.17 The high-temperature CO desorption feature
at 570-580 K is fully developed at 0.62 ML (no traces of lower
temperature states) and remains for a Cu content of up to 1.7
ML (region 2) before systematically shifting to lower temper-
ature in region 3. An observed deviation at 0.72-1.2 ML of

(19) Hager, T.; Rauscher, H.; Behm, R. J. Surf. Sci. 2004, 558, 181–194.
(20) Gonzalez, S.; Illas, F. Surf. Sci. 2005, 598, 144–155.
(21) Sakong, S.; Mosch, C.; Gross, A. Phys. Chem. Chem. Phys. 2007, 9,

2216–2225.
(22) Inderwildi, O. R.; Jenkins, S. J.; King, D. A. Surf. Sci. 2007, 601,

L103–L108.
(23) Hammer, B.; Hansen, L. B.; Nørskov, J. K. Phys. ReV. B 1999, 59,

7413.
(24) Vanderbilt, D. Phys. ReV. B 1990, 41, 1510.
(25) Kresse, G.; Furthmuller, J. Comput. Mater. Sci. 1996, 6, 15.

Figure 2. CO TPD spectra (2 K/s) recorded under UHV after various
sample treatments. (a) Reference and post-treatment TPDs for a 1 ML Cu/
Pt(111) NSA exposed to CO at 2 mbar for 10 min at the temperatures shown
in the figure. Bottom and top traces (reference TPDs): NSA UHV (no high-
pressure exposure) and 0.5 ML of CO on clean Pt(111), respectively. (b)
TPDs after 2 mbar CO treatment at 673 K for varying amounts of Cu as
displayed in the figure. Also marked in the figure are three distinctive regions
(1, 2, and 3) and observations of a (�3 × �3)R30° LEED pattern, as
discussed in the text.

J. AM. CHEM. SOC. 9 VOL. 131, NO. 6, 2009 2405

CO-Induced Alloy Surface Self-Organization A R T I C L E S



Cu using the described sample-preparation procedure, with a
∼550 K CO TPD peak, is discussed later in connection with
our XPS results. In region 2, the saturation coverage of CO in
the 570-580 K peak is very close to 1/3 ML (0.36 ( 0.02 ML),
as for the 1 ML CuPt NSA in Figure 2a.

Distinct surface changes accompanied the high-temperature
desorption features in Figure 2. At 0.35 ML of Cu, the high-
temperature desorption feature appeared (Figure 2b), ac-
companied by a weak, broad, diffuse (�3 × �3)R30° LEED
pattern that was very sharp and intense at ∼0.7 ML of Cu and
further observed at up to 2 ML of Cu. The (�3 × �3)R30°
LEED pattern was also clearly observed for the 1 ML NSA
sample in Figure 2a for CO treatments at T g 623 K.
Furthermore, whereas atop-adsorbed CO (∼2100-2050 cm-1)
always was observed in IR spectra, bridge-bonded CO (∼1855
cm-1) was observed neither during nor after HPC CO treatment
for any CuPt alloy surface with θCu g 0.35 ML.

When PM-IRAS was used to compare IR peak characteristics
for atop-site-adsorbed CO (see Figure 3) the correlation between
our in situ (2 mbar CO, 673 K) and ex situ (UHV, RT) data
was found to be very high. The nearly constant shifts in IR
peak position and fwhm broadening for the in situ data with
respect to the ex situ data are most likely due to the temperature
difference. The three regions 1, 2, and 3 already identified in
the TPD data are strongly reflected in the IR data. From
observations of a peak in fwhm in the range 0.72-1.2 ML of
Cu, it is also apparent that the ∼550 K CO TPD peak is reflected
in the IR data. The in situ and ex situ IR peak positions and
fwhm’s for CO treatments of the sample with 1 ML of Cu at T
g 623 K (Figure 2a) were identical (within 4 cm-1) to those in
region 2 of Figure 3. All of the results obtained under UHV at
300 K after HPC CO treatment strongly reflect the in situ surface
characteristics during treatment.

Cu surface segregation was found to be associated with the
CO-induced surface structural changes for the samples in Figure
2 by using ISS (1.2 keV He+, θ ) 125°) and XPS to characterize
the elemental composition in the topmost surface layer and near-
surface region, respectively. In Figure 4a, the ISS spectrum after
treatment of a sample with 2/3 ML of Cu for 10 min at 673 K
in 2 mbar CO is compared with the spectrum obtained from
the corresponding NSA (∼1 s anneal at 673 K under UHV).
For the NSA, the Cu content in the top surface layer is very
small (0.03 ML) and the Pt signal is dominant. Contrary to the
expected diffusion of Cu into Pt at 673 K, Cu surface
segregation due to the HPC CO treatment leads to a large ISS
intensity for Cu (0.13 ML), and surface Pt is barely observed,
being blocked by adsorbed CO. The maximum amount of Cu

in the top surface layer observed for the samples in Figure 2
according to ISS was 0.14 ML. However, the actual coverage
should be much higher, since experiments for 0.5 ML of CO
on Pt(111) showed that adsorbed CO also blocks remaining
surface sites from He+ ion impingement.

The Cu surface segregation induced by the CO adsorption
was also confirmed by XPS (see Figure 4b). Although there is
a degree of scatter in the data, in every case the Cu content in
the near-surface region after 10 min at 2 mbar CO and 673 K
is significantly larger than for the corresponding NSA (∼1 s
anneal at 673 or 800 K under UHV). Very similar results were
obtained for Ttreatment g 523 K in Figure 2a. For the 0.35 ML e
θCu e 0.62 ML HPC CO-treated samples, the Cu signal is a
nearly constant fraction (0.84-0.9) of the initial amount of Cu
deposited, and this signal drops significantly for larger θCu. Upon
correlation of the XPS data with the ISS results showing large
Cu amounts in the first layer, the findings indicate that essentially
all of the Cu remains in the first layer up to ∼2/3 ML, after
which the superfluous Cu starts to distribute itself in deeper
layers (hence the drop in relative intensity). The IR and TPD
results suggest heterogeneity in the CO adsorption site, with
some Cu in the second layer in the range 0.72-1.2 ML of Cu.
The heterogeneity may be due to a small transition period after
the onset of the Cu bulk migration at θCu > 2/3 ML suggested
by XPS, where some superfluous Cu still remains in the second
layer, leading to the somewhat lowered (∼25 K) CO desorption
temperature in this region. At θCu > 1.7 ML, the origin of the
lowered CO adsorption energy is likely a large second-layer
Cu population even after the HPC CO treatment.

Although Cu diffusion to the first layer is endothermic,15 the
observed drastic increase in CO binding energy more than
compensates for the endothermicity. This was established using
DFT calculations. A (�3 × �3)R30° unit cell was used, and
Cu was restricted to the first and second layers for total Cu
amounts of 1/3, 2/3, 1, 4/3, and 5/3 ML with and without 1/3 ML
of CO adsorbed on atop Pt sites. Stabilities were calculated
relative to Cu in the bulk and CO adsorption on clean Pt(111),
as shown in Table 1.

For the clean surfaces (no CO adsorbed), 2/3 ML of Cu in
the second layer is the most stable, and Cu diffusion from the
second to the first layer is generally endothermic by 0.3-0.4
eV. With 1/3 ML of CO adsorbed atop surface Pt, the situation
is very different: Cu surface migration to generate 2/3 ML of
Cu in the first layer is now most favorable. Clearly, there is a
driving force toward having 2/3 ML of Cu in the first layer when
CO is adsorbed atop the remaining surface Pt sites. As Table 1
shows, the origin of the exothermicity is the vastly increased

Figure 3. Correlation between atop-CO IR peak positions and (inset)
fwhm’s for the samples in Figure 2b during the 2 mbar CO/673 K treatment
(O) and under UHV at 300 K after the treatment (b). Lines serving as
guides to the eye are shown in the inset.

Figure 4. ISS and XPS spectra showing Cu surface segregation induced
by CO adsorption. (a) ISS after 2 mbar CO/673 K treatment of a 0.67 ML
Cu/Pt(111) sample (gray) and the corresponding NSA (black). (b) XPS Cu
2p/Pt 4d ratio (relative to the case of as-deposited Cu) for the 2 mbar CO/
673 K treated samples in Figure 2b before TPD (b) and the corresponding
NSAs after TPD (O). In (b), the line at ∼0.62 ML of Cu marks an apparent
Cu saturation in the first layer of the surface alloy (b).
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Pt-CO bond strength when 2/3 ML of Cu is present in the first
layer. The calculations also show weakening of the Pt-CO bond
with increasing Cu content in the second layer. Both results
strongly support our experimental findings, and the 0.6-0.85
eV increase in CO binding energy in going from the NSA to
the SA with 2/3 ML of Cu agrees very well with the value of
0.7 eV derived from our TPD data (peak positions, 350 vs 580
K; heating rate, 2 K/s; assumed first-order desorption and pre-
exponential factor, υ ≈ 1014 s-1).27

For the very important case of 2/3 ML of Cu and 1/3 ML of
adsorbed CO, the calculated higher stability of the CuPt SA
compared with Cu in the bulk with CO adsorption on clean
Pt(111) is nearly equal to the free-energy difference (∆G). This
is true because ∆G in this case can be taken as the enthalpy
difference ∆H, since the estimated CO equilibrium coverages
at 2 mbar CO and 673 K are very similar (close to 1/3 ML) on
Pt(111) (∼0.4 ML, from ref 26) and the CuPt SA (0.36 ( 0.02
ML).

We note that the results with adsorbed CO in Table 1 can
explain the θCu > ∼2/3 ML onset of bulk migration of Cu
indicated by our XPS data. In comparison with the θCu ) 2/3

ML case, situations with higher Cu content in the top two layers
are significantly less stable, leading to a significant Cu bulk
migration driving force.

Finally, although we have no atomistic picture of the actual
mechanism for Cu migration in and out, the kinetic barriers are
apparent in our data. The interdiffusion of Cu and Pt becomes
significant at ∼460 K,17 and this is also approximately where
both the formation and breakup of the stable CO-induced surface
alloy start to occur (see Figure 2). In forming the SA from the
NSA, the interdiffusion mobility allows for Cu migration events
to the first layer, and this Cu can then be trapped in the new
low-energy SA configuration with CO adsorbed.

4. Summary and Conclusions

It is clear that CO adsorption at elevated pressures and
temperatures on a CuPt near-surface alloy induces a large Cu
surface segregation, generating a novel CuPt surface alloy to
which CO binds very strongly, even compared with pure
Pt(111). The Cu content needed for saturation of the SA is ∼2/3

ML of Cu, leading to a CO saturation coverage of ∼1/3 ML.
The sharp CO TPD spectrum compared with that of pure
Pt(111), the observed (�3 × �3)R30° LEED pattern, and the
IR-peak red shift and narrow fwhm strongly suggest a signifi-
cantly reduced lateral (repulsive) interaction between CO
molecules adsorbed atop Pt sites and hence a well-ordered
surface with well-defined, well-dispersed, and isolated Pt sites.
DFT calculations reproduce the experimental observations and
confirm that the vastly increased Pt-CO binding energy with
2/3 ML of Cu in the first layer of Pt rationalizes the observed
Cu surface segregation.

An important consequence of our results is that they add to
the promise of using molecular adsorbate-induced surface
changes as a tool for selective and dynamical engineering of
alloy surfaces.13,14 In view of the earlier indications of increased
Pt-group metal bonding to CO when Cu or Ag is present in the
first layer with a Pt-group metal,19-22 our results for the CuPt
system at elevated temperatures and CO pressures, where a
novel stable CO-induced surface alloy forms, likely extend to
a wide variety of coinage (Cu, Ag)/Pt-group bimetallic surface
alloys.
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Table 1. DFT Results for Cu Segregation Energies (∆Esegr,Cu) with
and without 1/3 ML of CO Adsorbed atop Pt and Differential
(∆Eads,CO) and Absolute (Eads,CO) CO Adsorption Energiesa

Cu content
(ML)

distribution in
1st and 2nd

layers (1st:2nd)

clean surface
∆Esegr,Cu

(eV)
∆Eads,CO

(Eads,CO) (eV)

with CO adsorbed
∆Esegr,Cu

(eV)

0 Pt3Cu0:Pt3Cu0 - 0 (-1.38) -
1/3 Pt3Cu0:Pt2Cu1 -0.17 +0.08 (-1.30) -0.09

Pt2Cu1:Pt3Cu0 +0.13 -0.22 (-1.60) -0.09
2/3 Pt3Cu0:Pt1Cu2 -0.36 +0.21 (-1.17) -0.15

Pt2Cu1:Pt2Cu1 0.00 -0.04 (-1.42) -0.04
Pt1Cu2:Pt3Cu0 +0.32 -0.64 (-2.03) -0.32

1 Pt3Cu0:Pt0Cu3 -0.11 +0.23 (-1.16) +0.12
Pt2Cu1:Pt1Cu2 -0.09 +0.19 (-1.20) +0.09
Pt1Cu2:Pt2Cu1 +0.36 -0.37 (-1.75) -0.01

4/3 Pt2Cu1:Pt0Cu3 +0.14 +0.37 (-1.02) +0.51
Pt1Cu2:Pt1Cu2 +0.50 -0.19 (-1.58) +0.31

5/3 Pt1Cu2:Pt0Cu3 +0.85 +0.07 (-1.31) +0.92

a Cu in the bulk and CO adsorption on clean Pt(111) were used as
reference states. The most stable configurations are highlighted in bold
print.
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ABSTRACT

To enable the development of low temperature fuel cells, significant improvements are required to the

efficiency of the Pt electrocatalysts at the cathode, where oxygen reduction takes place.  Herein, we

study the effect of subsurface solute metals on the reactivity of Pt, using a Cu/Pt(111) near-surface alloy.

Our investigations incorporate electrochemical measurements, ultra high vacuum experiments, and

density functional theory. Changes to the OH binding energy, ΔEOH, were monitored in-situ, and

adjusted continuously through the subsurface Cu coverage.  The incorporation of submonolayer

quantities of Cu into Pt(111) resulted in an 8-fold improvement in oxygen reduction activity.  The most

optimal catalyst for oxygen reduction has an ΔEOH ~ 0.1 eV weaker than pure Pt, validating earlier

theoretical predictions.

INTRODUCTION

The widespread deployment of electric vehicles would reduce our dependence on fossil fuels and

decrease our emissions of greenhouse gases.  Polymer electrolyte membrane fuel cells (PEMFC’s) are

an attractive source of power for such vehicles.1-2 However, at present, PEMFC’s are prohibitively

expensive.  Further technological advances are needed to decrease the cost and improve the efficiency of

the Pt catalysts at the cathode, where the oxygen reduction reaction (ORR) takes place:

O2 + 4 H+ + 4 e- → 2 H2O   (1)

Such breakthroughs would require (a) the replacement of Pt with active and abundant alternatives, or

(b) improving the activity of Pt, for instance by alloying it with other metals.2-4

In order to meet this key challenge, a framework was developed to describe and predict the overall

trends in ORR activity, using density functional theory (DFT) calculations.5-8 There are at least two to

three adsorbed intermediates in the ORR, OH*, OOH* and O* (where * denotes an adsorbed species).

In order to catalyze the reaction, the binding to all these intermediates need to be optimized.



3

On the Pt nanoparticles which catalyze oxygen reduction in PEMFC’s, it is widely believed that the

active sites are located upon the terraces, in particular the (111) facets.9-10 More under-coordinated sites

bind the intermediates too strongly, and would tend to get poisoned. On (111) facets, the overpotential is

either due to the hydrogenation of oxygen:7-8,11

O2 + H+ + e- + * → OOH*  (2)

or the electroreduction of OH* to form water:

OH* + H+ + e- → H2O + *  (3)

On Pt(111), the overpotential needed for OH* electrodesorption is marginally higher than that of

OOH* formation, which means that step (3) is potential determining.6,8 It follows that a catalyst which

binds to OH* more weakly than Pt(111) would result in a decrease in the overpotential required for OH*

reduction.  However, it turns out that a surface that binds to OH* more weakly would also bind to

OOH* more weakly, in which case OOH* formation, (2), would become potential determining. This is

because the stability of O*, OH* and OOH* all scale linearly.12-13 Therefore, knowledge of the OH

adsorption energy, ΔEOH allows us to describe ΔEOOH and ΔEO. This is essentially a modern day version

of the ‘Sabatier principle’, which states that the most active catalyst for a given reaction should not bind

too strongly or too weakly to the reaction intermediates.14 There are numerous other examples in the

recent literature where this principle, corroborated by electronic structure theory, has led to the

development of quantitative models that describe important trends in gas phase heterogeneous catalysis

and electrocatalysis. 5,7,15-22 According to a simple ‘Sabatier analysis’, the most optimal metal catalyst

for the ORR has an OH adsorption energy, ΔEOH, ~ 0.1 eV weaker than Pt(111).5

Several strategies have been employed to improve the ORR activity of Pt.  These include: (a) the

utilization of bulk alloys such as PtxY, PtxSc, PtxCo, PtxNi and PtxFe;3,7,23-28 (b) dealloyed PtCux
29-31 and

(c) the ‘Pt monolayer’ approach, whereby monolayer quantities of Pt are deposited onto a core

composed of another, less expensive metal.32-34 All of these catalysts have a surface overlayer

composed entirely of Pt.  DFT calculations support the notion that the Pt surface atoms on these

catalysts exhibit mildly weaker binding to O* or OH* than pure Pt.7,29 Indeed, the discovery of Pt3Y



4

and Pt3Sc as stable and active catalysts for the ORR was a direct output of the theoretical model,

demonstrating its practical application.7

Thus far, it has not been possible to probe the descriptor, ΔEOH, experimentally on a number of

different surfaces with the same crystal orientation.  However, Markovic and co-workers demonstrated

that it was possible to estimate the d-band centre, ex-situ on a series of polycrystalline Pt3M alloys,

where M=Ni,Co,Fe,Ti,V, using ultraviolet photoemission spectroscopy.23 The d-band centre is a

general measure of surface reactivity.35 A volcano relationship was demonstrated between the d-band

centre and ORR activity, thus supporting the theoretical model.

On a given crystal facet, the binding of Pt to OH*, OOH* or O* can be adjusted by two different

effects:  ligand effects and strain effects.35-37 Ligand effects occur when the electronic structure of the

atoms sitting at the active sites are modified by neighboring atoms of a dissimilar atomic number.38 For

catalysts with a Pt overlayer, ligand effects will be more pronounced when the solute atoms are in the

second layer; they are already negligible when the solute atoms are embedded in the fourth atomic

layer.39-40

Strain effects occur when the catalyst is strained parallel to its surface.29,39,41 The surface will tend to

appropriate the lattice parameter of the bulk.  Therefore, a change in the bulk composition will result in

a corresponding change in the interatomic Pt-Pt distance at the surface.  Compressive lattice strain

weakens the binding of the Pt surface atoms to adsorbed intermediates, whereas tensile strain will have

the opposite effect.

On Pt monolayer catalysts, ligand and strain effects are inseparable.32-34 This is also the case for bulk

Pt-alloy catalysts such as Pt3Y, Pt3Ni and Pt3Co.  Their surfaces should always be strained, as their bulk

lattice parameters are dissimilar to Pt.7,42-43 However, the most active forms of Pt3Co and Pt3Ni are

those with an enrichment of the solute in the subsurface region, suggesting that ligand effects are also

important for these catalysts.25,27

Strasser and co-workers demonstrated that the high ORR activity of dealloyed PtCux could be

attributed entirely to strain effects.29,31 Ex-situ analysis suggested that the catalysts have a thick Pt skin
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and a Cu-rich core.  The smaller lattice parameter of Cu, with respect to Pt, effects a lateral strain to the

Pt surface atoms.  This, in turn, weakens the binding of the Pt surface atoms to OH*, OOH* and O*,

resulting in a 4-6 fold enhancement in activity over pure Pt.29 Their study confirmed that bulk lattice

strain can be used as a tool to control the ORR activity of Pt. On the contrary, equivalent evidence to

demonstrate the role of subsurface alloying has remained elusive.

In the current investigation, we study near-surface alloys (NSA’s) of Cu/Pt(111).  NSA’s have unique

catalytic properties, distinct from bulk alloys.21,38,44-47 In a NSA, the solute atoms are only located in

the subsurface region, as shown in Figure 3a.  Therefore, in a Pt-based NSA, both the surface and the

bulk are essentially composed of pure Pt. NSA’s have been the focus of several fundamental surface

science investigations, conducted under ultra high vacuum (UHV) conditions.21,45-48 However, to the

best of our knowledge, they have not previously been studied for continuous catalytic reactions (i.e.

involving turnover) under ambient conditions. Using the Cu/Pt(111) NSA, we aim to elucidate how the

catalytic activity of Pt can be tuned by the presence of subsurface metals, in the absence of bulk lattice

strain.

Our attention was particularly drawn to the Cu/Pt(111) NSA by an investigation by Besenbacher and

co-workers.46 Their DFT calculations suggested that OH* was significantly destabilized on its surface,

relative to Pt(111).  In the light of the above discussion, this led us to believe that it could have favorable

activity for the ORR.

EXPERIMENTAL SECTION

Full details of the experimental and theoretical methods used can be found in the Supporting

Information.

RESULTS

Our experiments capitalize upon the detailed knowledge of the Cu/Pt(111) NSA gained from earlier

surface science investigations.46-48 In order to prepare and characterize the Cu/Pt(111) NSA in-situ, we

designed and built a custom setup (further details can be found in the Supporting Information).  Briefly,

to prepare the desired NSA, up to 1 ML of Cu was electrodeposited onto a Pt(111) single crystal.49 It
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was annealed in Ar and H2 at 400 °C, using an induction heater attached to the cell.  The electrode was

then characterized in the same cell, using cyclic voltammetry (CV) in 0.1 M HClO4.  To measure the

ORR activity, the crystal was transferred to a separate cell with a rotating ring disk electrode (RRDE)

assembly. The surface structures were independently verified ex-situ, under UHV conditions, using

angle resolved X-ray photoelectron spectroscopy (AR-XPS).  DFT calculations were used to provide a

microscopic interpretation of our experimental observations (further details can be found in the

Supporting Information).

Non-destructive depth profiles of the Cu/Pt(111) NSA were obtained using AR-XPS, as shown in

Figure 1.  A profile of a Cu/Pt(111) NSA is compared with a pseudomorphic Cu-overlayer on Pt(111)50-

51 and a Cu/Pt(111) surface alloy (SA), where the first layer consists of both Cu and Pt.47,52 These data

should be interpreted qualitatively rather than quantitatively, due to inherent uncertainties in the XPS

measurements and the fitting procedures.  Nonetheless, the profiles match closely with our expectations,

formed on the basis of previous surface science studies.46-47,50-52 Moreover, they provide a clear

indication that the desired structures are formed.

To quantify the amount of Cu in the near-surface region, in Figure 2 we compare the Cu:Pt intensity

ratio, as determined by XPS, for different Cu/Pt(111) NSA samples.  The dashed line models the

intensity ratio for the case where the amount of Cu initially deposited is equal to the amount of Cu in the

second layer.  When less than 0.5 ML Cu was initially deposited (where ML denotes monolayer), there

appears to be a 1:1 correspondence between the amount of Cu initially deposited and the final

subsurface Cu coverage in the NSA.  However, when more than 0.5 ML Cu is initially deposited, the

data suggest that some of the Cu is lost from the near-surface region, most likely into the bulk of the

crystal. Our observations are consistent with those of Knudsen et al.46 Their DFT calculations

suggested that Cu was stabilized in the second layer of the Cu/Pt(111) NSA, in comparison to deeper

layers.  On the basis of their XPS results, they estimated that the coverage of Cu in the second layer was

40%, when 1 ML Cu had been deposited initially.
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The CV’s taken in N2-saturated 0.1 M HClO4, shown on Figure 3 provide further evidence for the

formation of a Pt-skin on the NSA. In the case of the Cu overlayer, there is a sharp anodic peak at ~ 0.75

V, where Cu dissolves irreversibly into the solution as Cu2+.51 In the case of the Cu/Pt(111) SA, the Cu

dissolution peak is shifted to more anodic potentials, and centered around ~0.85 V.  The higher potential

required to strip the Cu from the SA suggests that the Cu is stabilized, relative to the overlayer.53-54 The

Cu electrooxidation features are absent from subsequent cycles; presumably this is because the Cu2+ has

diffused into the solution. On the contrary, the NSA does not show any features which would suggest

that Cu is stripped from the surface. Instead, there is a reversible oxidation feature, unchanged with

cycling.  This is likely to be due to OH* electrosorption, i.e. the reverse of reaction (3).

Cyclic voltammetry in N2-saturated solution was also used to probe the strength of the interaction of

the Cu/Pt(111) NSA with H* and OH*, in-situ.  Typical CV’s of the NSA’s with 0-1 ML Cu initially

deposited, are shown on Figure 4a (a complete set of CV’s is shown in the Supporting Information).

The shifts in the H* and OH* adsorption peaks show that the presence of Cu in the subsurface

destabilizes these adsorbates. Similar features were observed on Pt3Ni(111) and Pt overlayers on

Ru(0001).24,37 However, unique to the Cu/Pt(111) NSA is the ability to continuously adjust the

interaction with H* and OH* through the subsurface solute concentration.

The ORR activity was measured for the different NSA surfaces, using CV, as shown in Figure 4b.

The activity of Pt(111) reported here compares well with the literature.24 For each of the catalysts, the

current initially shows an exponential increase as the potential is lowered, due to decreasing activation

barriers.  At higher current densities, the flux of O2 consumed by the ORR is greater than that which can

be sustained by diffusion to the surface.  This causes a depletion of O2 at the electrode, until the current

saturates at its diffusion limited value, ~ 6 mA cm-2.  The decrease in current below ~0.4 V reflects a

change in the reaction pathway, from the complete 4 electron reduction of O2 to H2O, to the 2 electron

pathway to H2O2 (evidence for this is provided in the Supporting Information).  In the region of mixed

kinetic-diffusion control, between 0.8 <U < 1.0V (RHE), there is a pronounced positive shift of up to



8

~45 mV for the NSA’s in comparison with Pt(111), revealing the significantly higher ORR activity of

the NSA’s.

The ORR activity of the Cu/Pt(111) NSA is stable during the course of the experiment.  This

observation is consistent with the XPS data shown in Figure 2.  The NSA with 0.45 ML Cu initially

deposited was analysed using XPS before and after 90 minutes of the ORR activity measurement.

Within the limits of experimental accuracy, the Cu:Pt ratio remained unchanged.

DISCUSSION

The overall relationship between the amount of Cu deposited and ORR activity can be deduced from

Figure 5a.  It is clear that the ORR activity is highly sensitive to the presence of subsurface Cu.  Our

results confirm that it is possible to optimize the activity of a Pt(111) surface by varying the

concentration of Cu in the subsurface region.  The curve forms a ‘volcano’, with a broad maximum at

~0.5 ML Cu, representing an 8-fold increase in activity over Pt(111) at 0.9 V.  This enhancement is

close to the highest recorded to date, that of Pt3Ni(111).24

In order to understand our data in a broader context, it is perhaps more meaningful to relate the

activity enhancement to a more universal descriptor, such as the OH binding energy, ∆EOH.  Changes to

∆EOH, relative to Pt, i.e. ∆∆EOH =∆EOH-∆EOH
Pt, can be monitored in-situ, through the base

voltammograms in N2, shown in Figure 3a.  The shift in potential required to reach 1/6 ML coverage of

OH*, ∆U1/6 ML OH, corresponds to the median value of ∆∆EOH.  On a completely homogeneous

Cu/Pt(111) NSA, ∆U1/6 ML OH = ∆∆E OH.6,24

On Figure 5b, ∆U1/6 ML OH is plotted (in black) as a function of the initial amount of Cu

electrodeposited onto the crystal.  Evidently, ∆U1/6 ML OH increases with the Cu content.  This trend is

reflected in the theoretical plot of ∆∆EOH versus the Cu coverage in the second layer, also shown (in

blue) on Figure 5b. Up to ~0.5 ML Cu, the agreement between experiment and theory is good.

However, at higher coverages, the large shift in ∆∆EOH that is predicted by DFT is not replicated

through ∆U1/6 ML OH.  This is analogous to the trend conveyed by the XPS data shown on Figure 2 and
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described earlier. Together, these data suggest that it is not possible to obtain a high Cu coverage in the

subsurface layer.

It is difficult to ascertain conclusively whether the destabilization of OH* in the NSA arises solely

from ligand effects or strain effects.  The DFT calculations implicitly assume that the structure is

unstrained.  The data shown in Figure 5b suggest that the calculations model the experiments well. On

that basis, the observed modifications to the binding of the Pt surface could be entirely due to the ligand

effect. Even so, there is experimental evidence to suggest  that subsurface Cu could introduce some

compressive strain to a Pt(111) surface.48

Combining the data from Figure 5a and Figure 5b allows us to plot the activity enhancement of the

NSA as a function of ∆U1/6 ML OH, as shown in Figure 5c.  The dashed blue line represents our earlier

theoretical prediction, based on a simple Sabatier analysis.5-6 There is a clear maximum in activity for

the surface that binds OH* ~0.1 eV weaker than Pt(111), in agreement with earlier theoretical

predictions.5

We note, from Figure 5c, that the peak activity enhancement from our experiments is around a factor

of ~5 lower than that at the peak of the theoretical volcano.  This discrepancy could be attributed to

kinetic parameters which were not taken into account by the Sabatier analysis.6 Moreover, it seems

likely that the subsurface Cu concentration across the crystal is not uniform.  Consequently, ∆U1/6 ML OH

may not correspond exactly to the ∆∆EOH of the active sites.   The most active sites, with the value of

∆∆EOH being closest to the optimum, will dominate the ORR.  Nevertheless, a clear trend persists

between theory and experiment, as evidenced by the volcano shown in Figure 5c.

The current study complements Strasser and co-workers’ investigations of the effect of bulk lattice

strain on ORR activity, using dealloyed PtCux.29,31 In comparison to dealloyed PtCux, the Cu/Pt(111)

NSA’s exhibited slightly higher activity enhancements over pure Pt, and also a clear maximum in

activity as a function of Cu concentration.  It seems that the peak of the volcano can be reached more

easily when the solute metal is present in the subsurface.  This supports the notion that an important goal

in ORR catalysis is the preparation of stable Pt-alloy nanoparticles with a high subsurface concentration
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of the solute component.25 Moreover, from the data shown on Figure 3, it appears that subsurface Cu is

more stable in the NSA than in dealloyed PtCux.29,31 One could speculate that our annealing procedure

stabilized the solute in the subsurface region, analogous to the observations made for bulk Pt-alloys.55

CONCLUSION

We have demonstrated that the presence of subsurface 3d metals can weaken the binding of a Pt

surface to OH*. This corroborates previous theoretical studies of NSA’s.38,46 We make use of this

phenomenon to engineer an ~8-fold enhancement in ORR activity over Pt(111).

We have also shown that it is possible to (a) monitor in-situ the binding energy of a simple adsorbate,

in this case OH*, on a single crystal surface (b) tune this binding energy continuously (c) use this

binding energy as an experimental descriptor for the activity of the surface for a catalytic reaction.  We

confirm the theoretical prediction that only a slight weakening of the descriptor, ∆EOH, by ~0.1 eV,

relative to Pt(111), will lead to optimal activity for the oxygen reduction reaction.  To the best of our

knowledge, this is the first time that the Sabatier principle has been demonstrated in situ for a

continuous catalytic reaction on a well-defined single crystal surface. There is good reason to believe

that this principle will continue to be used for the design of yet more active (and ideally abundant)

catalysts to meet our future energy requirements.
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Full details of the experiments and calculations can be found in the Supporting Information section,

including the results of additional electrochemical experiments and the raw AR-XPS data.
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Figure 1. Non destructive depth profiles, of (a) the Cu/Pt(111) NSA, with 0.45 ML Cu initially deposited, in comparison to

(b) the Cu overlayer on Pt(111), with 1 ML Cu initially deposited and (c) the Cu/Pt(111) surface alloy, with 1 ML Cu

initially deposited.  In a the Cu/Pt NSA had been exposed to ~ 90 minutes cycling between 0 and 1 V at 60 ºC in O2-saturated

0.1 M HClO4. The outermost ~5 Å were comprised of C and O, presumably accumulated from airborne contamination during

b. Cu overlayer on Pt(111)

c. Cu/Pt(111) surface alloy (SA)

a. Cu/Pt (111) near-surface alloy (NSA)
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the transfer from the electrochemical cell, through the laboratory atmosphere to the UHV chamber.  The C and O traces have

been omitted, for clarity.
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Figure 2. Cu:Pt intensity ratio, from XPS, for the different NSA structures.  The analysis was based on the photoelectrons

emitted at four different angles between 21 º and 35 º to the sample normal.  The Cu:Pt intensity ratio is corrected for the

excitation cross section, mean free path and the analyzer transmission (full details can be found in the Supporting

Information).  The error bars show the standard deviations from the data taken at different angles.  The dashed line shows the

modeled ratio, assuming that the amount of Cu initially deposited (as determined coulometrically), is equal to the subsurface

Cu coverage, and that all the Cu is confined to the second layer.  The open circle represents the Cu/Pt NSA sample with 0.45

ML Cu initially deposited, after exposure to ~90 minutes cycling between 0 and 1 V at 60 ºC in O2-saturated 0.1 M HClO4,

(the corresponding depth profile is shown in Figure 1a.
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Figure 3. Cyclic voltammograms of the structures shown in Figure 1, , in N2-saturated 0.1 M HClO4, at room temperature, in

the absence of Cu2+ in solution, dU/dt = 50 mVs-1, anodic portion only; in each case 1 ML was deposited initially.
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Figure 4 Electrochemical characterisation of Cu/Pt(111) NSA’s, in comparison with Pt(111), using cyclic voltammetry in

0.1M HClO4, at dU/dt=50mV s-1 (a) in N2-saturated electrolyte (b) RRDE-voltammograms (anodic scans only) in O2-

saturated electrolyte, taken at 1600 r.p.m, 60°C. Cu denotes the amount of Cu initially deposited, in monolayers (determined

coulometrically, as described in the Supporting Information).

 Cu = 0
 Cu = 0.25  Cu = 1

 Cu = 0

 Cu = 0.25

 Cu = 0.45

 Cu = 1

Oxygen reduction
activity

+ΔEOH

 Cu = 0.45

+ΔEH

a. N2-saturated

b. O2-saturated
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a b

c

Figure 5. (a) Activity enhancement, relative to Pt(111) at U = 0.9 V as a function of the amount of Cu initially deposited. (b)

Experimental and theoretical weakening of OH binding, as a function of Cu content; the linear trendlines were produced

using a least squares fit. (c) Activity enhancement, relative to Pt(111) at U = 0.9 V versus RHE as a function of ∆U1/6 ML OH

and ∆∆EOH.  The experimental data points are the mean values, taken from 30 independent measurements, distributed across

the entire composition range. The circular data points represent experimental data, produced by combining data from a and b.

The dashed line represents earlier theoretical predictions, based upon a simple model using a Sabatier analysis.5-6 The

volcano here is plotted as a function of ∆∆EOH instead of the oxygen adsorption energy, ∆∆EO; the two binding energies,

relative to Pt (111), are related by the function ∆∆EOH ~ 0.5 ∆∆EO.13
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