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ABSTRACT

This work presents two separate study cases to shed light on the different aspects of low-power
and low-voltage design.

In the first example, a low-voltage folded cascode operational transconductance amplifier was
designed to achieve 1-V power supply operation. This is made possible by a novel current driven
bulk (CDB) technique, which reduces the MOST threshold voltage by forcing a constant current
though the transistor bulk terminal. A prototype was fabricated in a standard CMOS process; mea-
surements show a 69-dB dc gain over a 2-MHz bandwidth, and compatible input- and output voltage
levels at a 1-V power supply. Limitations and improvements of this CDB technique are discussed.

The second part of the work is concerned with analog RF circuits. A previously unknown
intrinsic non-linearity of standard XA fractional-N synthesizers is identified. A general analytical
model for XA fractional-N phased-locked loops (PLLs) that includes the effect of the non-linearity
is derived and an improvement to the standard synthesizer topology is discussed. Also, a new
methodology for behavioral simulation is presented: the proposed methodology is based on an
object-oriented event-driven approach and offers the possibility to perform very fast and accurate
simulations; the theoretical models developed validate the simulation results. A study case for
EGSM/DCS modulation is used to demonstrate the applicability of the simulation methodology to
the analysis of real situations.

A novel method to calibrate the frequency response of a Phase-Locked Loop concludes the
research. The method requires just an additional digital counter to measure the natural frequency
of the PLL; moreover it is capable of estimating the static phase offset. The measured value can be
used to tune the PLL response to the desired value. The method is demonstrated mathematically on
a typical PLL topology and it is extended to XA fractional-N PLLs.
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RESUME

I afthandlingen praesenteres to forskellige case studies til belysning af forskellige aspekter ved
low power / low voltage design.

Det fgrste case study omhandler en lavspandings foldet kaskode transkonduktans operations-
forsterker, konstrueret til at fungere ved en forsyningsspending pa 1V. Dette er muliggjort ved
anvendelse af en ny forspendingsteknik, hvor transistorens bulkterminal kontrolleres med en kon-
stant strgm i lederetningen. Herved reduceres transistorens terskelsp@nding. Der er fremstillet en
prototype i en standard CMOS teknologi, og malinger viser en forsterkning pa 69dB, en band-
bredde pa 2 MHz og kompatible indgangs og udgangsspndinger ved en forsyningsspending pa 1 V.
Begraensninger og forbedringer ved den udviklede forspandingsmetode diskuteres.

Det andet case study omhandler RF kredslgb. En ikke tidligere beskrevet intrinsisk ulinearitet
ved en standard Sigma-Delta fractional-N synt hesizer er blevet identificeret. Der er udviklet en
generel analytisk model for en Sigma-Delta fractional-N faselast kreds (PLL) som tager hensyn til
denne ulinearitet, og der er foreslaet en forbedring af den normale synthesizer topologi. Der er
endvidere prasenteret en ny metode til systemsimulering af det faselaste system. Denne simulering
anvender en objekt orienteret, event-driven metode og giver mulighed for meget hurtige og ngjagtige
simuleringer. Metoden er demonstreret pa et praktisk eksempel til EGSM/DCS modulation.

Forskningsarbejdet omhandler til slut en ny metode til kalibrering af frekvenskarakteristik for
en faselast slgjfe. Denne metode kraever blot en ekstra digital teller til maling af PLL’ens egen-
frekvens. Metoden kan ogsa anvendes til en estimering af det statiske fase-offset. De malte vaerdier
kan benyttes til en tuning af PLL karakteristikken til den gnskede verdi. Metoden eftervises matem-
atisk pa en standard PLL topologi og udvides derefter til anvendelse pa en Sigma-Delta fractional-N
PLL.
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CHAPTER 1
INTRODUCTION

The last few decades have experienced a proliferation and a worldwide diffusion of computers,
digital communication systems and consumer electronics. The driving force for this trend is the
ability of the industry to produce faster and more power-efficient circuits, which is mainly due to
the continuous scaling of the CMOS technology [1]. The interaction among the different factors
heading to the continuous growth of electronic devices can be better understood with the aid of
diagram 1.1.

The increasing demand for portable systems with yet growing complexity places new challenges
on the semiconductor industry. New solutions to satisfy the strict requirements posed by different
factors, such as integration, low-power, cohabitation of different communication standards, are the
subject of massive research both at physical level (device scaling, alternate dielectric materials) and
at system level (new architectures, novel circuit techniques). At the same time, the possibilities
offered by the industry pushes the market demand for even more complex, portable and higher
performing devices.

The transformation of the mobile phone in the last few years is a perfect example of the on-going
situation: from the initial bulky device, the mobile phone has progressively been down-shrunk into
the present compact size and simultaneously has started to offer more services than simple wireless
conversation, such as internet applications, high-rate data exchange, music and even games.

The continuous scaling of the MOS channel length increases the maximum number of transis-
tors per unit area; according to Moore’s law [2], the amount of components per chip doubles every
24 months. The growing package density leads to integrated solutions: mixed-mode systems are
implemented onto the same chip with fewer exterior components. Integration has not only driven
the cost per function down, but has also lead to increased operation speed and power saving; in
fact in modern digital circuits, power and speed are respectively limited by heat dissipation and by
interconnection delays rather than information exchange-rate between different chips and exterior
components.

Another direct consequence of MOS scaling is the strong progress of MOS RF performance
[3]; due to the smaller dimension and the reduced parasitics, the maximum cut-off frequency fr has
greatly improved. Consequently, CMOS has become an attractive option for analog RF applications
and RF systems on-chip. Besides the advantage of low production costs, compared to Bi-CMOS
processes, CMOS technology offers the unique possibility of integration of both RF analog and
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Figure 1.1: Factors driving the low-power low-voltage trend.

i

baseband digital circuits on the same chip.

The demand for high-performance and low-power systems has important consequences at cir-
cuit level. The two main causes behind power reduction are the limited heat dissipation per unit area,
especially when a dedicated heat sink is not available, and the demand for long-life autonomous
portable equipment. Reliability of MOS performance and, even if in minor contribution, reduced
power consumption for the digital chip section are the principal forces driving the voltage scaling.
Note that behind the progress of ICs, there is always a driving factor dictated by technology lim-
itations and a driving factor related to market demand. According to the scaling trend, the power
supply will decrease down to sub-1V voltage for the coming technology nodes, i.e. 60 nm. The
ITRS forecast for near years term is graphed in fig. 1.2; it shows that the supply voltage is slowly
decreasing with years.

A reduced supply voltage has a large impact on the power consumption: in analog circuits, scal-
ing the supply-voltage of a factor k while preserving a constant product signal-to-noise ratio x band-
width, does not increase the power consumption at a first order approximation; nevertheless, several
factors, discussed at a later stage, lead to an increased power consumption. Instead, for digital cir-
cuit, scaling the supply-voltage reduces the dynamic power consumption. The latter has historically
been the greatest source of power dissipation: however, due to the continuous scaling, the magni-
tude of leakage currents increases and a growing amount of power consumption is determined by
the stand-by power [4]. Hence, for further supply voltage scaling, the power saving is not going to

be linearly related to the voltage reduction anymore.

Reducing both power and supply voltage sets new challenges both at architectural level as well
as at circuit performance level, especially for RF applications, where the sensitivity of the blocks
is a crucial element. Rather than showing the different approaches developed in the last years for

low-voltage and low-power design, it was chosen in this work to present two specific examples,
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analyzed from different perspectives. Since the analog amplifier is one of the main building block
in analog design, a low voltage amplifier is the first case examined. The research focus has been

placed on the challenges and constraints met at transistor level design.

The second example finds its application in the context of RF circuits; since the frequency syn-
thesizer is one of the most important blocks in integrated transceivers, it was chosen to show how
power consumption can be decreased by a proper choice at architecture level. The frequency syn-
thesizer is responsible for generating the carrier frequency for both the transmitter and the receiver;
depending on the system, the same synthesizers can be shared to generate the transmit and the re-
ceive carriers. The frequency synthesizer is also one of the most critical components: a poor design
can largely affect the performance and the battery lifetime. Moreover, single chip integration is a
challenging task, due to the stringent performance demands: typically, on-chip passive elements
show poorer quality than the equivalent discrete components and interference between different

chip sections may cause performance degradation.

Recently, XA fractional-N architectures have risen in popularity; besides the high frequency
resolution capability, this type of synthesizers enables indirect digital VCO modulation. Low power
operation can be achieved since a minimum number of analog blocks are required for transmission

e.g. no need for DACs or an analog transmit filter.

This thesis is hence divided into two parts. The first part, dedicated to the low-voltage ampli-
fier, starts with a general description of the limitations and constraints dictated by reduced supply
voltage on analog design: chapter 2 shows that the minimum power consumption is established by
fundamental limits and that the power consumption has to be increased with voltage down-scaling
in order to maintain bandwidth and dynamic range. One of the greatest limitations is related to the
MOS threshold voltage V¢ : unfortunately for analog design, this value does not scale linearly with

the supply voltage.

Chapter 3 focuses on approaches which directly or indirectly target the low-voltage goal by
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limiting the effects of the threshold voltage. In the first method, the MOS is bulk driven to remove
Viy, from the signal path. The other two approaches exploit the bulk effect to achieve a threshold
voltage modulation; it is shown how Vy}, can be decreased by forcing a small bias current through
the bulk terminal.

A detailed analysis of the novel Current Driven Bulk (CDB) technique is the subject of chapter
4. Tt is discussed how the frequency and the transient behavior of the CDB MOS compares to the
standard MOS configuration; the second part of the chapter shows a simple circuital solution to
address the drawbacks introduced by the CDB technique.

In order to demonstrate the applicability of the CDB technique to standard analog design, a
general operational transconductance amplifier capable of sub-1V power supply operation has been
fabricated in a 0.5 yum process. The details of the implementation and the measurement results are
discussed in chapter 5. This concludes the first part of the thesis.

The second part of the work opens with a discussion of PLL based techniques for frequency
synthesis. Chapter 6 presents an accurate derivation of a general analytical model for a fractional-
N PLL that also includes a newly identified non-linear issue, causing down-folding of high power
noise into baseband. A novel architecture to overcome this issue is presented. Simulation of XA
synthesizers is challenging due to the non-periodic steady-state behavior and other factors explained
in chapter 7; a new methodology entirely based on event-driven simulation is introduced and de-
tailed implementation aspects are discussed throughout chapter 7.

The research on XA fractional-N PLLs was carried out at Qualcomm CDMA Technology in
San Diego; the objective of the research was to investigate the feasibility of XA fractional-N PLLs
in the context of indirect GSM modulation for industrial applications. The complete study case for
a GSM/DCS transmitter is the topic of chapter 8. Since the investigation was targeted for industrial
applications, a large variety of cases have been analyzed and considered to establish the system
reliability and robustness. Chapter 8 presents a brief summary of the main results and conclusions
extrapolated from a vast set of simulations.

The PLL calibration issue is discussed in chapter 9. Due to phase noise requirements there
is a fundamental trade-off between bandwidth/modulator order and hence power of quantization
noise. Since bandwidth extension leads to increased in-band quantization noise, XA fractional-N
PLLs are not suitable for wide-band modulation schemes. A feasible way to extend the modulation
bandwidth is to pre-distort the data by means of an inverse filter matching the synthesizer transfer
function; however due to the inevitable variation of analog components, a calibration method is
necessary to avoid modulation errors. Chapter 9 presents a technique to estimate the bandwidth
of the synthesizer by applying a frequency step. The method is justified mathematically and the
drawbacks of this approach are discussed through the rest of the chapter.

Conclusions of the work are drawn in chapter 10.
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Low Voltage Amplifier






CHAPTER 2
LIMITS TO LOW-VOLTAGE LOW-POWER DESIGN

The previous chapter has provided the basis to understand the constantly growing demand of
low-power low-voltage systems. The next few sections deal with the consequences at circuit level
dictated by a lower supply voltage. The focus is especially set on the relationship between low-
power and low-voltage requirements. As we shall see, for analog circuits, a reduced supply voltage

only brings new design challenges and no added benefits.

2.1 Low-voltage supply limits

As mentioned in the introduction, the lowering of the supply voltage is also a direct consequence of
physical limitations: with the down-scaling of the transistor dimensions, the supply voltage must be
reduced to avoid power and reliability issues. The oxide thickness of a MOS transistor gate scales
with the channel length L at a rate approximately equal to L/50 and can tolerate about 800 V/um
before break-down [4]. The minimum channel length has rapidly decreased in the last decades into
the actual sub-100 nm length: the maximum voltage that such MOS device can tolerate is slightly
above 1.2V [5]. This means that the integrated circuits has to operate with a voltage supply which
is a fraction of the given limit voltage.

When reducing the supply voltage, a number of limitations in the design and in the performance
of analog circuits arise; in the next sections we shall see what the consequences and the impacts are

on the following issues:

1. Threshold voltage.

2. Sub-threshold region.
3. MOS transistor speed.
4. Analog switches.

5. Transistor stacking.
6. Power consumption.

7. Dynamic range.
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2.2 Threshold voltage

The threshold voltage dictates perhaps the most serious constraint in low voltage design. The mini-

mum supply voltage is usually required to be at least equal to:

Vimin = Vin+ | th ’ (2.1)

where Vi, and Vi, are the threshold voltage of the n-type and of the p-type transistors. This
limitation occurs when the gate of the n-type and of the p-type MOS are connected together, as in
a basic inverter configuration. If the supply voltage is below the limit set by eq. 2.1, a dead zone

occurs at the middle of the input range.

Even when such configurations are avoided, the threshold voltage seriously limits the available
signal swing. In fact, first of all, the power supply must be able to turn the MOS on; assuming

strong inversion, this condition can be expressed as:

Vbb — Vss > Vas = Vpssat + | Vin| (2.2)

Moreover, if the transistor is gate driven, the signal-swing needs to be added on the top of the

turn-on voltage, leading to:
Vpp — Vgs = Vgs = VDS,sat + ’Vth| + Vsignal (2.3)

Finally, consider that the most basic analog configuration (e.g. source-follower), in addition to
the limit set by eq. 2.3, requires headroom for at least one more drain-source saturation voltage.
Assuming a 1 V power supply, a threshold-voltage equal to 0.7 V (which is the typical value for a
3.3 V process) and a Vpg gat 0f approximately 100 mV, the allowed signal swing is at most 100 mV,
under the assumption that the input signal is limited by the supply voltage. Hence, the threshold
voltage is a strong limitation for the signal swing and, unfortunately does not scale down at the same
rate of the MOS channel length [4]. This also means that Vi, does not decrease linearly with the
supply voltage: the main reason to avoid low Vyy, transistors is the increased sub-threshold leakage
currents, which would cause a performance degradation (especially from a power consumption

point of view).

2.3 Sub-threshold region

Due to the smaller turn-on voltage, weak inversion bias helps in reducing the requirements estab-
lished by eq. 2.3. Moreover, for a given bias current I, the MOS transconductance gy, is maximized

and approximately equal to [6]:

Ip
=2 2.4
&m =V 24

where V is the thermal voltage (Vr ~ 26 mV) and n is the slope factor of the gate voltage Vg
versus pinch-off voltage Vp, defined as the voltage that should be applied to the equipotential
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channel (Vp = Vg) to cancel the effect of the gate voltage [6]. When only small biasing currents
are available, operating the MOS in saturation region would result in a smaller transconductance.

Another advantage of sub-threshold operation is a reduced input-referred noise contribution
with respect to the saturation-region counterpart, due to the larger transconductance. However the
relative output noise current is maximized: this prevents the use of sub-threshold MOS for biasing
circuit (e.g. not directly involved in signal-processing).

The main unwanted issues can be summarized as:

e Lack of accuracy in setting the transistor current: the poor transistor matching limits the use

of the sub-threshold region whenever current precision is required (as in current mirrors).
o Increased leakage currents (increasing the power consumption).

e Larger transistor sizes with increased parasitics (compared to the saturated MOS).

2.4 Transistor speed

The supply voltage directly affects the maximum operation frequency of the transistor. The transi-

tion frequency f1 for a MOS in strong inversion can be approximately expressed as [7]:

f_MVP
=12

where V|, is the pinch-off voltage and p is the carrier mobility. If the threshold voltage gets scaled

2.5)

with the supply-voltage for a fixed technology, then the maximum frequency f1 decreases.

2.5 Power limitations

Unfortunately, in analog circuits, lowering the supply voltage does not lead to reduced power con-
sumption. In analog signal processing circuits, power is consumed to maintain the energy of the
signal above the thermal noise: therefore, what matters is the signal-to-noise ratio (SNR) and the
desired bandwidth. These two parameters set the minimum power consumption: in fact, it can be

shown that the minimum power required to implement a single pole is given by [7]:

(Vbp — Vss)

P=8-kT-f-SNR
Vpp

(2.6)

where T is the absolute temperature, k is the Boltzmann constant, f is the signal frequency and V ;s
is the peak-to-peak voltage amplitude, as shown in fig. 2.1. The above equation has been derived
assuming a 100% current efficient integrator.

Since no assumptions have been made on the technology or on the power supply, equation 2.6
places a fundamental limit. In a real design, there are several factors that boost the power con-
sumption beyond the established limit, such as additional noise sources (1/f noise, supply noise)

or circuit branches not directly used for signal processing (e.g. level shifter). The bias circuitry
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Figure 2.1: 100% current efficient transconductor for single pole realization.

directly contributes to augment the power consumption and should therefore minimized, but on the
other hand a bad biasing scheme could increase the noise of the circuit.

As equation 2.6 states, power dissipation is increased if the signal at a node that realizes a pole
has a peak to peak voltage amplitude smaller than the available supply voltage. This means that the
input signal should be amplified in the first stage of the design.

Finally, observe that in circuits requiring a timing signal (e.g. switched-capacitors circuits),
the clock must operate at twice the maximum frequency of the processed signal in order to avoid
aliasing (Nyquist theorem). Therefore, for certain applications, the power consumption of this block

might dominate.

2.6 Analog switches

The use of analog switches in low voltage design faces several challenges. A first obvious problem
is the increased switch resistivity due to the reduced turn-on voltage available. To compensate this
effect, transistors must be designed with larger dimensions; on the other hand, this leads to a larger
clock feed-through and increased static power dissipation [8].

A non-conducting region centered around (Vpp — Vgg)/2 is exhibited by complementary switch

when the voltage supply is below a critical voltage V., given by [9]:

2Vin
2—n

where n is the same slope factor as defined in eq. 2.4. The critical voltage value Vi has been de-

Vcrit = (27)

rived under the assumption that the NMOS and the PMOS parameters of the complementary switch
are the same. This gap, illustrated in fig. 2.2, limits the voltage range of the op-amp connected to
the switch. An approach to solve the issue is the boot-strap technique [10].

A well-known issue related to analog switches is the charge injection problem; when the switch

is turned off, the charge in the MOS channel flows out from the channel region to the drain and the
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Figure 2.2: Conductance and charge injection for analog switches.

source junctions. Consider fig. 2.2; the fraction of charge () released into capacitor C causes an
absolute voltage error equal to:
AQ

AV =5° 2.8)

The relative voltage error across the capacitor is given by:
AV A
AV _ Q 2.9)
V. (Vbp — Vss)C
where (Vpp — Vgg) Cis the capacitor maximum available charge. Eq. 2.9 indicates that the relative

voltage error grows proportionally to the reduction of the supply voltage.

2.7 Transistor stacking and cascoding.

Clearly, when the supply voltage is lowered, the allowed voltage swings of the circuit nodes become
narrower, restraining the use of standard configurations such as stacked transistors.

For deep sub-micron CMOS technology, the intrinsic transistor gain A = g, 14 is usually lower
than 20 dB. The standard configuration for gain boost is the cascoding configuration that, in low-
voltage design, is not readily available due to output swing limitations. Cascoding could be re-
placed by cascading; however, cascading structures augment the power consumption and demand

frequency compensation, since the gain boosting is achieved through several amplifying stages.

2.8 Dynamic range

The impact of low-power low-voltage design on the dynamic range of an analog amplifier can be

briefly summarized as follows:

o To maintain a respectable signal swing extra power must be consumed; if this is not the case

than circuits experience a drastic reduction of the dynamic range.
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e To achieve a rail-to-rail output swing, an op-amp must include a common-source stage at the
output. As a consequence, the input range of the common-source is limited by its gain: in

other words, the signal has to be kept small until it reaches the last stage.

e The standard approach to maximize the input swing is to use complementary pairs. However,
in order to obtain a constant transconductance over the entire input range [11], extra circuitry

(and hence more power dissipation) is required.

2.9 Summary

Lowering the supply voltage does not decrease the power consumption in analog circuits and in-
troduces several design constraints, limiting the use of standard circuit configurations. The limits
placed by the decreased power supply are fundamental and can only be approached by proper design
choices, usually at the expense of increased power consumption. In particular, providing high gain
and high output swing becomes very challenging in low-voltage applications; it appears clear that

trade-offs between performance and power dissipation must be accepted as a natural consequence.



CHAPTER 3
CMOS BULK TECHNIQUES FOR LOW-VOLTAGE
ANALOG DESIGN

Different approaches have been proposed and new solutions are constantly investigated to ad-
dress the challenges of designing reliable analog building blocks operating with a low supply volt-
age.

Generic low-voltage amplifiers (up to a sub-1 V power supply) have been designed using float-
ing gates [12, 13], charge-pumps [14] or switched-capacitors techniques [15, 8]. Each of these
approaches show its own limitations, like low input stage gain, necessary trimming or discrete time
signal processing. Solutions based on voltage doublers are penalized from power consumptions,
power supply noise and voltage stress point of view (i.e. device reliability).

A complete analysis of all the available low-voltage analog techniques is beyond the scope of
this work; this chapter focuses on a particular category of low-voltage approaches, namely tech-
niques based on bulk-driving the MOS transistor [16, 17, 18, 19].

3.1 Bulk-driven MOS

The operational amplifier is perhaps the most important basic building block in analog and mixed-
mode circuits. The minimum supply voltage is usually imposed by the differential input pair and,
as discussed in the previous chapter, is equal to the threshold voltage plus, at least, two overdrive
voltages. To minimize the supply requirements, the terminals of the input pair must operate with
their voltage potential very close to one of the supply rails, penalizing the input-common mode
range (ICMR) of the amplifier.

An innovative method to overcome the constraint imposed by the threshold voltage Vyy, is based
on bulk driving the MOS transistor [16] to remove the gate-source turn-on voltage from the signal
path (eq. 2.3).

Operating the MOS through the bulk-terminal allows the design of extremely low-supply volt-
age circuits. The behavior of the bulk-driven MOSFET is very close to a junction-field-effect tran-
sistor (JFET); the signal is applied between the bulk and the source and the current flowing from the
source to the drain is modulated by the reverse bias applied on the bulk. The gate-source voltage of
the MOS is fixed and is set to turn the MOSFET on. The characteristics of the bulk-driven MOS

can be summarized as:

e large input common-mode range, allowing a wide range of bias voltage, including also small

13
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Figure 3.1: Bulk driven input pair and bulk driven current mirror.
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positive values.

e the small signal transconductance g}, can even be larger than the MOSFET transconduc-
tance g,; at the risk of relevant current injection, for Vgg > 0.5V the bulk transconductance

exceeds the MOS transconductance.
e high input impedance.

The limits of this technique are a lower transitional frequency fr, due to the larger input capacitance,
and increased noise due to the added thermal noise of the bulk sheet resistance. An approximate

expression to compare the bulk-driven f1 with the standard MOS f, can be found in [16]:

f1 bulk—driven _ 1V/S
fT,gate—driven 3.8

3.1

where 7 is the ratio of gy, to g, (7 = 0.2) and S is the scaling factor. The ratio set by eq. 3.1 is
going to be reduced by future scaling.

Figure 3.1 shows two examples of the applicability of the bulk driven technique to standard
analog blocks to decrease the voltage requirements. Bulk-driven transistors M; and My can be
used in an input pair configuration to achieve a large common-mode voltage Vcy input range.
As reported in [20], within a 1-V supply, Vcum can move rail-to-rail, without the risk of forward-
biasing the bulk-source junction. Given the same bias current and load, the Bulk Driven Differential
Pair (BDDP) voltage gain is slightly smaller compared to the standard differential pair; another
drawback is the requirement of a negative supply-rail, in order to achieve rail-to-rail swing. Note
that the minimum supply voltage can theoretically be as low as three saturation voltages V pg sat (i.€.
three stacked transistors from ground to Vpp), but the differential pair still maintains a compatible

input range, i.e. the input common mode can voltage has rail-to-rail range.
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A second standard building block is shown on the right side of figure 3.1; this current mirror
uses bulk-drain connections rather than the standard gate-drain diode connection. According to the
measured results in [16], the bulk-driven current mirror shows matching, bandwidth and impedance
characteristics comparable with the ones of the standard diode-connected current mirror. Also in
this case, the supply voltage requirements are lowered, since the threshold voltage is not in the signal
path: the voltage drop input-ground has been reported to be less than 0.5 V even for appreciable

currents [16].

In chapter 5 the performance of a 1-V supply amplifier based on the bulk-driven MOS will be
discussed and compared with the 1-V supply OTA developed in this work.

3.2 MOS threshold voltage

Another possibility to overcome the voltage limits set by the threshold voltage is to decrease Vyy,
either through technology scaling or through circuital technique. As previously mentioned, the Vy,
scaling leads to a degradation of the sub-threshold characteristics [4] and a degradation of the noise

margin [21], together with an increased stand-by power (more relevant for digital circuits).

The circuital approach relies on exploiting the MOS body-effect to modulate the value of Vyy,
[22]. The threshold voltage is defined as the applied gate voltage required to achieve the threshold
inversion point; this condition is reached when an inversion layer of holes (for a n-type semicon-
ductor) or an inversion layer of electrons (for a p-type semiconductor) is created at the oxide-
semiconductor interface [22]. Once the layer (channel) is created, the current can flow between

drain and source.

For a PMOS transistor the current is determined by holes transition; by applying a negative
voltage to the PMOS gate (with respect to the source potential), the holes are collected under the
gate and the electrons are pushed away from the gate toward the substrate (or the well). Usually
the substrate (or the well) terminal is tied to the proper supply rail, so that the bulk-source diode is
always in the reverse biasing condition. The effect of a voltage difference between the bulk termi-
nal and the source terminal directly affect the threshold voltage value, according to the following
formula [22]:

Vin = Vino +7 - (V] 268 — Vs | — /] 2¢r |) (3.2)

where Vi is the zero bias threshold voltage, - is the bulk effect factor, ¢ is the Fermi potential

and Vg is the bulk-source voltage.
In a standard 3.3 V CMOS process the typical PMOS Vyy, value is about —0.6, —0.7 V; how-

ever, according to eq. 3.2, Vi, can be changed by modulating the bulk-source voltages. By ap-
plying a positive bulk-source voltage Vg, the width of the channel-body depletion layer increases,
resulting in an increase in the density of the trapped carriers in the depletion layer [22]; to maintain
charge neutrality, the channel charge must decrease. This means a higher gate voltage (in absolute

value) is now required to achieve the inversion point.
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Figure 3.2: Dynamic threshold MOS topology (a) and current-driven bulk MOS (b).

By applying a small negative bulk-source voltage Vg, the magnitude of the threshold voltage
can be decreased. However the allowed range for negative Vg is quite narrow to maintain the
bulk-source diode in cutoff condition. This is required in order to avoid parasitic currents inside the
transistor body that would deteriorate the transistor performance. Thus for a PMOS, the condition
Vs > 0 should always be ensured.

On the other hand, a diode is not conducting a significant current for small forward biasing

voltages, typically less than 500 mV [23]. Two issues still remain:

e An accurate value for the forward biasing limit can not be established precisely.

e Due to the exponential behavior of the diode I-V characteristic, a small variation in the applied

voltage (or a temperature change) can determine a large current in the diode.

3.2.1 DTMOS

A good example of actively using the bulk-effect is given by the Dynamic Threshold Voltage MOS
(DTMOS) [17]. As shown in fig. 3.2a, the DTMOS is formed by connecting the MOS gate to its
well terminal. When the device is turned on, the connection causes Vy, to decrease increasing the
gate overdrive. The opposite occurs when the DTMOS is off: the threshold voltage is increased
reducing the sub-threshold leakage. For the limits discussed in the previous section, this technique
is limited to very low supply voltage [24]: if the bulk source diode gets forward-biased, large body-
to-source/drain junction capacitances and currents will result, degrading speed and increasing static

power dissipation (critical especially for digital applications).

3.3 Current-Driven Bulk approach

The key issue to completely exploit the bulk-effect to lower the MOS Vyy, is to find an efficient and

robust method to achieve the maximum allowable forward biasing, without having large parasitic
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currents flowing in the well or in the substrate. For the reasons discussed in the previous section,
applying a voltage source to the MOS body is not a feasible solution.

On the contrary, controlling the parasitic current by means of a current source is the solution
to the above mentioned issues. The current driven bulk transistor consists of a MOS with the bulk
terminal connected to a current source (3.2b). Setting the biasing voltage by controlling the MOS

parasitic body currents shows the following features:

e The parasitic current can be set to the desired value.

e Given a parasitic current, the maximum forward biasing of the bulk-source junction is ob-

tained.

Observe that the voltage Vpg is unknown; nevertheless this is not a concern for the method appli-

cability, since the Vg voltage is maximized compatibly with the set parasitic current.

3.4 Summary

Techniques based on using the MOS as a four terminals devices have demonstrated the capability
of low-voltage operation. Driving the MOS through its bulk removes the minimum supply voltage
constraint imposed by the threshold-voltage Vyy,, that, for several reasons, does not linearly scale
with the supply voltage. Another promising approach is to reduce the V, by means of a small
positive source-bulk voltage Vgp; this can be achieved in a robust way through direct control of the

parasitic current.






CHAPTER 4
CURRENT DRIVEN BULK MOS

Controlling the bulk MOS current appears to be an efficient solution to achieve a robust source-
bulk forward biasing. On the other hand, the effects of the parasitic bipolars can not be neglected
now and, potentially, can constitute a serious problem for the CDB MOS performance. Fortunately,
as we shall see, simple circuital techniques can be used to overcome the introduced issues.

Results from simulations demonstrate that the relevant characteristics of the CDB are compara-
ble to the standard MOS ones.

4.1 CDB MOS analysis

In order to establish the magnitude of the bulk parasitic current precisely, the physical structure
of the MOS transistor has to be considered. As shown in fig. 4.1, two parasitic bipolar junction
transistors (BJT) exist in the PMOS inner structure [25]: a lateral PNP transistor and a vertical
PNP transistor. For both BJTs, the emitter terminal corresponds to the MOS source terminal and
the base is formed by the n-well. For the lateral bipolar, the collector terminal corresponds to the
PMOS drain terminal; the collector of the vertical bipolar coincides with the substrate.

Since the bulk current flows through the common bases of the BJTs, the total parasitic current of
the MOS is given by the sum of the base currents multiplied by the correspondent gain 3. In order
to account for the presence of the parasitic bipolar transistors, the CDB model shown in figure 4.1
is used in both the analysis and the simulations, since the parasitic BJTs are not included in the
BSIM3 model [26]. Furthermore, for proper simulation, the MOS source area and perimeter has to
be set to minimum sizes, otherwise no current will flow through the bipolar emitters.

Assuming the gain of the vertical bipolar and of the lateral bipolar to be, respectively Gcg and

Bcp, the total parasitic PMOS current is given by:

Ig = (14 Bcp + fBes) - Is 4.1)

where I and Igp are, respectively, the total emitter current and the base current (refer to fig. 4.1).
The previous equation can be used to dimension the bulk current source; in order to keep the par-
asitic current negligible, the ratio of the emitter current to the PMOS bias current has been set to
1/10 in all the CDB transistor.

Simulations based on the CDB model of fig. 4.1 predict the threshold voltage modulation de-

19
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Figure 4.1: Current Driven Bulk MOS model and PMOS cross-section.

picted in fig. 4.2. According to the graph, the threshold voltage can be decreased more than
150 mV with a parasitic current in the A range. Unfortunately, current driving the MOS bulk also
adds a set of unwanted effects which might limit the applicability of the CDB technique:

e lowering of output impedance.
e increasing impact of parasitic capacitances.
e unknown parasitic bipolars gain.

e increasing transistor noise.

4.1.1 Output impedance

Since in the CDB MOS current flows through the parasitic bipolars, the first obvious consequence is
the lowering of the MOS output impedance: in fact, the MOS drain-source resistance Rpg is placed
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Figure 4.2: Threshold voltage vs. bulk bias current.
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Figure 4.3: CDB compared with normal MOS output characteristics.

in parallel with the bipolar emitter-collector resistance Ry. By ensuring the bipolar current to be
significantly smaller (e.g. one order of magnitude) than the MOS current, the CDB MOS output
impedance is not affected by the bipolar emitter-collector resistance, since the magnitude of Ry is
much larger compared to the drain-source resistance Rpg.

If this is not the case, another possibility is to bias the parasitic bipolars in their active region to
achieve a resistance R of the same order of magnitude of Rpg: the bipolar base-emitter junction
needs to be forward-biased, while the base-collector junction operates in the cut-off region. The
latter condition is achieved when Vgp > 200 mV. A comparison between the output characteristics
of the MOS and of the CDB MOS is shown in fig. 4.3.

4.1.2 Parasitic capacitances

Since the parasitic bipolars are now active devices, the impact of their capacitances on the transient
and on the frequency behavior can not be neglected. The main capacitances, shown in fig. 4.1, are

respectively:

e Cpg : MOS bulk-source diffusion capacitance corresponding to the bipolars diffusion capac-

itance C,

e Cpp : MOS bulk-drain diffusion capacitance corresponding to the lateral bipolar junction

capacitance C,,

e Cpgg : MOS bulk-substrate parasitic capacitance corresponding to the vertical bipolar junc-

tion capacitance C,,
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Figure 4.4: CDB Source Follower and CDB Common Source configurations.

The effects of these capacitances can be characterized by the behavior of the CDB transistor in two

basic configurations, the common-source stage and the source-follower stage.

4.1.3 Slew-rate

The basic source-follower configuration is shown on the left side of fig. 4.4. When a positive input
voltage step Vi, is applied to the MOS transistor gate, the source node voltage increases, trying to
maintain a constant gate-source voltage Vgs.

Since the voltage drop across the base-emitter junction of the parasitic BJTs changes, the current
flowing in the bipolars starts to increase. Thus, the quiescent bias current Igrag flows entirely
through the bipolars: this causes the bulk-drain capacitor Cgp and the bulk-substrate capacitor
Cggs to be charged by a current equal to the quiescent current divided by the base emitter current
gain, namely Ipi,s/(Bcp + Bcs + 1). The bulk voltage begins to rise, reducing the voltage drop
across the base-emitter junction, and the charging current across Cpp and Cpgg rapidly decreases.

When a negative voltage step is applied, the MOS source voltage falls, shutting down the base-
emitter junction. The capacitors are then forced to discharge, but the only current available for this
operation is the base current Igg, which is a very small current. As a consequence, the slew rate of
the CDB MOS is very poor.

Fig. 4.5 shows the transient response of the CDB and of the standard MOS to an input step; note
that, as predicted, the negative step shows the longest transient time, since the discharging current

is around ten times smaller than the charging current.

4.14 Frequency behavior

Besides causing slew-rating issues, the drain bulk capacitance also affects the AC performance of

the CDB, as fig. 4.6 exhibits. The frequency response of the common-source stage reveals the
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Figure 4.7: Common-source small signal schematic.

presence of a low frequency pole and a low frequency zero. The origin of this pole-zero pair
can be determined with the aid of small-signal analysis. Fig. 4.7 presents the small signal model
corresponding to the common source stage configuration of fig. 4.6. A few simplifications have

been introduced in the schematic, considering that:

e The effect of the vertical bipolar can be disregarded since both emitter and collector are at
AC ground.

o The body effect is modeled by the lateral bipolar transconductance g,j,.

o The output resistance Rouyr is the parallel combination of the CDB MOS output resistance,

lateral BJT output resistance and MOS biasing current source resistance.

The purpose of the decoupling capacitor Cpgc will be explained at a later stage.

The frequency of the lowest pole can be calculated with the time-constant method [27]. The
contribution of the gate-source capacitance and of the gate-drain capacitance can be disregarded in
the analysis, since they only affect the high frequency circuit behavior. The time constant Tgp and
Tgs associated to the bulk-source capacitance Cpp and to the bulk-source capacitance Cg can be

expressed as:
788 = (Rigp//tx) - (Cs + Cgss) (4.2)

TBD = [(R’IBB//rW) : (1 + gmbRout) + Rout] -Cpp 4.3)

The largest time constant is the one associated to the Cpp capacitance; to cancel this low frequency

pole several solutions are available:

e Increased bias currents.
e use of a cascode configuration.

e application of a decoupling capacitor.
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4.1.4.1 Increased bias currents

The slew rate issue can be eliminated by providing more current for charging and discharging the
bulk-drain capacitance. This solution can be implemented by adding and subtracting a DC bias
current at the bulk terminal, as shown on the left side of fig. 4.8. Unfortunately, this approach is
not very robust: in fact, the current responsible for the forward biasing is, in this case, given by the
difference between the source current I; and the sink current I. To maintain an accurate control of
the bipolars base current, the ratio between the parasitic current and the DC bias currents, should
not be larger than one order of magnitude. Moreover, this extra biasing current is not used for any

signal processing (i.e. it is wasted current from power consumption point of view).

4.1.4.2 Cascode transistor

The poor AC performance of the CDB MOS is caused by voltage changes across the drain-bulk
capacitance. In the common source stage the MOS source is kept at a fixed voltage and changes of
the Cpp voltages are a consequence of the variations of the drain potential. By cascoding the CDB
transistor (right side of fig. 4.8), the drain voltage is almost fixed and the bulk-drain capacitance is

not charged or discharged anymore.

4.1.4.3 Decoupling capacitor.

This solution consists in placing a capacitor across the bulk and the source terminals (dashed capac-
itor in fig. 4.7) to maintain the Vg voltage constant. Both the slew-rate limiting effects and the low
frequency zero-pole pair are canceled: in fact, the decoupling capacitor provides a path to the bulk-
drain capacitance to get more current in the charge-discharge phases and, at the same time, shifts
the pole toward lower frequencies (Tpg increases, being the decoupling capacitor in parallel with
Cps and Cggg). Simultaneously, the zero is moved closer to the pole, canceling each other. The
effects of the decoupling capacitor are presented in figures 4.9 and 4.10 which show the improved

CDB transient and frequency behavior.

4.1.5 Parasitic bipolar gain

So far, in the previous sections, the gains of the vertical bipolar and of the lateral bipolar have been
set to the same arbitrary, but reasonable value (Gcs = Bcg = 100) for simulation purposes, but the
real value of these two parameters is actually unknown. If the gain value can not be estimated, then
the parasitic currents of the MOS would remain undetermined.

A way to fix the bulk current is to use the biasing circuitry proposed in fig. 4.11. The basic
operation is structured as follows: transistor M; is biased to drive a current Ig g that comprises both
the current flowing in the source of the driven bulk transistor M3 and the current running through
the two bipolars. Transistor My is biased to drive a current Ip ¢ that includes the MOS current Ip

and the collector current Iop of the lateral BJT. The feedback connection will set a bulk-bias current
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Figure 4.8: SF stage with increased bias current and CS stage with cascode MOS.

Ipp and a bias voltage Vs for transistor My, so that, regardless of the actual values of the 3’s, the

following relation holds:

Is = Ip + Igs(1 + Bcs + fep)

In order to keep the magnitude of Igg negligible compared to the MOS drain current, Ip ¢ and Is g
can be fixed so that Is g = 1.11Ip and Ip ¢ = 1.2Ip. For the biasing scheme to work properly, the

following conditions must be ensured:

e Vgg < Vi n otherwise no drain-source is available for transistor My.

e |Vinp| < Vinn otherwise no drain-source is available for the current source M.

The requirements can be lessened by including the dashed level-shifter in fig. 4.11. The main
concern with the parasitic bipolars is that they can have quite high base-collector current gains [28];
this puts some limitations to the applicability of the CDB technique. To minimize the gain of the
lateral bipolar, a MOS with a channel length longer than the minimum size should be used. The gain
of the vertical bipolar is instead more difficult to diminish: a solution is to use the layout presented in
fig. 4.11; as shown, the bulk connection is completely surrounded by the source junction, therefore

minimizing the base of the vertical bipolar.

4.2 CDB noise performance

The overall CDB MOS noise comprises, in addition to the standard MOS noise sources, a contribu-
tion from the parasitic bipolars. The BJT noise sources are typically the shot noise of collector and
base currents, the flicker noise of base current and the thermal noise of base resistance [29]. These

different noise sources can be modeled as two independent noise sources: a current noise source



4.2. CDB NOISE PERFORMANCE 27

Transient Response
-: CDB
3pgm A1 normal

200m L

(v)

100m |

0.00 I I 4{* L )
@ Tu 2u 3u 4u
time (s )

Figure 4.9: Source follower step response with decoupling capacitor.

placed between the emitter and the base terminals and a voltage noise source placed in series with
the base.

The Power Spectral Density (PSD) of the current source is given by [29]:

K-I 1
.2 B C
i (f) = 2q (IB + + 2> (4.4)
f 16 (£)]
The PSD of the noise voltage source can be expressed as [29]:
1
v2 (f) = 4kT <rb + > 4.5)
gm,BJT

The current source models both the flicker noise and the shot noise contributions; as equation 4.4
shows, the overall noise is at first approximation directly proportional to the bipolar base current.
Since the magnitude of this current is very small, the flicker and shot noise contribution is insignif-
icant with respect to the MOS shot and flicker noise counterparts.

The voltage source models the contribution of the thermal noise and, as equation 4.5 states, is
inversely proportional to the bipolar transconductance g, gjT. Once more, the bipolar bias current
is small, resulting in a poor BJT transconductance; hence the thermal noise contribution can be
neglected. To a first order approximation, the ratio r between the MOS transconductance and the

bipolar transconductance can be expressed as:

= 8mBIT _ Vo _ € o (4.6)
8m,MOS ‘{,I—TD nlp  10n

Eq. 4.6 has been derived under the assumption that the bipolar current is set to 1/10 of the MOS
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Figure 4.10: Common source AC response with decoupling capacitor.

bias current and the MOS operates in sub-threshold. The thermal noise contribution of the bipolar is
an order of magnitude smaller than the MOS thermal noise. Depending on the type of application,
this contribution can impact the SNR performance of the circuit; for low frequency applications,
the thermal noise contribution is not so important, since the MOS flicker noise dominates.

A final observation: the noise contribution of the base resistance ry, can be reduced by decreas-

ing the resistance with the CDB layout proposed in fig. 4.11.

4.2.1 Supply noise coupling

Another potential CDB limit may be dictated by noise coupling from the supply rails, degrading the
Power-Supply Rejection Ratio (PSRR) performance of the design. Possible coupling paths are the
collector terminal (substrate contact) of the vertical bipolar and the current source MOS that sets
the bulk current.

In the first case, once the condition Vgp > 200 mV is ensured, the bipolar base-collector junc-
tion operates in cut-off mode and therefore variations on the collector voltage do not largely affect
the bipolar current (e.g. the current variation is limited to the Early effect).

In the second case, assuming the current source is implemented with a MOS in saturation (e.g.
transistor M5 in fig. 4.11), noise on the negative supply rail directly modulates the bias current;
this effect can be modeled as a voltage source of magnitude V,, connected to the MOS gate. The

noise current due to the noise voltage V,, can then be expressed as:
Inoise = 8mVn 4.7)

Since the transconductance gy, of the MOS current source is very poor (due to the small bias current)
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Figure 4.11: CDB MOS bias circuitry and CDB layout.

and the magnitude of the noise voltage is typically modest, the effect of the resulting noise current
can be safely neglected. Moreover, if the CDB transistor is used in a fully differential configuration
(e.g. input pair), noise from the power supply would couple as a common-mode signal and therefore

be further attenuated.

4.3 CDB MOS summary

The Current Driven Bulk MOS is based on a new technique whose purpose is to decrease the MOS

threshold-voltage. The main characteristics of the CDB MOS can be summarized as:

e reduced threshold voltage.
e casy integration with standard basic analog building blocks.
e transient and frequency behavior comparable to standard MOS behavior.

e increased thermal noise.

The impact of the drawbacks on the MOS performance has been demonstrated to be not critical;
simple circuital techniques can be used to solve most of the issues. Depending on the applications,
only the noise performance of the CDB MOS can be worse than the standard MOS, due to the active

parasitic bipolars. Finally, supply noise coupling does not appear to be a problem.






CHAPTER 5
1 V OPERATIONAL TRANSCONDUCTANCE
AMPLIFIER

This chapter demonstrates the applicability of the CDB technique on a standard cascode Opera-
tional Transconductance Amplifier (OTA): CDB MOS transistors are used in the input-pair as well
as in the current mirror. The modified architecture can operate from a power-supply below 1 V. A
prototype OTA has been fabricated in a standard 0.5 um CMOS process to verify the low-voltage
operation capability of the CDB technique.

5.1 OTA architecture.

The low-voltage amplifier schematic is shown in fig. 5.1. It is a standard differential-input single-
ended output folded cascode transconductance amplifier [27] with a CDB differential pair (and a
decoupling capacitor Cpgc) and a CDB output current mirror, formed by transistors M7 to My
[30]. For simplicity, a straightforward bias circuit is shown.

The bias current 2 Iy provided by transistor My is equally split in the input pair transistor M;
and M. Transistors Mg and M4 work as current sources and are biased to sink the same current 1.
The current flowing into Mg and My is then the same and it is equal to the difference between the
input pair current Iy and the current I;.

When a small differential voltage AVj, is applied to the input pair, the variation of the drain

current of M; and M5 can be expressed as:

iAiO = igmlAVin/Q (51)

where g1 is the transconductance the input transistor M. Since the currents flowing in M3 and
M, are constant, the same current variation will occur in transistors Mg and My. The wide swing
current mirror (transistors Mg through M) mirrors the current change of Mg into Mg. This leads

to an output voltage variation equal to:
A\/vout = :l:gml A\/vinl%() (52)
where Ry is the output resistance which, at a first order, can be approximated as:

Ro = gm7To; (I‘04 H I“02) H (gm9r09r011) (5.3)

31
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Figure 5.1: 1V cascode amplifier.

where 1, is the drain-source resistance of transistor M.

The dominant pole of the amplifier is determined by the time constant associated with the output
load capacitance Cy,. The high-frequency poles are determined by the stray capacitances loading
the low-impedance nodes, indicated with 1, 2 and 3 in figure 5.1. The impedance seen at node 1 is
approximately 1/gne, at node 2 is about 1/gm7 + (8m9ToeTo,; )/ (8m7ro,) and at node 3 is around
1/gmio-

Ignoring the contribution of the high frequency poles, the approximate small signal transfer

function is given by:

gm1Ro
A(s) = ———— 54
&)= T sRoCy G
from which the OTA unity-gain is found to be:
gml
=20 55
Wt Cr (5.5

The larger the compensation capacitor Cr, is, the greater the phase margin of the operational ampli-
fier. Maximizing the transconductance of the input transistors maximizes both the bandwidth and
the DC gain.
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| MOS | M; —M, [ My —My | M5 | Mg —My7 [ Mg —Myg | Mjg—My; | Myp | Mz |

W (pm) 400 20 80 20 40 40 1 1
L (um) 1 1 1 1 1 1 50 50
Ip (nA) 10 20 20 10 10 10 ~0.01 | 20.01

Table 5.1: OTA transistor dimensions.

During time of slew-rating, one input pair transistor is turned-off and all the bias current pro-
vided by M5 is flowing in the other input MOS. The current of the sink transistor connected to the
off transistor is all diverted at the output load. Therefore, for a large positive (negative) differen-
tial input, transistor M1(My) turns off and the output voltage increases (decreases) linearly with a
Slew-Rate (SR) given by:

(5.6)

5.2 OTA simulation

The OTA transistor dimensions are presented in table 5.1. The bias current of the input pair is set to
10 nA and transistors M3 and My are biased to drive a current of 20 zA. The current in the mirror
transistors and in the cascode transistors Mg and My, set by the difference of the previous currents,
is equal to 10 pA.

In order to keep the parasitic currents of the bulk driven transistors at negligible values, the total
emitter current is set to 1 #A. To dimension the CDB current sources M12 and M3, the gain of
the parasitic bipolar has been assumed to be Gcs = Scp = 100. According to the bipolar gain, the
current through the common bulk terminal node of the input pair is approximately 10 nA. Since this
small current is obtained through current mirroring (not shown in fig. 5.1), transistors M1 and M3
are designed with very long channels.

Finally, the capacitive load is set to 20 pF.

Common mode range

Assuming a standard strong inversion design with Vpp = 1V,Vgg =0V, |[V,| = 0.6 V (typical
value for a standard 0.5 um CMOS process) and an overdrive voltage Vpg sat Of approximately

100 mV, the common-mode voltage input range is roughly given by:

Vbssat = [Vin| 2 =0.5V < Ve, 0.2V 2 Vpp — [Vin| — 2VDg sat (5.7

If the input pair is biased in the sub-threshold region, the turn-on gate-source voltage Vg can be
reduced, directly improving the input common-mode range. Also, as an additive benefit, the input
transconductance is maximized for the given bias current, leading to an increased OTA DC gain and

to bandwidth extension. Furthermore, assuming it is possible to reduce the threshold voltage of the
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Figure 5.2: DC responses at different common-mode input levels.

PMOS input transistors till Vi, = —0.4 V by current driving the bulk, the common mode range is
now modified to:

2Vpssat — (|Vin| — Vbsgat)— >~ —0.1V < Vi < 0.6V >~ Vpp — Vpssat — (|Vin| — VDS sat)
(5.8)
The variation of the common-mode range becomes relevant when compared with the output voltage

range, approximately given by:
2VDS,sat ~ 0.2V S Vout S’i 0.8V = VDD — 2VDS,sat (59)

Note that a 0.4V overlap in the valid input-output range is now available.

In order to get more voltage headroom for the current mirror, transistors Mg and M;; are also
bulk driven; note that in the standard OTA design there is just enough voltage for the cascode current
mirror to function.

The simulated OTA DC transfer curves are plotted in fig. 5.2; the steepest transition occurs for a
common mode voltage of 300 mV. The transient response to an input step for three different values
of the input decoupling capacitor is shown in fig. 5.3; probably, due to limited charging/discharging
currents, when the decoupling capacitor Cpgc is not used a knee appears in the output curve,

decreasing the dynamic range of the amplifier. The final size of Cpgc was set to 10 pF.

5.2.1 Frequency response

The magnitude and the phase of the OTA transfer function are plotted in figure 5.4. The OTA open-
loop gain is found to be around 70 dB and the unity gain frequency is approximately 1.8 MHz, with
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Figure 5.3: Transfer characteristic for different values of the decoupling capacitor.

a phase margin around 85°. Since the amplifier is very stable, the output load Ci, (that sets the
dominant pole) could be further reduced.

5.3 Measurements

A prototype amplifier has been fabricated in a standard 0.5 ym CMOS process. In order to evaluate
the impact of the decoupling capacitor on the OTA performance, two separate versions of the am-
plifier have been laid out on the same chip. In the rest of the chapter, the amplifiers are indicated

according to the following conventions:
e OTA: CDB amplifier with decoupling capacitor.
e OTA,: CDB amplifier without decoupling capacitor.

The OTA layout is depicted in fig. 5.5. The large block on the top-left side of the layout is the
transistor array implementing the wide input pair; being current driven, the input transistors are laid
out according to the approach discussed in 4.1.5. The total amplifier area is 150 um x 130 pm; the
capacitor, not shown in fig. 5.5, occupies an area of about 290 ym x 322 pym.

The biasing circuit is shown in fig. 5.6. Bias voltages Vg1 and Viaso are generated through
the current mirror formed by bias transistors My,; and My, and the diode connected transistor My,3,
Note that Vi1 and Viiaso set all the OTA bias currents, except for the bulk parasitic currents of
the CDB transistor. An off-chip current source I};,5 is used to control the OTA DC currents.

Instead of regulating the bulk current with the biasing circuitry proposed in chapter 4, a second
off-chip current source, Iy, is used to set the bias voltage V.43 for the CDB current sources.

This allows the possibility to evaluate the impact of bulk current variations on the OTA behavior.
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Figure 5.4: AC response.

‘ ‘ Unity Gain ‘ Transconductance ‘ Slew-rate ‘ Phase margin

OTA; | 1.931 MHz 242 uAJV 0.61V /s 58°
OTA; | >2.1MHz | >261 uA/NV | 0.52V/us n.a.

Table 5.2: OTA main parameters.

The transistor dimensions were already presented in table 5.1; observe that the OTA has been
designed with a total bias current around =2 40 A to drive a 20 pF off-chip capacitive load while
having a 1-MHz range gain bandwidth (a version for on-chip applications is straightforward to do

by transistor scaling). The measured OTA parameters for a 1 V supply voltage are presented in

tables 5.2 and 5.3.

5.4 Analysis of the measured data

The data presented in the tables is based on the mean value of different chip measurements. The first
obvious conclusion from the measured values is that the CDB technique can be easily implemented

in a standard CMOS process and applied to typical analog building blocks to produce low supply

voltage design.

\ Vem(V) | -02 01 | 0-06 | 07 |
OTA, output range (V) | 0.37-0.7 | 0.14-0.82 [ 0.11-0.86 | 0.19 - 0.74
OTA; output range (V) | 0.34-0.68 | 0.13-0.82 | 0.14 - 0.86 | 0.18 - 0.74

Table 5.3: Output range for different input common-mode voltages.
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Figure 5.5: Layout of the CDB amplifier.

Input transconductance

The measured values of the input pair transconductance (table 5.2) are compatible with the operat-
ing region of transistor M; and Ms. Since these transistors are biased in the sub-threshold region,
their transconductance g, can be calculated according to equation 2.4. Considering that the total

parasitic current through the bipolars is set to be one-tenth of the input MOS bias current, substitut-
ing the values into equation 2.4, yields:

Ip .  9pA

&m = I Vr  1.2-26mV

= 288.4 uA/V (5.10)

37
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Figure 5.6: OTA bias circuitry.

The calculated gy, is very close to the measured transconductance; also the measured slew-rate in
5.2 matches the expected theoretical value:
. ID,M4 10 :U'A

= = =0. a1
SR oy 50 pF 0.5V /us (5.11)

Common-mode input range

The measured OTA DC responses at different common-mode input voltages are shown in fig. 5.7
and the dc gain as a function of the common-mode input voltage is plotted in fig. 5.8: it shows that,
for both amplifier configurations, a gain of at least 62 dB is achieved over an input range of about
0.65 V.

Comparing the constant gain range with equation 5.8, it is possible to extrapolate a rough es-
timation of the input pair threshold voltage. Assuming that the current source transistor M5 re-
quires a drain-source voltage of around 100 mV, the gate-source voltage drop of transistor M; is
about 0.25 V when the common-mode voltage is 0.65 V. As a consequence, the threshold voltage is
roughly equal to 0.35 V; assuming as a typical value for the PMOS threshold voltage Vi, = —0.6 'V,
a reduction of around 250 mV (in absolute value) is achieved.

The measured minimum common-mode voltage is slightly greater than the limit predicted by

equation 5.8, probably due to a larger effective voltage required by transistors M3 and M.

Frequency performance

The measured phase and magnitude of the OTA transfer function are compared in fig. 5.9 with
the corresponding curves from simulation. The measured and simulated amplitude characteristics
agree very well. The measured phase margin is reduced with respect to the value predicted from

simulations, but the stability is not compromised.
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Figure 5.7: Measured DC OTA responses at different common-mode input voltages.
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Figure 5.8: DC gain for different input common-mode voltages.

Effect of the decoupling capacitor

The primary reason for including the decoupling capacitor was to ensure that the low frequency
pole-zero pair was removed. From the measured transfer characteristic, the CDB technique, with
or without the decoupling capacitor, clearly does not affect the frequency response of the amplifier.
In subsection 4.1.4.2, it was shown that cascoding the CDB transistor was a solution to eliminate
the unwanted effects of the Cpp bulk-drain parasitic capacitance. Consider now the schematic of

fig. 5.1: transistors Mg and M1, are cascoded and their source is placed to a fixed voltage potential.
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Vpp =08V Vpp=0.7V

Common-mode voltage gain output range gain output range

0.0V 52.1dB | 284-506 mV || 36.1 dB | 195-471 mV

0.1V 55.2dB | 284-528 mV || 37.5dB | 190-487 mV

02V 50.7dB | 268-534 mV || 36.2dB | 221-465 mV

03V 48.8dB | 290-518 mV || 33.1dB | 195-354 mV

04V 46.1 dB | 245-490 mV || 4.7dB | 112-146 mV
05V 36.2 dB | 309-484 mV n.a. n.a.

Table 5.4: DC gain at different input common-mode voltages at 0.7 V and 0.8 V power supply.

Voltage supply (V) ‘ Unity gain (MHz) ‘ PM (degrees) ‘ slew-rate (V/us) ‘

0.8

0.847

54

0.4

0.7

1.3

48

0.13

Table 5.5: Main parameters for the amplifier for reduced supply voltage.

Transistors Mg and M7 form a folded-cascode configuration with the input pair; moreover, when

the input is a differential signal, the source potential of the input pair does not vary. Since both the

source and drain potentials of the CDB MOS are constant, the unwanted effects introduced by the

Cpp capacitance are eliminated.

5.5 Sub-1V supply voltage

The OTA was also tested into sub-1 V supply range. Tables 5.4 and 5.5 summarizes the results

for 0.8 V and 0.7V supply voltage.

As shown, gain is still available with a power-supply down
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Figure 5.9: Simulated (-) and measured (X) CDB OTA AC responses.
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Figure 5.10: Measured DC transfer function at Vpp = 0.75V with and without (two bottom traces)
bulk current.

to 0.7 V. In figure 5.10 the DC transfer function at different common-mode voltage is shown. The
lower curves in the graph are the OTA responses when the bulk current is switched-off. It is clearly

demonstrated that no gain is available if the OTA does not use the CDB technique.

5.6 Comparison

To evaluate the performance of the CDB OTA, the measured figures of merit are compared with
the correspondent parameters of two selected low supply voltage amplifiers. Table 5.6 shows the
performance of the CDB OTA and of the Bulk-Driven OTA [31] based on the technique discussed
in chapter 2. Both OTAs operate from a 1V voltage supply, exploit the bulk terminal to achieve
low-voltage operations, but are based on different topologies: the bulk driven op-amp is a two stage
amplifier [31], while the CDB is a single stage amplifier. The CDB OTA shows better performance
in terms of DC gain, unity gain and power dissipation. The greatest advantage of the bulk-driven

amplifier is the rail-to-rail operation.

Table 5.7 compares the CDB OTA with the state-of-the-art current mirror OTA presented in
[32]. The CDB figures of merit are somewhat comparable to the current mirror OTA ones, except
for power consumption. The key point is that, even though the CDB OTA is built in a old 0.5 pm
CMOS process, the performance is still very respectable.
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| 1V bulk-driven Op. Amp. | CDB OTA |
DC-open loop gain 48.8 dB (V¢m= mid-supply | 69dB (Vo = 0.3V)
Supply current 287uA 40puA
Input common mode range -395mV to 470 mV OVto0.6V
Output swing -475mV to 498 mV 105 mV to 903 mV
Unity-gain frequency 1.3 MHz 1.9 MHz
Phase margin 68° 57°
Pos. Slew-rate 0.7 Vius 0.5 V/us
Neg. Slew-rate 1.6 V/us 0.5 V/us

Table 5.6: DC gain for different input common-mode voltages.

| | Current mirror OTA | CDB OTA |
Technology 0.25 ym CMOS 0.5 pm CMOS

DC-open loop gain 52 dB 46 -53dB

Supply current 9.9 uA 40 pA
Input common mode range n.a. O0Vto04V
Output swing 600 mV 500 mV
Unity-gain frequency 1.2MHz 0.8 MHz

Phase margin 60° 54°
Pos. Slew-rate 0.2 V/us 0.4 V/us
Neg. Slew-rate 0.2 V/us 0.4 V/us

Table 5.7: CDB OTA vs. state-of-the art current mirror OTA.

5.7 Summary

The applicability of the Current-Bulk Driven technique to standard analog blocks has been verified
through the design of a low-voltage OTA. The measurements of a prototype implemented in a
0.5 um CMOS process are all in agreement with the values predicted by simulations; the OTA
performance is very fair, even compared to more recent low-voltage architectures.

The effectiveness of CDB technique has been experimentally verified by further reducing the

supply-voltage in the sub-1V range, where the standard OTA is not capable of providing any gain.
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CHAPTER 6
>\ SYNTHESIZERS THEORY

The frequency synthesizer is one of the main building blocks of integrated transceivers. In RF
applications, the carrier frequency is normally synthesized through phase-locked loop based tech-
niques. The standard basic integer-N architecture has been replaced by a more flexible fractional-N
topology, usually controlled through A modulation. In the last few years the number of publica-
tions on this type of synthesizers has rapidly increased [33, 34, 35, 36, 37, 38, 39].

As we shall see, the use of high-order multi-bit XA modulators introduces the issue of high-
frequency quantization noise down-folding. This chapter provides the mathematical basis to quan-

tify this effect and presents a new topology to correct it.

6.1 Phase-Locked Loop

The building blocks of a Phase-Locked Loop (PLL) are presented in figure 6.1. A signal with a
stable frequency Frcxo is generated by means of a Temperature Compensated Crystal Oscillator
(TCXO) and it is divided down to a lower frequency signal, whose frequency is known as the
comparison frequency Fcomp or, in some cases, as the reference frequency Frgr. The phase-
detector (PD) produces an output proportional to the phase error between the reference signal REF
and the feed-back signal DIV. The majority of the PLLs uses a phase-frequency detector (PFD)
block, able to resolve not only phase differences, but also frequency errors.

The PFD is normally followed by a Charge-Pump (CP) [40]. The block formed by the PFD and
the CP comprises three different operation states: frequency detection, phase detection and lock
detection. When the input signal frequencies are different, the PFD operates in frequency detect
mode and the output of the CP is a constant current: if Frgr > Fpryv a constant current will be
sourced to the Loop-Filter; the opposite will occur when Fpry > Frgr.

Once the frequency of the two input signals is equalized, the PFD enters the phase acquisition
mode. The PFD is active only for part of the comparison frequency cycle and UP/DOWN current
pulses will be produced, The UP pulse controls the amount of current injected into the Loop-Filter
(LF); the DOWN pulse sinks a controlled current quantity from the LF. The PFD pulses get progres-
sively narrower as the phase difference between REF and DIV decreases: when the phase error is
zero, the locked state condition is reached. Ideally, no pulses are produced from the PFD; in reality,

due to the finite speed of the circuit, narrow current spikes will be produced [41]. The effects of

45



46 CHAPTER 6. XA SYNTHESIZERS THEORY

TCXO T Loop

Filter
@_' R REF . L, ——— e VCO OUT

\ 4

IDOWN

=1

olo
Z
A

Figure 6.1: Integer N synthesizer.

these spikes will be discussed later.

The LF can be implemented with passive elements or as an active filter. In fig. 6.1 the simplest
passive low-pass filter implementation is shown. The Voltage-Controlled Oscillator (VCO) operates
as a voltage-to-frequency converter with a proportionality gain Kvco; the PLL output frequency
Four is hence controlled by the LF output voltage. The divider in the feed-back path produces
a signal whose frequency is equal to Foyr divided down by the divider modulus N. The control
voltage produced by the LF tunes the VCO frequency so that the phase difference between Frer

and Fpry is minimized.

In lock state, the relationship between Frcxo and Foyt can be expressed as:

N
Four = R -Froxo (6.1)

When the PLL is switching to a new frequency (e.g. by changing Frgr or by selecting a new
division ratio N ) or during initial power-up, the PLL undergoes a transient response during which

relationship 6.1 is no longer valid.

In integer-N PLLs the divider modulus N is fixed for any given output frequency; this condition
forces the comparison frequency Fconp to be chosen equal to the channel spacing of the adopted
RF transmit/receive standard. If the channel spacing is in the order of a few kHz and the output
frequency in the MHz range, then the divider ratio is in the thousands, adding several decibels to
the phase detector noise floor [42]. If the divider ratio could be chosen independently from the

channel spacing, then the noise floor could be drastically reduced.

Note that the comparison frequency sets the maximum synthesizer bandwidth: since the PFD
samples the input signals, the PLL bandwidth can be at maximum half the sampling frequency
Fcowmp. In typical designs, the loop bandwidth is roughly one-tenth of the comparison frequency
to guarantee stability .
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6.2 Fractional-N synthesis

Fractional-N indicates a frequency synthesizers category [43] whose minimum output frequency
step can be a fraction of the reference frequency. The synthesized frequency is related to the refer-

ence frequency by the following equation:

k
Four = Frer (N + M) (6.2)

where k and M are integer numbers. M is an indicator of the fractionality (and hence of the fre-
quency resolution) that the synthesizer can achieve; k can be any integer between 0 and M. The
average division ratio (usually indicated with N.f ) is generated by toggling the frequency divider
modulus between two or more values. For example, if a division ratio of 8 is chosen for 3 clock
cycles and a division ratio of 9 is chosen for 1 clock cycle, the average division ratio is equal to
(8-34+9-1)/4=28.25.

In fractional-N PLLs, the divider modulus is periodically changed between two or more values;
this eliminates the integer-N constraint on the comparison frequency, allowing F conmp to be chosen
much larger than the channel spacing. This in turn means that a larger PLL bandwidth can be
chosen, improving the locking-time of the PLL. Also, since Fconp and the channel spacing are
independent, the divider ratio can be chosen much smaller than the integer-N case, giving better

phase noise performance.

The way the divider is controlled is critical since any periodic control sequence gives rise to un-
wanted fractional tones. If the fractional tone falls outside the PLL bandwidth, then it is attenuated
by the loop-filter; however for given combinations of comparison frequency and output frequency
the fractional tone (and/or its harmonics) can fall in-band, making the synthesizer unsuitable for

many applications.

In its simplest implementation, a fractional-N synthesizer comprises a dual-modulus divider
(DMD) controlled by a Digital Phase Accumulator (DPA), as shown in fig. 6.2. A DPA consists of
an accumulator and a register, clocked by the PLL reference signal. At the clock rising edge, the
content of the register is incremented by the input value, which is an m-bit word. The carry-out
of the adder is the 1-bit quantization of the input word and it used to control the DMD [44]: when
the carry-out is high, the DMD divides by N+1; when low, the division ratio is equal to N. As an
example, to obtain the division ratio above mentioned, a three bit accumulator and a decimal input
equal to 2 can be chosen. This gives an overflow every 4 cycles.

Though very simple, unfortunately the DPA synthesizer architecture is not particularly suitable
for RF applications. In fact, the output sequence of the DPA is periodic, resulting in a sawtooth
phase error at the PFD output. If the error is unfiltered, tones will appear at the synthesizer output
spectrum: for a 1/4 fractionality, tones appear at F . /4 and at the harmonics (F /8, Fo/16...).

A possible solution to cancel the spurs is referred as analog compensation [45]. The idea behind
this method is based on the fact that the phase error could easily be predicted at any given time,

being proportional to the content of the accumulator. The phase error can then be canceled by
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subtracting an analog signal proportional to the content of the digital accumulator from the VCO
control voltage. The subtraction is accomplished by a current-type DAC, whose control signal
comes from the accumulator output bit. The DAC currents size are scaled to the charge-pump
current according to the fractionality used: for instance, with a fractionality of 8, the currents are
sized to one-eighth of the CP current. For high fractionality, the compensation becomes more

difficult due to the inability to match the DAC currents precisely.

6.3 YA fractional-N PLL

In XA fractional-N PLLs [46, 47] the modulus of the divider is controlled by means of a digital
> A modulator (fig. 6.3). Using XA modulators brings the advantage of randomizing the divider
control sequence, thereby eliminating fractional tones or reducing their magnitude; on the other
hand, high frequency quantization noise is now injected in the loop and can severely impact the
overall synthesizer phase noise.

Y Amodulators have been widely analyzed in the context of oversampled A/D converters with
a 1-bit quantizer. The basic concept behind the oversampling approach is to improve the signal-to-
noise ratio by spreading out the power noise of a band-limited signal over a larger bandwidth and
by filtering out the high frequency components. >A modulators include an integrator in the feed-
forward path that shifts the quantization error components to higher frequencies (i.e. it works as a

high-pass filter) without altering the spectrum of the input signal. By decreasing the quantization
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noise power at low frequency, the SNR is improved more efficiently.
In the context of XA fractional-N synthesizers, the modulator is clocked at the PFD comparison
frequency. The Over Sampling Ratio (OSR) is in this case defined as the ratio of the comparison

frequency to twice the PLL bandwidth:

Fcomp

OSR = 5 Fw

Reducing the PLL bandwidth results in lower in-band quantization noise; if the bandwidth is in-
creased, the loop filter must be designed to suppress the high frequency quantization noise. Note
that the closed loop bandwidth of the synthesizer acts as a low pass filter.

A block level schematic and the linear model of a digital version of a first order XA modula-
tor are shown in fig. 6.4. Observe that the first order XA is completely equivalent to the digital
accumulator of fig. 6.2 with the carry-out signal as output signal.

The noise shaping property of a XA modulator can be better understood by calculating its

transfer function. Consider the modulator in fig. 6.4, where the quantization noise is modeled as an
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Figure 6.5: MASH architecture.

additive noise sequence e(n). This model is valid provided that the input sequence x(n) has suffi-
cient activity. If the assumption holds (this point will be further discussed later), the quantization
noise is uniformly distributed over a frequency band equal to F conp with a variance 02 = A/12.

From the linear model, the z-transform of the modulator output sequence can be calculated as:

Y(z)=2"'X(z)+ (1-2"")E(2) (6.3)

This equation shows that the quantization noise E(z) is shaped by a (1 — z~!) factor. Hence, the
modulator Noise Transfer Function (NTF) is that of a high-pass filter. The Signal Transfer Function
(STF) is simply a delay, leaving the input signal spectrum unchanged.

Higher order filtering of the quantization noise can be achieved by cascading several first order
A modulators, as shown in fig. 6.5. This architecture is known as MASH (Multi-stAge noise
SHaping) XA modulator [48]; fig. 6.6 presents the NTF magnitude for different MASH orders. As
the modulator order increases, the base-band power noise decreases and the high frequency noise
power raises. Observe also that, the digital output signal, y (n), is a multi-level signal (rather than

two-level) due to the digital combination of the carry out signals.

6.3.1 XA modulator performance

The choice of the modulator architecture largely affects the design of the synthesizer: besides the
desired quantization noise shaping, it is fundamental to guarantee the purity of the output spectrum.
When the synthesizer operates in receiving mode, a constant value is fed at the modulator input;
this may result in the XA cycling through periodic states and consequently, output tones will be
produced. Both the modulator order and architecture must be selected to obtain a random output
sequence, but, since a digital XA is a finite state machine, a completely random sequence can not

be generated. Nevertheless, a pseudo-random output sequence can be a sufficient condition for a
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clean spectrum.

In this work, two different topologies have been examined: a 4"

order MASH topology and a
4* order CANDY topology [49], shown in fig. 6.5 and fig. 6.7 respectively. The transfer functions

of each block in fig. 6.5 is given by:

Yi(z) = X(z)+(1-2")Ei(2)

Yo(z) = 7 1E,; (z)+(1— zfl)Eg(z) 64)
Y3(z) = z 'Ea(z) + (1 —z 1)E3(2) '
Yi(z) = z7'E3(z) + (1 — 2z 1)Ey(2)

The modulators total output is then given by:

Y(z) =Yi(z) + (1 — Z_l) [Yg(z) +(1- z_l) [(1 — Z_l)Y4(Z) + Y3(Z)”

4th

The final NTF, which is the same for the Candy loop architecture, is a order high-pass filter:

Hnrr(z) = (1 — Z_1)4‘Z:ej27rfTREF 6.5)

For multistage MASH topologies it has been mathematically demonstrated that the quantization
error is smooth and white, even for a constant input value, provided that the number of stages is

equal to or bigger than two and that the input is no-overload dithered by an independent identically
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distributed process [50]. Similar conditions apply to the Candy loop architecture: a spur-free oper-
ation is guaranteed if a n bit quantizer is used (where n is the order of the loop) and the input signal
has a random component [51]. The input random component can be generated by adding a Pseudo
Random Binary Sequence generator (PRBS) to dither the Least Significant Bit (LSB) of the digital

input value.

The dither condition has been source of confusion: setting the LSB to a ’1° has been considered
sufficient to provide enough input activity [52]. Unfortunately this is not always the case: it strongly
depends on the number of states that the XA cycles through before repetition occurs. In turn, this
number depends on the combination of accumulators bit size, >/ order and input fractional value.
Note that, by turning the LSB on, a frequency offset, equal to the modulator resolution, is introduced
at the output. On the contrary, the PRBS sequence can be chosen to have a zero mean value (i.e. no

frequency offset).

Since the modulator is entirely digital, the effects of dithering can be easily and accurately
verified through simulations. Fig. 6.8 presents the Power Spectrum Density (PSD) of a third order
MASH, with 11 bit accumulator size and a constant input of 1/64. On the left side of plot, no
dithering is applied on the LSB and high power tones appear in the output spectrum. Setting the
LSB to one (right side plot) helps in randomizing the output, but tones are still present. On the
contrary, the dithering on the LSB completely eliminates the spurs, at the expense of introducing a
dithering noise floor. This can be alleviated by decimating the PRBS output (i.e. taking a sample

every n time steps to decrease the power of the PRBS sequence).

Note that the random component is only necessary when the synthesizer operates in receive
mode; in fact, as it will be discussed in chapter 8, XA synthesizers can be used for indirect VCO
modulation by feeding transmit data into the modulator and, in this case, the input sequence has

sufficient activity to create a white quantization noise sequence.

So far, only a Dual-Modulus Divider (DMD) has been assumed in the synthesizer. However, as
previously said, when the modulator order is equal or greater than two and the spur-free conditions
are satisfied, the output is a multi-bit sequence, requiring a Multi-Modulus Dividers (MMD) [53].
The design of MMD is critical for linearity requirements: as we shall see, it is crucial that the
propagation delay through the divider remains constant independent of the instantaneous division
ratio (N-8 to N+7 in the case of 4 bits). Note that the number of output bits sets the phase error
amplitude at the PFD input, which in turn, affects the CP linearity: a bigger phase error amplitude
requires a larger CP linearity. To relax the CP linearity specification, a post XA filter can be placed
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between the modulator and the divider [54]. Another possibility is to use a lower XA order (and
therefore less control bits); moreover, fewer bits entails lower complexity of the constant-delay part

of the divider circuit.

6.4 S/H XA Fractional N spurious performance

As discussed in the previous section, an important factor in determining the choice of the YA
modulator is the tones generation. Unfortunately, a smooth modulator spectrum does not guarantee
a spur free synthesizer output. In fact, the commonly used combination PFD with CP shows a
limited linearity. The main issue arises from the dead-zone problem [55], which is a zero response
for phase error smaller than a threshold value depending on the propagation delay in the phase-
frequency detector logic circuit. In [39] it was shown how the dead zone of the PFD generates spurs
on the VCO output spectrum. Since it is difficult to predict the non-linearity of the PFD plus CP
block, a possible solution is to shift the bias point of the PFD/CP by means of a small offset current
connected to the LF. In this way the PFD is forced to work on one side only of its characteristic
[54].

Another source of tone generation is given by coupling among different chip sections. The
coupling can either take place on die or on board: cross-modulation of the VCO output signal with
the CP current (especially when both loop filter and VCO are integrated) can give rise to fractional

tones, due to the non-integer ratio between the output frequency and the comparison frequency.
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6.5 S/H XA Fractional N PLL topology

A non-linear operation is intrinsic to standard XA fractional-N synthesizers. As known, the phase-
frequency detector inputs are two continuous signals: the REF signal and the DIV signal. The PFD
produces pulses whose width is equal to the time difference between the rising edge of REF and
DIV: an UP pulse is produced if the REF frequency Frger leads the DIV frequency Fpry and a
DOWN pulse is produced if Frer lags Fpry. Therefore the output of the PFD is a Pulse-Width
Modulated (PWM) signal; the phase error information, which is proportional to the width of the
pulse, is available at the rising edge of REF in case of a DOWN pulse or at the rising edge of DIV
in case of an UP pulse (fig. 6.9).

This means that the PFD samples the phase error in a non-uniform manner, spreading the sam-
pling out over time around the reference clock edge. This effectively constitutes non-uniform sam-

pling, as illustrated in fig. 6.9.

As known, non-uniform sampling is a highly non-linear phenomenon and causes the down-
folding of high frequency noise. Since in YA synthesizer high-frequency and high-power XA
quantization noise is present, the contribution of the down-folded noise to the overall output phase

noise can be relevant.

To solve the non-uniform sampling problem, the topology shown in fig. 6.10 is adopted [56].
The structure is similar to ordinary XA fractional-N synthesizers except for the presence of a
Sample-Hold (S/H) block between the charge-pump and the loop filter. By re-sampling the Charge
Pump output at regular time intervals, the non-linearity above mentioned is eliminated. The Sample-
Hold has another beneficial effect: it prevents the modulation of the loop filter voltage by the refer-

ence clock, hence ideally it eliminates reference spurs at the VCO output spectrum. As previously
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stated, when the PFD enters the phase locked state, the output is constituted by narrow spikes con-
taining a strong periodicity related to the PFD sampling time. The S/H filters the spikes out: this
operation can be better understood by considering the S/H Laplace transform:

1 — ¢STrREF
Hgp (s) = — (6.6)
The magnitude of the transfer function is plotted in fig. 6.11. As shown, the zeros of Hgy(s) are
placed at the reference frequency and at its harmonics, canceling the tones. However, low level

spurs may appear at the output due to the charge feed-through in the control switch.

The use of sample-hold detectors is known [43, 57] to give good spurious performance; sam-
pled PLL circuits have been already used in clock and data-recovery circuits [58]. A sampled
feed-forward network has been recently proposed in a clock-generator PLL architecture [59]. How-

ever, the sample-and-hold approach has not been previously used to compensate the non-uniform
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Figure 6.11: Sample-and-hold response.
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sampling operation of the PFD.

6.6 Linear model derivation

Despite the increasing use of 3 A synthesizers, a general model has been only recently published
[60]. The model presented in this section is similar to [60], but the derivation is more straightfor-
ward and provides more intuitive insight. The starting point of the analysis is the S/H portion of the
synthesizer. A possible implementation is shown in fig 6.12. This circuit uses a switched-capacitor
integrator to carry out both the S/H function as well as the integrator function that is usually per-
formed by the loop filter. Note that the S/H block is in series with the loop filter: both the integral
and the proportional loop corrections are sampled and held for each PFD sampling interval. To
derive the transfer function we start by considering the charge deposited on the capacitance C':
_ Ap(t)

Qc, = 5 Trer - Icp (6.7)
T

where A(t) is the phase error waveform produced by the PFD. After a certain delay 7y the charge

is transferred to C'y and added to the charge previously stored:

Qc, (t) = Qc, (t — Trer) + Qc, (t — 7sH) (6.8)

In voltage terms and inserting the expression for ()¢, :

Ic
Ve, (t) = Vg, (t — Trer) + D Tger - Ap(t — Tsm) (6.9)
21 - Co
Taking the Laplace transform yields:
Ve, (8) Iop e STsH

=T . . 6.10
Ap(s) REF or Cy 1= e Tnprr (6.10)
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At this point the effects of the PFD needs to be considered. The PFD output is a PWM signal
with non-linear influence on the PLL dynamic; however, since the width of each PFD pulse is
very narrow (compared to the filter response), the PFD output sequence can be represented as an
impulse sequence. Therefore, in the previous equation V¢, (s) is still modeled in the discrete-time
domain, i.e. as a train of delta-functions. In reality the output voltage is a staircase function and, as
a consequence, eq. 6.10 is further modified by a zero-order hold network that converts the impulse-
train into the staircase waveform. The transfer function of the zero-order hold network is given
by:

1 1—esTrer

H s) = .
70H (8) Tror -

(6.11)
The actual transfer function from phase difference (PFD input) to integrator output is then given by:

= Voy () _ s lop
= HZOH (S) ASO(S) =e o s C2 (612)

Consequently, the circuit in fig. 6.12 can be modeled as shown in fig. 6.13. Note that in fig. 6.13
the integration 1/sC has been absorbed in the loop filter transfer function F(s). Compared to the
continuous time approximation, the only difference introduced in the linear model by the S/H is
the delay 7gyy. Note that the sampling now always occurs at regular time intervals, namely at the

negative edge of the reference clock .

In the setup shown in fig. 6.12 the delay 7gp is equal to half a reference period. The delay
is necessary to allow the charge-pump current to be completely integrated before the sampling
operation takes place. Note also that the sampling switch needs to be opened while the charge
pump is active. The control logic of fig. 6.12 takes into account the fact that the rising edge of the
DOWN pulse occurs before the rising edge of the reference clock and ensure that the switch is still

in the off condition.

If an offset current is used in the charge-pump to compensate for current mismatches (i.e. only
UP pulses are generated in the lock state) then it is sufficient to invert the reference clock signal to

generate a proper S/Hcrry, signal.



58 CHAPTER 6. XA SYNTHESIZERS THEORY

o [
e D e D

SIH o T—LIJ
> (N+b(n))Tyco @ <
At(n) At(n+1) At(n+2)

Figure 6.14: PLL waveforms

6.6.1 Divider

The derivation of the linear model for the divider with dithering starts in the time domain. The first
step is to find the timing deviations with the aid of fig. 6.14. According to the timing diagram we

can write:

At(n+1) = At (n) + (N + b(n)) - Tveo — Trer 6.13)

where N is the nominal division ratio and b(n) is the modulus control signal. Indicating with 1,
the average value of b(n) ( uy, is the fractional divider value ), the reference period Trgr can be

expressed as:

Trer = (N + up)Tvceo (6.14)

In deriving eq. 6.14 we are making the important approximation that Ty co is constant. This as-
sumption is reasonable for receive-transmit synthesizers with narrow modulation bandwidth. In
these cases the relative frequency variation of the VCO is small, which means that Ty o is nearly

constant.

Defining b’(n) = b(n) — pyp and substituting Tyco from eq. 6.14 into eq. 6.13 yields:

At (n+1) = At (n) + I\ITjEjb b (n) (6.15)

By converting the time error into phase error we have:
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_ 2mAt

Ap =
4 TREF

(6.16)

Finally an expression for the additive noise caused by dithering the divider ratio can be derived:

27
Apn+1)=A + b’ 6.17
Pt 1) = Ag () + b () (6.17)
The Laplace transform yields:
) —STRet
Ag (s) T ° b (2) (6.18)

- N—i—ub . 1 — e=STRet

Setting z = eSTREF | eq. 6.18 can be equivalently written in the digital domain (Z-transform):

2T 71

= Nrw To b (z) (6.19)

Ap (z)

The previous equation shows that the XA noise undergoes an integration but is otherwise shaped by
the loop in exactly the same way as the reference clock phase noise. Observe also that equation 6.17
reveals the discrete nature of the phase error, as discussed in the previous section.

The final linear model is shown in fig. 6.15. The NL block in the model indicates the non-
linear effect that occurs in the PLL if the sample-hold block is not used. An analytical derivation
of such effect is presented in the next section. The closed-loop transfer function Hy(s) is given by
(fig. 6.15):

}IQ(S)

(6.20)

- Icp —STSH . Kyeo 1
1+ $Pe F(s) b ey

The phase noise properties can now be predicted from straightforward linear systems analysis [61].
Also, although fig. 6.15 indicates XA modulation, the linear model has been derived with no as-
sumption on the type of modulation used to dither the divider modulus (i.e. it is valid for any

fractional-N topology).

Contribution of XA modulation

The XA modulation can be modeled as additive phase contribution (also shown in fig. 6.15). As
an example, a »A MASH architecture of order n is used in the analysis. As previously discussed,
the quantizer causes quantization noise e(n) which is added to the output divider control signal.
The noise is spread out over a bandwidth of frgr = 1/TRrEr and is high-pass shaped by the A

modulator with a noise transfer function (NTF) given by:

Hnrr(z) = (1 - Z_l)nlzzej27rfT (6.21)

ref

Assuming that the quantization noise is independent of the input signal, the Power Spectral Density

of the bit stream can be expressed as:
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Figure 6.15: Complete linearized S/H XA fractional-N PLL
T
Se(f) = =3 [Hyre () (6.22)

From the linear model of fig. 6.15 we can find the transfer function from the output of the NTF to

the VCO output phase pvco:

27T e_STref

T Netpp 1—e 5T

Hy(s) Hy(s) (6.23)

Finally the output phase noise Power Spectral Density due to the A quantization noise e(n) is
simply given by:
Seveo(f) = [Ha(i27fTrer)|* Se(f) (6.24)

The effect of quantization at the XA input (i.e. due to finite input word length) can be evaluated in
the same way. The PSD is given by:
Tref

Soan() = 55 27 (e () (625)

where byeg is the number of bits below the decimal point in the XA input. The calculation of the
Power Spectral Density of the PLL phase error due to the XA input quantization is then straightfor-
ward (fig. 6.15):

Sy s () = [Ha(G27T)|* Ssa,, () (6.26)

The output phase noise due to other noise sources, such as charge-pump noise or VCO noise, can

be evaluated in a similar way.
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Figure 6.16: Non-linearity model.

6.7 Analytical evaluation of the intrinsic non-linearity
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As previously mentioned, in 3 A synthesizers an intrinsic non-linearity affects the close-in phase

noise. It will be now demonstrated that in standard ¥ A synthesizers, the charge-pump output I, (t)

contains an additional noise term, which is caused by the non-uniform pulse stretching shown in
fig. 6.14 [62].

We begin by taking the Fourier transform of the charge-pump output:

Iout (f) = / iout (t)e_pwftdt

—0o0

With the aid of fig. 6.14 the previous equation can be written as:

n=00 nTreEr+At(n) ]
> / Tcpe 32™dt |, if At(n) > 0

which simplifies to:

n=—00 T
IOut(f) = n=oo H;EZF .
Z / —Igpe %t |, if At(n) <0
N——oo nTrer+At(n)
n=00 nTrer+At(n) ]
Lout(f) = Z / Iope 32 dt
n=—oc Y n'TREF

By solving the integral, equation 6.29 becomes:

n=oo

-1 . _
_ —j2mnT —j2nfAt(n)
Lut(f) =Icp Y i REF <e 1>
n=-—o00
We now perform a 2°4 order Taylor series expansion of the e J2mAt™) term:

n=oo

-1 . -
Lu(f) = Icp Z p?e j2ntnTREF .

n=—0oo

[(1 — j2mfAt(n) — % (j27rfAt(n))2> _ 1]

(6.27)

(6.28)

(6.29)

(6.30)

(6.31)
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—j2rf (6.32)

)

Equation 6.32 contains two terms. The first one is simply a linearly filtered version of the quanti-
zation noise, as predicted by the linear model previously derived. The second term quantifies the
undesired non-linear effect caused by the non-uniform pulse stretching. As can be seen, it is essen-

tially the Fourier transform of the filtered quantization noise squared, followed by a differentiation.

The NL block in fig. 6.15 symbolizes the non-linear effect and, according to the above analysis,
it can be modeled as shown in fig. 6.16. Based on the previous analysis we can write an analytical
expression for the power spectral density of the excess noise that occurs in standard A PLL (i.e.
without S/H):
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1
Stontence () = 472(27)% 7 (Sae(F) ® S () ([Ho (27 T)?) (633)

where “®” denotes convolution and Hy(f) is given by equation 6.20. Sa(f) is given by:

Tref . 1
N + Mb 1 — e_j27rfTref

sau) = (| )2 S.(1) (6.34)

with S (f) given by eq. 6.22.
Fig. 6.17 shows the equivalent phase noise at the phase-frequency detector input (top row) and
at the PLL output (bottom row) for both S/H and no S/H topology and for different >A modulator

orders. The values of the parameters used in the graphics can be found in table 8.2. If a non-S/H
PLL is used then an excess noise appears and the total noise becomes as shown by the dashed
curve. Of course the regular XA quantization noise also gets worse with increasing frequency.
So, at high frequency offset the excess noise actually becomes insignificant in comparison with the
> A noise. Notice also that the excess phase noise effect is more noticeable for high-order XA
modulators. This is because the high-frequency quantization noise is stronger so that more noise is
down-folded. On top of this, the low-frequency quantization noise is lower, which makes the excess
noise more significant in comparison.

The contribution of the excess noise might not always be significant with respect to other PLL
noise sources, such as the charge-pump noise, which usually dominates at low frequency. However
it is still valuable to quantify and to model the effect of the non-linearity in order to ensure correct

performance of the PLL in all case.

6.8 Summary

This chapter has presented the theory of XA fractional-N synthesizers. A brief overview of the
impact of the A modulator on the synthesizer design and performance has been given. A lin-
ear model for the synthesizers has been derived based on the assumption of constant VCO period.
Moreover, a non-linear effect previously unknown has been discovered and a new topology to cor-
rect it was proposed. As we shall see in the next chapter, results from simulations fully validate the

derived model.






CHAPTER 7
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Accurate simulations of XA fractional-N synthesizers are difficult for many reasons [63]; sim-
ulation time tends to be long since a large number of samples are necessary in order to retrieve the
statistical behavior of the system. The dithering applied on the divider modulus makes the behavior
of the synthesizers non-periodic in steady-state; therefore known methods for periodic steady-state
simulations [64] cannot be applied to XA fractional-N synthesizers.

Traditional time sampling simulations based on fixed time-steps or adaptive time-steps quantize
the location of the edges of the digital signals, introducing quantization noise that can overcome
the real phase performance of the synthesizer. Adaptive time-steps introduces also non-uniform
sampling, which is a highly non-linear phenomenon and leads to down-folding of high frequency
noise. A constant time-step can not reveal the non-uniform sampling operated by the PFD, unless
an extremely small step is chosen.

Different techniques to solve the quantization issue have been proposed [63, 65]. In [63] an
area conservation principle approach allows the use of uniform time-steps in the simulation. In
[65] a simple event-driven approach is used in combination with iterative methods to calculate the
loop filter response for integer-N PLLs. Event-driven simulators offer an alternative approach for
simulating fractional-N synthesizers in a fast and accurate manner, and have so far been unexplored

for this application area.

7.1 Event-driven object oriented methodology

The use of Event-Driven simulators is very attractive: besides providing precise time-steps, as
explained later in the section, event-driven simulations are also very fast and highly efficient. In
fact, the number of calculations is kept to a minimum because synthesizer signals and variables are
calculated only when a transition occurs.

The simulation method proposed in [63] ensures extremely high computation speed because,
instead of simulating the true time domain behavior, it effectively operates in a sub-sampled man-
ner on the merged VCO-divider block. This idea makes the method in [63] very attractive too.
However, this idea could equally well be used in the event-driven approach, speeding up the sim-
ulation tremendously. In this case the VCO would sample the loop-filter once for every reference

cycle. This sub-sampling operation implicitly relies on the assumption that the power level of the

65
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Figure 7.1: Simulation model.

noise at high frequency offset is not giving a significant contribution to the overall synthesizer noise
when aliased to low frequencies. Thus, if the assumption holds, the event-driven approach would be
equally as fast as the method in [63]. However, even without the VCO-divider merging approach,
the event-driven method is already so fast that it is hardly worthwhile to use this merging technique.

A unique strength of the event-driven methodology proposed in this work is that it is exact: it

does not require assumptions or approximations.

7.2 Simulation Core

The PLL simulation set-up is structured in an object-oriented way: PLL blocks are connected
through signals that are responsible for timing and for data exchange, as shown in fig. 7.1. Note that
IN/OUT signals can operate also as implicit update signals (e.g. the UP/DOWN signals from the
charge-pump). Whenever a block is called from the simulator, a specific operation is performed and
an event may be posted. As shown in fig. 7.2, the simulator inserts the event in the event queue in
the proper time order and extracts from the queue the next event that needs to be executed, resulting
in the update of the signals/variables of a block.

This means that each PLL block can be coded as an independent unit, without worrying about
the interaction and the sequencing with the other blocks. The fact that each block is self-contained
allows to change and refine the behavior of a single block without affecting the coding of the other
PLL units. The simulator itself keeps track of the succession of the events with the event queue. A
simple pseudo code implementation of this simulation structure is presented in algorithm 1 and it
can be easily coded with a few lines of high-level programming language.

Fig. 7.3 presents a simple example of the initial simulation steps with the operations executed

and the evolution of the event-queue for each step. The simulation begins with the system initial-
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Algorithm 1 Simulation structure pseudo code.

SIMULATOR CORE
WHILE ( event_queue not empty and current_time < end_time )
GET next element (event) from queue
SET current_sim_time = event.time_stamp
IF event.name = “event1” then
CALL block_a
CALL block_b
END IF
IF event.name = “event2” then
CALL block_c
CALL block_d

END WHILE

BLOCKS
FUNCTION block1
BEGIN
<block-related calculations, etc>
post_event ( current_sim_time + propagation_delay, “event]” )
END
FUNCTION block2
BEGIN
<block-related calculations, etc>
post_event ( current_sim_time + propagation_delay, “event2” )

EVENT POSTING

FUNCTION post_event ( time_to_execute_event, event name )
insert event in time-order in queue

END
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Figure 7.2: Simulation structure.

ization at step 0; there the simulator core inserts the special event “start” in the event-queue. At step
1, “start” is extracted and it is executed at step 2. As a result, both the VCO block and the reference
clock block get activated. A detailed explanation of the VCO block coding and operations will be
given later. The execution of the VCO block results in the change of the VCO waveform (by invert-
ing the actual logic value) and in the post of two events: Loop_update and VCO. These events are
inserted in the event-queue in the proper order, determined by their associated time stamp. For sake
of simplicity, we assume that the reference block only posts the updating of the reference clock.

At step 3, the first event in the queue is the update of the loop filter; the event gets extracted
from the queue and in the next step a new control voltage for the VCO gets calculated (step 4). The
next event (step 5) is the execution of the VCO, which performs the same operations previously
described. Note the evolution of the event-queue: since the VCO period is much smaller than
the reference clock period, the two events posted by the VCO block are placed on the top of the
event-queue. Thus, the time progression is determined dynamically as the simulator progresses.

The advantage of maintaining a simulation event-queue is that the simulation time points occur
exactly at the moment of the execution of the event. Thus, the simulation time points are always
aligned with the edges of the signals, providing 100% accurate time-steps.

Coding the behavior of the synthesizer digital blocks is straightforward; the description of the

voltage controlled oscillator and of the loop filter require particular attention, as discussed next.

7.2.1 VCO model

The VCO is modeled as a self-updating block. Such operation can be visualized as shown in fig. 7.1.
The pseudo-code describing the VCO behavior is presented in algorithm 2. The update takes place
at discrete time instances, namely every half-VCO cycle. Every half-period the VCO receives the
update VCO control voltage from the loop filter; on the basis of the received value, the new VCO
period is calculated.

The VCO completes its execution by posting two events; the first event is the execution of the

loop filter block at the next time point when the VCO update will take place. This ensures that the
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Figure 7.3: Simulation steps.
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Algorithm 2 VCO pseudo code.

MODULE VCO

input control_voltage

output VCO_clk
Four = Freerun + Kvco - Verr // Update the instantaneous frequency
VCO_semiperiod=0.5/ F oy // Calculate the new semiperiod
VCO_clock = NOT (VCO_clock) // Update the VCO_clock signal
POST_EVENT (current_sim_time + VCO_semiperiod, update_loop)
POST_EVENT (current_sim_time + VCO_semiperiod, execute VCO)

END MODULE

value used to calculate the semiperiod of the VCO is always updated. The second event is simply
the scheduling of the next VCO block call.

Due to the finite number representation of the simulator, the effects of the number truncation
represents a potential problem in the calculation of the VCO period. In order to avoid the accumu-
lation of the truncation error, the calculation of the VCO semi-period can be implemented as a 15!

order A modulator. In this way the accumulation error is always driven to zero on average.

7.2.2 Loop filter model

A simple method based on state-space equations description is proposed. The way the loop filter
is modeled can be visualized with the help of fig. 7.1. Every time the VCO and the charge-pump
are executed, they post events requiring the update of the loop filter state. When these events are
extracted from the event-queue to be executed, the simulator calls the loop filter to update its state
and to calculate a new control voltage according to the actual input value. The event posted from the
charge-pump indicates that a change has occurred at the loop filter input; the VCO event is posted
to obtain the actual control voltage.

To describe the loop filter behavior in mathematical terms we start from its transfer function
and we derive its State-Space Formulation. We assume the loop filter transfer function to be given

by the following equation:

142

:SC'<1+p_So>'(1+§—1)'(1+p%>

Note that equation 7.1 also includes the charge-pump integrating capacitance C. With a partial

F(s)

(7.1)

fraction expansion, equation 7.1 can be decomposed into four parallel blocks, namely an integrator

and three 15*order RC blocks. Equation 7.1 becomes:

1 Ao Al A2

Fe = (Hp%) i (Hp%) i (1+p12)

where Ag, A1, Ay are gain factors. For each term of the previous sum the state equation can be

(7.2)
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Algorithm 3 Loop filter pseudo code.

MODULE LOOP FILTER

input Update_signal, Charge_Pump_current;

output VCO_ctr_voltage;

EVERY TIME AN UPDATE_SIGNAL IS RECEIVED
BEGIN

T acTUual, =current simulation time
Icp =charge-pump_current
Tpirr =TactuarL — Torp // time elapsed from previous update
Vceap = Veap + IOCLD - Tprrr  // Integrator block update

Vi=Vi+ (Alorp — Vi) (1 — exp(eLee )) // 15t RC block update
Vo = Vs + (Aslorp — Vo) (1 — exp( oL )) /1 25¢ RC block update

Vs = V3 + (AsloLp — V3) (1 - exp(TDIFF )) /1 3%t RC block update
Verr = Vi 4+ V2 + V3 + Veap  // VCO control voltage update
TorLp =TacruaL
Iop = Icp
END
END MODULE

written in the form: )
V(t) = —=V(t) + K Ln(t) (7.3)
T

where V(t) is the state variable (that in this situation is equal to the output variable), I;, is the input
variable, K is a gain factor and 7 is the time constant of the block. The solution to the state-equation

is given by:

t
t—t,
V(t)=e 7 -V(to) + K- / e T Iin (o) dev (7.4)
to

To solve this equation it is necessary to know the initial state at time t¢ and to know the input
value I;, .

Noting that between the update times the input to the loop filter is constant (i.e. I;, is appearing

as a staircase to the loop filter), the equation describing the behavior of each of the three RC blocks

is given by (state equation solution):

Viltr) = Vilto) + (AxTin(to) = Vx(t0)) (1 - e—”f?f“) (1.5)

The equation that describes the integrating block is given by:

Iin (tO)
C

Vc(t1) = Vc(to) + (tl — to) (7.6)
The VCO control voltage is then given by:

Veur(£) = Vi(t) + Va(t) + Vs(t) + Ve(t) (7.7)
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The model for the loop filter is then simply given by a set of equations which describe exactly
the behavior of the loop filter. This representation of the loop filter can be directly converted into
simulation code. The pseudo-code is presented in algorithm 3. It is important to underline that
the filter behavior is modeled with no approximation. Also, the loop filter update takes place only
when required by other blocks: the update time intervals are not uniform. This makes the simulation

methodology very efficient, since the calculations occur only at the required time steps.

7.3 Verilog Implementation

The PLL topology presented in the previous chapter is simulated with a standard event-driven sim-
ulator, Verilog XL, but the simulation methodology can be applied to any kind of event-driven
simulators. For example, the simulation structure can be easily implemented from the pseudo code
presented in algorithm 1 with a few lines of C code.

The choice of Verilog is a matter of convenience: its integration in the Cadence Environment
allows easier debugging, schematic capture and plotting capabilities. Moreover, the Cadence Envi-
ronment offers the possibility to directly use the Verilog code together with Spice like simulators
to run mixed-mode simulation. However simulations in a mixed-mode environment require long
simulation time. As a comparison, to simulate in an event-driven simulation 2 million VCO cycles
(equivalent to 1ms ) recording 4 million data in a file, the time of execution is less than 15 minutes
on a RISC 8500 processor (it reduces to only 5 minutes if the VCO simulation time points are not
written to a file ). The same simulation in a mixed-mode environment takes more than 20 hours,
without reaching the same accuracy. A fully analogue simulator such as SPICE would probably
require a simulation time at least one order of magnitude longer.

Verilog is essentially a digital simulator; basic mathematic functions are not supported directly.
Through the use of PLI (Programming Language Interface [66]) routines, Verilog can be customized
to virtually support any kind of function. This allows the use of the exponential functions, required
to describe the loop filter. Variables can be passed between blocks through the Verilog system
function $bitstoreal and $realtobits which convert floating variable in 64 bit buses and vice versa.
If Verilog blocks are used in a mixed-mode simulation, the conversion requires the insertion of
specific D/A converters to interface a block coded in Verilog (e.g. the Loop-Filter) with a block
(e.g. the VCO) described with an analog simulator (VerilogA, Spice). The use of a simulator based
on matrix solving methods and adaptive time-steps will slow down the simulation; the time points
will be still set by the digital blocks, but extra time points (depending on the accuracy) will be
required for the calculations operated from the analog blocks.

It is more convenient to proceed with behavioral simulation, since it is very fast and it can
be done at a very detailed level. For example, the waveform produced by the charge-pump can be
simulated with an analog simulator for one reference clock cycle. The rise/fall time can be extracted
from the waveform and included in the Verilog code.

As previously mentioned, the effect of number truncation represents a potential problem in

the calculation of the VCO period. In order to avoid the accumulation of the truncation error, the
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Algorithm 4 VCO implementation.

’timescale 1s / 1fs
MODULE VCO (V_out, V_in)
wire [64:1] V_in;
integer VCO_semiperiod_int;
initial assign V_ctr=$bitstoreal (V_in);
ALWAYS # (VCO_semiperiod_act)
BEGIN
VCO_clk =~ VCO_clIk;
inst_freq = free_run_freq + V_ctr * VCO_gain;
VCO_semiperiod=0.5/inst_freq;
// first order XA
diff = VCO_semiperiod - VCO_semiperiod_act;
acc_error=acc_err+diff;
int_semiperiod=acc_err*1el5; // femto-second resolution
VCO_semiperiod_act=int_semiperiod * le-15;
/I A end
END
assign {V_out}=VCO_clk;
END MODULE

calculation of the VCO semi-period is implemented as a 1°¢ order ¥A modulator. In this way
the accumulation error is always driven to zero on average. Part of the VCO Verilog code is
presented in algorithm 4. Variable declarations and initializations have been omitted for the sake of
simplicity. The always statement is an implicit signaling to the block itself, causing the update of
the semi-period every half VCO cycle. The calculation of the semi-period undergoes a quantization
with a femto-second resolution (multiplication by the term 10'®). This is the minimum step that
can be set and it is a Verilog limitation. It is important to notice that such limitation is independent
from the event-driven methodology. If the simulator is implemented in C, arbitrary fine resolution

(up to double floating point precision) can be reached in time representation.

The effects of noise sources can be easily evaluated in the simulation, in a similar manner
as described in [60]; the noise is directly incorporated inside the block code. The charge-pump
white noise is obtained from a random number generator. Since the object-oriented structure of the
simulation can be easily expanded, the VCO noise can be generated by adding a filter block (coded
in the same way as the loop filter) with another random number generator. Another option is to read
the noise data from a file; in this way it is possible to use data from other simulations or from real

measurements.
It is also easy to insert non-idealities into the blocks, such as non-uniform divider propagation

delay, variable VCO duty-cycle or charge pump mismatch. An example of the latter is presented

in algorithm 5. The way the block operates is straightforward. Every time a transition occurs at
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Algorithm 5 Charge-pump with mismatch.
MODULE CP (Icp, UP, DOWN )

initial Iyp = .... ;
initial Ipown = ..... ;
ALWAYS # (posedge (UP) or negedge (UP) or posedge (DOWN) or negedge (DOWN) )
BEGIN
IinsT = (UP*Iyp - DOWN * Ipown) \\ instantaneous current
END
assign {Icp }= $realtobits (IrnsT) 3
END MODULE

| Fout [ N m | Tcp | Kvco | mH |
| 1907.75 MHz | 73 | 0.375 | 10 pA | 2r100MHz/V | 0.5 T |

Table 7.1: Design parameters.

the block input (UP/DOWN) signals, the instantaneous current Iinst is calculated. The current
mismatch can be included by setting different values for the Iyp and Ipown currents. Notice that
the UP/DOWN signals are logic values (i. e. can be either 1 or 0 ).

7.4 Results

The main parameters of the simulated PLL are resumed in table 7.1. The XA modulator is a MASH
4™ order and the parameters of the loop filter are presented in table 7.2.
We now present several simulation results obtained by the event-driven methodology in order

to:

validate the linear theory developed.

evaluate the effect of the Sample/Hold block.

show the effect of the truncation error in the simulation.

evaluate the effects of non-idealities, such as VCO noise and charge-pump current mismatch.

| Cop [ a | @ | wn [ w |
| 34.522 pF | 27 - 50kHz | 27 - 500KHz | 27 - IMHz | 27 - 5MHz |

Table 7.2: Loop parameters.
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Figure 7.4: Phase noise PSD: S/H PLL vs. regular PLL.

We start by showing the effects of the non-uniform sampling at the PFD and of the truncation error
in the calculation of the VCO semi-period. The effect of other noise sources will be discussed
later. Fig. 7.4 shows the power spectral density of the output phase noise ¢yvco due to the XA
quantization for two different synthesizer topologies: the PSD of the S/H PLL is compared with the
PSD of the standard PLL. The S/H PLL has a lower overall phase noise and does not present spurs.
By contrast the standard PLL (i.e. without S/H) has greatly increased close-in phase-noise as well
as reference spurs.

The benefits of using a 15* order ¥A modulator in the VCO module algorithm (to avoid the
effects of the accumulation of the truncation error) is illustrated in fig 7.5. Without 3A modulator,
the effects of the truncation error dominate the real noise shape of the synthesizer. The drawback
of using the 15 order ¥ A modulator is the introduction of a noise floor around -205 dBc/Hz.

After getting rid of the two sources of non-linearity just described, we can expect a highly linear
behavior from the simulation.

In fig. 7.6 the PSD from simulations are compared with the predicted theoretical curves. The
lower curves represent the ideal condition: a floating point number representation in the XA, i.e. no
input quantization. The upper curves show the result of 16 bit digital number representation in the
YA, i.e. 16 bits quantization below decimal point. Clearly, the curves obtained from the simulation
match very well with the PSD described by the equations derived in the previous chapter.

The low frequency noise floor (“dithering noise floor” in fig. 7.6) is due to a very small amount

of dithering applied on the ¥A modulator input. In absence of modulated data, dithering is nec-
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essary to avoid the presence of fractional spurs. Note that no reference spurs appear in the output
spectrum.

The accuracy can be evaluated through the RMS output phase errors. The calculation over a
bandwidth of 300 kHz results in identical values in the linear model and the simulation: 0.0027°
and 0.3574° for 16 bits input quantization.

In the previous figures, only the effect of the XA quantization noise on the output phase noise
has been considered. The effect of other noise sources can be easily evaluated; as an example,
fig. 7.7 shows the PSD of the output phase noise due to the contribution of ¥A quantization noise
and VCO phase noise (in this example the VCO phase noise is about—140 dBc/Hz @ 1 MHz
offset). Together with the simulation result, fig. 7.7 presents the predicted contribution of the single
noise sources; the typical VCO phase noise (-20 dB/decade characteristic) determines an increased
close-in phase noise.

As previously mentioned, it is easy to incorporate non-idealities in the blocks. It was previously
shown how to implement current mismatches in the charge-pump block (algorithm 5). Fig. 7.8
presents the PSD of the phase noise for different current mismatches. Even with a small difference

in the UP/DOWN currents, the close-in phase noise is greatly increased.

7.5 Summary

A new approach entirely based on event-driven simulation has been developed for ¥ Afractional-N

synthesizer. The characteristics of the simulation can be summarized as:

e fast simulation time.

e high accuracy (depending only from the simulator accuracy).
e natural capability of simulating non ideal effects.

e casily redefinition of the block behavior.

e object-oriented nature.

It is important to stress once more that the simulation is not based on a linearized model; rather
it simulates the true behavior of the synthesizer, including the non-linear behavior, occurring, for

instance, during switching times.



CHAPTER 8
/A SYNTHESIZERS FOR DIRECT GSM
MODULATION

The event-driven simulation methodology and the linear model previously derived are applied
to the study case of XA synthesizers for GSM modulation. The indirect modulation capability
makes the XA synthesizer architecture a compact, low-power, frequency-agile transceiver solution
for the new communication standards.

As discussed in the previous chapters, the fast channel switching is due to a higher comparison
frequency with respect to integer-N architecture. The indirect modulation capability is the topic
of the next section; the results of several simulations will be summarized through the chapter to

demonstrate the capability of GSM operation.

8.1 Transmitter architectures

The transmitter task is to perform modulation, up-conversion and power amplification. In some
cases, the first two operations are merged in a single step. The baseband modulation data is first
filtered to limit its spectrum and then is up-converted to the transmitter frequency. The last operation
is a translation of the baseband spectrum to the transmit frequency; depending on how the up-

conversion is done, the transmitter can be divided into several category:

e mixer based [67, 68]
e open loop VCO modulation [69, 70]

e indirect VCO modulation [33, 71]

The mixer based approach is shown in fig. 8.1. Two mixers and two baseband DAC are required
to form the in-phase/quadrature (I/Q) channels. A heterodyne transmitter requires one or more
frequency synthesizers; the low frequency modulation is up-converted in steps, requiring several
filtering blocks, difficult to integrate on-chip.

A homodyne approach requires just a frequency synthesizer to generate the LO (Local Oscilla-
tor) carrier frequency, but suffers from Power-Amplifier (PA) leakage; to avoid that the PA and the
synthesizer operate at the same frequency, a transmitter with offset frequency synthesizer can be
used [72].
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Figure 8.1: Mixer based modulation: (a) heterodyne, (b) homodyne.

In the open-loop modulation technique, a frequency synthesizer generates the carrier frequency.
Once the lock is reached, the loop is disconnected and the VCO is directly modulated, as shown in
fig. 8.2. The advantage of this approach is the reduction in the number of blocks used: no mixers
are necessary and only one A/D converter is needed. Thus great power saving can be achieved.
However, the open-loop modulation introduces a severe drawback. In fact, when the synthesizer
operates in open-loop mode, due to leakage currents, the VCO output frequency tends to drift away
from its nominal frequency (frequency droop). Also, the VCO is very sensitive to perturbations and
therefore strong isolation is required, making the one-chip solution unfeasible.

Note that the direct modulation technique just discussed could be applied also with closed-loop
synthesizers, by superimposing the modulation on the VCO control voltage. In this case, the PLL
has to be designed with a narrow loop bandwidth, otherwise the PLL tracks out the modulation. It
is therefore unsuitable for large bandwidth modulation schemes.

The last modulation technique is based on proper control of a parameter that sets the VCO
frequency; the control signal is proportional to the modulation data and can be applied directly on
the divider modulus. Observe that the synthesizer always operates in closed loop mode, therefore
eliminating the issue of the open-loop frequency drift. The isolation requirements are not so severe
as in the case of open-loop modulation, giving the possibility of an integrated solution. Controlling
the divider modulus has the great advantage of a direct digital input, eliminating the need of a
DAC. Indirect VCO modulation is therefore the simplest and the most compact solution among the
transmitter architectures presented.

In 3 A synthesizers the modulation data is directly applied by feeding the digital data in the
> A modulator, therefore the transmit filter can be implemented digitally. Since the instantaneous
frequency is set by a digital word, the modulation index is exact to the precision of the PLL reference
frequency (which is usually set by a crystal); the reduction of analogue blocks in the transmit path
(DAC, transmit filter) allows the possibility of good modulation accuracy.

YA synthesizers enable wide loop bandwidth; this makes the PLL robust toward interference
and suppresses the close-in VCO noise, making the implementation of on-chip VCO feasible. The

fast channel switching saves power due to the reduced warm-up time. The arbitrarily fine frequency
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Figure 8.2: Open-loop modulation (top figure) and indirect VCO modulation.

resolution allows the possibility of digital frequency correction and allows a greater flexibility in

choosing the crystal frequency.

8.2 System architecture for EGSM/DCS

The target of the study case analyzed in this work is a dual band EGSM (Extended Group Mobile
Standard) and DCS (Direct Cellular System) system.

The complete system block is shown in fig. 8.3 and the linear model is presented in fig. 8.5.
The GSM transmit data is a 1 bit signal and it is assumed that the bit-stream to be transmitted
can be modeled as white noise (i.e. it has a flat power spectral density). The bit-stream is passed
through a digital Gaussian transmit filter to produce a signal which represents the desired phase
variation as a function of time; to enable a wide bandwidth modulation [33], the PLL transfer
function is compensated by a digital equalizer filter (pre-warping filter), which can be merged with
the Gaussian filter. The pre-warp filter has a transfer function matching the inverse of the PLL
transfer function, thereby ideally the transfer function from the input of the pre-warp filter to the
output is constant and equal to one, well beyond the PLL bandwidth. Errors and limitations in the
transfer function matching determine a modulation error which will be discussed later.

As said, the synthesizer supports two operating bands: the VCO runs at twice the standard
transmit frequency in DCS mode and at four times the transmit frequency in EGSM mode. As the
block model of fig. 8.3 shows, the PLL is followed by a divide-by-2 (DCS band) or a divide-by-4
block (EGSM band); to compensate the division, the input data to the modulator is multiplied by
two (EGSM) or by four (DCS).

The divider block serves two functions: since the VCO is not running at the PA frequency, the
pulling effect is reduced; moreover, since the divider block is placed outside the loop, the phase
noise is improved of 6 dB (for the divide by 2 mode) and 12 dB (for the divide by 4 mode). The
EGSM transmit band, 880 MHz-915 MHz, and the DCS transmit band, 1710 MHz-1785 MHz, set
the VCO operating frequency: 3520 MHz-3660 MHz (EGSM) and 3420 MHz-3570 MHz (DCS).
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| carrier offset (MHz) | 0 [ 0.1 [02[025] 04 | 1.8 | 1.8-3 ] 3-6 | 6-10 | 10-20 [ 7>20 |
EGSM -53 | -53 [ -84 | -87 [-114 | -114 | -122 [ -124 | -130 | -147 | -159
DCS 53| -53| -84 | -87 | -114 [-114 | -124 | -124 | -132 [ -132 | 151

Table 8.1: EGSM and GSM specifications.
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Figure 8.3: Transmitter architecture.

Since the VCO frequency is similar for both band operation, it might be possible to use one VCO
with band switching for both bands.
The complete EGSM/DCS specifications can be found in [73]. The main characteristics are

here briefly summarized:

e constant envelope phase transmit modulation.
e required modulation accuracy smaller than 5°RMS for entire burst transmission.
e maximum instantaneous phase error smaller than 17°.

e up to 5 exception allowed.

The EGSM/DCS mask specifications are summarized in table 8.1. The masks take into account
both transmission band and receiving band emissions. The values have been derived for the entire
transmitter system including the PA; a maximum transmitter output power of 30 dBm has been

assumed.

8.3 Modulation accuracy

The modulation inaccuracy is caused by close-in phase noise, power amplifier non-linearity (which
cause PM-to-PM conversion) and non-ideal PLL transfer function, mainly caused by inaccurate
VCO gain. In case of variation in the PLL transfer function, the digital pre-warping filter no longer

accurately compensates the PLL transfer function.
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Figure 8.4: Gaussian transfer function and modulated data.

Ideally the modulated output signal is given as:

(Pout_ideal(s) = HG(S) : btx(s) (8.1)

where by (s) is the one bit symbol stream and H (s) is the transfer function of the Gaussian transmit
filter. The magnitude of the transfer function is plotted in fig. 8.4 together with an example of

modulated data. The actual modulation is given by:

Soout_real(s) = Hg (S)Heq(S)HG (S)btx(s) (8.2)

where Heq (s) is the Laplace transform of the pre-warp filter. The modulation error can be calculated

by subtracting equation 8.2 from equation 8.1:

ASOerror<S) = Pout_real — Pout_ideal = HG (S)[Heq(S)HO(S) - l]btx(s) (83)
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Figure 8.5: Transmitter architecture linear model.

For convenience, the Laplace variable s has been used for all the transfer functions, also the digital
ones (Hg and Heq ). The 2 variable is simply replaced with esSTcomp The z—4 block is just a four
samples delay and therefore does not need to be compensated. The condition for no modulation

error can be stated mathematically as:

Heq(s)Ho(s) = 1 (8.4)

Observe again that He, is digitally implemented, while Hy is an analogue filter, depending on
variable parameters (above all the VCO gain). This makes the ideal matching condition in eq. 8.4

impossible and introduces residual modulation error. The PSD of the modulation error is given by:

Sagour () = Ha (2mjf)|* [Heq (2mjf) Ho (27jf) — 17 Sp (f) (8.5)
As previously stated, the RMS phase error, defined as:

300kHz

ApoutRMS = / Sagour (f)df (8.6)
—300 kHz

must be smaller than 5° RMS, according to the GSM standard.

The pre-warp filter is designed to match the synthesizer transfer function Hy(s) under nominal
conditions, but in practice the PLL transfer function deviates from the nominal one. The effects
of the VCO variation are plotted in fig. 8.6. The design parameters chosen makes tolerable VCO

variations up to £30%.

8.4 Design example

Table 8.2 summarizes the PLL design variables. The capacitor values are rather large in order to
ensure low-noise; they can actually be scaled if the VCO gain is reduced. This would introduce the
necessity of coarse band switching in the VCO.

The transmit power spectrum for the EGSM nominal case is plotted in fig. 8.7; fig. 8.8 presents

the nominal DCS case. It can be seen that for both standards the transmit spectra lies withing
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Figure 8.6: PSD and RMS of phase error for variable VCO gain.

the standard mask with only one exception; the modulation error calculated with equation 8.6 is
found to be around 0.2° RMS for both transmit bands. Except for spurs cancellation, the difference
between the S/H topology and the standard XA PLL architecture is negligible in transmit mode.
In a circuit implementation several non-ideal elements will affect the synthesizer performance,
easily increasing the phase noise over the mask specifications.
With the aid of the simulations, the effects of the following non-linearities have been deeply

investigated:

e Variations of the VCO duty-cycle. This effect becomes important if the divider operates on
both VCO rising and falling edge to divide the output frequency down to the comparison

frequency. This non-linearity can be easily seen as a variable divider propagation delay.

e Variations of the divider moduli propagation delay. It is fundamental to ensure that, when
switching between division ratio, the propagation delay is constant. To simulate cases close
to real implementation, two distinct sets of simulations have been run: in the first case, a
Gaussian distributed delay has been assigned to all the divider ratio. In the second case, the
effect of the delay on a single ratio has been analyzed. The divider value with the highest

frequency in the modulator output sequence has been chosen.

e Mismatches in the charge-pump currents. For this issue, the possibility of compensating the
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| Synthesizer Output Frequency | 3624 MHz |

Reference Frequency 26 MHz
Modulator order 4
Charge Pump Current 500pA
VCO gain 100 MHz/V
Natural Frequency 100 kHz
Damping Factor 1
Loop Filter Zero 50 kHz
Loop Filter Integration Capacitor 818 pF
Second loop filter capacitor 91 pF
Zero setting resistor 3.9k
Third loop filter pole 500 kHz
Fourth loop filter pole 1 MHz
Fifth loop filter pole 5 MHz

Table 8.2: PLL design variables.

Phase error VCO error PEFD error
(RMS) min max o min max o
MASH | with S/H 0.0027° —0.242° | 0.248° | 0.072° | —17.173° | 17.173° | 6.353°
standard 0.0517° —0.481° | 0.458° | 0.109° | —17.172° | 17.176° | 6.353°
Candy | with S/H 0.0027° —0.236° | 0.241° | 0.071° | —17.172° | 17.173° | 6.299°
standard 0.0516° —0.542° | 0.453° | 0.108° | —17.173° | 17.176° | 6.299°

Table 8.3: Simulated errors for MASH and Candy modulators.

non-linearity by means of an offset current has been analyzed.

8.4.1 Impact of non-linearities on the synthesizer performance.

This section is a brief summary of the main conclusions extracted from simulations; the entire set
of simulated cases consists of more than 1300 runs. The choice of the modulator order was based
on a compromise between synthesizer bandwidth and quantization noise, in order to satisfy the
EGSM/DCS spectral masks; the architecture choice was dictated by the requirement of spur free
output spectrum. The phase errors for MASH and Candy topologies due to the quantization error
are reported in table 8.3; the values are basically equal for both architectures. Given that both
topologies have equal spectra and the same error distribution, the MASH structure was chosen for
all the simulations with modulation, due to its inherent stability.

We start by considering the effect of a variable divider ratio propagation delay: if the delay
is not constant for all the ratios, then the time error (eq. 6.19) contains a non-linear term. This
corresponds to variable time step quantization at the divider (since the VCO period is constant,
the divider counts at fixed time steps), leading, once more, to noise down-folding. A VCO with

a variable duty-cycle leads to same issue: the variation in the duty cycle can always be seen as a
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Figure 8.7: EGSM transmitted power spectrum.

variation of the divider propagation delay. The effect of this non-linearity, for a single ratio delay
and S/H topology, is plotted in fig. 8.10: as the delay increases, a larger portion of the transmit
power spectrum lies outside the mask specification, as a consequence of the down-folding issue.
Observe that, even if the mask is progressively violated as the delay increase, the modulation error
is still acceptable. This can be seen in the left side of fig. 8.9: even for a delay of 100ps, the RMS
phase error is smaller than 3°. In case the delay is Gaussian distributed, the error is below 1.5°;
however it is difficult to draw a conclusion since the simulation has been run with one statistical
sample of a Gaussian distribution. The RMS errors just reported are calculated for the EGSM band;
similar trend are found for the DCS band, but the error magnitudes are doubled, due to the different
divider ratio at the VCO output.

Concerning phase noise, no noticeable difference between the S/H synthesizer topology and the
standard synthesizer architecture have been revealed by the simulations. The effects of the S/H on
the phase-noise are overcome by the power of the low frequency modulation data; however, the
reference tone suppression becomes even more evident in case of CP currents mismatches or offset

compensation current.

The increase of phase noise due to CP mismatches has already been shown in the previous

chapter. In order to compensate for mismatches an offset current can be added in the synthesizer
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Figure 8.8: DCS transmitted power spectrum.

[54]. The effect of this small current is to shift the CP operating point: when the current magnitude
is properly set, the PFD produces only one type of pulses (UP or DOWN). By always activating the
same current source at each comparison frequency, the mismatch issue is canceled. The disadvan-
tage of using an offset current is an increased magnitude of the reference tone (and harmonics) as
reported in table 8.4. In this case, the S/H architecture is not penalized, due to the tones suppression
operated by the sampling-and-hold operation.

The general conclusions for both EGSM and DCS bands can be summarized as follows:

e It is important to ensure equal propagation delay for all divider moduli: the maximum ac-

ceptable delay variation has to be smaller than 10 ps.

\ offset current | OpA [ 01pA [ 02pA | 03pA | 04pA | 05uA | 0.6pA |
15! spur (dBc/Hz) | -146.14 | -115.35 | -109.31 | -105.8 | -103.31 | -101.38 | -99.82
DCS | 2@ spur (dBc/Hz) | -162.74 | -139.61 | -133.71 | -130.24 | -127.77 | -125.86 | -124.34
37 spur (dBc/Hz) | -166.04 [ -1532 | -147.51 [ -144 | -141.59 [-139.71 | -138.30

Table 8.4: DCS spurious performance for various offset currents.



8.4. DESIGN EXAMPLE

N
&

o

ﬁ; -
v

Power referenced to total output power [dBc/Hz]

RMS phase error [degrees]
(6)]

EGSM RSM phase error for variable divider delay and CP mismatches

3,

%*

R

ideal

1% CP mismatch
2% CP mismatch
3% CP mismatch
4% CP mismatch
5% CP mismatch

o
T

161

RMS phase error [degrees]

j

¥ ideal

2 1% CP mismatch
2% CP mismatch
3% CP mismatch

D 4% CP mismatch
5% CP mismatch

—_
N
T

=y
T

o
™
.

g
)
T

0.4r

20 40 60
Delay on single divider ratio [ns]

- 0.2
80 100 0

20 40 60
Gaussian Distributed Delay Variance [ns]

80 100

Figure 8.9: Phase error RMS value for variable delay and CP mismatch.

-100

-120

-140

-160

N

[o]

o
T

|
N
o
o

T

220

|

— Delay 0 ps
—— Delay 10 ps
— Delay 20 ps
—— Delay 30 ps
—— Delay 40 ps

Delay 50 ps
— Delay 60 ps
— Delay 70 ps  H
— Delay 80 ps
—— Delay 90 ps
Delay 100 ps [|

10

10°
Frequency [Hz]

89

Figure 8.10: Voltage Power Spectral Density for different divider delays with GSM modulation.
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o Even a small mismatch in the charge-pump currents results in a large close-in phase noise
increase: the maximum mismatch acceptable is as little as 1% of the CP current. The mis-
matches can be compensated with an offset current source: a mismatch up to 5% can be
acceptable (from mask and spur requirement points of view) with a 2% CP offset current.
However, the greater the required compensation is, the larger is the magnitude increase of the

reference tone. This does not apply to the S/H PLL.

e For receive synthesizers, the S/H topology greatly reduces the close-in phase noise. In trans-
mit mode, the increased close-in phase-noise integrates up to a relatively small RMS phase
error; consequently, it is acceptable to use the standard topology. However the Sample/Hold

eliminates the reference spur issue.



CHAPTER 9
CALIBRATION

An accurate PLL response is required in many situations, especially when XA PLLs are used for
indirect modulation [47]. As previously mentioned, in these types of PLLs, the data fed into the XA
modulator is often undergoing a pre-filtering process in order to cancel the low-pass PLL transfer
function and thereby extend the modulation bandwidth [33]. The pre-distortion filter presents a
transfer function equal to the inverse of the PLL transfer function and it is usually implemented
digitally. Consequently, a tight matching between the pre-distortion filter and the analogue PLL

transfer function is necessary to avoid distortion of the transmitted data.

Especially for on-chip Voltage Controlled Oscillators (VCO), the gain Ky ¢ is typically the pa-
rameter with the poorest accuracy among the PLL analog components. Other sources of variability
are the resistor and the integrating capacitance of the loop-filter. If the LF is implemented off-chip,
then both resistance and capacitance can be determined with good accuracy. If the LF is imple-
mented on-chip, a possible implementation by means of switch-capacitors reduces the variability
only to the capacitor value. In this case, in order to establish an accurate PLL transfer function only
the product Kyco xIcp/C needs to be accurate [74]. The PLL can then be calibrated by adjusting

the charge-pump current; the problem is how to measure the accuracy of the PLL transfer function.

A continuous calibration technique is presented in [75]. The transmitted data is digitally com-
pared with the input data and the charge-pump current is then adjusted to compensate the detected
error. This method offers the possibility of continuous calibration at the expense of increased circuit
complexity; since the error detection is based on the cross-correlation between input and transmitted

data, this approach will not work on unmodulated synthesizers.

An alternative approach is found in [76], where a method based on the detection of pulse skip-
ping is described. The presence of one or several pulse skips can be used as an indication of the
bandwidth. This method requires an input frequency step large enough to push the PLL into its

non-linear operating region and only offers a rough estimation of the actual PLL bandwidth.

The next sections show a novel approach that makes it possible to determine the characteristics
of the PLL transfer function by simply adding a digital counter; moreover the approach can be used

to obtain an estimate of the static phase error of the PLL.
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Figure 9.1: Integer-N PLL with calibration resistors.

9.1 Measurement scheme

A two step calibration cycle is required by this method. In the first step the natural frequency w,,
of the transfer function is retrieved; the second step is used to determine the damping factor (. In
order to explain the basic idea behind the method, it is going to be initially applied to integer-N
PLLs and afterward it will be applied to XA PLLs. The block schematic of the synthesizer used for
calibrating is shown in fig. 9.1. The only difference compared to a standard integer-N architecture
is the presence of two switches in the loop filter. To start the calibration, the switches to R¢ap1
and R.,o are closed and the calibration resistors are connected to the resistor R. Since R,;1 and
Reai2 are placed in parallel with the filter resistance R, the total resistance is reduced, resulting in
under-damped characteristics of the loop transfer function.

By changing the division ratios M or N, a frequency step can be applied to the PLL. The
PLL reacts to compensate the phase error detected at the PFD. The time behavior of the phase
error is a damped oscillation, whose natural frequency can be indirectly measured by counting the
UP/DOWN pulses produced by the PFD. If the counter counts 1 up for each UP pulse and counts
1 down for each DOWN pulse generated from the time the frequency step was applied, then the
maximum counter value is a measure of the natural frequency of the PLL transfer function. This
fact can be seen in fig. 9.2, where the expected behavior of the phase error together with the counter
value behavior are presented: as long as the phase error is positive (i.e. the reference signal leads in
phase the divider signal), UP pulses are generated by the PFD; DOWN pulses are produced while
the phase error is negative.

Once the natural frequency is determined, the calibration step is repeated after changing the

damping characteristics of the transfer function, i.e. by opening the switch to Ra12. By comparing
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Figure 9.2: Phase error with corresponding UP/DOWN pulses.

the values of the oscillation frequency in the two steps, it is possible to estimate the variation of the

damping factor (; this information can be used to adjust the filter resistor R to obtain the desired
damping factor.

The presence of a leakage current in the charge-pump will induce a static phase error at the

PFD input. This, in turn, means an increased number of pulses in one direction (e.g. UP pulses).
However, as explained later, the value of w,, and ( can still be measured.

The auxiliary PFD in fig. 9.1 might be required to generate stable UP/DOWN pulses for the
digital counter, depending on the synthesizer PFD implementation. A possible circuit implemen-

tation that works together with a standard three-states PFD is shown in fig. 9.3. The two set-reset
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Figure 9.3: Auxiliary phase-frequency detector architecture.
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flip-flops (SR-FF) are used to establish which one between the UP/DOWN pulses occurs first. This
is necessary because the UP and DOWN pulses are simultaneously high for a length equal to the
delay in the PFD reset path [74]. If the UP pulse rises before the DOWN pulse, then a logical ’ONE’
appears at the input of the top edge-triggered resettable D flip-flop (fig. 9.3) and a logical "ZERO’
appears at the input of the bottom D flip-flop. The UP pulse delayed through a couple of invert-
ers clocks the flip-flop and the negative transition of the REF clock resets the flip-flop. Hence the
flip-flop produces an UP_stable pulse whose length is approximately equal to the REF semi-period.

The opposite happens if the DOWN pulse occurs before the UP pulse. If the PFD produces
aligned UP and DOWN pulses (this is the case if the input phase error is smaller than the dead-zone
of the PFD) then the UPgTaprE and the DOWNgTapLE signals are high at the same time.

9.2 Mathematical derivation

To justify mathematically the calibration method, we start by deriving the PLL loop transfer func-
tion with the aid of the linear model of fig. 9.4:
Icp<R . Cp S + I)KVCO

Hloop(s> = 27TCp 2N 9.1

The transfer function from phase input to phase error is given by:

(berr (S) o 1 o 82
Pin(s) 1+ Hioop(s) 82 4 2Cwys + w?

IcpKvco
=, [-cpLveo 9.3
v 27CyNg ©-3)

9.2)

The natural frequency wy, is given by:
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and the damping factor ( is defined as:

R /IcpCpKveo

C:_

2 27N O

An unit input frequency step corresponds to an input phase ramp, with Laplace transform given by

Din(s) = %2 . The Laplace transform of the phase error is then given by:

52

) T == Y
err(5) $2 4+ 2Cwys + w2 §?

9.5)

The behavior in the time domain of equation 9.5 is the impulse response of a second order system:

Genn () = wie—w sin (wot) ©9.6)

where the oscillation frequency w, is defined as:

Wo = wpV1—¢2 9.7)

Note that the natural frequency is independent of the filter resistor R, but the actual oscillation
frequency wg depends on R through the damping factor. Once the natural frequency is retrieved, R
can be adjusted to obtain the correct damping factor, without affecting the value of w,,.

As previously said, when the phase error function ¢, (t) is positive, the PFD generates UP
pulses. If the error becomes negative, DOWN pulses are generated. Assuming a positive frequency
step, an initial sequence of UP pulses is produced by the PFD and the counter value increases mono-
tonically. When the phase error crosses the zero-error phase, occurring at tcposs = wlo according to
equation 9.6, DOWN pulses start to appear decreasing the counter value. Hence at the crossing time

the counter reaches its maximum value, V,,x; the crossing point can also be expressed as:

T
teross = UJ—O = Vmax ' TREF (98)

where Trgr is the period of the REF signal (fig. 9.1 ).

Since, due to stability reasons [74], the PLL dynamics is always much slower than the REF
clock, the error introduced by quantizing t..oss With Trer is then negligible. By solving equa-
tion 9.8, wo can be expressed as:

s
wo = 7Vmax ) TREF (99)
By making the damping factor ¢ small, the oscillation frequency wy is roughly equal to the natural
frequency wy (equation 9.7). The value of wq retrieved with the second step can be used to calculate
the relative ¢ variation; in this way it is possible to adjust the resistor R to obtain the desired damping
factor. Note also that the oscillation frequency estimation is independent of the applied frequency
step size.
So far all the equations have been derived under the assumption that the PLL is operating in

its linear region. In case of a large frequency step (this is usually the case if the crystal oscillator
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Figure 9.4: Integer-N PLL linear model.

divider is changed), the PLL might loose its frequency lock. In this case, the previous equations
are no longer valid; however, it is equally possible to use the calibration method by extracting the
final counter value from simulations. Another possibility is resetting the counter whenever a pulse
skip is detected: this condition occurs when two edges of the same input signals (reference clock
or divider feedback signal) appears at the PFD input without an edge of the other signal occurring
in the middle. This indicates that the frequency of the two signals is different, e.g. the PLL is
operating in frequency acquisition mode. Once the frequency lock is achieved, the PLL enters
the phase acquisition mode: the counter is not reset anymore and the behavior of the PLL can be

modeled with the described linear equations.

9.3 Estimation of the static phase offset

Every real PLL implementation is affected by a static phase offset; its presence is due to different
factors, such as leakage currents, mismatches in the charge-pump UP/DOWN currents or different
CP currents turn-on/turn-off timing. If the phase offset can be measured, a small offset current can
be added to null the static phase offset, therefore improving the PLL spurs performance. Notice
that knowing the phase offset is not sufficient for proper spur reduction: if the offset is due to a
leakage current or to a lossy loop filter, then an offset current source can be adjusted to eliminate
completely (in principle) the spur. On the contrary, if the offset is caused by a current mismatch,
adding a compensation current will help, but will not remove the spur completely: in fact, a spike
current will be replaced with a saw-tooth shaped current.

As previously mentioned, a static phase offset will alter the number of UP or DOWN pulses
produced during the transient response. This can be visualized with the aid of fig. 9.5, showing
the phase error curves for a positive and a zero static phase offset (for a positive frequency step)
together with the relative counter curves. It can be seen that the effect of the phase offset is a
positive translation of the zero phase error curve; as a consequence, the oscillation period measured

with the counter will differ from the zero-offset case.
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Figure 9.5: Phase error curves.

In the case shown in fig. 9.5 the oscillation period will be overestimated, since the PFD will
produce UP pulses for a longer time interval, till the intersection of the offset phase error curve with
the zero phase error line.

Consider now the sequence of DOWN pulses following the UP pulses: in this case the length of
the sequence is shorter than the value expected under zero phase offset condition. As a consequence,
at the end of the first oscillation period, the counter value will be different from zero.

Let Vax indicate the maximum number of UP pulses and let V, indicate the minimum
number of DOWN pulses; by comparing Vi, with Vi, it is not only possible to determine the
real oscillation period, but it is also possible to extract information about the phase offset.

In fact, under zero phase offset condition, the magnitude of V. is equal to the magnitude of
Vin; this means that if a phase offset is present, the correct number of pulses is the average value

between the magnitude of V¢ and V,in. The real oscillation period is then given by:

2
(‘Vmax’ + ’Vmin‘) . TREF

wo = (9.10)
Furthermore, the sign of the difference between V. and Vi, is equal to the polarity of the phase
offset. Finally it possible to obtain a rough estimation of the magnitude of the phase offset. Let
tmeas denote the semi-period of the offset phase error curve; the phase offset can then be obtained
by evaluating equation 9.6 for t = tyeas. This is visualized in fig. 9.5: the offset curve Poset ()

can be written as:
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¢offset (t) = ¢err0r (t) + d)static_offset (911)

By observing that ¢.set (t) is equal to zero for t = tyyeas, the static phase offset is given by:

¢static_offset = - Qboffset (tmeas ) (9 1 2)

The accuracy of the above equation depends on many factors; first of all, t,eas 1S quantized with a
time step equal to the inverse of the PFD comparison frequency Frgr. The higher the frequency is
(compared to the PLL bandwidth) the better is the resolution. Also, unlike the oscillation frequency
estimation technique, the size of the frequency step directly influences the estimation accuracy. This
is because a large step will produce a large phase excursion at the PFD input and the static phase
error then only constitutes a small proportion. Therefore it is preferable to use a small frequency
step for this measurement. A rough estimation of the minimum detectable phase-offset can be

estimated by evaluating equation 9.6 in the case that Frepr > Fhandwidth:

A . wo > A
static offset(t) = — sin = 9.13
Pstatic_offset (t) o <FREF Frer (9.13)

where A is the step amplitude. Since the argument of the sine is small, the derivation of equa-

tion 9.13 uses the approximation sin(x)=Xx.

9.4 Extension to XA PLL topologies

The applicability of the measuring technique will now be demonstrated for XA fractional-N PLLs.
As explained before, the output frequency is controlled by means of a XA modulator. Thus, to

measure w,, the frequency step is, in this case, applied to the modulator input.

The linear model of a XA fractional-N PLL is shown in fig. 9.6. In the example analyzed in
this section, the loop filter transfer function is the same as presented in chapter 8. The mathematics
involved in this case is lengthier, but the final transfer function can be reduced to an approximate

274 order equation.

We start by finding the transfer function from the XA modulator input to phase error @, (s).
With the aid of fig. 9.6, considering that the ¥A modulator signal transfer function is just adding

a delay to the input data, the transfer function is given by:

Perr(s) 2w e 5 Trer 1
YAn(s) Ny 1—e 5Tt 14 Hypop(s)

9.14)

Indicating with w3, wy, ws and z; the high order poles and, respectively, the zero of the loop filter,

and by setting:

9 1 1 1 1 1 1 1 1 1
Tt o tor o T T o T o o o
1 4" W3 4-W5 W3  W3-W5 Wy W4-Z1 W3-Z1 W57
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Figure 9.6: XA fractional-N linear model.

it is possible to define an equivalent natural frequency wy; and an equivalent damping factor (;:

wpl 1= —n2 9.15)
[1+ (@nTeq)’]
1 1 1 1 1
C1= 5%t < ****** ) 9.16)
Z1 W3  Wg  Ws

After proper manipulations, eq. 9.14 can be reduced to the following approximated expression:

Derr(s) _ (5, ° 9.17)
YA (s) 2 4 2¢1wn1s + w2 '
2
with the gain factor given by G = (“:;;1) N—2F7;Lb Tif The final expression for the phase error,

obtained by applying a step function to the XA modulator, is given by:

G

Derr(s) =
err(s) §2 4 2¢1wn1s + w2

(9.18)

and it corresponds directly to equation 9.5. The smaller the loop damping factor ( is, the more
accurate is the approximation in equation 9.18. At this point, the natural frequency can be calculated

as described in section 9.2.

However the use of XA fractional-N PLLs introduces a new requirement for the correct appli-
cability of the method. The input step to the modulator needs to be large enough to overcome the
random effects of the modulator itself. If the input step is too small, then the UP sequence is no

longer monotonic and the extracted value of wy is no longer accurate.
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Figure 9.7: Counter behavior vs. time.

9.5 Simulation results

Based on the simulation results, the XA fractional-/N PLL topology can be simulated with a linear
simulator such as Simulink; however the system behavior has been also investigated with the event-
driven approach discussed in chapter 7, to capture the effects of non-linearities.

As previously discussed, the VCO gain Ky o is the parameter with the poorest accuracy; the
YA PLL was simulated with the nominal Ky o value and with a gain variation of 4+ 30% with
respect to the nominal value. The mismatch between the pre-distortion filter and the PLL transfer
function due to this variation causes an output error up to 5 degrees RMS. In fig. 9.7 the counter
behavior for the 3 different Kyco values is presented. It is apparent that the three curves reach
different peaks according to the value of Kvyco; as time proceeds, the effects of the XA modulator
start to appear.

By substituting the values of the parameters in the equations presented in section 9.4, the theo-
retical maximum counter values for the three different VCO gains, are, respectively, 150, 123, and
106. The values extracted from the Verilog simulation of fig. 9.7 are 148, 122, and 105; these values
closely match the predicted ones.

The counter behavior for different input frequency step is shown in fig. 9.8. As the step is
increased, the XA modulator noise is overcome and the measured values match very well with the

predictions. In the same figure the results for both simulators, Verilog and Simulink are presented.
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Figure 9.8: Counter maximum vs. frequency steps.

Note that the Simulink curves are very close to the curves obtained with Verilog, which confirms
that the linear simulator describes accurately the transient behavior of the XA PLL even for fairly

large input frequency steps.

The estimation of the phase offset with the method described in section 9.3 is more difficult
for XA PLL. In fact the resulting phase error curve for a frequency step is not as smooth as the
integer case; this means that in the proximity of the zero phase error line there could be more than
one crossing before and after the real crossing time. This affects only marginally the bandwidth
estimation since the variation in the number of pulses is small relatively to the total number of
pulses. On the contrary, the phase offset estimation can be significantly affected.

A possibility to overcome the problem is to take the average of several step measurements.
Alternatively, the XA can be overloaded (or switched off) before the step is applied in order to
operate the PLL in integer mode.

9.6 Summary

A new method to calibrate the PLL transfer-function has been presented. The implementation does
not require any additional analogue component. The only necessary extra circuitry is a digital

counter. This new approach does not offer continuous calibration and it requires a calibration cycle,
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but it is very simple and virtually no extra silicon area and no extra power consumption is required.
Moreover, this technique works for both linear and non-linear PLL frequency step responses; also,
it can be used to estimate and calibrate the static phase offset. The mathematical formulation of the
method has been verified with simulations based on a XA fractional-N PLL topology, run both on

Verilog and Simulink. Results from both simulations closely match the theoretical values.



CHAPTER 10
CONCLUSIONS

In this work, two separate cases of low-voltage and low-power systems have been investigated
with different perspectives. The first example, namely a low-voltage amplifier was treated at tran-
sistor level to show what the implications of the supply voltage scaling are. The second case,
specifically a XA frequency synthesizer, was analyzed at system level to investigate its feasibility
as a low-power transceiver architecture.

A new technique to reduce the threshold voltage of the conventional MOS transistor was the
achievement of the first part of the work. The current-driven bulk approach was introduced and it
was explained how to lower the threshold voltage (exploiting the transistor body-effect) by forc-
ing a constant current out of the bulk terminal. It was also shown how the current-driven bulk
technique can be easily integrated in standard analog design to smooth the constraints imposed by
low-voltage design. To verify the applicability of this technique experimentally, a prototype opera-
tional transconductance amplifier was implemented in a standard 0.5 ym process. The target was to
achieve 1V operation; results from measurements have not only confirmed the strength of the CDB
approach, but have also demonstrated the amplifier capability of sub-1 V operation.

Detailed analysis of XA synthesizers was the topic of the second portion of the work. One of
the accomplishments of this part is the derivation of an analytical model for noise analysis of XA
synthesizers; moreover the resulting model not only applies to 3/ modulation, but is valid for any
kind of divider dithering: for example, standard fractional-N PLLs can also be analyzed with the
developed model.

The linear model was augmented to include the effect of a previously unknown non-linearity
intrinsic to standard XA synthesizer architectures. It was demonstrated how this non-ideality is
responsible for high-frequency noise power down-folding and how the overall baseband contribu-
tion becomes progressively significant with the modulator order. A new XA fractional-N topology
was proposed to eliminate the issue introduced by the above mentioned non-linearity: the novel
architecture comprises a sample/hold block placed between the phase-frequency detector and the
loop filter to align the PFD output sequence to fixed clock edges. The sample/hold architecture has
also another beneficial effect: by inserting zeros at the reference frequency multiples, the problem
of output spectrum reference tones is eliminated.

A new methodology was developed to address the non-trivial issues dictated by XA fractional-

N simulation. The presented approach is entirely based on an object-oriented event-driven method-

103
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ology; a unique feature of this new simulation technique is the high degree of accuracy: the model
does not require approximations and does not depend on assumptions. Moreover, undesirable time
quantization phenomena are avoided: the only limitations depend on the numerical accuracy of the
event-driven simulator.

Another advantage of the developed methodology is its capability to naturally predict non-
obvious phenomena such as the above mentioned down-folding issue, without having to resort to
any special measures. It is worthwhile to remember that the simulation model is based on the
behavior of the synthesizer blocks and not on their linear model. Therefore, results from simulation
are independent from the analytical model previously derived and can be used to sustain it; the
opposite is also true, specifically the analytical model can be used to establish the accuracy of
simulations. Results of multiple simulations have in fact acknowledged good matching with the
theoretical model.

Several examples have been shown to demonstrate that the simulation methodology can be eas-
ily applied to the study of the effects of multiple non-idealities. A study case for direct GSM/DCS
modulation was deeply investigated; the brief summary presented indicates that the S/H YA
fractional-N synthesizer is suitable for fulfilling the GSM/DCS standard requirements.

Finally, a new method to calibrate the PLL transfer-function has been presented. It was shown
how it can be implemented with a simple digital counter, without demanding any additional analog
components. The novel approach does not offer continuous calibration and it requires a calibration
cycle or two if both natural frequency and damping factor are retrieved, but it is extremely simple
and, virtually, no extra silicon area and no extra power consumption is necessary. Moreover, this
technique can be equally applied to both linear and non-linear PLL frequency step responses; it can
also be used to estimate the static phase offset.

The mathematical formulation of the calibration method was verified at system level with sim-
ulations based on a XA fractional- N PLL topology, run both on a behavioral model (Verilog) and

a linear model (Simulink). Both simulations closely match the predictions.
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APPENDIX A

VERILOG CODE

Reference clock block

/! Reference clock
‘timescale 1s / 1fs
MODULE clk_block (V_clk);
OUTPUT V_clk;
reg clk;
initial clk =0;
always # (0.5/(26e6)-1e-15) clk=~clk;
assign {V_clk}=clk;
ENDMODULE

Charge-Pump block

/I Charge-Pump
‘timescale 1fs / 1fs
MODULE cp_block (UP, DOWN, I, ctrl);
INPUT UP; // UP from PFD
INPUT DOWN; // DOWN from PFD
OUTPUT I; // output current
OUTPUT ctrl; // control signal that toggles on current changes
wire [64:1] I;
real i_actual,i_up,i_down,i_old;
reg ctrl;
initial
begin
i_up = 10.0e-6;
i_down = 10.0e-6;
ctrl = 0;

end

107
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always @ (posedge(UP) or negedge(UP) or posedge(DOWN) or negedge(DOWN))
begin
i_actual=(1.00*UP*i_up-1.00*DOWN*i_down);
if (i_actual!=i_old)
begin
ctrl=~ctrl;
1_old=i_actual;
end
end
assign{I}=$realtobits(i_actual);
ENDMODULE

Divider block

// multi-moduli divider
‘timescale 1fs / 1fs
MODULE div_block (VCO_in, mod_ctrl, div_out);
INPUT VCO_in, mod_ctrl;
OUTPUT div_out;
wire [32:1] mod_ctrl;
reg div_clk;
integer N, i, N_base, delay, fp;
time t;
initial
begin
i=0;
N=134;
N_base=134;
t=0;
div_clk=1;
end
always @ (posedge (VCO_in))
begin
i=i+1;
if (i==10) div_clk=0;
if (i ==(N))
begin
1=0;
t=$time;
N=mod_ctrl;
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if (N==N_base-7) delay=1e3; //standard delay is 1ps
if (N==N_base-6) delay=1e3;
if (N==N_base-5) delay=1e3;
if (N==N_base-4) delay=1e3;
if (N==N_base-3) delay=1e3;
if (N==N_base-2) delay=1e3;
if (N==N_base-1) delay=1e3;
if (N==N_base) delay=1e3;
if (N==N_base+1) delay=1e3;
if (N==N_base+2) delay=1e3;
if (N==N_base+3) delay=1e3;
if (N==N_base+4) delay=1e3;
if (N==N_base+5) delay=1e3;
if (N==N_base+6) delay=1e3;
if (N==N_base+7) delay=1e3;
if (N==N_base+8) delay=1e3;
# delay div_clk=1;
end
end
assign {div_out}=div_clk;

ENDMODULE

Loop-Filter block

‘timescale 1fs / 1fs
MODULE loop_block (I_cp, cp_ctrl, VCO_clk, V_ctrl );
INPUT I_cp; // current signal from CP block
INPUT VCO_clk; // VCO signal
INPUT cp_ctrl; // ctrl signal from CP block
OUTPUT V_ctrl; // Control voltage for VCO
wire [64:1] V_ctrl;
wire [64:1] I_cp;
integer fp_loop;
real z0,p0,p1,p2,A0,A1,A2,tau0,taul,tau2,cap;
real I_current, I_old, t_scale, t_diff, VIp0,VIp1,VIp2,Vip;
time t_current, t_old;
initial
begin
z0=2%3.14*100e3;
p0=2%3.14*500e3;
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p1=2%3.14*1e6;
p2=2%3.14*5¢6;
cap=18.158e-12;
AO0=p1*p2*(p0-z0)/((-p0*p2+p1*p2+p0*p0-p0*p1)*z0*cap*p0);
Al=p0*p2*(z0-pD)/((p1-p0)*(p2-pl)*z0*cap*pl);
A2=p0*p1*(p2-z0)/((p1-p2)*(p0-p2)*z0*cap*p2);
tau0=1/p0;
taul=1/p1;
tau2=1/p2;
t_scale=le-15;
end
always @ (posedge (cp_ctrl) or negedge (cp_ctrl) or posedge (VCO_clk) or negedge (VCO_clk))
begin
I_current=(($bitstoreal(I_ctr)));
t_current=$time;
t_diff=(t_current-t_old)*t_scale;
V_cap=V_cap+(t_diff)*(i_old/cap);
Vip0=VIp0+(I_old*A0-VIp0)*(1.00-$exp((t_diff)/(-tau0)));
Vip1=VIpl+(I_old*A1-VIp1)*(1.00-Sexp((t_diff)/(-taul)));
Vip2=VIp2+(I_old*A2-VIp2)*(1.00-Sexp((t_diff)/(-tau2)));
Vip=(V_cap+VIp0+VIp1+VIp2);
t_old=S$time;
I _old =I_current;
END
assign{V_ctr}=S$realtobits(Vlp);
ENDMODULE

MASH block

‘timescale 1fs/1fs
MODULE mash_block (clk, mod_ctrl);
INPUT clk;
OUTPUT mod_ctrl;
wire [32:1] mod_ctrl;
real int_1, int_2, int_3, int_4, bit_res;
integer carry_1, carry_2, carry_3, carry_4, carry_4_old;
integer sum_1, sum_2, sum_3, sum_1_old, sum_2_old;
integer fp1,fp2,0opn, count, div_ratio, sd_out, tmp;
integer dither;

real offset, modulation, prew_data, data_in;



real mean;
time t;
initial
begin
fpl=$fopenr("modulation_data.dat");
int_1=0;
int_2=0;
int_3=0;
int_4=0;
sum_ 1=0;
sum_2=0;
sum_3=0;
sum_1_old=0;
sum_2_old=0;
carry_1=0;
carry_2=0;
carry_3=0;
carry_4=0;
carry_4_old=0;
bit_res=65000; // input word resolution
offset=bit_res*0.5;
div_ratio=134;
count=0;
end
always @(negedge(clk))
begin
count=count+1;
t=$time;
dither=(({$random} %2)*2-1);
if (t(0.41e-3*(1el5)))
begin
opn=$fscanf(fpl,"%f",prew_data);
modulation=prew_data*bit_res;
end
// datal¥4.00: the modulation amplitude is multiplied for 4
data_in=offset+modulation;
// integrator_1
int_1 =int_1+ data_in;
if (int_1>(bit_res-1))
begin
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carry_l=1;
int_I=int_1-bit_res;
end
else carry_1=0;
// integrator_2
int_2 =int_2+int_1;
if (int_2>(bit_res-1))
begin
carry_2=1;
int_2=int_2-bit_res;
end
else carry_2=0;
// integrator_3
int_3 =int_3+int_2;
if (int_3>(bit_res-1))
begin
carry_3=1;
int_3=int_3-bit_res;
end
else carry_3=0;
// integrator_4
int_4 =int_3+int_4;
if (int_4>(bit_res-1))
begin
carry_4=1;
int_4=int_4-bit_res;
end
else carry_4=0;
sum_l=carry_3+carry_4-carry_4_old;
sum_2=sum_1-sum_1_old+carry_2;
sum_3=sum_2-sum_2_old+carry_1;
carry_4_old=carry_4;
sum_1_old=sum_1;
sum_2_old=sum_2;
sd_out=sum_3+div_ratio;
end
assign{mod_ctrl}=sd_out;

ENDMODULE

APPENDIX A. VERILOG CODE
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Phase-Frequency Detector

// phase-frequency detector
‘timescale 1fs / 1fs
MODULE PFD_block (V_clk, V_div, UP, DOWN);
INPUT V_clk, V_div; // input from reference-clock and from divider
ouTPUT UP, DOWN;
wire reset;
assign {reset}=(UP && DOWN);
dff flipl( 1°b1, V_clk, reset, UP);
dff flip2( 1°b1, V_div, reset, DOWN);
ENDMODULE

Sample/Hold block

‘timescale 1fs / 1fs
MODULE sh_block (I_cp, I_cp_ctrl, clk, V_out, SH_ctrl);
INPUT I_cp, I_cp_ctrl, clk;
OUTPUT V_out, SH_ctrl;
wire [64:1] I_cp;
reg [64:1] V_out;
reg SH_ctrl;
time t_current, t_old;
real int_cap, tscale, charge, i_current, i_old, V_sh;
initial
begin
int_cap=18.833e-12; // integrating capacitance
tscale=le-15;
SH_ ctrl=0;
end
always @ (posedge (I_cp_ctrl) or negedge (I_cp_ctrl))
begin
i_current = $bitstoreal(I_cp);
t_current = $time;
charge = charge+(t_current-t_old)*tscale*(i_old);
t_old = t_current;
i_old =1_current;
end
always @ (negedge(clk))
begin
V_sh=V_sh+charge/int_cap;
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V_out=Srealtobits(V_sh);
SH_ctrl=~SH_ctrl;
charge=0;

end

ENDMODULE

VCO block

‘timescale 1s / 1fs
MODULE VCO_block (V_in,V_div);
OUTPUT V_div; // output waveform (to the divider)
INPUT V_in; // input control voltage (from the loop-filter)
wire [64:1] V_in;
integer int_part, VCO_semiperiod_int;
time int_semiperiod;
reg VCO_clk;
real V_ctr, f_actual, VCO_semiperiod, gain, err_acc, f_run, diff, Wfr;
real VCO_semiperiod_act;
initial
begin
assign V_ctr=$bitstoreal(V_in);
VCO_clk=1;
VCO_semiperiod=1.470e-10;
VCO_semiperiod_act=1.470e-10;
gain=100.00e6;
Witr=3.400e9;
end
always # (VCO_semiperiod_act-1e-15)
begin
VCO_clk = ~ VCO_clk;
f_run=Wfr+V_ctr*gain;
VCO_semiperiod=1/(2*f_run);
// sigma-delta first order
diff=VCO_semiperiod-VCO_semiperiod_act;
err_acc=err_acc+diff;
int_semiperiod=err_acc*1el5;
VCO_semiperiod_act=int_semiperiod/(1.0e15);
// end of sigma-delta code
if ((VCO_semiperiod< Se-12)II(VCO_semiperiod> 1e-9))
begin

VERILOG CODE



VCO_semiperiod=1.470e-10;
VCO_semiperiod_act=1.470e-10;
end
end
assign {V_div}=VCO_clk;
ENDMODULE

VCO sampling block

// Signal recorder for VCO and for the ideal VCOid

‘timescale 1fs / 1fs
MODULE VCO_samp_block (VCO_id, VCO);
INPUT VCO_id; // ideal output clock
INPUT VCO; // signal from VCO
time t_VCO, t_VCOid;
integer ph_VCO, ph_VCOid;
real t_rec_start;
initial
begin
t_rec_start=0.41e-3*(1el5);
t_rec_start ph_VCO = $fopen("time_VCQO");
t_rec_start ph_VCOid = $fopen("time_VCOid");
end
always @ (posedge(VCO_id) or negedge (VCO_id))
begin
t_VCOid=>$time;
$fdisplay(ph_VCOid,"%d",t_VCOid);
end
always @ (posedge(VCO) or negedge(VCO))
begin
t_VCO=$time;
$fdisplay(ph_VCO,"%d", t_VCO);
end
ENDMODULE
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APPENDIX B

OSCILLATION FREQUENCY ESTIMATION

This appendix presents the derivation of an approximate 2" order equation to calculate the

oscillation frequency of a 5%

We start by considering the loop transfer function:

order system. The design parameters can be found in table 8.2.

H, (S)_cho. Icp L+
oop \®) = (77 T
s Ny 2-71-C, (1+§3).<1+§4).(1+§5)
G- Kveo Icp-ws-wi-ws
Nb 2-7T'CP'Z1
Z1 +8
Hloop(s):G

85 + st (w3 4+ wg + ws) + 83 (Wsws3 + Wsws + waws) + SPwawsws

The transfer function from XA input to PFD input can be expressed as:

2.0 1 1
H = : '
Osa (S) N, eSTREF — 1 1+ Hloop (S)

Expanding the loop transfer function the following expression is found:

2.7 b + gt (w;g + wyq + W5) + g3 (wINT_PRQD) + S2W4W3w5

(B.1)

(B.2)

(B.3)

Ho,, (s)

- Ny, - sTREF . s5 4 s (wg + w4 + w5) +s3 (WINT_PROD) + s2wywsws + Gs + Gz

where the new parameter wiNT prop is defined as wiNT PROD = Ws - W3 + W5 - W4 + w4 - W3

By applying a unary step to the 3A modulator, the Laplace transform of the phase error is given

by:

1
Qe (5) = Hoy o (s) S

After dividing the numerator for the denominator and setting:

(B.4)

2

“h

Wn1 =

1+ (Zrom+oimt 2+ + &+ ok + ok + o
4 3

w4 w3 w4 W5 w3 ws wy wq+71 Z1-Ww3 w521
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1 1 1 1 1
G = o Wnl\ T T T —
Z1 W3 W4 Ws
A second order approximated transfer function can be derived:

Ho, (s) = 22 2em 1 1
=4 Wn N, T% $24+2-(1 wn1 -8+ w?
REF a1

The oscillation frequency is given by:

wo = wn1 - \/1— ¢}

From the value of the oscillation frequency, the max counter value can be calculated as:

i
max_value = ———
TREF - wo

(B.5)

(B.6)

B.7)

(B.8)



BIBLIOGRAPHY

(1]

(2]

(3]

(4]

[5]

[6]

[7]

(8]

H. Iwai, “CMOS technology-year 2010 and beyond,” Solid-State Circuits, IEEE Journal of,
vol. 34, no. 3, pp. 357-366, 1999.

G. Moore, “Progress in digital integrated electronics,” 1975 International Electron Devices
Meeting. (Technical digest), pp. 11-13, 1975.

P. Woerlee, M. Knitel, R. van Langevelde, D. Klaassen, L. Tiemeijer, A. Scholten, and
A. Zegers-van Duijnhoven, “RF-CMOS performance trends,” Electron Devices, IEEE Trans-
actions on, vol. 48, no. 8, pp. 1776-1782, 2001.

S. Thompson, P. Packan, and M. Bohr, “MOS Scaling: Transistor Challenges for the 21st
Century,” Intel Technology Journal, vol. Q3, 1998.

“http://public.itrs.net/files/2003itrs/home2003.htm,” 2003. International Roadmap for Semi-
conductor (ITRS).

C. C. Enz, F. Krummenacher, and E. A. Vittoz, “Analytical MOS transistor model valid in
all regions of operation and dedicated to low-voltage and low-current applications,” Analog

Integrated Circuits and Signal Processing, vol. 8, no. 1, pp. 83—-114, 1995.

C. C. Enz and E. A. Vittoz, “MOS Transistor Modeling for Low-Voltage and Low-Power
Analog IC Design,” Microelectronic Engineering, vol. 39, no. 1-4, pp. 59-76, 1997.

J. Crols and M. Steyaert, “Switched-opamp: an approach to realize full CMOS switched-
capacitor circuits at very low power supply voltages,” Solid-State Circuits, IEEE Journal of,
vol. 29, no. 8, pp. 936-942, 1994.

E. Vittoz, Limits to LP/LV Analog Circuit Design. MEAD Microelectronics, 1994,

J. Steensgaard, “Bootstrapped low-voltage analog switches,” ISCAS’99. Proceedings of the
1999 IEEE International Symposium on Circuits and Systems VLSI (Cat. No.99CH36349),
pp- 29-32 vol.2, 1999.

M. Wang, J. Mayhugh, T.L., S. Embabi, and E. Sanchez-Sinencio, “Constant-g,, rail-to-rail
CMOS op-amp input stage with overlapped transition regions,” Solid-State Circuits, IEEE
Journal of, vol. 34, no. 2, pp. 148-156, 1999.

Y. Berg, D. Wisland, and T. Lande, “Ultra low-voltage/low-power digital floating-gate cir-
cuits,” Circuits and Systems 11: Analog and Digital Signal Processing, IEEE Transactions on,
vol. 46, no. 7, pp. 930-936, 1999.

119



120

[13]

BIBLIOGRAPHY

J. Ramirez-Angulo, S. Choi, and G. Gonzalez-Altamirano, “Low-voltage circuits building
blocks using multiple-input floating-gate transistors,” Circuits and Systems I: Fundamental
Theory and Applications, IEEE Transactions on, vol. 42, no. 11, pp. 971-974, 1995.

T. Duisters and E. Dijkmans, “A -90-dB THD rail-to-rail input opamp using a new local charge
pump in CMOS,” Solid-State Circuits, IEEE Journal of, vol. 33, no. 7, pp. 947-955, 1998.

A. Baschirotto and R. Castello, “A 1-V 1.8-MHz CMOS switched-opamp sc filter with rail-
to-rail output swing,” Solid-State Circuits, IEEE Journal of, vol. 32, no. 12, pp. 1979-1986,
1997.

B. Blalock, P. Allen, and G. Rincon-Mora, “Designing 1-V op amps using standard digital
CMOS technology,” Circuits and Systems II: Analog and Digital Signal Processing, IEEE
Transactions on, vol. 45, no. 7, pp. 769-780, 1998.

F. Assaderaghi, D. Sinitsky, S. Parke, J. Bokor, P. Ko, and C. Hu, “A dynamic threshold voltage
MOSFET (DTMOS) for ultra-low voltage operation,” Electron Devices Meeting, 1994. IEDM
"94. Technical Digest., International, pp. 809-812, 1994.

A. Shibata, T. Matsuoka, S. Kakimoto, H. Kotaki, M. Nakano, K. Adachi, K. Ohta, and
N. Hashizume, “Ultra low power supply voltage (0.3 V) operation with extreme high speed
using bulk dynamic threshold voltage MOSFET (B-DTMOS) with advanced fast-signal-
transmission shallow well,” VLSI Technology, 1998. Digest of Technical Papers. 1998 Sym-
posium on, pp. 7677, 1998.

M.-J. Chen, J.-S. Ho, T.-H. Huang, C.-H. Yang, Y.-N. Jou, T. Wu, and T. Wu, “Back-gate
forward bias method for low-voltage CMOS digital circuits,” Electron Devices, IEEE Trans-
actions on, vol. 43, no. 6, pp. 904-910, 1996.

B. Blalock and P. Allen, “A low-voltage, bulk-driven MOSFET current mirror for CMOS tech-
nology,” 1995 IEEE Symposium on Circuits and Systems (Cat. No.95CH35771), pp. 1972-5
vol.3, 1995.

A. Chandrakasan and R. Brodersen, Low Power Digital CMOS Design. Norwell, MA, USA:
Kluwer Academic Publishers, 1995.

D. A. Neamen, Semiconductor Physics and Devices: Basic principles. Chicago, Ill.: Irwin,
1997.

F. De La Hidalga-W., M. Deen, E. Gutierrez-D., and F. Balestra, “Effect of the forward
biasing the source-substrate junction in n-metal-oxide-semiconductor transistors for possi-
ble low power complementary metal-oxide-semiconductor integrated circuits’ applications,”
Journal of Vacuum Science & amp; Technology B (Microelectronics and Nanometer Struc-
tures), vol. 16, no. 4, pp. 1812-17, 1998.



BIBLIOGRAPHY 121

[24]

L. Wong and G. Rigby, “A 1 V CMOS digital circuits with double-gate-driven MOSFET,”
Solid-State Circuits Conference, 1997. Digest of Technical Papers. 43rd ISSCC., 1997 IEEE
International, pp. 292-293, 473, 1997.

D. A. Johns and K. Martin, Analog Integrated Circuit Design. John Wiley and Sons, Inc.,
1997.

W. Liu and et al., BSIM3v3.2.2 MOSFET Model - Users Manual. Dept. of Elec. Eng. and

Computer Sciences, University of California, Berkeley, 1999.

A. S. Sedra and K. C. Smith, Microelectronic Circuits. New York: Holt, Rinehart & Winston,
3rd ed., 1991.

E. Vittoz, “MOS transistors operated in the lateral bipolar mode and their application in CMOS
technology,” IEEE Journal of Solid-State Circuits, vol. SC-18, no. 3, pp. 273-9, 1983.

P. R. Gray and R. G. Maeyer, Analysis and Design of Analog Integrated Circuits. John Wiley
& Sons, Inc., 3rd ed., 1983.

T. Lehmann and M. Cassia, “1-V power supply CMOS cascode amplifier,” Solid-State Cir-
cuits, IEEE Journal of, vol. 36, no. 7, pp. 1082-1086, 2001.

P. Allen, B. Blalock, and G. Rincon, “A 1 V CMOS op amp using bulk-driven MOSFETsS,”
Solid-State Circuits Conference, 1995. Digest of Technical Papers. 41st ISSCC, 1995 IEEE
International, pp. 192-193, 1995.

L. Yao, M. Steyaert, and W. Sansen, “A 0.8-V, 8-uW, CMOS OTA with 50-dB gain and 1.2-
MHz GBW in 18-pF load,” European Solid-State Circuits, 2003. ESSCIRC ’03. Conference
on, pp. 297-300, 2003.

M. Perrott, I. Tewksbury, T.L., and C. Sodini, “A 27-mW CMOS fractional-N synthesizer us-
ing digital compensation for 2.5-Mb/s GFSK modulation,” Solid-State Circuits, IEEE Journal
of, vol. 32, no. 12, pp. 2048-2060, 1997.

J. Craninckx and M. S. Steyaert, “Fully integrated CMOS DCS-1800 frequency synthesizer,”
IEEFE Journal of Solid-State Circuits, vol. 33, no. 12, pp. 2054-2065, 1998.

W. Rhee, B.-S. Song, and A. Ali, “A 1.1-GHz CMOS fractional-n frequency synthesizer with
a 3-b third-order delta sigma modulator,” IEEE Journal of Solid-State Circuits, vol. 35, no. 10,
pp. 1453-60, 2000.

D. McMahill and C. Sodini, “A 2.5-Mb/s GFSK 5.0-Mb/s 4-FSK automatically calibrated
Y-A frequency synthesizer,” Solid-State Circuits, IEEE Journal of, vol. 37, no. 1, pp. 18-26,
2002.



122

[37]

[42]
[43]

[44]

BIBLIOGRAPHY

W. Rhee, B. Bisanti, and A. Ali, “An 18-mW 2.5-GHz/900-MHz BiCMOS dual frequency
synthesizer with 10-Hz RF carrier resolution,” Solid-State Circuits, IEEE Journal of, vol. 37,
no. 4, pp. 515-520, 2002.

E. Hegazi and A. Abidi, “A 17-mW transmitter and frequency synthesizer for 900-MHz GSM
fully integrated in 0.35-pum cmos,” Solid-State Circuits, IEEE Journal of, vol. 38, no. 5,
pp- 782-792, 2003.

B. Bisanti, S. Cipriani, L. Carpineto, F. Coppola, E. Duvivier, N. Mouralis, D. Ercole, G. Puc-
cio, V. Roussel, and S. Cercelaru, “Fully integrated sigma-delta synthesizer suitable for indi-
rect VCO modulation in 2.5G application,” Microwave Symposium Digest, 2003 IEEE MTT-S
International, vol. 1, p. A1, 2003.

ER]

F. Gardner, “Charge-pump phase-lock loops,
vol. COM-28, no. 11, pp. 1849-58, 1980.

IEEE Transactions on Communications,

C. Barrett, Fractional/Integer-N PLL Basics. Texas Instruments, 1999. Technical brief
SWRAO029.

D. Banerjee, PLL performance, Simulation and Design. National Semiconductor, 1998.
J. Crawford, Frequency Synthesizer Design Handbook. Norwood, MA: Artech House, 1994.

C. A. Kingsford-Smith, Device for synthesizing frequencies which are rational multiples of a
fundamental frequency. U. S. patent 3,928,813, Dec 23 1975.

R. G. Cox, Frequency synthesizer. R. G. Cox, U. S. patent 3,976,945, Aug 24 1976.

B. Miller and B. Conley, “A multiple modulator fractional divider,” Proceedings of the Annual
Frequency Control Symposium, pp. 559-568, 1990.

T. Riley, M. Copeland, and T. Kwasniewski, “Delta-sigma modulation in fractional-N fre-
quency synthesis,” Solid-State Circuits, IEEE Journal of, vol. 28, no. 5, pp. 553-559, 1993.

Y. Matsuya, K. Uchimura, A. Iwata, T. Kobayashi, M. Ishikawa, and T. Yoshitome, “A 16-
bit oversampling A-to-D conversion technology using triple-integration noise shaping,” IEEE
Journal of Solid-State Circuits, vol. SC-22, no. 6, pp. 921-9, 1987.

J. Candy, “A use of double integration in sigma delta modulation,” IEEE Transactions on
Communications, vol. COM-33, no. 3, pp. 249-58, 1985.

I. Galton, “Granular quantization noise in a class of delta-sigma modulators,” Information
Theory, IEEE Transactions on, vol. 40, no. 3, pp. 848-859, 1994.

I. Galton, An Analysis of Quantization Noise in Modulation and Its Application to Parallel
Modulation. PhD thesis, California Institute of Technology, 1992.



BIBLIOGRAPHY 123

[52]

[59]

W. Rhee, Multi-Bit Delta-Sigma Modulation for Fractional-N Frequency Synthesizers. PhD
thesis, University of Illinois, Aug 21 2000.

T. P. Kenny, T. A. Riley, N. M. Filiol, and M. A. Copeland, “Design and realization of a
digital AY modulator for fractional-n frequency synthesis,” IEEE Transactions on Vehicular
Technology, vol. 48, no. 2, pp. 510-521, 1999.

T. Riley, N. Filiol, Q. Du, and J. Kostamovaara, “Techniques for in-band phase noise reduction
in AY synthesizers,” Circuits and Systems II: Analog and Digital Signal Processing, IEEE
Transactions on, vol. 50, no. 11, pp. 794-803, 2003.

B. Razavi, Monolithic Phase-Locked Loops abd Clock Recovery Circuits. Piscataway, NJ:
IEEE Press, 1996.

M. Cassia, P. Shah, and E. Bruun, “A spur-free fractional-N Sigma Delta PLL for GSM appli-
cations: linear model and simulations,” Proceedings of the 2003 IEEE International Sympo-
sium on Circuits and Systems (Cat. No.03CH37430), pp. I-1065-8 vol.1, 2003.

U. L. Rohde, Digital PLL Frequency Synthesizers. Englewood Cliffs, NJ: Prentice Hall, 1983.

N. Ishihara and Y. Akazawa, “A monolithic 156 Mb/s clock and data-recovery PLL circuit
using the sample-and-hold technique,” Solid-State Circuits Conference, 1994. Digest of Tech-
nical Papers. 41st ISSCC., 1994 IEEE International, pp. 110-111, 1994.

J. Maneatis, J. Kim, I. McClatchie, J. Maxey, and M. Shankaradas, “Self-biased high-
bandwidth low-jitter 1-to-4096 multiplier clock generator PLL,” Design Automation Confer-
ence, 2003. Proceedings, pp. 688-690, 2003.

M. Perrott, M. Trott, and C. Sodini, “A modeling approach for >-A fractional-N frequency
synthesizers allowing straightforward noise analysis,” Solid-State Circuits, IEEE Journal of,
vol. 37, no. 8, pp. 1028-1038, 2002.

V. Kroupa and L. Sojdr, “Phase-lock loops of higher orders,” Frequency Control and Synthesis,
1989. Second International Conference on, pp. 65-68, 1989.

M. Cassia, P. Shah, and E. Bruun, “Frequency Synthesizer Techniques - Analytical Model and
Behavioral Simulation Approach for a XA Fractional-N Synthesizer Employing a Sample-
Hold Element,” IEEE Transactions on Circuits and Systems - Il - Analog Digital Signal Pro-
cessing, vol. 50, no. 11, pp. 850-859, 2003.

M. Perrott, “Fast and accurate behavioral simulation of fractional-N frequency synthesiz-
ers and other PLL/DLL circuits,” Design Automation Conference, 2002. Proceedings. 39th,
pp- 498-503, 2002.

K. Kundert and A. White, J. Sangiovanni-Vincentelli, Steady-State Methods for Simulating
Analog and Microwave Circuits. Boston: Kluwer, 1990.



124

[65]

BIBLIOGRAPHY

A. Demir, E. Liu, A. Sangiovanni-Vincentelli, and I. Vassiliou, “Behavioral simulation tech-
niques for phase/delay-locked systems,” Custom Integrated Circuits Conference, 1994., Pro-
ceedings of the IEEE 1994, pp. 453-456, 1994.

IEEE, 1364-2001 IEEE Standard for Verilog Hardware Description Language, 2001.

P. Gray and R. Meyer, “Future directions in silicon ICs for RF personal communications,”
Custom Integrated Circuits Conference, 1995., Proceedings of the IEEE 1995, pp. 83-90,
1995.

S. Sheng, L. Lynn, J. Peroulas, K. Stone, I. O’Donnell, and R. Brodersen, “A low-power
CMOS chipset for spread spectrum communications,” Solid-State Circuits Conference, 1996.
Digest of Technical Papers. 42nd ISSCC., 1996 IEEE International, pp. 346-347, 1996.

S. Heinen, S. Beyer, and J. Fenk, “A 3.0 V 2 GHz transmitter IC for digital radio commu-
nication with integrated VCOs,” Solid-State Circuits Conference, 1995. Digest of Technical
Papers. 41st ISSCC, 1995 IEEE International, pp. 146-147, 1995.

S. Heinen, K. Hadjizada, U. Matter, W. Geppert, V. Thomas, S. Weber, S. Beyer, J. Fenk,
and E. Matschke, “A 2.7 V 2.5 GHz bipolar chipset for digital wireless communication,”
Solid-State Circuits Conference, 1997. Digest of Technical Papers. 43rd ISSCC., 1997 IEEE
International, pp. 306-307, 1997.

W. Bax and M. Copeland, “A GMSK modulator using a AY. frequency discriminator-based
synthesizer,” Solid-State Circuits, IEEE Journal of, vol. 36, no. 8, pp. 1218-1227, 2001.

T. H. Lee, The Design of CMOS Radio-Frequency Integrated Circuits. Cambridge University
Press, 2nd ed., 2004.

E. . 910, Digital Cellular Telecommunication System (Phase 2+). Radio transmission and
reception, 8th ed., December 1999. GSM 05.05 version 5.11.1 Release 1996.

B. Razavi, RF Microelectronics. Prentice Hall, 1998.

D. McMahill and C. Sodini, “Automatic calibration of modulated frequency synthesizers,”
Circuits and Systems I1: Analog and Digital Signal Processing, IEEE Transactions on, vol. 49,
no. 5, pp. 301-311, 2002.

H. Hagberg and L. M. A. Nilsson, Tuning the Bandwidth of a Phase-Locked Loop. US Patent
6,049,255, Apr 11 2000.



APPENDIX C
PUBLICATIONS

During this study, the following journal and conference papers were presented:

1. Torsten Lehmann and Marco Cassia, “1-V power supply CMOS cascode amplifier”, IEEE
Journal of Solid-State Circuits, vol. 36, no. 7, pp. 1082-1086, 2001.

2. Torsten Lehmann and Marco Cassia, “1 V OTA using current driven bulk circuits”, Journal
of Circuits, Systems, and Computers, Vol. 11, No. 1, 2002.

3. M. Cassia, P. Shah and E. Bruun, “A Spur-Free Fractional-N XA PLL for GSM Applica-
tions: Linear Model and Simulations”, Proc. IEEE International Symposium on Circuits and
Systems, vol. 1, pp. 1065-1068, Thailand, May 2003.

4. M. Cassia, P. Shah and E. Bruun, " A Novel PLL Calibration Method". Proc. 215 NORCHIP
Conference, pp. 252-255, Latvia, Nov. 2003.

5. M. Cassia, P. Shah and E. Bruun, ”Analytical Model and Behavioral Simulation Approach for
a N XA Fractional-N Synthesizer Employing a Sample-Hold Element”, I[EEE Transactions
on Circuits and Systems 11, vol. 50 Issue 11, pp. 794-803, Nov. 2003.

6. M. Cassia, P. Shah and E. Bruun, ”A Calibration Method for PLLs based on Transient Re-
sponse”, Proc. IEEFE International Symposium on Circuits and Systems, vol. IV, pp. 481-484,
Canada, May 2004.

7. M. Cassia, P. Shah and E. Bruun, ”A Novel Calibration Method for Phase-Locked Loops”,
Springer International Journal on Analog Integrated Circuits and Signal Processing, vol. 42,
No. 1, Jan 2005.

The papers are reproduced on the following pages with permission of their respective copyright
holders.

125






1082 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 36, NO. 7, JULY 2001

1-V Power Supply CMOS Cascode Amplifier

Torsten Lehmann and Marco Cassia

Abstract—n this paper, we design a folded cascode operational
transconductance amplifier in a standard CMOS process, which
has a measured 69-dB dc gain, a 2-MHz bandwidth, and compat-
ible input- and output voltage levels at a 1-V power supply. This
is done by a novel current driven bulk (CDB) technique, which re-
duces the MOST threshold voltage by forcing a constant current
though the transistor bulk terminal. We also look at limitations and
improvements of this CDB technique.

B
Index Terms—1-V OTA, CMQOS, current driven bulk, ultra-low =
voltage. B 8 D
[N
7777
n
I. INTRODUCTION LLLLLn
n-welil poly

NE OF THE most serious design constraints when
making integrated analog circuits for systems with
ultra-low supply voltages is the value of the MOS threshold
\/0|tage Vin. A typica| 3.3-V process ha%;;, in the range Fig. 1. Current drive of bulk terminal. (a) Circuit. (b) Circuit with parasitic
0.6-0.7 V. Used with a 1-V power supply, this gives a sign&’ " (©) Layout
swing of at most 100 mV on a transistor gate, if room for two
drain—source saturation voltagesg s,; 0f 100 mV is needed II. CURRENT DRIVEN BULK
(which it most certainly is). Several approaches to ultra-low ) .
voltage supply circuit design have recently been described;ThethreShc"d voltagg ongOS transistor as a function of the
e.g., based on charge pumps [1], bulk drive [2], floating gat@4lk—source voltagé’ss is given by
[3] or limited common-mode range input circuits [4], [5]. In
this paper, we shall look at how to reduce the MOS threshold Viw = Vino + v(V[20F — Vas| — V]267)) 1)
voltage in a standard CMOS process, and we shall use the
reducedV;y, transistors to implement a 1-V folded cascodgnere
operational transconductance amplifier (OTA) with compatible v, | zero bias threshold voltage;
input- and o_utput levels. The adyantages of this technique ?‘r% bulk effect factor:
that 1) possible voltage stress, increased power consumption, . .
and noise coupling associated with a charge pump are avoided?F Fermi poter@al.
2) the input transistor pair gain reduction and input impedanE@T P-channel transistorg¢y ~ —0.7 V, v ~ —0.5V/V, and
reduction associated with a bulk drive are avoided; 3) spectako ~ —0.6V, typically, and a bulk bia¥s is normally>0'V,
processing and callibration steps associated with floating g#¢Bich numerically increases the threshold voltage. However, by
devices are avoided; 4) continous time signal processingbi@singVes < 0V we can actually (numericallyjecreasehe
possible; and 5) standard circuit topologies, such as cascégshold voltage [6], [7].
amplifiers, can be used. In Section II, we look at the current To reduce the threshold voltage as much as possible, we want
driven bulk technique for reducing,. In Section IlI, we look the bulk bias|Vgs| as high as possible. This will, however,
at the unwanted effects of this technique and how to overcoigsward bias the bulk—source diode, i.e., the base—emitter diode
these. In Section IV, we implement the OTA. In Section \@f the associated parasitic bipolar transistor (BJT), thereby

we present measurements from an experimental chip, andYfning on this BJT; thugVas| is limited by how much current
Section VI, we draw the conclusions. we can tolerate in the BJT. Now, this is the idea of the new

current driven bulk(CDB) circuits (see Fig. 1). Instead of
voltage driving the bulk where we would need a considerable
safety margin to hold the current level in the bipolar tran-

Manuscript received November 21, 2000; revised February 26, 2001. sistor below a certain valuéy,.x, we S|mply forc_e a current,
T. Lehmann is with Cochlear Ltd., Lane Cove 2066 NSW, Australia (e-maifgg = Imax/(8cs + Bcp + 1), through the diode, where

p-substrate

tiehmann@cochlear.com.au). , - the 's are the two base—collector current gains of the BJT;
M. Cassia is with @rsted DTU, Technical University of Denmark, DK—280(%hiS will always give us the largest possible bulk bias (namely
Kgs. Lyngby, Denmark (e-mail: marco@it.dtu.dk). ’ ) g
Publisher Item Identifier S 0018-9200(01)04518-8. the diode forward voltage). In Fig. 2 the simulated threshold
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Fig. 2. Threshold voltage versus bulk bias current. Fig. 4. CDB compared with normal MOST common-source frequency
response.
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Fig. 3. Bias circuit eliminating unknown BJF's. a Vg and if |Viyor| > Vinon, the level shifter/p R can be
omitted.

voltage as a function of the bulk bias currdag is shown for
aW/L = 40 pm/10 pm device in a 0.5:m process. We use a
p-channel transistor as we can access the bulk terminal for thisCurrent driving the bulk introduces a number of unwanted
device without fear of latchup in a standard n-well process. effects in the resulting device. The first obvious one is the
Because of the exponentia-V relation of the diode, the parallel connection of the BJT emitter/collector with the MOS
exact value oflzp is not important for the resulting thresholdsource/drain; this must lower the device output impedance. If
voltage. However, the parasitic bipolar transistor can have quitee BJT emitter current is much smaller than the MOS source
high base—collector current gains [8]; as we shall see below, thigrent, the effect is negligible. If not, to get a reasonable
put some limitations on the applicability of the CDB techniqueautput impedance, the BJT must be in the active region; ie., the
To keep the BJT current gains as low as possible, the layalg#vice drain—source voltage must be less than ab@00 mV
shown in Fig. 1(c) can be used: to keep the substrate—colledgimulations can be found in [9]). Noise from the BJT would
gain (Hcs) low, the bulk connection is completely surroundedlso enter the circuit, but again, if the current in this device is
by the source junction; to keep the drain—collector daln,) low, we would expect only a small amount of added noise.
low, a longer than minimum MOS channel length should be The largest current available for discharging the bulk—drain
used. In the simulations, we have used current gains in the ordepacitance islgg; likewise, the largest current available
of 100. for charging it is the source quiescent current divided by the
Another problem with the BJT current gains is that they atease—emitter current gaifx/(Scs + Bcp + 1). These are
usually unknown to the designer. This is solved by “measuringtnall currents, which means that slew-rate effects might occur
the current gain using the bias circuit in Fig. 3. A transistor wit the bulk—drain voltage is changed.
current driven bulk is set up between a current sipkc = Together with the bulk transconductance and the base—emitter
Ip+Icpandacurrentsourde p = Ip+1g+1g. Thecircuit impedance, the drain—bulk capacitance also causes a low fre-
feedback will now cause a bulk bias currdiiz, and hence a quency pole-zero pair. This can be seen in Fig. 4, which shows
bias voltagdi,ias, suchthals g = Ip+Iss(l+Gcs+Hcp)+ the simulated frequency response of a common-source ampli-
Ig, regardless of the actual values of f#is. For an ideal drain fier (W/L = 40 pm/1 pm device with/gg = 30 nA and
current!, we would probably choosE, ¢ =~ 1.11p, Isp = Ip = 10 pA).
1.3Ip andIr =~ 0.11p. For the bias circuit to work, we must It is evident that the drain—bulk capacitance has a major im-
haveVar < Viun +IrR and|Viup| 4+ Vbs sar < Vinn + IR,  pact on high-frequency circuit performance. Fortunately, there
whereV,,p is the threshold voltage of the current driven bullare several ways to cancel its effect. First, one can put a decou-
device. If the MOST threshold voltages are high compared wighing capacitor between bulk and source: as both the slew-rate

I1l. CDB UNWANTED EFFECTS
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Fig. 6. 1-V CDB folded cascode OTA.

TABLE |
CDB OTA TRANSISTORDIMENSIONS

MOST | W/um | L/um | In/uA | MOST | W/um | L/um | Ip/pA
M,-M, 400 1 10 || My—M;, 20 1 20
M;3~M, 20 1 10 | My 80 1 20
Ms—Ms 40 1 10 || My 1 50 | ~0.01
M7—Ms 40 1 10 || Mys 1 50 | ~0.01

and the pole-zero pair are caused by the bulk transconductancReducing the threshold voltage of the differential pair
through a nonconstant bulk—source voltage, both effects can(b& —M,) directly improves the common-mode input range.
canceled this way. If the source is at a constant potential, a cAtso, operating the input pair in subthreshold reduces the
code can be used to keep the drain potential constant, thus eljate—source voltage, and improves the common-mode input
inating the current in the capacitor. In Fig. 5, a cascode has beange. Note that we use only one current source for the common
added to the common-source amplifier, and we see how the foedk terminal in the pair (rather than individual current drives
guency response is greatly improved. A third way to reduce ther each transistor); otherwise, we would have mismatch
slew-rate limitation (for instance in a CDB differential pair) igoroblems in the pair. Also note that any noise injected because
proposed in [9]: the type Il CDB technique. By adding a thirdf the current drive will enter the amplifier as a common-mode
collector to the BJT and shorting this to its base, the curresignal and thus be rejected. Assuming we can reduce the

available for slewing can be increased by a base—collector ctireshold voltage untilV},| = 0.4 V by current driving the
rent gain. bulk, we now get
ZVDS,sat - |‘/t/h| = —0.2 V 5 Vé]\i 5 0.6 V

IV. 1-V FoLDED CASCODEOTA

Fig. 6 shows our OTA. It is a standard folded cascode
transconductance amplifier with a CDB differential pair, an@hus, we now have a 0.4-V overlap in the valid input and output
a CDB output current mirror (for simplicity, a straightforwardanges. To get more voltage room for the current mirror, we also
bias circuit is shown). Assuming a standard strong inversieurrent drive the bulk of the transistors in this.

= Vbp — |Viul — Vs sat- 4)

design withVpp = 1V, Vss = 0V, |Vi] = 0.6V, and As the drains of all the current driven bulk transistors are cas-
Vbs,sat = 0.1V, the range of the input common-mode voltageoded, we will not expect any parasitic poles from the CDB
would be technique. However, when a large common-mode input signal
change is applied, the bulk—drain voltage of the input pair will
Vbssat — [Vin| = 0.5V S Ven S0.2V change, which might cause slewing in this stage. We reduce this
= Vop — [Vin] — 2VDs sat (2) slewing effect by adding a coupling capacitgx between the

bulk and the source of the pair. In such a low-voltage design, it
is an advantage to operate the cascoding transistéysi/s) in
Wis.car = 0.2V S tvous 0.8V = Vop — 2Vbs ae.  (3) subthreshold, agthatmakes it easie_r.to generate the bia; voltages
’ ’ Vhiasz aNdViiasq, itiS, however not critical. The other transistors
Note that there is only just enough voltage for the cascode c@i#r—M;3) should work in strong inversion as good matching
rent mirror to function, which does not make a particularly googives the lowest overall offset error. The transistor dimensions
design. used in our amplifier are shown in Table I.

which is not compatible with the output voltage range
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0.5
no transistors are driven with a bulk current. Itis evident that our
=04 CDB technique enables us to use this ultra-low power supply.
‘g Fig. 9 shows the dc gain as a function of the common-mode
=03

input voltage. We see that at a 1-V power supply, we have a
0.65-V common-mode input range in which the amplifier has at
leasta 62-dB gain; and an overlap of about 0.3 Vin the input and
output voltage ranges. Fig. 10 compares the measured and sim-

‘ Vem=0V
\ Vcr{1=250 mv

0.17 Y N ulated ac characteristics of the amplifier when loaded with 20
pF. The measured and simulated amplitude characteristics agree
95 5 o 5 10 Very well. The measured phase margin is somewhat worse than
Vdiff [mV] the simulated one. This is probably due to inaccurate modeling

of the BJT. Quantitatively, the measurements are the same for all
Fig. 8. Measured CDB OTA dc responsedat, = 0.75 V with and without common-mode input V0|tages; also, they are the same regard-
(two bottom traces) bulk current. less of whethe€’y is present or not. The slew rate is also virtu-
ally independent of the presence®@f, and the CDB-induced
V. MEASUREMENTS slewing shows only at a 0.7-V power supply, which could be be-

An experimental amplifier has been fabricated in a stand rguse the BJT current gain 1s low. It has a gain bandwidth of 2
0.5-4+:m CMOS process. It has been designed with a quite hi zanda phas_e_ margin of S/These are all respectat_)le data
total bias current, 4QA, such that it can drive a 20-pF off-chip orany _1'V amplifier, which means that the CDB techmque_ can
capacitive load while having a 1-MHz-range gain bandmdtﬂe applied wherever low-voltage LF analog signal processing is
(a version for on-chip applications is straightforward to do b quired (e.g., in hearing aids, implants, watches, or similar bat-
transistor scaling). The coupling capaci@g can be chosen to ery operated devices). Table Il summarizes the amplifier char-
10 or 0 pF. The nominal value of the bulk currentligs = acteristics.
10 nA, which (given a BJT current gain of about 100) gives
a 10% increase in the differential pair quiescent current. The
strong inversion transistors have been designed to operate withn this paper, we implemented an ultra-low supply voltage
effective gate—source voltages around 100 mV. folded cascode OTA in a standard CMOS process. At a 1-V
Fig. 7 shows the measured dc transfer function of our ampewer supply, it has a 0.3-V overlap in the allowed input
plifier for different common-mode input voltages, using a 1-\Yommon-mode range and the output voltage range, a dc gain
power supply; the high-gain region is readily identified. We alsof 69 dB and a 2-MHz bandwidth. The amplifier works with
notice that the input referred offset error of the amplifier is less power supply of less than 0.8 V (with a somewhat degraded
than 1 mV. Fig. 8 shows the dc transfer function using a 0.75pérformance, though). This design was made possible by a new
power supply; this figure also show the transfer function wheechnique to lower the MOST threshold voltage, current driven

VI. CONCLUSION
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TABLE I
CDB OTA MEASURED FIGURES OFMERIT
Supply voltage 1.0V 0.8V 0.7V
Common-mode input range 0.0V-0.65V 0.0V-04V 0.0V-03V
High gain output range 0.35V-0.75V 0.25V-0.5V 0.2V-04V
Output saturation limits 0.1V-09V 0.15V-0.65V 0.1V-06V
DC gain 62dB-69dB 46 dB-53dB 33dB-36dB
Gain-bandwidth 2.0 MHz 0.8 MHz 1.3 MHz
Slew-rate 0.5V/us 0.4V /us 0.1V/us
Phase margin 57°¢ 54° 48°

bulk, where we force a constant current out of the bulk terminal.[9] T. Lehmann and M. Cassia, “1-V OTA using current driven bulk cir-
Initially, the drain—bulk capacitance gives these circuits poor  cuits,”J. Circuits, Systems and Computers, 2001, to be published.
high-frequency performance, but its effect can be compensated

for using cascodes as experimentally verified—or by using

additional circuits in the CDB structure. Torsten Lehmannwas born in Bagsveerd, Denmark,
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engineering from the Technical University of
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‘We show how the MOST threshold voltage can be reduced simply by forcing a constant
current through the transistor bulk terminal. We characterize two versions of the result-
ing current driven bulk device by simulations, and conclude that this is a good method
for improving circuit performance when the voltage supply is very low. Finally we show
how the technique can be used to implement a 1 V folded cascode OTA with compatible
input and output voltage ranges.

1. Introduction

Small, battery powered systems such as hearing aids or watches are usually powered
by a single element battery (e.g., a zinc—air battery) with a terminal voltage range of
1 V-1.2 V. Designing analogue blocks, such as oscillators, amplifiers or analogue-to-
digital converters, that work from such as a low supply voltage is hard, and the use
of voltage doublers often become necessary, e.g., in Ref. 1. Avoiding such voltage
doublers, though, is advantageous from power consumption, power supply noise
and voltage stress points of view. Recently, several papers has also been published
on generic low voltage supply amplifiers, e.g., using bulk drive,? floating gates®
or limited common-mode range input circuits.*® Each of these methods has its
limitation like low input stage gain, necessary trimming or discrete time signal
processing.

*This paper was recommended by Eby G. Friedman.
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In this paper, we explore a different approach to low voltage circuit design,
namely reduction of the MOS transistor threshold voltage, V;, who’s value is one
of the most serious design constraints for analogue circuits in standard CMOS
processes. A typical 3.3 V process has Vi in the range 0.6 V-0.7 V. Used with
a 1 V power supply, this give a signal swing of at most 100 mV on a transistor
gate, if room for two drain—source saturation voltages, Vps sat of 100 mV is needed
(which it most certainly is). We shall look at how to reduce the MOS threshold
voltage in a standard CMOS process, and we shall use the reduced-V;y, transistors
to implement a 1 V folded cascode Operational Transconductance Amplifier (OTA)
with compatible input and output levels. In Sec. 2 we look at the current driven bulk
technique for reducing V;p; in Sec. 3 we look at the limitations of this technique; in
Sec. 4 we present a better, type II, technique; and in Sec. 5 we implement the OTA.

2. Current Driven Bulk

The threshold voltage of a MOS transistor as a function of the bulk-source voltage
VBs is given by

VchVtho+7(\/|2¢>F—VBs|—\/\2¢F|) ; (1)

where Vino is the zero bias threshold voltage, v is the bulk effect factor, ¢p is
the Fermi potential. For p-channel transistors, 2¢p ~ —0.7 V and v ~ —0.5 V/V,
typically, and a bulk bias Vgg is normally > 0 V, which numerically increases the
threshold voltage. However, by biasing Vgs < 0 V we can actually (numerically)
decrease the threshold voltage.%”

To reduce the threshold voltage as much as possible, we obviously want the bulk
bias |Vig| as high as possible. We will, however, forward bias the bulk-source diode,
i.e., the base—emitter diode of the associated parasitic bipolar transistor (BJT),
thereby turning on this BJT; thus, [Vgs| is limited by how much current we can
tolerate in the BJT. Now, this is the idea of the new current driven bulk (CDB)
circuits, see Fig. 1: instead of voltage driving the bulk where we would need a
considerable safety margin to hold the current level in the bipolar transistor below

B s 7 p
\

TN [T
l’lg
[l 1]/

P+
n-well poly

p-substrate

(a) (b) (c)

Fig. 1. Current drive of bulk terminal. (a) circuit, (b) with parasitic BJT, (c) layout.
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a certain value, I.x, we simply force a current, Igg = Imax/(Bcs + Bep + 1),
through the diode, where the (’s are the two base—collector current gains of the
BJT; this will always give us the largest possible bulk bias (namely the diode
forward voltage). In Fig. 2 the simulated threshold voltage as a function of the bulk
bias current Ipp is shown for a W/L = 40 um/10 pm device in a 0.5 ym process.
We use a p-channel transistor as we can access the bulk terminal for this device
without fear of latch-up in a standard n-well process.

Because of the exponential -V relation of the diode, the exact value of Igp is
not important for the resulting threshold voltage. However, the parasitic bipolar

8 as we shall see below,

transistor can have quite high base—collector current gains;
this put some limitations on the applicability of the CDB technique. To keep the
BJT current gains as low as possible, the layout shown in Fig. 1(c) can be used:
to keep the substrate—collector gain (Bcs) low, the bulk connection is completely
surrounded by the source junction; to keep the drain—collector gain (Scp) low, a
longer than minimum MOS channel length should be used. In the simulations we

have used current gains in the order of 100.

_47gm o: V_th

—520m //e/
=
~ —570m |
>
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1a 1f 1p n Tu
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Fig. 2. Threshold voltage versus bulk bias current.
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Fig. 3. Bias circuit eliminating unknown BJT S’s.
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Another problem with the BJT current gains is that they are usually unknown
to the designer. This is solved by “measuring” the current gain using the bias circuit
in Fig. 3: a transistor with current driven bulk is set up with a drain current Ip ¢
and a source current Is g (Ig g includes the emitter current of the parasitic BJT
and Ip ¢ the Icp collector current). The circuit feed-back will now cause a bulk bias
current Igg, and hence a bias voltage Viias, such that Is g = In+Igs(1+8cs+06cp),
regardless of the actual values of the 8’s. For an ideal drain current Ip, we would
probably choose Ip ¢ ~ 1.1Ip and Ig g =~ 1.2Ip. For the bias circuit to work, we
must have Vg < Vinn and |[Vinp| < Vinn, where Viyp is the threshold voltage of
the current driven bulk device; in most processes, the latest is not a problem. The
requirement can be lessened by including the dashed level-shifter in the figure.

3. CDB Limitations

Current driving the bulk introduces a number of unwanted effects in the resulting
device. The first obvious one is the parallel connection of the BJT emitter/collector
with the MOS source/drain; this must lower the device output impedance. If the
BJT emitter current is much smaller than the MOS source current, the effect is neg-
ligible. If not, to get a reasonable output impedance, the BJT must be in the active
region; i.e., the device drain—source voltage must be less than about —200 mV:
Fig. 4 shows the output characteristic for a W/L = 40 pm/1 pm with Iy = 10 nA
at different ideal device saturation currents.

The largest current available for discharging the bulk-drain capacitance is Igg;
likewise, the largest current available for charging it is the source quiescent current
divided by the base emitter current gain: Is/(8cs + Bcp + 1). These are small
currents, which means that slew-rate effects might occur if the bulk-drain voltage
is changed. This can be seen in Fig. 5, which shows the step response of a source
follower (W/L = 40 pym/1 pm device with Ipg = 30 nA and Ip = 10 pA).

I_Dsat [A]

o: 10u v: 3.16u a: Tu =: 316n o: 100n
s500n B 10u v 3.16u a: 1u =: 316n 10: 100n

—400n

—1.3u

D [A]

—2.2u |

|

—-3.1u
—agu F T Tcurrent driven bulk,
—200m —150m —1900m —50.0m 0.00
V_DS [VI]

Fig. 4. CDB compared with normal MOST output characteristics.
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Fig. 5. CDB compared with normal MOST source follower step response.
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Fig. 6. CDB compared with normal MOST common source frequency response.
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Fig. 7. Cascoded CDB compared with normal MOST common source frequency response.

Together with the bulk transconductance and the base—emitter impedance, the
drain-bulk capacitance also causes a low frequency pole-zero pair. This can be
seen in Fig. 6, which shows the frequency response of a common source amplifier
(W/L =40 pm/1 pm device with Igg = 30 nA and Ip = 10 pA).
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It it evident that the drain-bulk capacitance has a major impact on high-
frequency circuit performance. Fortunately, though, there are several ways to cancel
its effect. First, one can put a decoupling capacitor between bulk and source: as
both the slew-rate and the pole-zero pair are caused by the bulk transconductance
through a nonconstant bulk-source voltage, both effects can be canceled this way.
If the source is at a constant potential, a cascode can be used to keep the drain
potential constant, thus eliminating the current in the capacitor. In Fig. 7 a cas-
code has been added to the common-source amplifier, and we see how the frequency
response is greatly improved.

4. Type II CDB Circuit

The basic CDB MOST can be significantly improved at a very small circuit ex-
pense. This, Type II CDB technique, can be seen in Fig. 8. The idea is to add
another collector to the BJT, and then couple the BJT as a current mirror, feeding
this a current Iq in replace for the bulk current Igg. Doing this, we will know
approximately what the emitter current is (see figure) and hence what the increase
in quiescent current is. Thus, with the CDB type II circuit there is no need to use
a special bias circuit for the BJT base current.

Fig. 8. Type II CDB MOST. (a) Circuit with parasitics, and (b) principal physical cross-section.

The type II CDB technique will give a current Iq for charging the drain-bulk
capacitance; i.e., the base—emitter current gain as much current as with the type I
CDB circuit. Thus, the slewing effect will be reduced by the base—emitter current
gain. Also, the bulk impedance will be reduced by the base—emitter current gain,
and thus the low frequency pole will move up in frequency. Adding another col-
lector to the BJT is best done by adding another MOST, as shown in the figure,
who’s gate is connected to the source. Assuming all emitter—collector current gains
are approximately the same, this structure will add about Ig ~ 3Iq to the MOST
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Fig. 9. Type Il CDB compared with basic CDB and normal MOST source follower step response.

quiescent current. If, however, the current gain of the added collector is high, Ix will
approach Iq — the added MOST should therefore be a minimum channel length
device. As the added MOST is always in accumulation, there is no depletion layer
under it’s gate, which also allows for a higher base—collector current gain for the
added collector compared with the original one. Figure 9 shows simulations, which
compare a type II and a basic CDB source follower and Fig. 10 shows the simu-
lated transfer functions for a type II and a basic CDB common source amplifier. It
is evident that the transient behavior of the type II circuits are greatly improved
compared with the basic circuits, albeit not as good as the normal non-CDB equiv-
alents. Note that for these simulations we have used a different 0.5 pym process with
W/L =13 pm/0.5 pm. We used Igg = 20 nA and Ip = 10 pA for the basic CDB
circuits while I for the type II circuits was chosen to give the same threshold
voltage shift as in the basic CDB circuits. Obviously, the techniques proposed in
the previous section can be used to further improve the CDB type II performance.
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Fig. 10. Type II CDB compared with basic CDB and normal MOST common source frequency
response.
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5. 1 V Folded Cascode OTA

To verify the applicability of the current driven bulk techniques, we have designed an
operational transconductance amplifier using basic CDB circuits. Figure 11 shows
our OTA. It is a standard folded cascode transconductance amplifier with a CDB
differential pair, and a CDB output current mirror (for simplicity a straightforward
bias circuit is shown). Assuming a standard, strong inversion design with Vpp =
1V,Vgs =0V, |Vin] =0.6 Vand Vpg sat = 0.1 V, the range of the input common-
mode voltage would be

Vbs,sat — [Vin| = =05V S Vem $0.2V =Vpp — |Vin| — 2Vbs sat (2)
which is not compatible with the output voltage range
ZVDS,sat =02V S Vout f/ 0.8V = VDD — ZVDS,sat . (3)

Note that there is only just enough voltage for the cascode current mirror to func-
tion, which does not make a particularly good design.

Reducing the threshold voltage of the differential pair directly improves the
common-mode input range. Also, operating the input pair in sub-threshold reduces
the gate—source voltage, and improves the common-mode input range. Assuming
we can reduce the threshold voltage till |V;}| = 0.4 V by current driving the bulk,
we now get

2Vbs sat — [Vin| = =02 V S Vey $0.6 V =Vop — [Vin| — Vs sat ; (4)

thus, we now have a 0.4 V overlap in the valid in- and output ranges. To get more
voltage room for the current mirror, we also current drive the bulk of the transistors
in this.

Pt ﬁ%%%
. N

;d?ff {L J}T | Vl}ias:} |
— 1 &
=g E |k

Vss

Vout

Fig. 11. 1 V CDB folded cascode OTA.
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As pointed out in Sec. 3, the cascodes on the CDB current mirror will eliminate
the unwanted effects of the drain-bulk capacitance of these transistors. In such a
low-voltage design, it’s an advantage to operate the cascoding transistors in sub-
threshold, as that makes it easier to generate the bias voltages Vhiass and Viiasa;
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it is, however not critical. The other transistors should work in strong inversion as
good matching gives the lowest overall offset error. The cascodes on the differential
pair will eliminate the unwanted effects of the drain-bulk capacitance of the pair
when a differential signal is applied. Common-mode signals will cause a change
in the source voltage and hence, as the drain potentials are kept constant by the
cascodes, a change in drain-bulk voltage. Therefore, we have inserted a decoupling
capacitor, Cx.

Figure 12 shows the simulated DC transfer function of our amplifier for different
common-mode voltages and Fig. 13 shows the low-frequency gain as a function of
the input common-mode voltage, when the output quiescent voltage equals the
input common-mode voltage. Over a range of about 0.3 V, the amplifier has a gain
of more than 60 dB, in agreement with our prediction. The amplifier uses a total
bias current of about 5 pA. Figure 14 shows the AC characteristic of the amplifier
when loaded with 1 pF. It has a gain-bandwidth of about 2 MHz and a phase
margin of 75°. All respectable data for any 1 V amplifier. A test chip with the
proposed amplifier has been designed, and the experimental results agree well with

the simulations.?

6. Conclusions

In this paper, we introduced a very simple way of reducing the threshold voltage
on MOS transistors: by forcing a constant current out of the bulk terminal. The
resulting reduction in threshold voltage would typically be about 150 mV-250 mV,
possibly doubling the effective supply voltage Vpp — Vi, in low voltage designs.
Initially, the drain-bulk capacitance gives these circuits poor high-frequency per-
formance, but its effect can be compensated for using cascodes or decoupling. Also,
a type II technique was proposed, which reduces the unwanted effects by a BJT
base—collector current gain. We used this current driven bulk technique to imple-
ment a 2 MHz, 1 V folded cascode OTA with a 0.3 V overlap in the allowed input
common-mode range and the output voltage range.
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ABSTRACT

A new PLL topology and a new simplified linear model are pre-
sented. The new TA fractional-N synthesizer presents no refer-
ence spurs and lowers the overall phase noise, thanks to the pres-
ence of a Sample/Hold block. With a new simulation methodology
it is possible to perform very accurate simulations, whose results
match closely those obtained with the linear PLL model devel-
oped.

1. INTRODUCTION

T A modulation in fractional- /¥ synthesizer is a technique that has
been successfully demonstrated for high resolution and high speed
frequency synthesizers [1, ). The use of high-order mulii-bit ZA
modulators introduces new issues which need to be carefully taken
into account, such as down-folding of high frequency quantization
noise, derivation of a linear model for noise analysis [4] and ef-
ficient techniques for fast and accurate simulations. The paper is
organized as follows: in section 2 we present a new PLL topology
which prevents high frequency noise down-folding and cancels
reference spurs in the output spectrum. In section 3 the deriva-
tion of a linear model is presented. The resulting linear model
is similar to [4], but the derivation is more straightforward. Sec-
tion 4 presents a simple event-driven simulation approach, which
compared to previous approaches [5, 3], offers greatly increased
accuracy and simulation speed. Finally in section 5 we compare
the theory developed with the results from simulations.

2. SPURS FREE PLL TOPOLOGY

The proposed synthesizer is shown in Fig. 1. The structure is
similar to ordinary T A fractional-iV synthesizers except for the
presence of a Sample-Hold (8/H) block between the Charge Pump
(CP) and the Loop Filter (LF). The S/H serves two purposes: it pre-
vents noise down-folding due to non-uniform sampling, and it can-
cels reference spurs. The non-uniform sampling is due to the fact
that the PFD generates variable length pulses aligned to the first
occurring edge of the reference clock signal f..; and the divider
signal fg;y (Fig. 1): consequently the PFD output is not synchro-
nized to the reference clock. Non-uniform sampling is a highly
non linear phenomenon: the contribution of the down-folded noise
to the overall output phase noise can be relevant, especially since
high frequency and high power LA quantization noise is present,
" Another way of looking at it: it is completely equivalent to non-
uniform quantization steps in voltage A DACs.

This work was carried out as a part of an internship at the QCT depart-
ment of Qualcomm CDMA Technologies.
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Figure 1: S/H Z A fractional-N synthesizer
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The second advantage of the S/H is its action on the LF volt-
age. After every UP/DOWN pulse, the S/H samples the voltage
across the integrating capacitance and holds it for a reference cy-
cle. This operaticn prevents the modulation of the LF voltage by
the reference clock, hence ideally it eliminates reference spurs [6]
in the VCO output, In reality low level spurs may appear at the
output due to the charge feedthrough in the control switch. In the
next section we derive a linear model for the analysis of the S/H
PLL.

3. LINEAR MODEL

We first focus our attention on the S/H portion of the PLL. A
possible implementation is shown in Fig. 2. This circuit uses a
switched-capacitor integrator to carry out both the S/H function as
well as the integrator function that is usually implemented by the
Loop Filter. To derive the transfer function we start by considering
the charge deposited on the capacitance Cy:

Aplt
Qoy = 2L7$1TRef -Ieop [€)]

where Ayp(t) is the phase error waveform produced by the PFD.
After a certain delay 7¢ g the charge is transferred to C> and added
to the charge previously stored:

Qe: (1) = Qo (t — Tres) + Qo (¢ — Tsi) 2)

In voltage terms and inserting the expression for G, :

Icp

Ve, (8) = Vo, (8 — Tres) + - Ca

Tres - At —Tsm) (3)

Taking the Laplace transform yields:
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In the previous equation Vo, {s) is still modeled in the discrete-
time domain, i.e. as a train of delta-functions. In reality the out-
put voltage is a staircase function. As a consequence eq. 4 is
further modified by a zero-order hold network that converts the
impulse-train into the staircase waveform. The transfer function
of the Zero-order hold network is given by Hzon () =
1—e=?TRes

C)]

1—e *Thes

1 .
TRef
. The actual transfer function from phase difference
(PFD mput) to integrator output is then given by:

8) - ch (‘?) — g7 ITSH Igp
Ap(s) 2r5-Ch

(5}

Consequently, the circuit in Fig. 2 can be modeled as shown in Fig.
3. Note that in Fig. 3 the integration 1/sC» has been absorbed in
the loop filter transfer function F'(s). Thus the only difference
introduced by the S/H is the delay 7sg. Note that the sampling
now always occurs at regular time intervals, namely at the nega-
tive edge of the reference clock . In the setup shown in Fig. 2 the
delay 15 is equal to half a reference period. The delay is neces-
sary to allow the CP current to be completely integrated before the
sampling operation takes place. Note also that the sampling switch
needs to be opened while the charge pump is active. The control
logic of Fig. 2 takes into account the fact that the rising edge of the
DOWN pulse occurs before the rising edge of the reference clock.
This results in a variable duty cycle for the S/ H.sr control signal
as shown in Fig. 4.

If a trickle current is used in the CP (e.g. only UP pulses are
present) then it is sufficient to invert the reference clock signal to
generate a proper S/ H,y,; sighal.

l Y
% s e %%sy —s  F(s)
i

Charge Pump Sample/Hold Loop Filier

Figure 3: Linear model of S/H portion

3.1. Divider

We will now derive a simple linear model for the divider. The first
step is to find the timing errors with the aid of Fig. 4. N is the
nominal divider modulus and b(n) is the dithering value provided
by the A modulator. According to the timing diagram we can
write:

i
: : Tret )

(N+b(n))T o
Al(n) At(n+1)

Figure 4: PLL waveforms

At{n+ 1) = At (n) + (N +bR)) Tveo — Trey (6)

Indicating with ps the average value of b{n) ( up is the fractional
divider value }, the reference period Tr.y can be expressed as:

Trey = (N + ps)Tveo V)

In deriving eq. 7 we are making the important approximation
that Tv oo is constant. This assumption is reasonable for receive-
transmit synthesizers with narrow modulation bandwidth. In these
cases the relative frequency variation of the VCO is very small,
which means that Ty ¢o is nearly constant .

Defining b'{n) = b{n) — p» and substituting Ty o from eq.
7 into eq. 6 yields:

TRef bﬁ' (n)

At(n+1)=At(n)+N+m

(8)

Converting (o phase domain we have Appa = 2’;‘3‘ We can fi-

nally derive an expression for the additive noise caused by dither-
ing the divider ratio:

Apza (n+1) = Apna (n) + 2n b'(n) 9
N+ p

The Z-transform yields:

2T

A(PEA(z)z N+}lb 1— 21

¥ () (10)
The previons equation shows that the A noise undergoes an in-
tegration but is otherwise shaped by the loop in exactly the same
way as the reference clock phase noise.

The final linear model is shown in Fig. 5. The closed-loop
transfer function Hy(s) is given by (fig: 5) :

Igp o—#75H | F(s)im

Hy(s} = i

1+_QP_e ATSH . F(s)_m

. (1)
N+py

The phase noise properties can be predicted from linear systems
analysis; the ZA modulation can be modeled as additive phase
contribution {also shown in Fig. 5). The £A architecture used
was a 4'"order MASH with a 4 bit output signal. The 4 bit quan-
tization causes quantization noise n, which is added to the output
word. Such noise is spread out over a bandwidth of froy = 1/T:s
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and is high-pass shaped by the £A modulator with a noise trans-
fer function (NTF) given by Huyrr(f) = (1 = e 327 Tres}s,
The LA signai transfer function (STF) is given by Hsrr(f) =
{e~727fTrer}4 Assuming that the quantization noise is indepen-
dent of the input signal, the power spectral density of the bit stream
can be expressed as:

Swylf) = T |Hurr(f) a2)

From the linear model of Fig. 5 we can find the transfer function
from the output of the NTF to the output phase ¢veo:

27 e Tret
Hn(s) = N+ 1 - 1 ~ e~ *Tres

Finally the output phase noise Power Spectral Density due to the
LA quantization noise 7 is simply given by:
Seveo(f) = |Ha (327 fT)|* Sns(f) (14)

The effect of quantization error at LA input can be evaluated in
the same way. The PSD is given by:

Hy(s) (13)

Tres -
Szaw(f) = =5b- 27 [Herr(AF A5)

whete by, is the number of bits below decimal point in £A input.
The calculation of the power spectral density of the PLL phase
error due 1o the ZA input quantization is then straightforward (fig:
5):

S50 (F) = |Ha (27 fT)* Szac (f) 6)

YREF.
+ ZEP| —atgH Kycq
— | e | F{a) | =Y

woiv
+
N
Ny

b (z) +

wveco

Figure 5: Complete linearized S/H XA fractional-N PLL

4. FULLY EVENT DRIVEN SIMULATION

The presence of a multi-bit ©A modulator makes the use of an
event-driven simulator beneficial. Methods based on uniform or
adaptive time steps quantize the location of the edges of the sam-
pling time in the A multi-bit quantizer [3]. This is equivalent
to noni-uniform sampling and leads to down-folding of high fre-
quency noise. The effect is the same as having non uniform steps
in multilevel D/A converters.

Besides providing 100% accurate time steps, event driven sim-
ulations are very fast and highly efficient: PLL variables are cal-
culated only when an event occurs. The simulation presented in
this section is based on a standard event-driven simulator, Verilog
XL, customized through PLI (Programming Language Interface)
to support mathematical functions.

The simulation set-up is structured in a medularized way: PLL
blocks are connected through signals that are responsible for tim-
ing and for data exchange. This means that each PLL block can be

CP update VCO update
i
9 l_, Vin Vctr £
CP LF - vCOo

- -
DOWN

Figure 6: PLL model with Sample/Hold

coded as an independent unit, without worrying about the interac-
tion with the other blocks. The implementation of the synthesizer
digital blocks is trivial; we concentrate on the implementation of
the Loop Filter which is the biggest issue in PLL simulations.

The following discussion is focused on the LF modeling, but
it applies to any (pseudo) continuous time system modeling. The
way the Loop Filter is modeled is shown in Fig. 6. Every time
a control signal is issued from the VCO or the CP, the loop filter
updates its state and calculates a new control voltage according to
the actual input value.

To describe the LF behavior in mathematical terms we start
from its transfer function and we derive its State-Space Formu-
lation. We assume the LF transfer function to be given by the
following equation:

14+ X
) () (7 )
Note that equation 17 also includes the integrating capacitance,
With a partial fraction expansion, equation 17 can be decomposed
into 4 parallel blocks, namely an integrator and three 1°*order RC
blocks. Noting that between the update times the input to the LF
is constant {e.g. Vin is appearing as a staircase (o the LF}, the

equation describing the behavior of each of the three RC blocks is
given by (state equation solution):

F(s) (17)

Va(ts) = Valto)+(As Vinlta) = Va(to)) (1-e™"=") )

The equation that describes the integrating block is given by:

AoVin (8
Ve(ty) = Ve(to) + O—C—(ﬂ (t1 — to) (19

The VCO control volhiage is then given by:
Verr (2) = Vi{t) + Va(t) + Va(2) + Ve (5) (20)

The Verilog model for the LF is then simply given by a set of equa-
tions which describe exactly the behavior of the LE. The VCO is
modeled as a self-updating block. Such operation can be visual-
ized as shown in Fig. 6. The update takes place at discrete time
instances, namely every half-VCQ period. The approximation in-
troduced is minimal, since the frequency of the VCO is several or-
ders of magnitude higher with respect to the PLL dynamics. Every
half-period the VCO sends an update signal to the LF to obtain the
new VCO control voltage; on the basis of the updated value, the
new VCO period is calculated. Note that the LF update takes place
only when required by other blocks: the update time intervals are
not uniform. This makes the simulation methodology very effi-
cient, since the caleulations occur only at the required time steps.
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5. RESULTS

The methodology described in section 4 was used to simulate the
topology presented in section 2. Fig. 7 shows the Power Spectral
Density (PSD) of the output phase noise ¢vco due to the ZA
quantization for two different cases. The lower curves represent
the ideal condition: the input data to the £A presents no input
quantization. The upper curves are instead the result of a 16 bits
quantization below decimal point. The curves obtained from the
simulation (PSD calculated with Matlab) match perfectly the PSD
described by equations 14 and 16.

w 1w

w'
Fraquency (Hz]

Figure 7: Synthesizer Phase Noise PSD

Phase noise Power Spectral Dansity

Fragquency [Hz]

Figure 8: Phase Noise PSD: S/H PLL vs. regular PLL

The low freguency noise floor is due to a very small amount
of dithering applied on the TA modulator input. In absence of
modulated data, dithering is necessary to avoid the presence of
fractional spurs. Note that no reference spurs appear in the output
spectrum.

In figure 8 the PSD of the S/H PLL is compared with the PSD
of the standard PLL. The S/H PLL has a lower overall phase noise
and does not present reference spurs which appear instead in the
spectrum of the standard PLL (i.e. without S/H).

As already discussed in section 2, reference spurs may appear
also in the S/H PLL output when areal switch is used to control the

S/H. However the level of such spurs would be much lower with
respect to the spurs level of a standard PLL. Besides, the spurs
level for a standard PLL is higher in real situations, when CP mis-
matches, CP leakage currents and timing mismatches in the PFD
are taken into account. Even in ideal conditions, the spurs are ex-
ceeding the GSM mask specifications. Simulations have shown
that the S/H PLL does not present spurs even in case of CP mis-
matches and CP leakage currents.

Real GSM data was fed into the A modulasor through a dig-
ital prewarp filter. The output spectrum lies within the mask speci-
fied by the GSM standard and the RMS phase error is smailer than
0.5 deg RMS. This indicates that the S/H PLL is suitable for direct
GSM modulation.

6. CONCLUSIONS

This work presented a new LA fractional-N synthesizer topol-
ogy and a new simplified theory to describe the PLL performance.
Also, a new simulation methodology completely based on event
driven approach is shown. The novelty is represented by the intro-
duction of a 5/H block to avoid noise down-fold due to the non-
uniform sampling operation of the PFD. The S/H also eliminates
the problem of reference spurs in the VCO output. We have shown
how it is possible to represent the behavior of the loop filter in
a way which is suitable for event-driven based simulations, Ex-
tremely high accuracy can be reached because undesirable time
quantization phenomena are avoided, the only limit being the nu-
merical accuracy of the event-driven simulator. The simulations
are very fast since they proceed through events and the implemen-
tation is straightforward. The comparisons presented in section 5
demonstrate the advantages of the S/H PLL over a standard PLL
and they show the perfect match between the theoretical model
and the simulations. Finally, the S/H PLL fulfills the GSM stan-
dard both in receiving and transmitting mode.
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ABSTRACT

A novel method to calibrate the frequency response of a
Phase-Locked Loop is presented. The method requires
just an additional digital counter and an auxiliary Phase-
Frequency Detector (PFD) to measure the natural fre-
guency of the PLL. The measured value can be used to
tune the PLL response to the desired value. The method is
demonstrated mathematically on a typical PLL topology
and it is extended to XA fractional- NV PLLs. A set of sim+
ulations performed with two different simulatorsisused to
verify the applicability of the method.

1. INTRODUCTION

Phase-Locked Loop (PLL) frequency synthesizers are
building blocks of all communication systems. An accu-
rate PLL response is required in many situations, espe-
cially when XA PLLs for direct modulation [1] are used.
In these types of PLLs, the data fed into the A modula-
tor is often undergoing a pre-filtering process in order to
cancel the low-pass PLL transfer function and thereby to
extend the modulation bandwidth [2]. The pre-distortion
filter presents a transfer function equal to the inverse of
the PLL transfer function and it is usually implemented
digitally. Consequently, a tight matching between the pre-
distortion filter and the analogue PLL transfer function is
necessary to avoid distortion of the transmitted data.

Especially for on-chip Voltage Controlled Oscillators
(VCO), the gain Ky ¢o is typically the parameter with
the poorest accuracy among the PLL analog components.
However to establish an accurate PLL transfer function
only the product Kvco x Icp/C needs to be accurate
[4]. The PLL can then be calibrated by adjusting the
Charge-Pump current; the problem is how to measure the
accuracy of the PLL transfer function.

A continuous calibration technique is presented in [3].
The transmitted data is digitally compared with the input
data and the Charge-Pump current is then adjusted to com-
pensate the detected error. This method offers the possi-
bility of continuous calibration at the expense of increased
circuit complexity; since the error detection is based on the
cross-correlation between input and transmitted data, this
approach will not work on unmodulated synthesizers.

*This work was carried out as a part of an internship at the QCT
department of Qualcomm CDMA Technologies.
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Figure 1: Classical PLL structure.

In this paper we present a simple and novel approach
that makes it possible to determine the characteristics
of the PLL transfer function by simply adding a digital
counter and an auxiliary Phase Frequency Detector (PFD).

The paper is organized as follows: in section 2 we
present the basic idea behind the method and in section
3 we discuss its mathematical formulation. The extension
of the method to A PLLs is presented in section 4. Fi-
nally, in section 5, the results from different simulations
are compared with the theory developed.

2. MEASURING SCHEME

A calibration cycle is required by this method. Consider
the typical PLL topology in fig.1: to start the calibration,
the switch to R..; is closed and the calibration resistor
Rq is connected to the resistor R. By reducing the total
filter resistance, the loop transfer function presents under-
damped characteristics. Note that, if the loop transfer
function is already designed with under-damped charac-
teristics, then the calibration switch is not necessary. By
changing the ratio M of the f,., divider or of the ratio
N of the f,, divider, a frequency step can be applied
to the PLL. The natural frequency of the induced tran-
sient response can be indirectly measured by counting the
UP/DOWN pulses produced by the PFD. If the counter
counts 1 up for each UP pulse and counts 1 down for each
DOWN pulse, then the maximum counter value is a mea-
sure of the natural frequency of the PLL transfer function.
This can be seen in fig. 2, where the expected behavior of
the phase error together with the counter value trajectory
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Figure 2: Phase error with corresponding UP/DOWN pulses.

is presented. The Charge-Pump current can be adjusted so
that the PLL natural frequency is the desired one.

For the calibration method to work properly, the leakage
current in the Charge-Pump should be kept small and the
trickle current (if any) should be turned off. Any leakage
or trickle currents will induce a static phase error at the
PFD input. This, in turn, means an increased number of
pulses in one direction (e.g. UP pulses). Consequently,
the counter value is no longer an accurate representation
of the natural frequency.

The auxiliary PFD in fig. 1 is required to generate
stable UP/DOWN pulses for the digital counter. A pos-
sible circuit implementation that works together with a
typical PFD is shown in fig. 3. The two set-reset flip-
flops (SR-FF) are used to establish which one between the
UP/DOWN pulses occurs first. This is necessary because
the UP and DOWN pulses are simultaneously high for a
period of time equal to the delay in the PFD reset path [4].
If the UP pulse rises before the DOWN pulse, then a log-
ical "ONE’ appears at the input of the top edge-triggered
resettable D flip-flop (fig. 3) and a logical "ZERO’ appears
at the input of the bottom D flip-flop. The UP pulse de-
layed through a couple of inverters clocks the flip-flop and
the negative transition of the REF clock resets the flip-flop.
Hence the flip-flop produces an UP_stable pulse whose
length is approximately equal to the REF semiperiod.

The opposite happens if the DOWN pulse occurs before
the UP pulse. If the PFD produces aligned UP and DOWN
pulses (this is the case if the input phase error is smaller
than the dead-zone of the PFD) then the UP_stable and
the DOWN_stable signals are high at the same time.

3. MATHEMATICAL DERIVATION

The mathematical formulation will be based on the PLL
topology of fig. 1; however, the applicability of the

UP_stable

uP DO ok | DFF
W
DOWN RE T Digital

F
Counter
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uP E E DI
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Figure 3: Auxiliary circuit and digital counter.
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Figure 4: Classical PLL linear model.

method extends to other topologies, as it will be demon-
strated in the next section. We start by deriving the PLL
loop transfer function with the aid of the linear model of
fig. 4:

I.,(R-Chs+1)Kyco
Hloop(s) = p( 2ﬂgps2]3 (1)

The transfer function from phase input to phase error is
given by:

1 52
=3 ; @
52 4 2Cwps + w?

(I)err(s) _
D, () 14 Hioop(s)

I K
where w,, = /5EEvc0 and ¢ = I, [lerCulveo The

two parameters w,, and ¢ represent, respectively, the nat-
ural frequency and the damping factor of the PLL. A unit
input frequency step corresponds to an input phase ramp,
with Laplace transform given by ®;,(s) = % . The

Laplace transform of the phase error is then given by:

Derr (5) - : ©)
errl8) = —59———F7—"—"— " —5

$2 4+ 2Cwps + w2 s2
The behavior in the time domain of equation 3 is the im-
pulse response of a second order system:

Gerr(t) = ;efcw"t sin (wot) 4)

wny/1—C2

where wy = wp+/(1 —¢?). As long as the phase error
function ¢, (t) is positive, the PFD generates UP pulses.

If the error becomes negative, DOWN pulses are gener-
ated. Assuming a positive frequency step, an initial se-
quence of UP pulses is produced by the PFD and the
counter value increases monotonically. When the phase
error crosses the zero-error phase, occurring at tcross =
o according to equation 4, DOWN pulses start to appear



decreasing the counter value. Hence at the crossing time
the counter reaches its maximum value, V... (fig. 2).

The crossing point time can also be expressed as
teross = Vimaa - Tref, Where Th.. ¢ is the period of the REF
clock (fig. 1). For stability reason [4], the PLL dynamics
is always much slower than the REF signal: the error in-
troduced by quantizing t.,.ss IS then insignificant. wq can
then be approximated as:

e
SR — 5
0 Vmaw . Tref ( )

4. EXTENSION TO XA PLL TOPOLOGIES

The applicability of the measuring technique will be now
demonstrated for XA fractional-N PLLs. These PLLs
use high-order multi-bit XA modulators to dither the di-
vider modulus; direct modulation is achieved by feeding
the data into the modulator. Thus, to measure w,, the fre-
quency step is, in this case, applied to the XA modulator
input.

The linear model of a XA fractional-/V PLL is shown
in fig. 5. A complete derivation of the linear model can
be found in [5]. The Loop Filter is typically a high-
order structure to attenuate the high-frequency quantiza-
tion noise. In the example analyzed in this section, the
Loop Filter transfer function presents 4 poles (including
the Charge-Pump integration) and 1 zero. The mathemat-
ics involved in this case is lengthier, but the final transfer
function can be reduced to an equivalent 2" order equa-
tion.

We start by finding the transfer function from the XA
modulator input to phase error ®....(s). With the aid of
fig. 5, considering that the effect of the XA modulator
Signal Transfer Function (STF) is just adding a delay to
the input data, the transfer function is given by:

(1)67'7'(3) _ 27 e~ 5Tres 1 (6)
EAWL(S) N + Hb 1—e sTres 1+ Hloop(s)
where N + puy, is the instantaneous divider ratio.
C}LGTQETP1L7ﬂp Loo‘pFilter
v Sample/Hold ¥ vCoO
Pvco

“PREF+
— | o e STSH| »| F(s)—= %
PDIV| e
,,,,,,,,,,,,,, 1

Figure 5: XA fractional- N PLL linear model.

Indicating with w3, w4, ws and z; the high order poles
and, respectively, the zero of the Loop Filter, and by set-
ting:

1 1 1 1 1

+ + =+
W4 - Ws w3

1
2
Teq = —+

Wy W4 - W3 w3 - Ws w?)

1 1 1

Wwq * 21 w3 - 21

Wws - 21

it is possible to define an equivalent natural frequency w.,1
and an equivalent damping factor ¢;:

®)

After proper manipulations, eq. 6 can be reduced to the
following approximated expression:

=G- 9
YAL(s) 82 4+ 2C1wn1 S + w2, ©)

2
H H H _ Wn1 27 1
with the gain factor given by G = (W Nt Toy
The final expression for the phase error, obtained by ap-

plying a step function to the XA modulator, is given by:
G

(b . =
677(8) 52+2C1wn15+wr211

(10)

and it corresponds directly to equation 3. Thus, the natural
frequency can be calculated as described in section 3.

However the use of 3 A fractional-N PLLs introduces
a new requirement for the correct applicability of the
method. The input step to the modulator needs to be large
enough to overcome the random effects of the modulator
itself. If the input step is too small, then the UP sequence
is no longer monotonic and the extracted value of w is no
longer accurate. On the other hand, the equations derived
so far are based on the assumption that the PLL is work-
ing in its linear region. If a large input step is applied,
the PLL may be pushed out of its linear region. In this
case, the previous equations are no longer valid, but the
final counter value can be extracted from simulations; the
calibration method will still work.

5. SSIMULATION RESULTS

The main parameters of the simulated PLL are resumed
in table 1. The XA modulator is a MASH 4! order and
the parameters of the Loop Filter are presented in table 2.
Based on the simulation results, the XA fractional- N PLL
topology can be simulated with a linear simulator such as
Simulink; however the system behavior has been also in-
vestigated through a Verilog implementation. The use of
Verilog provides the possibility to simulate a model more
close to a real PLL implementation, capable of capturing
the non-linear behavior of the system [5].

As already discussed in the introduction, the VCO gain
Kyco is the parameter with the poorest accuracy; the
YA PLL was simulated with the nominal Ky o value
and with a gain variation of 4+ 30% with respect to the
nominal value. In fig. 6 the counter behavior for the 3
different Ky ¢ values is presented. It is apparent that the
three curves reach different peaks according to the value
of Ky co; as the time proceeds the effects of the A mod-
ulator start to appear.
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By substituting the values of the parameters in the equa-
tions presented in section 3, the theoretical maximum
counter values for the three different VCO gains are, re-
spectively, 150, 123, and 106. The values extracted from
the Verilog simulation of fig. 6 are 148, 122, and 105;
these values closely match the predicted ones. The counter
behavior for different input frequency steps is presented
in fig. 7. As the step is increased, overcoming the XA
modulator noise, the measured values match very well the
predicted ones. In the same figure the results for both sim-
ulators, Verilog and Simulink, are presented. Notice that
the Simulink curves are very close to the curves obtained
with Verilog, which confirms that the linear simulator de-
scribes accurately the transient behavior of the XA PLL
even for fairly large input frequency steps.

As previously discussed, the presence of a leakage cur-
rent will result in an average phase error different from
zero. If the leakage current is too large, even in lock con-
dition of the PLL, the PFD will only produce UP pulses
(for a negative leakage current) or DOWN pulses (for a
positive leakage current). The simulations show that the
calibration method is very robust to leakage currents: a
+1% leakage current will produce less than 6% deviation
from the nominal wy.

| fou | N wm | Iecp | Kveco |
[3.62GHz | 139 | 0.375 | 10 uA | 100MHz]V |

Table 1: Design parameters.

[ Cer | = | w3 | @i | w |
[18.158 pF | 50kHz | 500KHz | IMH= | 5MH> |

Table 2: Loop parameters.

6. CONCLUSIONS

A new method to calibrate the PLL transfer-function has
been presented. The implementation does not require any
additional analogue components. The only extra circuitry
necessary is an auxiliary PFD and a digital counter. This
new approach does not offer continuous calibration and
it requires a calibration cycle, but it is very simple and
virtually no extra silicon area and no extra power con-
sumption is required. The mathematical formulation of
the method has been verified with simulations based on a
3 A fractional-N PLL topology, run both on Verilog and
Simulink. Results from both simulations closely match
the theoretical values.
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Analytical Model and Behavioral Simulation
Approach for a2 A FractionalN Synthesizer
Employing a Sample-Hold Element

Marco Cassia, Peter Shdiiember, IEEEand Erik Bruun Senior Member, IEEE

Abstract—A previously unknown intrinsic nonlinearity of stan- ~ proach allows to use uniform time-steps in the simulation. In [5],
dard X A fractional- N synthesizers is identified. A general analyt- - g simple event-driven approach is used in combination with iter-
ical model for A fractional- IV phased-locked loops (PLLs) that - a4ive methods to calculate the loop filter response for intéger-

includes the effect of the nonlinearity is derived and an improve- . -
ment to the synthesizer topology is discussed. Also, a new method-phased'lOCked loops (PLLs). Event-driven simulators offer an

ology for behavioral simulation is presented: the proposed method- alternative approach for simulating fractionsilsynthesizers in
ology is based on an object-oriented event-driven approach and of- a fast and accurate manner, and have so far been unexplored for
fers the possibility to perform very fast and accurate simulations, this application area.

and the theoretical models developed validate the simulation re- In this paper, we present and discuss a new simulation

sults. We show a GSM example to demonstrate the applicability of . . .
the simulation methodology to real study cases. methodology based on an object-oriented event-driven ap-
Index Terms—Linear systems, nonlinearities, phase-locked p_roaCh [1.81' This methodology, beSIFjes belng_acc_:urate and
loops, phase noise, sigma—delta modulation, simulation. highly efficient, prevents nonlinear time quantization from
appearing in the simulation. In addition, it allows easy mod-
ification and augmentation of individual blocks separately
. INTRODUCTION without having to worry about interaction with other blocks.

HE DELTA-SIGMA modulation in fractionalv synthe- Before discussing the simulation methodology, we identify
sizers is a technique that has been successfully demanpreviously unknown intrinsic nonlinear phenomenon in the

strated for high resolution and high-speed frequency synttgandard>A PLL topology [18], which causes down-folding of
sizers [1], [2]. These synthesizers use high-order mullilkt high-frequency quantization noise and hence increased close-in
modulators [8] to dither the divider modulus, introducing th@hase-noise. In Section Il, we propose a simple enhancement to
issue of high-frequency quantization noise down-folding. Fde synthesizer topology to eliminate the intrinsic nonlinearity;
this reason, the derivation of analytical models for noise andi Section Il we derive a linear model, and in Section IV we
ysis and the development of efficient techniques for fast and @&xtend the model to incorporate the nonlinear effect.
curate simulations becomes very important. In Section V, we present and discuss the simulation method-

Simulation of XA fractionalsV synthesizers is difficult for ology. Finally in Section VI, we compare results from simula-
many reasons [3]; simulation time tends to be long since a largens with the theory developed. Also we demonstrate the appli-
number of samples is necessary in order to retrieve the sta€igbility of the simulation methodology to a direct GSM modu-
tical behavior of the system. The dithering applied on the dividition synthesizer.
modulus makes the behavior of the synthesizers nonperiodic in
steady state; therefore, known methods for periodic steady-state
simulations [6] cannot be applied ¥A fractionalsV synthe-
sizers.

Traditional time sampling simulations based on fixed time-
steps or adaptive time-steps quantize the location of the edg
of the digital signals. This causes quantization noise and m

Il. SAMPLE-HOLD TOPOLOGY

Before deriving a linear model fat A fractional<V synthe-
?zsers, we address a nonlinear issue intrinsic to the standard

thesizer topology. The phase frequency detector samples the

severely, nonuniform sampling, W.hiCh isa}highly nonIinear.ph%—hase error in a nonuniform manner. The phase frequency de-
nhomenon and leads to down-folding of high-frequency NOIS€yector produces/P and DOWN pulses of variable length occur-

Different techniques to solve the quantization issue have beg  respectively, after and before the sampling point. The sam-

proposed in [3]and [5]. In[3], an area conservation principle aBTing is thus spread out over time around the reference clock

edge and that effectively constitutes nonuniform sampling. This
Manuscript received May 1, 2003; revised July 2003. This work was sufx jllustrated in Fig. 1.

orted by Qualcomm CDMA Technologies. This paper was recommended b . . . .
pGuest Egigr M. Perrott 9 pap YNonuniform sampling is a highly nonlinear phenomenon and
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, Fig. 3. Possible implementation of PFD and charge-pump with sample-hold.
held for each PFD sampling interval. To derive the transfer

function we start by considering the charge deposited on the

Fig. 1. Nonuniform sampling.

capacitance’;
£ UP Ap(t)
 ou _ 2%
ilter
’Tdi: DOWN Srvider whereAy(t) is the phase error waveform into the PFD. After
channel N+ [ a certain delaysy the charge is transferred € and added to
modulation D T the charge previously stored
7
Qc,(t) = Qc, (t — Trer) + Qc, (t — Tsn) )

Fig. 2. S/HXA fractionalV synthesizer. . ) .
In voltage terms and inserting the expressionder,

To solve the nonuniform sampling problem, we adopt the Iep

topology [18] shown in Fig. 2. The structure is similar to Ve, (t) = Ve, (t — Tret) + “TRet - Ap(t — 7su). (3)
. . . 2T - 02

ordinaryX A fractionalV synthesizers except for the presence

of a sample-hold block between the charge-pump and the loopraking the Laplace transform yields

filter. By resampling the charge pump output at regular time

intervals, the nonlinearity previously discussed is eliminated. Ve, (s) Icp

e : )
The sample-hold has another beneficial effect: it prevents the Ap(s) — M om0y 1 emsTher

modulation of the loop filter voltage by the reference clock, L . . . _
hence, ideally it eliminates reference spurs in the voltage-con—In (4). Ve, (s) is still modeled in the discrete-time domain,

trolled oscillator (VCO) output. In reality, low-level spurs ma},.e._as atr?ln otfdelt:-funcnons. In reahtyAthe fo u:ﬁm voltg_?_e(ljsba
appear at the output due to the charge feedthrough in the Con§|181|rcase unction. As a consequence, (4) is urther modiiied by
switch. a zeroth-order hold network that converts the impulse-train into

The use of sample—hold detectors is known [12], [16] to gi\}ge staircase waveform. The transfer function of the zeroth-order

good spurious performance; sampled PLL circuits have beg?nld network is given by

already used in clock and data-recovery circuits [13]. A sam- 11— e—5Thet
pled feed-forward network has been recently proposed in a clock Hzomu(s)
generator PLL architecture [14]. However, to the knowledge of

the authors, the sample-hold technique has not been used bdhe actual transfer function from phase difference (PFD
fore in XA fractionaldV synthesizers for the purpose of cominput) to integrator output is then given by

pensating the nonuniform sampling operation of the phase-fre-

quency detector (PFD). Vo(s) _ (s) - Veo(s) _ mera . dcp (6)

In Section lll, we present a derivation of a linear model of the Ap(s)
S/H XA fractionalV synthesizer. The resulting linear model
is similar to [4], but the derivation is more straightforward anﬁl,]
provides more intuitive insight.

— ST
e SH

(4)

®)

TRef S

Agp(s) 21 - 5-Co’

Consequently, the circuit in Fig. 3 can be modeled as shown
Fig. 4. Note that in Fig. 4 the integratidrfsC has been ab-
sorbed in the loop filter transfer functiafi(s). Thus, the only
difference introduced in the linear model by the sample-hold is
the delayrsy. Note that the sampling now always occurs at reg-
The starting point is the sample-hold portion of the syrilar time intervals, namely at the negative edge of the reference
thesizer. A possible implementation is shown in Fig. 3. Thidock.
circuit uses a switched-capacitor integrator to carry out bothin the setup shown in Fig. 3, the delayy is equal to
the sample-hold function as well as the integrator functidmalf a reference period. The delay is necessary to allow the
that is usually implemented by the loop filter. Note, that theharge-pump current to be completely integrated before the
sample-hold block is in series with the loop filter: both theampling operation takes place. Note also that the sampling
integral and the proportional loop corrections are sampled asmtitch needs to be opened while the charge pump is active.

Ill. LINEAR MODEL DERIVATION
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DOWN | ! ] i i H '
out [_| I—L : Ll 1 Converting to phase domain we have
A ¥ : . i 2w At
SH | T . - ® Tret ( )
l—>\ (N+b() Tyeo ;j e We can finally derive an expression for the additive noise
At(n) Atn+1) Attn+2) caused by dithering the divider ratio
Fig. 5. PLL waveforms. A ( n 1) A ( ) n 2 b'( ) (11)
n = n n).
@ @ N+
The control logic of Fig. 3 takes into account the fact that thgy,o Laplace transform yields
rising edge of th@ownN pulse occurs before the rising edge of
the reference clock. 27 e~ Ther
If a trickle current is used in the charge-pump (e.g. awy Ap(s) = N+ 1—eoTne b'(2). (12)
pulses are generated in the lock state) then it is sufficient to ) T ] ) )
invert the reference clock signal to generate a prépéf,, Settingz = e"rer, (12) can be equivalently written in the
signal. digital domain Z-transform)
o 27 271 ,
A. Divider Ap(z) b'(2). (13)

" N4, 1—2z1
We will now derive a simple linear model for the divider with . _ .
dithering. The first step is to find the timing deviations with the The previous equanon s_hows that the\ noise u.ndergoes
aid of Fig. 5.N is the nominal divider modulus aridn) is the an integration but is otherwise shaped by thg loop in exactly the
dithering value provided by thé A modulator. Note that thepr same way as the reference; clock ph"’?se NOISE. .
andDbowN pulses have variable length and occur, respectivel The final I|_near model is showr_1 in Fig. 6, whe_re signal
after and before the reference signal. As already stated, the Sglfi;]r_lsfer function (STF) and the noise transfer function (NTF)

pling is spread out over time before and after the sampling poi N the.EA_ modulator, re_spectwely [8]. The NL b.|0Ck n the_
According to the timing diagram we can write model indicates the nonlinear effect that occurs in the PLL if

the sample-hold block is not used. An analytical derivation of
At 1) = At N +b Tveo — Thet. 7 such effect is presented in Section IV. The closed-loop transfer
(n+1) (n) + (N +b(n)) - Tveo = Trer % function Hy(s) is given by (Fig. 6)

Indicating with ., the average value d{n) (u; is the frac- Icp o=s7sn . [(5) Kueo
tional divider value), the reference peridg.r can be expressed Hy(s) = 12“ e (14)
as 1+ FPemsmn - F(s) S g

The phase noise properties can now be predicted from
straightforward linear systems analysis [11]. Also, although
. Fig. 6 indicates A modulation, the linear model has been
Herived with no assumption on the type of modulation used to
ither the divider modulus (e.qg., it is valid for any fractiorél-

Tret = (N + up)Tvco- (8)

that Tyco is constant. This assumption is reasonable for r
ceive—transmit synthesizers with narrow modulation bandwidtto. ology [7])
In these cases, the relative frequency variation of the VCO Pology L7h)-

small, which means théfty o is nearly constant. B. A Modulation
Defining b’ (n) = b(n) — uy and substitutingvco from (8) ) »
into (7) yields The XA modulation can be modeled as additive phase con-

tribution (also shown in Fig. 6). As an exampleza MASH
architecture [9] of order is used in the analysis. TheA quan-
tizer causes quantization noisg which is added to the output

At(n +1) = At(n) + NTTZ, b (n). 9)
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word. Such noise is spread out over a bandwidthfof = We begin by taking the Fourier transform of the charge-pump
1/T.s and is high-pass shaped by the\ modulator with a output
noise transfer function (NTF) given by

HNTF(Z) = (1 — Z_l)n

z=eI 27 [Tyt

(15) Iout(f): /iout(t)e_j%rftdt' (22)

TheXA STF is given by With the aid of Fig. 5, the previous equation can be written as

(23), shown at the bottom of page, which simplifies to

—1\"

H = . 1
STF (Z) (Z 2—ed27 [Tyef ( 6) n=oo nTREF—l—At(n)
Assuming that the quantization noise is independent of the Iouwe(f) = Z / Icpe 927 Ft . (24)
input signal, the power spectral density of the bit stream can be n=—oco
expressed as By solving the integral, (24) becomes
Tref 2 n=0o0 -1
S, (f) = |Hxtr()I”- 17 - Tl jennT (—i2mfatn) _
From the linear model of Fig. 6 we can find the transfer func- (25)
tion from the output of the NTF to the output phaseco We now perform a second-order Taylor series expansion of
. the e 7277 At(") term
27 e~ Strers
Hy(s) Hy(s) (18)

= . n=0o0 -1 p
N+up, 1- e=5Tres Iout(f) =lcp Z WG_J%rfnTmf

n=—oo

Finally the output phase noise power spectral density (PSD)

due to theX A quantization noise,, is simply given by (= g2n fAt(n)

1. 2
| ~5 2epatn)’) - 1] (26)
Seveo(f) = [Ha(j2n fT)I Sus(f)- (19) 2
The effect of quantization at tHBA input (i.e. due to finite Towt(f) = Iep (Tmf > At(n)e‘ﬂ”f"Tfef>
input word length) can be evaluated in the same way. The PSD Thet n=—oo
is given by Iep n=% 4
. — g2 f o | Trey > SAt(n)?
re _ ref -
Sea,(f) = 75 -2 = Hsre(N)* (20) e
1 Xe—ﬂﬂfnTmf) ] (27)

whereb,.; is the number of bits below the decimal point in the Equation (27) contains two terms. The first one is simply a

YA input. The calculation of the PSD of the PLL phase errgg, o,y filtered version of the quantization noise, as predicted
due to theX A input quantization is then straightforward (Fig. G)Oy the linear model in the paper. The second term quantifies

. the undesired nonlinear effect caused by the nonuniform pulse
Spsan (f) = |[Ha (527 fT))? Ssa,. (f)- 21 . - . :
ez, (f) = [Hn (521 fT)[" Ssa,, () (1) stretching. As can be seen, it is essentially the Fourier transform

charge-pump noise or VCO noise can be evaluated in a simifgriation.

way. The NL block in Fig. 6 symbolizes the nonlinear effect and,
according to the above analysis, it can be modeled as shown in
IV. ANALYTICAL EVALUATION OF THE Fig. 7. _ _ _ _
INTRINSIC NONLINEARITY Based on the previous analysis we can write an analytical ex-

) _ ) ) ... pression for the PSD of the excess noise that occurs in standard
As previously mentioned, ilEA synthesizers an intrinsic y, A pLL (j.e. without sample-hold)

non linearity affects the close-in phase noise. We will now 1

show that in standarBA synthesizers, the charge-pump outpuSso., .. (f) = 4n2(27f)2=

iout(t) CONtains an additional noise term, which is caused by 4 )

the nonuniform pulse stretching shown in Fig. 5. X (Sat(f) @ Sac(f)) (|H0(j27rfT)| ) (28)

n=oo nTREF-l—At(n) )
Z f Icpe_]%rftdt s if At(n) >0
n=-—00 nT

Z f —Icpe_jzwftdt> s if At(n) <0

n=—00 \nTrpr+At(n)



854 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—II: ANALOG AND DIGITAL SIGNAL PROCESSING, VOL. 50, NO. 11, NOVEMBER 2003

| ! IN/OUT signals ! | !
bm) ! o = At(n) [ Py 1 —_— |
1 _z 12 . il > cions !
: N+uy 1-z' 2 X oS o Tref : EIP_Di\EMgnals :CP update vCO Ep(i:\l_ﬁ:_:
| . \ | |
| | | | | |
N ! REF uP L Ly Ve Y -
PFD t::‘ CP H LF ’———rvco F out
Fig. 7. Nonlinearity model. DIV mp—
Equivalent phase noise at PFD output with and without S/H Divider
-80 -80 -80
T 100 -100 -100
%-120 -120 -120 REF
_g ~140 -140 -140 ’,/
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Output phase noise with and without S/H as explained later in the section, event-driven simulations are
- = -80 . . .
" ; * - also very fast and highly efficient. In fact, the number of cal-
N -100 = s -100 = . . .. . .
5 : SN culations is kept to a minimum because synthesizer signals and
@ 120 -120 -120 ’ by
S : N v ol v variables are calculated only when a transition occurs.
@ -140 140
5_‘60" ' 160 ' “teof The simulation method proposed in [3] ensures extremely
£ -0 -180 -teof-- high computation speed because, instead of simulating the true
2003 e % = o % e o time domain behavior, it effecti\{e.ly operates in.a ;ubsampled
srd order modulator oo uency [Hz] Sth order modulator manner on _the merged VCQ-lelder block. Thlg |Qea makes
the method in [3] very attractive too. However, this idea could
Fig. 8. Phase noise PSD for differéAt\ modulator orders. equally well be used in the event-driven approach, speeding

up the simulation tremendously. In this case, the VCO would

where “® " denotes the convolution anidy (f) is given by (14) sample the loop-filter once for every reference cycle. This sub-
Sa:(f) is given by sampling operation implicitly relies on the assumption that the
) power level of the noise at high-frequency offset is not giving a

g _ S, 29 significant contribution when aliased to low frequency. Thus,
ai(f) ( ) (f) - 29) if the assumption holds, the event-driven approach would be
equally as fast as the method in [3]. However, even without the

W'th. Sn, (f) given by (17).' . VCO-divider merging approach, the event-driven method is al-
Fig. 8 shows the equivalent phase-noise at the phase-fre- L2 ) . .
. ready so fast that it is hardly worthwhile to use this merging
guency detector input (top row) and at the PLL output (bottogéchnique

row) for both sample-hold and nonsample-hold topology . :
and for different A modulator orders. The values of the ** Unique strength of the event-driven methodology we pro-
ppse is that it is exact and does not require assumptions or ap-

arameters used in the graphics can be found in Section VI [f~7 = . ) . . . .
P grap roximations. The simulation setup is structured in an object-

a nonsample-hold PLL is used then an excess noise appeoars

and the total noise becomes as shown by the dashed curvePE)?ntEd way: PLL blocks are connected through signals that

N . .are responsible for timing and for data exchange, as shown in
course, the regula A quantization noise also gets worse witty_. 4 T
. 9. Note that IN/OUT signals can operate also as implicit up-

) : . i
increasing frequency. So, at high-offset frequency the exc%sa%e signals (e.g. ther/DOWN signals from the charge-pump).

noise actually becomes insignificant in comparison with tl\ﬁ/ . : o
. . : . henever a block is called from the simulator, a specific op-
YA noise. Notice also that the excess phase noise effect is more

noticeable for high-ordex. A modulators. This is because th eTa“O” Is performed and an event may be posted. As shown in

high-frequency quantization noise is stronger so that more nolsd’ 10,'the simulator inserts the event in the event queue in the
is down-folded. On top of this, the low-frequency quantizatioHrOpert'me order and extracts from the queue the next event that

S . . .. needs to be executed, resulting in the update of the signals/vari-
noise is lower, which makes the excess noise more S|gn|f|ceélrgt|eS of a block

in comparison.

The contribution of the excess noise might not always be si _This means that each PLL block can be coded as an inde-

nificant with respect to other PLL noise sources, such as t gndent unit, without worrying about the interaction and the

charge-pump naise, which usually dominates at low frequengequencing with the other blocks. The fact that each block is
' If-contained allows to change and refine the behavior of a

However 't. IS St!” \{aluable to quantify and to model the effec ingle block without affecting the coding of the other PLL units.
of the nonlinearity in order to ensure correct performance of

. e simulator itself keeps track of the succession of the events
PLL in all cases. . . . :
with the event queue. A more detailed explanation of this con-
cept can be found in [17].
The advantage of maintaining a simulation event-queue is
As discussed in the introduction, the use of event-driven siriat the simulation time points occur exactly at the moment of
ulators is very attractive. Besides providing precise time-steple execution of the event. Thus, the simulation time points are

Tref . 1
N + m 1— e_jz‘“'fTref

V. EVENT-DRIVEN OBJECT ORIENTED METHODOLOGY
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_______________________ \ PLL TABLE |
execution—time / block 1 DESIGN PARAMETERS

Event—queue event—extraction| simulator i event—execution PLL fauz N 1o ICP KVCO ToH
core * block 2

done 1907.75 MHz | 73.375 | 0.375 | 10 puA | 27100M Hz/V | 0.5 Tgrer

I
I
I
1
I
I
|
|
I
1 —_— -
I
|
1 evem—inserﬁx ueue - \
! B o5 PLL TABLE I
I

manager | ~+4<

SIMULATOR e R block N L 0Ob PARAMETERS
[ 1 event post
. . . CCP 21 w3 Wy Ws
Fig. 10 Simulation structure. 34.522 pF | 2w - 50kHz | 2m - 500K Hz | 2n - 1M Hz | 27 - 50M Hz

always aligned with the edges of the signals, providing 100% ] ] )
accurate time-steps. This representation of the loop filter can be directly converted

Coding the behavior of the synthesizer digital blocks i&1t0 Simulation code. Itis important to underline that the filter

straightforward; the description of the loop filter and of th@&havioris modeled with no approximation. Also, the loop filter
VCO requires particular attention, as discussed next. Mdf@date takes place only when required by other blocks: the up-

details about the methodology implementation can be foundqﬁte time intervals are not uniform. This makes the simulation

[17]. methodology very efficient, since the calculations occur only at
the required time steps. Further implementation details can be
A. Loop Filter found in [17].

We'pr.opose a simple method pase.d on state—space equ.atg)_n§/co Model
description. The way the loop filter is modeled can be visu-
alized with the help of Fig. 9. Every time the VCO and the The VCOis modeled as a self-updating block. Such operation
charge-pump are executed, they post events requiring the G0 be visualized as shown in Fig. 9. The pseudocode describing
date of the loop filter state. When these events are extractBg VCO behavior is presented in algorithm 1. The update takes
from the event-queue to be executed, the simulator calls the IdJpce at discrete time instances, namely every half-VCO cycle.
filter to update its state and to calculate a new control voltage/ery half-period the VCO receives the update VCO control
according to the actual input value. The event posted from ti@ltage from the loop filter; on the basis of the received value,
charge-pump indicates that a change has occurred at the 1§#pnew VCO period is calculated.
filter input; the VCO event is posted to obtain the actual control The VCO completes its execution by posting two events. The
voltage. first event is the execution of the loop filter block at the next
To describe the loop filter behavior in mathematical ternddme point when the VCO update will take place. This ensures
we start from its transfer function and we derive its State-Spalit the value used to calculate the semiperiod of the VCO is
Formulation. We assume the loop filter transfer function to fways updated. The second event is simply the scheduling of

given by the following equation: the next VCO block call.
Due to the finite number representation of the simulator, the
F(s) = L+ (30) effects of the number truncation represents a potential problem
$C - (1 + _) ) (1 + i) i (1 n i) in the calculation of the VCO period. In order to avoid the ac-
bo o pe cumulation of the truncation error, the calculation of the VCO

Note that (30) also includes the integrating capacitance. WgBMiperiod can be implemented as a first-ofder modulator.
a partial fraction expansion, (30) can be decomposed into fd@rthis way, the accumulation error is always driven to zero on
parallel blocks, namely an integrator and three first-olér average.
blocks. Noting that between the update times the input to the
loop filter is constant.(e.g/m is.a'ppearing as a.staircase to theAIgorithm 1 VCO pseudocode
loop filter), the equa_tlon describing the l:_)ehawor_of each of thg,opuLevCO
three RC' blocks is given by (state equation solution) input control_voltage

1o output VCO_clk
Va(t1) = Valto)+(AzVin(to) — Valto)) (1 e ) - (31) fist = frreerun + Kvco - Verr /I Update the in-
stantaneous frequency
VCO_semiperiod=0.5/  fi,s // Calculate
AoVin(to) the new semiperiod
+ (t1 — to). (32) VCO clock = NOT (VCO_clock) // Update
the VCO_clock signal
PosT EVENTuUpdate loop @ cur-
Ve (£) = VA (1) + Va(t) + V(1) + Ve (). (33) rent_sim_time + VCO_semiperiod)
() 1(t) 2(1) (1) o(®) PosT EVENKexecute VCO @ cur-
The model for the loop filter is then simply given by a set pf rent_sim_time + VCO_semiperiod)
equations which describe exactly the behavior of the loop filleEND MODULE

The equation that describes the integrating block is given|by

Ve (t) = Ve(to)

The VCO control voltage is then given by
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Fig. 11. Phase Noise PSD: sample-hold PLL versus regular PLL.
VI. RESULTS to theX A quantization for two different synthesizer topologies:

e PSD of the sample-hold PLL is compared with the PSD of

e standard PLL. The sample-hold PLL has a lower overall
hase noise and does not present spurs. By contrast the standard
LL (i.e without sample-hold) has greatly increased close-in
hase noise as well as reference spurs.

The PLL topology presented in Section Il is simulated wit
Verilog XL, but the simulation methodology can be applied t
any kind of event-driven simulators. For example, the simul
tion core can be easily implemented with a few lines of C code

The choice of Verilog is a matter of convenience: its inte?
gration in the Cadence Environment allows easier debugging!n the same figure, the PSD from simulations is compared
schematic capture, and plotting capabilities. Moreover, the O#ith the predicted theoretical curves. Clearly, the curves ob-
dence Environment offers the possibility to directly use the Vetained from the simulation match very well with the PSD de-
ilog code together with Spice-like simulators to run mixed-modg€ribed by (19) [for the sample-hold synthesizer topology] and
simulation. However, simulations in a mixed-mode environme(®8) [for the standard synthesizer topology].

require long simulation time. As a comparison, to simulate inanThe low-frequency noise floor (“dithering noise floor” in
event-driven simulation 2 million VCO cycles (equivalent to Fig. 11) is due to a very small amount of dithering applied
ms) recording in a file 4 million data points, the time of execlon the XA modulator input. In absence of modulated data,
tion is less than 15 min on a RISC 8500 processor (it reducgithering is necessary to avoid the presence of fractional spurs.
to only 5 min if the VCO simulation time points are not written In the previous figure, 0n|y the effect of thex\ quantizaﬂon
to a file). The same simulation in a mixed-mode environmegbise on the output phase noise has been considered. The effects
takes more than 20 h, without reaching the same accuracyofiother noise sources can be easily evaluated in the simulation,
fully analogue simulator such as SPICE would probably requii¢ a similar manner as described in [3]. Due to the object-ori-
a simulation time at least one order of magnitude longer.  ented nature of the simulation it is easy to add new blocks that
The main parameters of the simulated PLL are resumeddBnerate noise: the charge-pump white noise is obtained from a
Table I. TheXA modulator is a MASH fourth order and therandom number generator block and the VCO noise can be gen-

parameters of the loop filter are presented in Table II. erated with another random number generator block followed
We now present several simulation results obtained by tB¢ a filter block (coded in the same way as the loop filter).
event-driven methodology in order to Another option is to read the noise data from a file; in this
« validate the theory developed and evaluate the effect of thiay it is possible to use data from other simulations or from
sample-hold block; real measurements. As an example, Fig. 12 shows the PSD of
« evaluate the effects of nonidealities and nonuniform delalye output phase noise due to the contributiortdf quanti-
in the divider moduli; zation noise and VCO phase noise (in this example, the VCO

» demonstrate the applicability of the simulation methodzhase noise is about140 dBc/Hz @ 1-MHz offset). Together
ology to a real study case, namely direct GSM modulatiowith the simulation result, Fig. 12 presents the predicted con-
We start by showing the effects of the nonuniform samplingibution of the single noise sources; the typical VCO phase
at the PFD. The effect of other noise sources will be discussedise 20 dB/decade characteristic) determines an increased
later. Fig. 11 shows the PSD of the output phase npis&, due close-in phase noise.
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Fig. 12. Phase noise power spectral density with VCO noise added.

| — Delay 0 ps
Delay 10 ps
Delay 20 ps {
----- Delay 30 ps
: : : - Delay 40 ps
-80 X : IR R Delay 50 ps 0
: . : Do - Delay 60 ps
Delay 70 ps
- Delay 80 ps ]

Delay 90 ps
Delay 100 ps

-140

-160

Power referenced to total output power [dBc/Hz]

10 10 10 107 10 10°

Frequency [Hz]

Fig. 13. \oltage PSD for different divider delays with GSM modulation.

A. Simulation Example: Direct GSM Modulation filter [15], which compensates for the PLL transfer function.
The transmitted output spectrum lies within the mask specified
The event-driven methodology and the linear model were &gy the GSM standard and the rms phase error is smaller than
plied to the study case &fA synthesizers for direct GSM mod- 5 rms in the ideal condition.
ulation. The effects of nonidealities such as charge-pump miS-AS an examp|e, the effects of a variable de|ay on a Sing]e
matches, variation in the VCO gain, and variable delay in thfvider modulus can be seen in Fig. 13. When the delay
divider modulus can be easily evaluated with the aid of the sintcreases, the transmit power spectrum lies outside the mask
ulations. A brief account of the results will be given here; morgpecification. In fact, nonuniform propagation delay for the
results can be find in [17]. divider moduli is equivalent to nonuniform quantization in
To evaluate the dynamic behavior of the simulator real GSMultibit XA DACs and causes down-folding of high-frequency
data was fed into th& A modulator through a digital prewarpnoise.
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The small reference spur in Fig. 13 is caused by a small deown, which indicate that the sample—hald\ fractionalsV
content in the input data. In fact, the input data offh® modu- synthesizer is suitable for fulfilling the GSM/DCS standard.
lator is notideal, but it is taken from a real implementation (e.g.,
the length of the Gaussian filter is finite).

The conclusions from the simulation on the study case can be ACKNOWLEDGMENT
summarized as follows.
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ABSTRACT

A novel method to calibrate the frequency response of a Phase-
Locked Loop is presented. The method requires just an additional
digital counter and an auxiliary Phase-Frequency Detector (PFD)
to measure the natural frequency of the PLL. The measured value
can be used to tune the PLL response to the desired value. The
method is demonstrated mathematically on a typical PLL topol-
ogy and it is extended to XA fractional-N PLLs. A set of simula-
tions performed with two different simulators is used to verify the
applicability of the method.

1. INTRODUCTION

Phase-Locked Loop (PLL) frequency synthesizers are building
blocks of all communication systems. An accurate PLL response
is required in many situations, especially when XA PLLs for di-
rect modulation [1] are used. In these types of PLLs, the data fed
into the XA modulator is often undergoing a pre-filtering process
in order to cancel the low-pass PLL transfer function and thereby
to extend the modulation bandwidth [2]. The pre-distortion filter
presents a transfer function equal to the inverse of the PLL transfer
function and it is usually implemented digitally. Consequently, a
tight matching between the pre-distortion filter and the analogue
PLL transfer function is necessary to avoid distortion of the trans-
mitted data.

Especially for on-chip Voltage Controlled Oscillators (VCO),
the gain Kvco is typically the parameter with the poorest accu-
racy among the PLL analog components. However to establish an
accurate PLL transfer function only the product Kvco X Icp/C
needs to be accurate [3]. The PLL can then be calibrated by ad-
justing the Charge-Pump current; the problem is how to measure
the accuracy of the PLL transfer function.

A continuous calibration technique is presented in [4]. The
transmitted data is digitally compared with the input data and the
Charge-Pump current is then adjusted to compensate the detected
error. This method offers the possibility of continuous calibra-
tion at the expense of increased circuit complexity; since the er-
ror detection is based on the cross-correlation between input and
transmitted data, this approach will not work on unmodulated syn-
thesizers. An alternative approach is found in [5], where a method
based on the detection of pulse skipping is described. The pres-
ence of one or several pulse skips can be used as an indication of
the bandwidth. This method requires an input frequency step large
enough to push the PLL into its non-linear operating region and
only offers a rough estimation of the actual PLL bandwidth.

* This work was carried out as a part of an internship at the QCT
department of Qualcomm CDMA Technologies.
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Fig. 1. Classical PLL structure.

In this paper we present a simple and novel approach that
makes it possible to determine the characteristics of the PLL trans-
fer function by simply adding a digital counter and an auxiliary
Phase Frequency Detector (PFD).

The paper is organized as follows: in section 2 we present the
basic idea behind the method and in section 3 we discuss its math-
ematical formulation. The extension of the method to A PLLs
is presented in section 4. Finally, in section 5, the results from
different simulations are compared with the theory developed.

2. MEASURING SCHEME

A calibration cycle is required by this method. Consider the typical
PLL topology in fig. 1: to start the calibration, the switch to R.q; is
closed and the calibration resistor R.,; is connected to the resistor
R. By reducing the total filter resistance, the loop transfer func-
tion presents under-damped characteristics. Note that, if the loop
transfer function is already designed with under-damped charac-
teristics, then the calibration switch is not necessary. By chang-
ing the ratio M of the f,.; divider or of the ratio N of the fou¢
divider, a frequency step can be applied to the PLL. The natural
frequency of the induced transient response can be indirectly mea-
sured by counting the UP/DOWN pulses produced by the PFD. If
the counter counts 1 up for each UP pulse and counts 1 down for
each DOWN pulse, then the maximum counter value is a measure
of the natural frequency of the PLL transfer function. This can
be seen in fig. 2, where the expected behavior of the phase er-
ror together with the counter value trajectory are presented. The
Charge-Pump current can be adjusted so that the PLL natural fre-
quency is the desired one.

For the calibration method to work properly, the leakage cur-
rent in the Charge-Pump should be kept small and the trickle cur-
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rent (if any) should be turned off. Any leakage or trickle currents
will induce a static phase error at the PFD input. This, in turn,
means an increased number of pulses in one direction (e.g. UP
pulses). Consequently, the counter value is no longer an accurate
representation of the natural frequency.

The auxiliary PFD in fig. 1 is required to generate stable
UP/DOWN pulses for the digital counter. A possible circuit imple-
mentation that works together with a typical PFD is shown in fig.
3. The two set-reset flip-flops (SR-FF) are used to establish which
one between the UP/DOWN pulses occurs first. This is necessary
because the UP and DOWN pulses are simultaneously high for a
length equal to the delay in the PFD reset path [5]. If the UP pulse
rises before the DOWN pulse, then a logical ’'ONE’ appears at the
input of the top edge-triggered resettable D flip-flop (fig. 3) and a
logical "ZERQO’ appears at the input of the bottom D flip-flop. The
UP pulse delayed through a couple of inverters clocks the flip-flop
and the negative transition of the REF clock resets the flip-flop.
Hence the flip-flop produces an UP_stable pulse whose length is
approximately equal to the REF semiperiod.

The opposite happens if the DOWN pulse occurs before the
UP pulse. If the PFD produces aligned UP and DOWN pulses (this
is the case if the input phase error is smaller than the dead-zone of
the PFD) then the UP_stable and the DOWN_stable signals are
high at the same time.

3. MATHEMATICAL DERIVATION

The mathematical formulation will be based on the PLL topology
of fig. 1; however, the applicability of the method extends to other
topologies, as it will be demonstrated in the next section. We start
by deriving the PLL loop transfer function with the aid of the linear
model of fig. 4:

Ip(R-Cps+1)Kvco

Hioop(s) = 5O, sIN

)]

{>c UP_stable
UP
Ik DFF
UP E E [
DOWN RE Digital

F

DOWN l>c clk DFF DOWN_stable
DOWNE ;
Up DIV

Fig. 3. Auxiliary circuit and digital counter.

Counter

quantizer

counter output

¢emﬂ 1
- ) -

¢in
Jr ¢ET‘T‘ I. 1 Koco ¢vco
—:9 ~ ar (Bt g5) | T -
¢)div
1
~ |-

Fig. 4. Classical PLL linear model.

The transfer function from phase input to phase error is given by:

Derp(s) 1 52

Oin(s) 1+ Hipop(s) T2 20wn s + w2 @

I, K I, Cp,K
where w, = \/16EE0 and ¢ = #/1erCrveo and w,

and ( represent, respectively, the natural frequency and the damp-
ing factor of the PLL. A unit input frequency step corresponds to
an input phase ramp, with Laplace transform given by ®;,,(s) =
S% . The Laplace transform of the phase error is then given by:

s2 1

@err(s) = —82 + 2<wn8 + w% . 3_2

3
The behavior in the time domain of equation 3 is the impulse re-
sponse of a second order system:

1 —Cuwnt

Perr(t) P prs e sin (wot) 4)
where wo = wn+/(1 — ¢?). As long as the phase error function
@err(t) is positive, the PFD generates UP pulses. If the error
becomes negative, DOWN pulses are generated. Assuming a posi-
tive frequency step, an initial sequence of UP pulses is produced by
the PFD and the counter value increases monotonically. When the
phase error crosses the zero-error phase, occurring at tcross = :—0
according to equation 4, DOWN pulses start to appear decreasing
the counter value. Hence at the crossing time the counter reaches
its maximum value, V;,, 42 ; the crossing point can also be expressed
as teross = Vimaz  Tref, Where Trop is the period of the REF
clock (fig. 1). For stability reason [3], the PLL dynamics is always
much slower than the REF signal: the error introduced by quan-
tizing tcross 1s then insignificant. wo can then be approximated
as:

&)
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4. EXTENSION TO XA PLL TOPOLOGIES

The applicability of the measuring technique will be now demon-
strated for ¥ A fractional-N PLLs. These PLLs use high-order
multi-bit XA modulators to dither the divider modulus; direct mod-
ulation is achieved by feeding the data into the modulator. Thus,
to measure w,, the frequency step is, in this case, applied to the
3 A modulator input.

The linear model of a XA fractional-N PLL is shown in fig.
5. A complete derivation of the linear model can be found in [6].
The Loop Filter is typically a high-order structure to attenuate the
high-frequency quantization noise. In the example analyzed in this
section, the Loop Filter transfer function presents 4 poles (includ-
ing the Charge-Pump integration) and 1 zero. The mathematics
involved in this case is lengthier, but the final transfer function can
be reduced to an equivalent 2" order equation.

We start by finding the transfer function from the A modu-
lator input to phase error ®..(s). With the aid of fig. 5, consider-
ing that the effect of the A modulator Signal Transfer Function
(STF) is just adding a delay to the input data, the transfer function
is given by:

¢67'7'(S) — 27T eisTTEf 1
EAln(S) - N + up 1 — e 5Tres 1 + Hloop(s)

(0)
where N + uy is the instantaneous divider ratio.

Charge—Pump LoopFilter
I i
\j Sample/Hold ¥ vCco

4PREF+ Pvco
e~ STSH F(s) Kyco

| ’ ! + |
oY@ [ ) ! |
NTF L ; 1—-—-1 I

N+tpp 1—2—1

Tref
Sq(f) = 12

Y Amodulation

Fig. 5. XA fractional- N PLL linear model.

Indicating with w3, w4, ws and 21 the high order poles and,
respectively, the zero of the Loop Filter, and by setting:

5 1 1 1 1 1 1
Teq - ) + + + 3 + 5
Wy W4 * W3 W4 * Ws w3 w3 - Ws w5

1 1 1

Wwyq * 21 w3 21 Wws * 21

it is possible to define an equivalent natural frequency w1 and an
equivalent damping factor (;:

w2
Wi 1= L @)
! [1+ (WaTeq)?]
1 1 1 1 1
1= swn1 < —————— ) (®)
2 21 w3 wq ws

After proper manipulations, eq. 6 can be reduced to the following
approximated expression:

Derr(s) s
SAin(s) 82 4+ 2C1wn18 + w2,

©))

27 1
Nt Trog * The final

expression for the phase error, obtained by applying a step function
to the XA modulator, is given by:

2
with the gain factor given by G = <m>

Wn

G

0] rr =
err(5) 82 + 2C1wn1s + w2,

(10)

and it corresponds directly to equation 3. The smaller is the loop
damping factor ¢, the more accurate is the approximation in equa-
tion 10. Thus, the natural frequency can be calculated as described
in section 3.

However the use of XA fractional- N PLLs introduces a new
requirement for the correct applicability of the method. The in-
put step to the modulator needs to be large enough to overcome
the random effects of the modulator itself. If the input step is too
small, then the UP sequence is no longer monotonic and the ex-
tracted value of wy is no longer accurate. On the other hand, the
equations derived so far are based on the assumption that the PLL
is working in its linear region. If a large input step is applied, the
PLL may be pushed out of its linear region. In this case, the pre-
vious equations are no longer valid, but, as mentioned in [7], the
calibration method will still work, since the final counter value can
be extracted from simulations. Alternatively, the counter can be re-
set whenever a pulse skip is detected: in this way the final value
in the counter represents the number of UP (or DOWN) pulses oc-
curred during the linear part of the step response. In other words,
the counter starts to operate properly when the PLL leaves the fre-
quency acquisition mode and enters the phase acquisition mode.

5. SIMULATION RESULTS

The main parameters of the simulated PLL are resumed in table
1. The A modulator is a MASH 4‘"order and the parameters of
the Loop Filter are presented in table 2. Based on the simulation
results, the XA fractional-N PLL topology can be simulated with
a liner simulator such as Simulink; however the system behavior
has been also investigated through a Verilog implementation. The
use of Verilog provides the possibility to simulate a model more
close to a real PLL implementation, capable of capturing the non-
linear behavior of the system [6].

As already discussed in the introduction, the VCO gain Ky co
is the parameter with the poorest accuracy; the YA PLL was sim-
ulated with the nominal Ky co value and with a gain variation of
=+ 30% with respect to the nominal value. In fig. 6 the counter be-
havior for the 3 different K co values is presented. It is apparent
that the three curves reach different peaks according to the value
of Kvco; as the time proceeds the effects of the ¥ A modulator
start to appear.

By substituting the values of the parameters in the equations
presented in section 3, the theoretical maximum counter values for
the three different VCO gains, are, respectively, 150, 123, and 106.
The values extracted from the Verilog simulation of fig. 6 are 148,
122, and 105; these values closely match the predicted ones. The
counter behavior for different input frequency steps is presented
in fig. 7. As the step is increased, overcoming the YA mod-
ulator noise, the measured values match very well the predicted
ones. In the same figure the results for both simulators, Verilog
and Simulink, are presented. Notice that the Simulink curves are
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very close to the curves obtained with Verilog, which confirms that
the linear simulator describes accurately the transient behavior of
the 3 A PLL even for fairly large input frequency steps.

As previously discussed, the presence of a leakage current will
result in an average phase error different from zero. If the leakage
current is too large, even in lock condition of the PLL, the PFD will
only produce UP pulses (for a negative leakage current) or DOWN
pulses (for a positive leakage current). The simulations show that
the calibration method is very robust to leakage currents: a £1%
leakage current will produce less than £6% deviation from the
nominal w,. By observing the difference between the maximum
number of UP (DOWN) pulses and the maximum number of fol-
lowing DOWN (UP) pulses, it is actually possible to obtain the
polarity and a magnitude estimation of the static phase offset. In
fact, with zero static phase offset the length of the two sequence
would be the same; if a positive phase offset is present, the phase
error curve for a positive frequency step is shifted up with respect
to the zero offset curve: in this case the monotonic sequence of
UP pulses will be longer than the following sequence of DOWN
pulses.

| fouw | N | m | Icp | Kvco |
[3.62 MHz | 139 | 0375 | 10 uA | 100MHz]V |

Table 1. Design parameters.

| Cer | = | ws | wi [ ws |
(18158 pF | 167kHz | 500K Hz | IMHz | 5MHz |

Table 2. Loop parameters.

6. CONCLUSIONS

A new method to calibrate the PLL transfer-function has been pre-
sented. The implementation does not require any additional ana-
logue component. The only extra circuitry necessary is an auxil-
iary PFD and a digital counter. This new approach does not offer
continuous calibration and it requires a calibration cycle, but it is
very simple and virtually no extra silicon area and no extra power
consumption is required. Moreover, this technique works for both
linear and non-linear PLL frequency step responses; also, it can be
used to estimate the static phase offset. The mathematical formu-
lation of the method has been verified with simulations based on a
A fractional-N PLL topology, run both on Verilog and Simulink.
Results from both simulations closely match the theoretical values.
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Abstract. A novel method to calibrate the frequency response of a Phase-Locked Loop is presented. The method
requires just an additional digital counter to measure the natural frequency of the PLL; moreover it is capable of
estimating the static phase offset. The measured value can be used to tune the PLL response to the desired value.
The method is demonstrated mathematically on a typical PLL topology and it is extended to ¥ A fractional-N PLLs.
A set of simulations performed with two different simulators is used to verify the applicability of the method.
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1. Introduction

Phase-Locked Loop (PLL) frequency synthesizers are
building blocks of all communication systems. An ac-
curate PLL response is required in many situations, es-
pecially when ¥ A PLLs for direct modulation [1] are
used. In these types of PLLs, the data fed into the ¥ A
modulator is often undergoing a pre-filtering process in
order to cancel the low-pass PLL transfer function and
thereby to extend the modulation bandwidth [2]. The
pre-distortion filter presents a transfer function equal to
the inverse of the PLL transfer function and it is usually
implemented digitally. Consequently, a tight matching
between the pre-distortion filter and the analogue PLL
transfer function is necessary to avoid distortion of the
transmitted data.

Especially for on-chip Voltage Controlled Oscilla-
tors (VCO), the gain Kvyco is typically the parameter
with the poorest accuracy among the PLL analog com-
ponents. Provided that the value of the filter resistor can
be determined with sufficient accuracy, in order to es-
tablish an accurate PLL transfer function only the prod-
uct Kyco X Icp/C needs to be accurate [3]. The PLL
can then be calibrated by adjusting the Charge-Pump
current; the problem is how to measure the accuracy of
the PLL transfer function.

*This work was carried out as a part of an internship at the QCT
department of Qualcomm CDMA Technologies.

A continuous calibration technique is presented in
[4]. The transmitted data is digitally compared with
the input data and the Charge-Pump current is then ad-
justed to compensate the detected error. This method
offers the possibility of continuous calibration at the
expense of increased circuit complexity; since the er-
ror detection is based on the cross-correlation between
input and transmitted data, this approach will not work
on unmodulated synthesizers. An alternative approach
is found in [5], where a method based on the detection
of pulse skipping is described. The presence of one or
several pulse skips can be used as an indication of the
bandwidth. This method requires an input frequency
step large enough to push the PLL into its non-linear
operating region and only offers a rough estimation of
the actual PLL bandwidth.

In this paper we present a simple and novel approach
that makes it possible to determine the characteristics
of the PLL transfer function by simply adding a digital
counter; moreover this approach can be used to obtain
an estimate of the static phase error.

The paper is organized as follows: in Section 2
we present the basic idea behind the method and in
Section 3 we discuss its mathematical formulation. In
Section 4 we show how the method can be used to
obtain information about the PLL static phase offset.
The extension of the method to ¥ A PLLs is presented
in Section 5. Finally, in Section 6, the results from
different simulations are compared with the theory
developed.
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Fig. 1. Classical PLL structure.

2. Measurement Scheme

A two step calibration cycle is required by this method.
In the first step the natural frequency w, of the trans-
fer function is retrieved; the second step is used to

determine the damping factor ¢. Consider the typical
PLL topology in Fig. 1: to start the calibration, the
switches to R.q; and R, are closed and the calibra-
tion resistors are connected to the resistor R. By re-
ducing the total filter resistance, the loop transfer func-
tion presents under-damped characteristics. By chang-
ing the ratio M of the fi.¢ divider or of the ratio N of
the fou divider, a frequency step can be applied to the
PLL. The natural frequency of the induced transient
response can be indirectly measured by counting the
UP/DOWN pulses produced by the Phase-Frequency
Detector (PFD). If the counter counts 1 up for each UP
pulse and counts 1 down for each DOWN pulse, then
the maximum counter value is a measure of the natural
frequency of the PLL transfer function. This can be seen
inFig. 2, where the expected behavior of the phase error
together with the counter value trajectory are presented.
The Charge-Pump current can be adjusted so that the
PLL natural frequency is the desired one. Once the
natural frequency is determined, the calibration step is

08 |t i e R

.............................................. = = = Counter i

! 150

— Phase error

{125
[ d
I
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Phase error (rad)
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Counter value

150

Fig. 2. Phase error with corresponding UP/DOWN pulses.



repeated after changing the damping characteristics of
the transfer function (e.g. by opening the switch to
R..12). By comparing the values of the oscillation fre-
quency in the two steps, it is possible to estimate the
variation of the damping factor ¢; this information can
be used to adjust the filter resistor R to obtain the de-
sired damping factor.

The presence of a leakage current in the Charge-
Pump or of a trickle current will induce a static phase
error at the PFD input. This, in turn, means an increased
number of pulses in one direction (e.g. UP pulses).
However, as explained later, the value of w, and ¢ can
still be measured. Depending on the type of PFD used in
the PLL, an auxiliary PFD might be required to stabilize
the UP/DOWN pulses [7].

3. Mathematical Derivation

The mathematical formulation will be based on the
PLL topology of Fig. 1; however, the applicability of
the method extends to other topologies, as it will be
demonstrated in the next section. We start by deriving
the PLL loop transfer function with the aid of the linear
model of Fig. 3:

Ip(R - Cps + DKyco
27Cyps2N

Hloop(s) = (D

The transfer function from phase input to phase error
is given by:
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where
IcpKvco
wop = [ ————
2 Cp N, d
and

_ R [I4CoKyco
S 2 2N

and w, and ¢ represent, respectively, the natural fre-
quency and the damping factor of the PLL. A unit in-
put frequency step corresponds to an input phase ramp,
with Laplace transform given by ®j,(s) = YL2 . The
Laplace transform of the phase error is then given by:

52 1

Dep(s) = §2 +2§wns +w2 ’ §2

3

The behavior in the time domain of Eq. (3) is the im-
pulse response of a second order system:

e8! gin(wot)

¢err(t )=

wn

4
— “)

where wy = wy+/(1 — ¢2). Note that the natural fre-
quency w, is independent of the filter resistor R,
but the actual oscillation frequency w( depends on R
through the damping factor ¢. As long as the phase er-
ror function ¢ (¢) is positive, the PFD generates UP
pulses. If the error becomes negative, DOWN pulses
are generated. Assuming a positive frequency step,
an initial sequence of UP pulses is produced by the

D () 1 52 5 PFD and the counter value increases monotonically.
®in(s) ] + Hioop(s) -2 + 2L wos + @2 ) When the phase error crosses the zero-error phase,
quantizer
¢m 1 counter output
j > 1-z1t >
) I, 1 K Do
€rr __Lr R+ - VCO
7 S C) — — >

Z |~

Fig. 3. Classical PLL linear model.
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occurring at foross = wlo according to Eq. (4), DOWN
pulses start to appear decreasing the counter value.
Hence at the crossing time the counter reaches its max-
imum value, Vp,x; the crossing point can also be ex-
pressed as Zeross = Vinax - Tref » Where Tir is the period
of the REF clock (Fig. 1). For stability reason [3], the
PLL dynamics is always much slower than the REF
signal: the error introduced by quantizing .o i then
insignificant. @, can then be approximated as:

T

Vmax :

Tref (5)

woy =

By making ¢ small, wy is roughly equal to w,. The
values of wy retrieved with the two steps can be used
to calculate the ¢ variation; in this way it is possible
to adjust the resistor R to obtain the desired damp-
ing factor. So far all the equations have been derived
under the assumption that the PLL is operating in its
linear region. In case of a large frequency step (this
is usually the case if the crystal oscillator divider is
changed), the PLL might loose its frequency lock. In
this case, the previous equations are no longer valid;
however, it is equally possible to use the calibration
method by extracting the final counter value from sim-
ulations. Another possibility is resetting the counter
whenever a pulse skip is detected: this condition occurs
when two edges of the same input signals (Reference
Clock or Divider Feedback signal) appears at the PFD

input without an edge of the other signal occurring in
the middle. This indicates that the frequency of the two
signals is different; the PLL is operating in frequency
acquisition mode. Once the frequency lock is achieved,
the PLL enters the phase acquisition mode: the counter
is not reset anymore and the behavior of the PLL can
be modeled with the described linear equations.

4. Estimation of the Static Phase Offset

Every real PLL implementation is affected by a static
phase offset; its presence is due to different causes,
such as leakage currents or mismatches in the Charge-
Pump UP/DOWN currents. If the phase offset can be
measured, a small offset current can be added to null
the static phase offset, therefore improving the PLL
spurs performance.

As previously mentioned, a static phase offset will
alter the number of UP or DOWN pulses produced dur-
ing the transient response. This can be visualized with
the aid of Fig. 4, showing the phase error curves for
a positive and a zero static phase offset (for a posi-
tive frequency step) together with the relative counter
curves. It can be seen that the effect of the phase off-
set is a positive translation of the zero phase error
curve; as a consequence, the oscillation period mea-
sured with the counter will differ from the zero-offset
case. In the case shown in Fig. 4 the oscillation pe-
riod will be overestimated, since the PFD will produce

80— T

T
1
1
1

60

Phase error (degrees)

r L)
period for zero phase offset
L

period for non—zero phase offset

§
§

-40

I
|
I
1
1
1
4

' 5 .
~——— offset curve -

180

’ -1 160
i

I’ counter value for offset curve

Counter value

160
40

120

-60
0 0.2

Time(s)

Fig. 4. Phase error curves.



UP pulses for a longer time interval, till the intersection
of the offset phase error curve with the zero phase error
line.

Consider now the sequence of DOWN pulses follow-
ing the UP pulses: in this case the length of the sequence
is shorter than the value expected under zero phase oft-
set condition. Indicating with V,,x the maximum num-
ber of UP pulses and with Vp;, the minimum number of
DOWN pulses, by comparing Vinin With Viax, not only
it is possible to determine the real oscillation period,
but it is also possible to extract information about the
phase offset.

In fact, under zero phase offset condition, the mag-
nitude of Vi, is equal to the magnitude of Vp,; this
means that if a phase offset is present, the correct num-
ber of pulses is the average value between the mag-
nitude of Vin,x and V. The real oscillation period is
then given by:

_ 2
(lvmax| + |Vmin|) : Tref

(6)

Wo

Furthermore, the sign of the difference (in magnitude)
between Vi and Vi, is equal to the polarity of the
phase offset. Finally it possible to obtain a rough esti-
mation of the magnitude of the phase offset. Indicating
with #1,e,s the period of the offset phase error curve, the
phase error offset can be obtained by evaluating Eq. (4)
for t = tieqs- This can be visualized in Fig. 4: since the
offset curve @ofreer(?) is equal to Ger(?) + phypreer and
is equal to zero for ¢ = ty,cys, the following relation
holds:

Phogiser = —@err(fmeas) @)

The accuracy of the above equation depends on many
factors; first of all, #y,c, i quantized with a time step
equal to the inverse of the PFD comparison frequency
fret- The higher the frequency is (compared to the PLL
bandwidth) the better is the resolution. Also, unlike
previously, the size of the frequency step directly in-
fluences the estimation accuracy.

This is because a large step will produce a large
phase excursion at the PFD input and the static phase
error then only constitutes a small proportion. There-
fore it is preferable to use a small frequency step for
this measurement. A rough estimation of the minimum
detectable phase-offset can be estimated by evaluating
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Eq. (4) in the case that fief > foandwidin:

e wy/1 — 2 Sret B Sret

where A is the step amplitude.

5. Extension to XA PLL Topologies

The applicability of the measuring technique will be
now demonstrated for ¥ A fractional-N PLLs. These
PLLs use high-order multi-bit ¥ A modulators to dither
the divider modulus; direct modulation is achieved by
feeding the data into the modulator. Thus, to measure
w,, the frequency step is, in this case, applied to the
2 A modulator input.

The linear model of a ¥ A fractional-N PLL is shown
in Fig. 5. A complete derivation of the linear model can
be found in [6]. The Loop Filter is typically a high-order
structure to attenuate the high-frequency quantization
noise. In the example analyzed in this section, the Loop
Filter transfer function presents four poles (including
the Charge-Pump integration) and one zero. The math-
ematics involved in this case is lengthier, but the final
transfer function can be reduced to an approximate 2nd
order equation.

We start by finding the transfer function from the ¥ A
modulator input to phase error @ (s). With the aid of
Fig. 5, considering that the effect of the ¥ A modulator
Signal Transfer Function (STF) is just adding a delay
to the input data, the transfer function is given by:

Do () 2 e STt 1 )
SAin(s)  N+pub 1 —eT 1+ Higope)
Chargel—Pump Loop Filter
v Y VCO
(pref + . Icp Kyeo (pvco

1

I

I

I

1 T __________________
s (f) = Lxef +¢+: SindD=1; 2
: 4 12 STF — data mo-o-- |
I

1

Fig. 5. XA fractional-N PLL linear model.




82 Cassia, Shah and Bruun

where N + u;, is the instantaneous divider ratio. Indi-
cating with w3, w4, ws and z; the high order poles and,
respectively, the zero of the Loop Filter, and by setting:

, 1 1 1 1 1
Teq=_2+ + +—2+
wy Wy - W3 wy - W5 w3 w3 - W5
1 1 1 n 1
Wi Wi Wi wsez

it is possible to define an equivalent natural frequency
wy,1 and an equivalent damping factor ¢;:

a)z
Wy = [ ————— (10)
[T+ (wnTeq)Z]
1 1 1 1 1
h=zom|\—————— — (11)
2 21 w3 w4 ws

After proper manipulations, Eq. (9) can be reduced to
the following approximated expression:

Penls) s
2 Ain(s) 52 + 281wp1s +w31

12)

with the gain factor given by G = (%’n‘)zﬁ 7 The
final expression for the phase error, obtained by ap-
plying a step function to the ¥ A modulator, is given

by:

G
De(s) = 13
() 52+ 20 w18 + 03 (13)

and it corresponds directly to Eq. (3). The smaller is
the loop damping factor ¢, the more accurate is the
approximation in Eq. (13). Thus, the natural frequency
can be calculated as described in Section 3.

However the use of ¥ A fractional-N PLLs intro-
duces a new requirement for the correct applicability
of the method. The input step to the modulator needs to
be large enough to overcome the random effects of the
modulator itself. If the input step is too small, then the
UP sequence is no longer monotonic and the extracted
value of wy is no longer accurate.

6. Simulation Results

The main parameters of the simulated PLL, based on a
GSM study case, are resumed in Table 1. The ¥ A mod-
ulator is a MASH 4th order and the parameters of the
Loop Filter are presented in Table 2. Based on the sim-
ulation results, the ¥ A fractional-N PLL topology can

Table 1. Design parameters.

Sret N Hb Icp Kvco Sout

26 MHz 139 0.375 10 nA 100 MHz/V ~ 3.62 MHz
Table 2. Loop parameters.

Ccp Z1 3 on ws
18.158 pF 167 kHz 500 KHz 1 MHz 5 MHz

be simulated with a liner simulator such as Simulink;
however the system behavior has been also investigated
through a Verilog implementation. The use of Verilog
provides the possibility to simulate a model more close
to a real PLL implementation, capable of capturing the
non-linear behavior of the system [6].

As already discussed in the introduction, the VCO
gain Kvyco is the parameter with the poorest accuracy;
the X A PLL was simulated with the nominal Kvyco
value and with a gain variation of £30% with respect
to the nominal value. The mismatch between the pre-
distortion filter and the PLL transfer function due to this
variation causes an output error up to 5 degrees rms.
In Fig. 6 the counter behavior for the 3 different Kvco
values is presented. It is apparent that the three curves
reach different peaks according to the value of Kvyco;
as the time proceeds the effects of the £ A modulator
start to appear.

By substituting the values of the parameters in
the equations presented in Section 3, the theoretical
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maximum counter values for the three different VCO
gains, are, respectively, 150, 123, and 106. The values
extracted from the Verilog simulation of Fig. 6 are 148,
122, and 105; these values closely match the predicted
ones.

As previously discussed, the presence of a leakage
current will result in an average phase error different
from zero. If the leakage current is too large, even in
lock condition of the PLL, the PFD will only produce
UP pulses (for a negative leakage current) or DOWN
pulses (for a positive leakage current). The simulations
show that the calibration method is very robust to leak-
age currents: a 1% leakage current will produce less
than £6% deviation from the nominal w,.

The estimation of the phase offset with the method
described in Section 4 is more diffcult for ¥A PLL. In
fact the resulting phase error curve for a frequency step
is not as smooth as the integer case; this means that in
the proximity of the zero phase error line there could be
more than one crossing before and after the real cross-
ing time. This affects only marginally the bandwidth
estimation since the variation in the number of pulses
is small relatively to the total number of pulses. On
the contrary, the phase offset estimation can be signif-
icantly affected.

A possibility to overcome the problem is to take the
average of several step measurements. Alternatively,
the X A can be overloaded (or switched off) before the
step is applied in order to operate the PLL in integer
mode.

7. Conclusions

A new method to calibrate the PLL transfer-function
has been presented. The implementation does not re-
quire any additional analogue component. The only
extra circuitry necessary is a digital counter. This new
approach does not offer continuous calibration and it
requires a calibration cycle, but it is very simple and
virtually no extra silicon area and no extra power con-
sumption is required. Moreover, this technique works
for both linear and non-linear PLL frequency step re-
sponses; also, it can be used to estimate and calibrate
the static phase offset. The mathematical formulation of
the method has been verified with simulations based on
a XA fractional-N PLL topology, run both on Verilog
and Simulink. Results from both simulations closely
match the theoretical values.
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