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Abstract We prove lower bounds on the largest and second largest eigenvalue of the adja-
cency matrix of connected bipartite graphs and give necessary and sufficient conditions for
equality. We give several examples of classes of graphs that are optimal with respect to the
bounds. We prove that BIBD-graphs are characterized by their eigenvalues. Finally we pres-
ent a new bound on the expansion coefficient of (c, d)-regular bipartite graphs and compare
that with with a classical bound.
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1 Introduction

An expander graph is a highly connected “sparse” graph (see, for example [28]). Expander
graphs have numerous applications including those in communication science, computer
science (especially complexity theory), network design, cryptography, combinatorics and
pure mathematics (see the books and articles in the Bibliography).
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260 T. Hgholdt, H. Janwa

Expander graphs have played a prominent role in recent developments in coding theory
(LDPC codes, expander codes, linear time encodable and decodable codes, codes attaining the
Zyablov bound with low complexity of decoding) (see [3,8,11,15-18,20,27,30-32,34,37],
and others).

We shall consider graphs X = (V, E), where V is the set of vertices and E is the set of
edges of X. We will assume that the graph is undirected and connected and we shall only
consider finite graphs. For F C V, the boundary 0 F is the set of edges connecting F to
V\F. The expanding constant, or isoperimetric constant of X is defined as,

a
h(X) = min S U B
p£Fcy min{|F|, |V\F|}

Moreover if X is viewed as the graph of a communication network, then /4 (X’) measures the
“quality” of the network as a transmission network. In all applications, the larger the 4 (X))
the better, so we seek graphs (or families of graphs) with 2 (X’) as large as possible with some
fixed parameters.

In [32] Tanner introduced another notation for the expansion coefficient. Let as before
X = (V, E), be a graph where V is the set of vertices and E is the set of edges of X. Let
X C V with | X| < «|V], then

. |0.X]
cl@) = mn ———.

p#£xcv min{|X|, |V\X|}

It is well-known that the expansion properties of a graph are closely related to the eigen-
values of the adjacency matrix A of the graph X = (V, E); it is indexed by pairs of vertices
x,yof X and Ay, is the number of edges between x and y. When X has n vertices, A has n
real eigenvalues, repeated according to multiplicities that we list in decreasing order

MO = M1 = = Mp—1-

It is also known that if X’ is D-regular, i.e. all vertices have degree D, then o = D and
if moreover the graph is connected 1 < D. Also X is bipartite if and only if —pg is an
eigenvalue of A. We recall the following

Theorem 1 [7] Let X be a finite, connected , D-regular graph then
(D —p1)/2 < h(X) < V2D(D — py).
And

Theorem 2 [7] Let (X)) m>1 be a family of finite connected, D-regular graphs with |V,,| —
+00 asm — 00. Then

l}vminf w1 (Xm) = 2+/D — 1.
—00
This leads to the following

Definition 1 A finite connected, D-regular graph X is Ramanujan if, for every eigenvalue
 of A other than =D, one has

n<2vD—1.
We will also need

Definition 2 (Bipartite Ramanujan Graphs) Let X be a (c, d)-regular bipartite graph. Then
X is called a Ramanujan graph if

m(X) <= +/d-1).
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Eigenvalues and expansion of bipartite graphs 261

It is known that computing the expansion coefficient of arbitrary graphs is an NP-complete
problem. Thanks to the work of Tanner, and Alon and Millman, one can derive bounds on
the expansion coefficient in terms of (1. The complexity of determining ¢ is still difficult
if the number of vertices is large (for example of the order 10° for LDPC codes).

In this article we derive bounds on g for arbitrary bipartite graph X in terms of the
number of edges, the maximum degree (tmax, and the rank r, of the transfer matrix of X'.
Since effective upper bounds exist on fimax, and 7, [5] we thus obtain a bound that is easily
computable. We also demonstrate that our bound is met with equality by bipartite graphs
derived from six families of graphs that have played prominent role in the coding theory
and sequence design (especially in the efficient construction of LDPC codes) (for example
bipartite graphs of finite geometries, from N-gons, the D(n, g) graphs, graphs from finite
analog of upper half-planes, from BIBD, and from projective coset graph of codes). Our
bounds provide explanations as to why the corresponding LDPC codes from these bipartite
work so well in practice. We analyze the bipartite graphs of BIBD’s and show that the graphs
are bipartite Ramanujan graphs and are optimal in that they meet our bound. Furthermore,
we demonstrate that eigenvalues, in some sense, characterize BIBD’s. Finally we present a
new bound on the expansion coefficient of (c, d)-regular bipartite graphs and compare that
with a classical bound.

2 Eigenvalue bounds

We recall that a matrix A with rows and columns indexed by a set X is called irreducible
when it is not possible to find a proper subset S of X so that A(x, y) = 0 whenever x € S and
y € X\S. Equivalently, A is notirreducible if and only if it is possible to apply a simultaneous
row and column permutation on A to get a matrix in a square block form so that one of the
blocks is a zero block. For the following lemma, see for example ([14], p. 363).

Lemma 1 Let D be a finite graph. Then the adjacency matrix of A is irreducible if and only
if D is connected.

We shall also need

Proposition 1 (Perron-Frobenius) Let A be an irreducible non-negative matrix. Then, there
is up to scalar multiples, a unique non-negative eigenvector a := (ay, az, ..., ay) all of
whose coordinates a; are strictly positive. The corresponding eigenvalue Lo (called the
dominant eigenvalue of A) has algebraic multiplicity 1 and g > w; for any eigenvalue u;
of A.

We recall the following special case of Courant-Fisher Theorem (called the Raleigh-Ritz
Theorem) (see for example, ([14], Theorem 4.2.2))

Theorem 3 Let A be an n x n Hermitian matrix over the complex field C, then it is known
that all its eigenvalues are real, with maximum eigenvalue [tmax (i.e. the spectral radius of

«T
A). For 0 # X € C", define the Raleigh quotient Rx = XX*TA;(. Then jimax = maxx g Rx.
Furthermore, Ry < jmax With equality if and only if X is an eigenvector corresponding to

the eigenvalue pimax.

Definition 3 Let X’ be a bipartite graph with average left degree ¢ and average right degree d.
Define v := |E|/cand b := |E|/d. Let u; = maxy, {|y[lY # Mmax}, Where the maximi-
zation is over the eigenvalues of X', and ptmax is the maximum eigenvalue of the adjacency
matrix of X.

@ Springer



262 T. Hgholdt, H. Janwa

Theorem 4 Let X be a connected bipartite graph with average left degree ¢ and average

right degree d and maximum eigenvalue [imax. Then v'cd < pimax with equality if and only
is X is a (c, d)-regular bipartite graph.

Proof If X is a (c, d)-regular bipartite graph, with adjacency matrix
0 H
=L
d

then it is easy to see that [1,1,...,1,7,...,t] where 7 = \/; is an eigenvector corre-

sponding to the eigenvalue +/cd and then the inequality and equality follow from the Perron-
Frobenius theorem (Proposition 1). Conversely, assume that X" is a connected bipartite graph
on v left vertices of average degree ¢ and b right vertices of average degree d and maximum
eigenvalue pmax. Define Z :=[1,1,...,1,7,..., 717, in which the first v component are 1,
and where 7 := %
Then one can see that Rz = v cd and therefore vcd < jimax. If we have equality then

Rz = imax, and from the Courant-Fisher Theorem Z is an eigenvector corresponding to the

maximal eigenvalue Rz. Therefore, AZ = tmax Z. By assumption, then AZ = v/ cdZ.
By solving the simultaneous equations, we get that ¢,; = ¢ for every left vertex v;, and
dp; = d for every right vertex b;. Consequently, X is a (c, d) regular graph. O

Theorem 5 Let X be a connected graph such that both *pmax are eigenvalues (i.e. it is a
bipartite graph with say v left vertices and b right vertices). Suppose that

1 1
(21) Zuiz) . (2[9 ZI’L"Z) = :urznax'
Wi Wi

Then X is a (c, d)-regular graph, where ¢ := |E|/v and d := |E|/b

Proof By definition of the adjacency matrix, Trace(AAT) = 2|E|. But Trace(AAT) =
Z#i wi? Since, ¢ := |E|/vand d = |E|/b, by assumption we get cd = Mﬁm and therefore
by Theorem 4, X is a (c, d) regular graph with ¢ := |E|/v and d := |E|/b. O

Theorem 6 Let X' be a connected bipartite graph with average left degree ¢ and average
right degree d. Let v := |E|/c and b := |E|/d (we assume b > v) and maximum eigenvalue
Mmax (i.e. the spectral radius of X), and r, := rank of the transfer matrix of the bipartite

graph X. Then
|E| = Mo
> — © Mmdx
o= ( ry —1

with equality if and only if the eigenvalues are £pumax (With multiplicity 1), £ (with mul-
tiplicity ry, — 1), and 0 with multiplicity b + v — 2r,. Indeed equality holds if and only if the
bipartite graph has four nonzero eigenvalues and a possible 0 eigenvalue.

172

Proof Since the rank of the transfer matrix of the bipartite graph is r,, and the rank of its
transpose is the same, we conclude that the rank of the adjacency matrix of the graph is 2r, .
Therefore, 0 appears as an eigenvalue of the graph with multiplicity b + v —2r, and non-zero
eigenvalues appear 2r, times. Since X’ is a connected bipartite graph, the set of eigenvalues
is S(X):= {£pmax, Tp1, T2, £+ -+ = wr, 1, 0} with 2r, non-zero eigenvalues, where the
absolute values are in decreasing order.

@ Springer



Eigenvalues and expansion of bipartite graphs 263

HHT 0
0 HTH

Trace(HHT) + Trace(HTH) = vc + b -d = |E| + |E| = 2|E|. Therefore, 2|E| =

Trace(A?) = 2pimax” + 21012 + 22:’(:;1 ,ul2 < 2fimax> + 2(ry — 1)ie12. Hence

g 12
| | rznax

> —Tmax .
ac ( ry —1

Since AAT = A? = [ ] we get by taking the trace, Trace(A?)

It is clear that equality occurs if and only if the eigenvalues are %1y With multiplicity 1,
£y with multiplicity (v, — 1), and O with multiplicity b — r,. The last statement can be
derived from the Perron-Frobenius theorem which gives that a graph is bipartite if and only
if A is an eigenvalue with multiplicity m;, then —A also is an eigenvalue with the same
multiplicity. O

Finding tight upper bounds on the spectral radius ((tmax) is one of the most important
problems in graph theory and several tight bounds are known, for example in terms of the
degree sequence (see, the recent book [6] and scores references therein). In our theorem, one
can replace pmax With any of these upper bounds, thus avoiding computation of the spectral
radius to obtain the bound. Similarly one can replace r, with an upper bound, for example
ry < v. With such a replacement , the equality condition is only necessary but not sufficient
anymore. The rank r, problem is related to the problem of “nullity of graphs” that has many
important applications in Chemistry, Biology and other disciplines (see [6] for references).
The complexity of determining 1 is difficult if the number of vertices is large (for example
of the order 10° for LDPC codes). We thus derive a bound that is easily computable. Indeed,
in the next section, we demonstrate that our bound is met with equality by 11 of bipartite
graphs derived from six families of graphs that have played prominent role in the coding
theory and sequence design (especially in the efficient construction of LDPC codes). We
thus provide explanations as to why the corresponding LDPC codes based on these bipartite
graphs work so well in practice. A simple bound on w1 of d-regular graph has been known
for a long time (see [4] or [22].)

If we do not have information about the rank r, of the incidence matrix of the bipartite
graph, then since r, < v,

1/2 1/2
|E|_I'L§1ax / -~ |E|_M12113x /
ry —1 - v—1
and we obtain the following result.

Corollary 1 Ler X be a connected bipartite graph with average left degree ¢ and average
right degree d. Let v := |E|/c and b := |E|/d (we assume b > v) and maximum eigenvalue

Mmax. Then
1/2
|E| _/’Lﬁlax
> | - max
pr= ( v—1

with equality if the eigenvalues are % umax (With multiplicity 1), £ 1 (with multiplicity (v—1),
and O (with multiplicity b — v).

However, determination of the rank r, or bounding it is one of the important problems
in graph theory. In fact, as we will show by several examples in Sect. 2.1 that the bound is
substantially improved by a knowledge of r,, as the following observation shows.
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264 T. Hgholdt, H. Janwa

Corollary 2 Let X be a connected bipartite graph with average left degree ¢ and average
right degree d, and vertices v < b. Then the bound in Theorem 6 improves upon the bound
in Corollary 1 by [ /(v —ry)/(ry — 1)] x 100 percent.

As we will see in Example 1 below, we some times get as much as 100 percentage
improvement.

Corollary 3 Let X be a connected (c, d)-regular bipartite graph with rank of the incidence
matrix ry. Define v := |E|/c and b := |E|/d. Then pimax = ~/c - d, and

|E| —cd\'?
wr > ————
ry —1

with equality if and only if the eigenvalues are *pimax (with multiplicity 1), £y (with
multiplicity (ry, — 1)), and O (with multiplicity b — ry).

Corollary 4 Let X be a connected (c, d)-regular bipartite graph. Define v := |E|/c and
b:=|E|/d. Then
|E| —cd\'?
Mz —
v—1

with equality if the eigenvalues are Lpmax (With multiplicity 1), £p1 (with multiplicity
(v — 1)), and 0 (with multiplicity b — v.)

2.1 Examples of bipartite graphs attaining the bound on 1,

In this section we give some examples of classes of graphs where the bound on 1 in Theo-
rem 6 is met with equality.

The first group contains graphs derived from the so-called Kasami, Welch and Niho binary
linear codes. These have important applications in sequence design and cryptography.

The second group contain some Cayley graphs from subgroups of PGL(2, IF;) con-
structed by Terras [33] and many coauthors and their spectra was analyzed by Li and Meemark
[23].

The third group contains the so-called D (m, q) graphs that were constructed from affine
transformations over finite fields by Lazebnik and Ustimenko [21]. These graphs have yielded
high performance LDPC codes. For example, recently, using D(m, ¢g) as the Tanner graph,
Kim et al. [19] constructed and studied the associated LDPC code LU (m, ¢). Sin and Xiang
[29] determined the dimension of the code LU (3, ¢) for odd g, and Anslan [2] very recently
settled the case of even ¢.

Li et al. [23] have determined the eigenvalues of D(m,2) and their multiplicities, and
partial information about D (3, m). From their results we see that the bound of Theorem 6
again is met with equality which gives a theoretical explanation of the high performance of
the corresponding LDPC codes.

The fourth group contains the generalized 4-gons. The generalized N-gons yield connected
bipartite graphs of optimal girth and have many applications in group theory, combinatorics,
and coding theory (see for example, [26] and [35], and comprehensive references therein).
They are highly symmetric and from a theorem of Feit and Higman they can only exist for
N = 2,3,4, 6, 8. Fortunately, each of them form a class of different regularity. Moreover
these graphs have also been used in the construction of very efficient LDPC codes. (see for
example [35], and several references therein).

@ Springer



Eigenvalues and expansion of bipartite graphs 265

The fifth group mentions graphs from balanced incomplete block designs, which are
treated in the next section, and the sixth group recalls a generalization of these by Gunnells
in [10].

Example 1 (Graphs from Codes) Let C be a binary linear code of length n, with minimum
distance d > 3, then one can define the projective coset graph Xp(C) using C, where the
eigenvalues of the adjacency matrix are precisely {n — 2w(c)|c € C*}, where C* is the
dual code of C. In particular if C* contains the vector 17, then the Xp is a bipartite graph
(see [18]).To get a particular class of codes, let « be a primitive element of IFo» (i.e., « is a
generator for the multiplicative group IF;,) and let m, (x) denote the minimal polynomial of
a” over IF>. Letn = 2™ — 1. Let C, be the cyclic code of length 2™ — 1 over IF, generated
by m(x)m,(x) (i.e., the vector space m)

Ifr =2 +1,0orr = 2% — 20 4+ 1. Then, CrJ- has three non-zero weights, namely
om=1 pm=1 4 pm+e=2)/2 \when m/e is odd, where e = G.C.D.(m, i) (see [25] and [24]).

The graph X(C,) is a K = (2™ — 1)-regular graph on N = (K + 1)? vertices and
11X () =2°VK + 1.

It follows that for m-odd and e = 1, we get optimal Ramanujan graphs (i.e, they meet the
lower bound on the second eigenvalue of Theorem 6. The weight distribution of these graphs
was determined by Kasami and Niho. They are: 0 with multiplicity 1, 2"~ with multiplicity
n(2"=1—1),and 2"~ 1 £2m=1/2 with respective multiplicity n(2M=242m=3/2y 1f we con-
sider the extended code C¢*' by adding a parity check we get a code of length 2" = N, then
Xp(C*') is a bipartite graph on 221 vertices with eigenvalues 2" with multiplicity 1,
+20m+D/2 with multiplicity (N — 1)2¢"~D  and 0 with multiplicity 2(N — 1)(2"~! + 1).

These graphs also satisfy the bound in Theorem 6. Here r, = 1 + 2m=1@m — 1), and
v = 2% We also see from Corollary 2 that, since v is approximately 2r,, Theorem 6
improves upon the bound in Corollary 1 by nearly 100 percent.

Example 2 (Projective Graphs of PG L(2, IF;)) Let H be a subgroup of PGL(2, IF). Then
for a double coset Hs H which is its own inverse (i.e., symmetric) and which is the disjoint
union of |H| right H-cosets, consider the Cayley graph Xpsy = Cay(G/H, HsH/H),
called an H-graph. It is undirected and | H |-regular. (When H = K, where K is this non-
split torus, this is a Terras graph.) If one considers H = U to be the subgroup of PGL(2, IF;)
which is the subgroup of upper triangular matrices inside SL(2, IF;), then the eigenvalues
of the graphs Xy is g-regular bipartite Ramanujan graph with eigenvalues £¢ with multi-
plicity 1, =1 with multiplicity g, and /g of multiplicity (¢ + 1)(g — 3)/2. For these graphs,
the bound in Theorem 6 is essentially an equality. The graphs Xy, which are the Cayley
graph Cayley(G/U, U/U;) defined in [23] have similar spectral characterization.

Example 3 (The D(m, q) Graphs) The graphs were defined by [21] as follows.

Fixed a finite field IFy, the graph is a g-regular bipartite graphs D(g) with left verti-
ces X = {x = [x,x1,x2,..] : x,x; € IF; fori > 1} and right vertex set ¥ = {y =
[y, y1,y2,...1 : y,yi € IF, fori > 1}; a vertex x in X and a vertex y in Y are adjacent if
their coordinates satisfy the following relations:

Y1 =Xy + X1, Y2 = Xy1 + X2, Y3 = YX| + X3, Y4 = yX2 + X4,
and for i > 1, ygiy1 = XYai—1 + Xdit1, Y442 = XY4i + X4i42, V4i+3 = YX4i+1 +
X4i+43, Y4i+4 = YX4i42 + Xdi44

By deleting all except the first m coordinates of the vertices, one obtains a truncation graph
D(m, q), which is g-regular bipartite of size 2¢”. Each D(m + 1, q) is a g-fold unramified
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266 T. Hgholdt, H. Janwa

cover of D(m, q). So they form an infinite tower of covering graphs. It was shown in [21]
that for > 3, the girth of D(m, q) is large, at least m + 5.

Lemma 1 [36] The eigenvalues of D(m, q) are £q of multiplicity one, zero of multiplicity
2q — 2, and % /q of multiplicity q? — q. Consequently, they are optimal Ramanujan graphs.

These graphs also show why the bound in Theorem 6 is stronger than the one in Corollary 1.

Example 4 (Graphs from generalized 4-gons) The 4-gons give (s + 1, r 4+ 1)-regular graphs
on [n, m] vertices, with eigenvalues ++/(s + 1) (r + 1), =+/s + r, and 0, with n = s> +
sr+r+1=(+1D(Gr+1).

Since (s + 1)n = (r + 1)m, we conclude that m = (s + 1)/r + Dn = (s + 1)(sr + 1).
They are known to exist for (s, 7) = (¢, ), (¢, 42, (¢, ¢°), (g —1,q + 1) and g # 2.

Example 5 (BIBD Graphs) In the next section we show that BIBD graphs yield optimal
Ramanujan graphs.

Example 6 (Graphs of Gunnells from Grassmanians) One can consider generalizations of
the BIBD graphs from finite geometries to construct bipartite graphs B(k, n) by taking points
as k-spaces and blocks as n — k spaces and incidence is by containment. Or one can consider
bipartite graphs where the incidence is defined when the intersection is a fixed s-dimensional
subspace. In some cases, the eigenvalues and their multiplicities have been obtained by [10],
and these yield optimal eigenvalue expander graphs. In the case where k = 1 we are back in
the BIBD case.

3 Bipartite graphs from balanced incomplete block designs

Unless otherwise specified, for background on block designs, we follow Hall [12].

Definition 4 A balanced incomplete block design (BIBD) D with parameters (v, b, r, k, 1)
is an incidence structure with a set V of v distinct varieties (or objects) denoted ay, . . ., a, and
a set B of b distinct blocks denoted By, ..., Bp, such that each of the b blocks is incident with
k varieties, and each of the v varieties is incident with r blocks, and every pair of varieties is
incident with precisely A blocks. The design is called symmetric if b = v and its parameters
are denoted by (v, k, r).

Proposition 2 For a (BIBD) D with parameters (v, b, r, k, 1),

1. b-k=v-r
2. rtk—1) =rw—1)

Remark 1 For a BIBD, Fisher’s inequality implies that » > v and hence r > k and for
symmetric designs b = v, and r = k. Furthermore, in any (v, k, ) symmetric block design,
every pair of blocks is incident with precisely A varieties, and if v is even then k — A is a
square.

Definition 5 A BIBD can be described by a v x b incidence matrix H := (h;;), where for
l <i<wvandl < j <b,h;j =1if g; is incident with B}, and h;; := O else.

Then D is a block design if and only if the following system of equations hold.
B:=HH" = (¢ —MI +AJy A)HTH = k1? 1)

where J,, is the v x v all 1’s matrix, and 1 and 1? are all 1’s vectors of appropriate lengths.
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Eigenvalues and expansion of bipartite graphs 267

3.1 The bipartite graph of a BIBD

Definition 6 Let D be a BIBD. The bipartite graph X'p has left set of vertices V and right
set of vertices 3 and the adjacency of the left and right vertices is defined by the incidence
structure of the design.

It is clear that the left vertices of Xp all have degree r and the right vertices all have
degree k so the graph is what is called (r, k)-regular. In the symmetric case all vertices have
degree r so the graph is r-regular.

The adjacency matrix of the bipartite graph X’p is then,

0 H
A:[HT 0] @)
We cite from [13]

Theorem 7 The adjacency matrix of the A of the bipartite graph Xp of a (v, b, r, k, \)
BIBD has characteristic polynomial Pa(x) = (x — vk -r)(x + vk -r)(x — /r — 2)V~!
(x + V1 =0V and minimal polynomial ma(x) = (x — Vk-r)(x + Vk-r)
(x — A/r = X)(x + /v — M)x. In particular, the eigenvalues are «/k - r with multiplicity
1, /v — A with multiplicity v — 1, 0 with multiplicity b — v, —/r — A with multiplicity v — 1,
and —~/k - r with multiplicity 1.

and

Theorem 8 (I) The bipartite graph Xp of a (v, b, r, k, ) BIBD is an (r, k)-regular
bipartite Ramanujan graph with (11 = /r — A.
(Il) The r-regular graph of a symmetric BIBD is an r-regular bipartite Ramanujan graph

with uy = /r — A

It is also clear that for these graphs the bound in Theorem 6 is satisfied with equality.
We will next show that the eigenvalues in some sense characterize the graphs coming
from BIBD’s.

Theorem 9 Given numbers (b, v, r, k, A) where b and v are positive integers with b > v
that satisfy

bk =vr and AMv—1)=rk—1)
and a bipartite graph X on v + b vertices where the adjacency matrix A has eigenvalues

. £ kr with multiplicity 1.
.. £Vk — X with multiplicity v — 1
... 0 with multiplicity b — v

then r, k, ) are integers and the graph comes from a (b, v, r, k, A) block design.

Proof Since2|E| = Trace(A?)weget|E| = kr+w—1)(r—»1) = kr+r(v—1)—A(v—1) =
kr +rv—r —r(k—1) = rv. It now follows from Theorem 4 that X" is a (r, k)-regular graph
and in particular the numbers r and k are integers.

Let X = [/7, /7. ..., /7, vk, vk, ..., k], where the multiplicity of \/7 is v, and vk
is b.

Then we can verify that AX = +/r - kX.
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268 T. Hgholdt, H. Janwa

Therefore,
ATAX =Vr kAX = (rb)X 3)
Let B = HHT, where H is the left-right incidence matrix of the bipartite graph, and let
Q=HTH.
Hence, from the definition of H, we can confirm that BY = r-kY, where ¥ =

V7, /7y, /T]T. Consequently Z = [1,1,...,1]7 is an eigenvector corresponding to
the eigenvalue r - k.

Thenby ([9], p. 186), B has eigenvalues « = r-k with multiplicity 1, » —A with multiplicity
(v—1).

Therefore, the minimal polynomial of B is mp(x) = (x — rk)g(x), where ¢(x) =
(x — (r — A)). (Since B is real symmetric, it is diagonalizable by an orthonormal basis, and
therefore its minimal polynomial is composed of distinct factors).

Substituting B for X, we have Bg(B) = r - kq(B). Since rk is a simple eigenvalue of B
with eigenvector Z, g (B) has columns that are multiples of Z. However ¢ (B) is symmetric,
as B is symmetric, we conclude that all the column multiples are the same scalar c, i.e.

q(B) =cJ,

where J is the v x v matrix of all 1’s.

Hence B — (vF — )21, =B — (r —A)l, =c¢- J.Hence, B = (r — \) I, + ¢ - Jy.

By taking Trace both sides, and since Trace(B) = Trace(HH”) = rv, we conclude
that ¢ = A. Hence

B=HH" =@ — I +\J,

and 1V H = k.1” since the graph is a bipartite graph. From the equation, one can also deduce
that X is also an integer, which is the number of times a pair of vertices are incident with the
same vertex on the right. Therefore, H is the incidence matrix of a (v, b, r, k, 1) BIBD. O

4 Ramanujan graphs from BIBD’s of finite geometries and other constructions

Several authors (See [20] and scores of citations) have constructed high performance LDPC
codes from graphs from the Tanner graphs of incidence matrices of some configurations in
the projective geometries PG (n, ¢) and and affine geometries AG (n, q).

The point as varieties and s spaces as blocks yield BIBD’s whose parameters are deter-
mined, for example, in Hall [12]. Therefore, those graphs would yield optimal eigenvalue
expanding graphs, and their second eigenvalue meets the bound in Theorem 6 and thus
they are optimal. Thus we give a theoretical explanation of why those graphs yield high
performance LDPC codes.

As mentioned before, generalizations of these graphs to construct bipartite graphs B (k, n)
has been considered by Gunnells [10] by taking points as k-spaces and blocks as n — k spaces
and incidence is by containment. Or one can consider bipartite graphs where the incidence
is defined when the intersection is a fixed s-dimensional subspace. In some cases, the eigen-
values and their multiplicities have been obtained and those also lead to optimal eigenvalue
expander graphs.
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5 Combinatorial bounds on the expansion coefficient

In [32] Tanner proved for a (c, d)-regular bipartite graph the following

Theorem 10

2

.
@)z acd + 1121 — @)

“4)

with 1 as before.
In the case where ¢ = d we can use the following result from [1] to get another bound.

Proposition 3 (Alon and Chung) Let G = (V, E) be a d-regular graph on n vertices. Let
S C V with |S| = yn for some real number y, 0 <y < 1. Then

1 1
le(S) — Edyzm < = yyyn

Here e(S) denotes the number of edges contained in the induced subgraph of G on the vertex
set S.

Let G = (V, E) be a d-regular bipartite connected graph on n vertices with V.=V, UV,
where |Vi| = [Va] = 5 = N.let S| C Vy with |[Si| =aN ,T =39S and § = §; U T. With
|T| =t we have |[S| = aN + 1 so |S| = y2N where y = “9’1\‘,” and e(S) = e(S1, T) and
therefore |e(S)| = aNd.

The proposition above now gives

@N+0° _

and hence
0<(d—pu)@N +1)> + i (@N +1)2N — 4aN2d

and therefore

—2Ny 4+ VAN2 12 4+ 16N2ad(d — 1)

oaN +1t >
2(d — p1)

SO

@ > L5 TP V? dadd — )
T aN T~ d — p)e

We can get yet another lower bound by using a proposition from [17]

1 5)

Proposition 4 (Janwa and Lal) Let G be a (c, d)-regular graph with vertex set Vi U V> with
Vil = mand |Va| = n. For S C Vi and T C V; let e(S, T) denote the number of edges
from the set S to the set T. Then

diSlIT] ISI>|T)?
le($.T) = —— | < - \ISI+IT| - — - —
m 2 m n

We will use this lemma in the situation where S C V; and T = 9§ with |S| = am,
|T| =t so we know that e(S, T) = |S|c.
We get

damt atm?  f?
amc — —— < — (am +1 — - —
m 2 m n

@ Springer



270 T. Hgholdt, H. Janwa

which gives

. uin + 2dna — \/(,uln +2dna)? + dpq (amn — pia?mn — 2amnc)
- 2

and therefore

@ > win + 2dna — /(uin + 2dna)? + 4y (wiamn — pia’mn — 2amnc)
c() >

6
2uiom ©

using mc = nd and some manipulation this gives

Proposition 5

wic +2cda — /(e + 2cda)? + 4pyde (g (o — a?) — 2ca)
2da g

c(a) >
To get a more transparent bound we use that
A—A«/l—sz—A(l—%)

for0 <x <1 to get:

2acd+poed—pacd

C(Ol) > 2““1 mic+2eda
2uioad
and therefore
Theorem 11
2¢ — 1-—
@) > c—pi(l —a)
U1+ 2da

6 Comparison of the three bounds on the expansion coefficients

The bound in (5) is only valid in the case where the graph is regular (i.e. ¢ = d ) and in this
case it can be shown to be inferior to the bounds of Theorem 10 and Theorem 11. We will
compare those last two. We first note that the bound of Theorem 11 only gives something
interesting in the case where 2¢ — w1 (1 — «) > 0. Also if equality holds in either Theorem 6
or the corollaries it is true that ©; < 2c. However it is easy to prove

Lemma 2

2 . _
c >26 mi(l —a)

acd + (1 —a) = py +2da

Proof The above inequality is the same as
Ay +2¢%da > 2 — i (1 — @) (cdo + 1% (1 — )
which is the same as

0> —(ui(1—a)—c)? —a(l —a)d
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Since the approximation we used in deriving Theorem 11 is very crude for x > % one

could hope that the bound in Proposition 5 would improve on Theorem 10, but we have

Lemma 3

c? e + 2cda — \/(p,lc +2cda)? + dprde(uy (o — a?) — 2ca)
acd + 121 —a) — 2dojiy

Proof This is easy to see if @ = 0,1 and when « # 0, 1 a straightforward but tedious
calculation shows that the inequality is equivalent to:

,u14(l - a)2 — 2,u13c(1 —a) + ;1,12(02 +2cda(l —a)) — u12c2da +2d*? >0
The left side of this can be rewritten as

(11*(1 — @) — uie)? + cdal2pm*(1 — @) + cda —2cpuy]

As a function of p; it has a minimum for u; = ﬁ if ¢ < 4da(1 — ) and if
. . . . 27 —
¢ > 4da(l — «) the minimum is obtained at pu; = ety —dedall—0) W. In the first case

the value of the function at the minimum is clearly positive if ¢ < 2da(l — «) and if
2da(l —a) < ¢ < 4da(1 — ) the same can be seen to hold by inserting ¢ = Ada (1 — «)

with 2 < A < 4. In the second case we put c = Ado(l —«a) with A >4 andx =,/1 — %

Ada(1+x)
2

and then the minimum is obtained when @ = and the minimum value is

2 2
A2(1 — a)2ad? |:A2(1 1 x)? (1 tx 1) +A (M) 11— AQ +x):|

4 2 2

The discriminant of the second degree polynomial is — 3% so the minimum value is positive.
]

The lesson learnt here is that in order to get a bound that improves on Theorem 10 one
needs a better estimation of e(S, T') in Proposition 5. The two theorems do give results that
are quite close for a range of parameters. Theorem 11 has one advantage in its derivation and
expression. The techniques we used are bound to lead to further improvements. For example,
for the bipartite graph of edge-vertex graphs, the following improvement of Theorem 10 has
been obtained in [16].

Theorem 12 Let G(V(G), E(G)) be a d-regular graph on n vertices. Let H be the corre-
sponding edge-vertex bipartite graph. Then

cla) =

4
w2 +da(d — pyd
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