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Abstract

In a number of emerging applications, it is required to have a low com-
plexity video encoder in terms of physical size and power consumption.
Distributed Video Coding (DVC) is such a video coding paradigm, which
exploits the source statistic partially or totally at the decoder based on
the availability of some decoder side information. Thereby computa-
tional power is shifted from encoder to decoder. In this work, one of the
best available DVC codec, feedback channel based transform domain
Wyner-Ziv video codec, is reviewed and implemented. Although Rate-
Distortion (RD) performance of Wyner-Ziv video codec is promising,
there is still a significant coding gap compared to conventional video
codec like H.264/AVC. In order to further improve the RD performance
of state-of-the-art Wyner-Ziv video codec, an Overlapped Block Motion
Compensation (OBMC) based side information generation method, an
improved virtual channel noise model and a novel multiple side informa-
tion based Wyner-Ziv decoder are proposed. The proposed algorithms
have clearly improved the coding efficiency of state-of-the-art Wyner-Ziv
video codec. Therefore this work is a valuable contribution for designing
future DVC codecs.
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Resumé

I en række nye applikationer, ønskes en lav kompleksitet i video en-
codere i form af fysisk størrelse og strømforbrug. Distributed Video
Coding (DVC) er et s̊adant video kodnings paradigme, der udnytter
kildens statistik helt eller delvist p̊a dekoder siden baseret p̊a tilgæn-
gelig dekoder side-oplysninger. Derved flyttes kompleksitet fra kodeen-
hed til dekoder. I dette arbejde, et er DVC codec, et feedback kanal
baseret frekvens domæne Wyner-Ziv video-codec, gennemg̊aet og gen-
nemført. Selv om Rate-Distortion (RD) af Wyner-Ziv video codec er
lovende, er der en stadig betydelige kløft i forhold til konventionelle
video codec som H.264/AVC. For yderligere at forbedre RD af state-of-
the-art Wyner-Ziv video-codecs, er en overlappende blok bevægelses-
kompensation (OBMC) baseret side-oplysninger generations metode,
en forbedret virtuel kanal støj model og flere side-oplysninger baseret
Wyner-Ziv dekoder foresl̊aet. De foresl̊aede algoritmer har klart forbedret
kode effektivitet af state-of-the-art Wyner-Ziv video-codec. Derfor er
dette arbejde er et værdifuldt bidrag til udformningen af fremtidige DVC
codec.
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Chapter 1

Introduction

Digital video coding is a vital element in many video applications today
including high-definition TV, DVD, mobile video/TV (broadcasting),
and video on demand etc. High efficient digital video coding paradigms,
represented by ISO MPEG-x [1] and ITU-T H.26x [2] [3] standards,
are based on a hybrid coding approach by combining Discrete Cosine
Transform (DCT) and interframe predictive coding. In the hybrid cod-
ing framework, the encoder compress a video sequence by reducing the
existing spatial and temporal redundancy, which requires a higher com-
putational complexity because of motion estimation. The decoder re-
constructs the video sequence simply by following the instruction of
received information. Thus the complexity of the decoder is typically
5 to 10 times less than the encoder [4]. The asymmetric architecture
in terms of complexity, typically having one complex encoder and many
simpler decoders, is well-suited for broadcast or down-link applications
where the video sequence is compressed once and decoded many times.

1.1 Motivation

In a number of emerging applications e.g. wireless video surveillance,
wireless camera, mobile camera etc (as in Fig 1.1), the complex encoder
is disadvantageous in terms of physical size and power consumption.
The asymmetry of the conventional video coding paradigm should be
reversed or balanced to have simple and efficient video encoders, but
possibly highly complex decoders. The simple solution to perform a

1
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2 Introduction

video coding solution with low complexity encoder is to fully or partly
remove motion estimation algorithm from conventional video coding,
i.e. by using intraframe coding or predictive coding with ”zero” motion
estimation. However, it will degrade the coding efficiency compared with
the conventional hybrid predictive video coding.

Figure 1.1: (Left) ordinary wireless camera and (right) wearable wireless webcam
imitates surveillance cameras common in casinos and department stores [5]

The Slepian-Wolf [6] theorem proves that independent encoding but
joint decoding of two statistically dependent signals cost the same rate
as for typical joint encoding and decoding. The Wyner-Ziv theorem [7]
extends the Slepian-Wolf theorem to the lossy case. It suggests that
a novel video coding system, which encodes individual frames indepen-
dently, but decodes them jointly, might achieve low complexity encod-
ing with the similar coding efficiency as conventional hybrid predictive
video coding. With the theoretical support, it becomes realistic to de-
sign a Distributed Video Coding (DVC) system [8], which encodes a
video sequence requiring only intraframe processing computation power
and decodes it by exploiting the statistical dependence between frames,
thus demanding much more complex interframe processing computation
power.

1.2 Objectives

In the literature, there are essentially two preliminary DVC architec-
tures based on Slepian-Wolf and Wyner-Ziv theorems, which are feed-
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1.3 Main Contributions 3

back channel based frame level DVC [9] and an encoder side rate con-
troller based block level DVC (PRISM) [10] [11]. Since practical efforts
towards DVC solutions are just starting, the performance of these DVC
paradigms have not yet reached the compression efficiency of the conven-
tional hybrid predictive video coding paradigm, sometimes even worse
than the Intra coding and the no motion estimation Inter coding.

This thesis is mainly focusing on the feedback channel based DVC,
since it gives a better coding performance than PRISM [12]. The main
objectives of this thesis are:

• Evaluate the solution of conventional hybrid predictive video cod-
ing structure with low complexity encoder (i.e. Intra coding and no
motion estimation Inter coding), develop a postprocessing method
to improve the quality of decoded sequences.

• Review and evaluate the architecture of state-of-the-art feedback
channel based DVC codec, compare the performance with conven-
tional hybrid predictive video coding.

• Develop some novel and efficient modules in state-of-the-art DVC
codec. Improve the coding efficiency and reduce the performance
gap when compared to conventional hybrid predictive video coding
paradigm.

1.3 Main Contributions

The main contributions of this project are:

• A multi-frame based postprocessing method [13] is proposed to im-
prove the quality of H.264/AVC coded sequences. The algorithm
applies an adaptive filter along motion trajectories at the decoder
side utilizing an estimated quality of the pixel on each trajectory.
The improvements of the proposed postprocessing method are sta-
ble in a wide range, the Rate-Distortion (RD) gain is up to 0.6 dB
for low motion sequences.

• One of the state-of-the-art distributed video coding approaches,
transform domain Wyner-Ziv video codec, is implemented. The
coding performance is comparable with the best available DVC
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codec (executable DISCOVER codec [14]). The implemented codec
is seen as a baseline to be combined with the subsequently pro-
posed modules.

• An improved side information generation method [15] is proposed
in DVC codec, which consists of an Y, U and V based variable
block size motion estimation algorithm and an adaptive weighted
Overlapped Block Motion Compensation (OBMC) method. With
proposed algorithm, coding efficiency is improved up to 1 dB for
DVC coded frames.

• A virtual channel noise model module is improved. The proposed
method [16] utilizes cross band correlation and two different es-
timators to predict more accurate Laplacian parameter for noise
modeling. Compared with best available noise model in [17], the
improved noise model can improve coding efficiency up to 1 dB for
DVC coded frames.

• A novel multiple side information based DVC decoder [18] is de-
signed. The multiple side information frames are generated by
interpolation and extrapolation, respectively. With multiple obser-
vations, the proposed decoder can select or combine the available
side information estimations to decrease the amount of ’correlation
noise’ and thus to reduce misleading soft inputs. Compared with
the single side information solution, the RD performance can be
improved up to 0.4 dB for DVC coded frames.

1.4 Outline of the Thesis

This thesis mainly describes and develops the possible video coding so-
lutions for encoding resource critical applications. The structure of this
thesis is organized as follows: A brief introduction of H.264/AVC with
Intra coding and no motion estimation Inter coding are given in Chap-
ter 2. In order to improve the quality of decoded sequences, a multi-
frame based postprocessing method is described. Chapter 3 starts by
introducing the theory basis of DVC. As one approach to DVC, feedback
channel based transform domain Wyner-Ziv video codec is described in
detail afterwards.
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In Chapter 4, an OBMC based side information generation method
is proposed, which is compared with a number of different side informa-
tion generation methods. Then the impact of different side information
generation methods on DVC coding performance is discussed. Virtual
channel noise models of DVC within different granularity levels are dis-
cussed in Chatper 5. Furthermore, an improved noise model is proposed
to enhance the coding efficiency of DVC.

In Chapter 6, a novel multiple side information based DVC is de-
scribed. Its coding performance is evaluated and compared with the
single side information based DVC. Finally, the achievements of this
thesis are summarized in Chapter 7. Possible directions for the future
work are specified as well.
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Chapter 2

H.264/AVC with Low
Complexity Encoder

Conventional video coding techniques such as H.264/AVC [1] are based
on a hybrid predictive video coding structure. Each macroblock (block of
size 16×16) is coded either in Intra mode or Inter mode. In Intra mode,
predicted block is formed from the samples of current slice that have
previously been encoded and reconstructed. In Inter mode, the predicted
block is obtained by motion-compensated prediction from one or more
reference frame(s). The predicted block is subtracted from current block
to produce a residue, which is transformed, quantized and entropy coded
afterwards. Generally, the compression performance of the Inter mode
is more efficient than the Intra mode. However, motion estimation in
Inter mode requires relevant high computation power at the encoder
which is a limitation for some resource critical applications. In order
to have a low complexity video encoding scheme, Intra mode and no
motion estimation Inter mode in conventional video coding come as two
natural solutions. However, if the decoder is kept unchanged, it will lose
coding efficiency by removing high complexity motion estimation from
the encoder. Post-processing schemes are usually utilized to improve the
quality of the decoded sequences. Applying a post-processing scheme on
Intra and no motion Inter coded sequences can be seen as an optional
video coding solution matching low complexity encoder but relative high
complexity decoder scenario.

The objective of this chapter is to introduce two low complexity video

9
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10 H.264/AVC with Low Complexity Encoder

encoding solutions, i.e. Intra coding and no motion Inter coding, which
are simply derived from conventional video coding scheme H.264/AVC.
Coding performance of these solutions are evaluated and compared. In
order to improve the quality of decoded sequences, a multi-frame based
post-processing scheme is proposed and applied on H.264/AVC Intra,
H.264/AVC no motion Inter and H.264/AVC Inter coded sequences,
respectively.

The structure of this chapter is organized as follows: H.264/AVC In-
tra coding is introduced in Section 2.1. In order to improve the coding
performance of H.264/AVC Intra without introducing too much com-
putation into encoder, H.264/AVC no motion estimation Inter coding
(B picture) is described in Section 2.2. Then the multi-frame based
post-processing scheme for H.264/AVC coded sequences is proposed in
Section 2.3. Test conditions and corresponding results are presented in
Section 2.4.

2.1 H.264/AVC Intra Coding

In H.264/AVC Intra mode, a predicted block is formed based on pre-
viously encoded and reconstructed blocks. For luminance components,
there are two different types for Intra prediction, which are Intra 4×4
with nine prediction modes on 4×4 blocks and Intra 16×16 with four
modes on 16×16 blocks. As shown in Fig. 2.1, a predicted 4×4 block is
obtained by the means of the samples A...D and I...L in Intra 4×4 mode
2. The rest of the modes in type Intra 4×4 predict the 4×4 block by
directional interpolation or extrapolation, i.e. vertical, horizontal, di-
agonal down-left, diagonal down-right, vertical-right, horizontal-down,
vertical-left and horizontal-up, respectively. As an alternative to type
Intra 4×4, type Intra 16×16 predicts the entire macroblock in one op-
eration with four modes. The four modes are vertical extrapolation,
horizontal extrapolation, DC prediction and plane prediction, respec-
tively. Since the chrominance signals are very smooth in most cases,
four modes intra prediction on each 8×8 block is performed in a similar
way to Intra 16×16. A detailed description of all the Intra prediction
modes can be found in [1]. The prediction mode which provides the
minimized difference between predicted block and current block is se-
lected. Then predicted residue is obtained by subtracting the predicted
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2.2 H.264/AVC Inter Coding without Motion Estimation 11

block from the current block prior to transform coding, quantization and
entropy coding.

Figure 2.1: Intra 4×4 prediction modes for luminance components [2]

2.2 H.264/AVC Inter Coding without Motion
Estimation

In the normal H.264/AVC Inter prediction mode, a predicted frame is
formed from one or more previously encoded reference frames based
on the block based motion estimation and motion compensation. Sub-
sequently, the predicted frame is subtracted from the current frame
to produce a motion compensated residue. The motion estimation in
H.264/AVC supports a range of block size from 16×16, 16×8, 8×16
down to 8×8 for luminance samples. An 8×8 block in P-slice, may be
further divided into partitions with block sizes of 8×4, 4×8, or 4×4 [3].
Two types of Inter predictions, P picture and B picture, are based on
unidirectional motion compensation and bi-directional motion compen-
sation, respectively. Bi-directional motion compensation (B picture) as
depicted in Fig. 2.2 utilizes two super-imposed motion compensated sig-
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12 H.264/AVC with Low Complexity Encoder

nals from previous and next reference frames to improve the motion
compensation accuracy and coding efficiency.

Figure 2.2: Bidirectional motion compensation [4]

In order to avoid complex motion estimation in H.264/AVC Inter
mode, co-located blocks from reference frames are chosen as the match-
ing blocks in a proposed H.264/AVC no motion Inter mode. Subtracting
the average value of the matched blocks from current coded block, the
co-located motion compensated residue is obtained. Then, according to
the coding procedure of H.264/AVC, compensated residue is transform
coded, quantized and entropy coded.

2.3 Post-Processing

Although it is possible to reduce the encoding complexity by removing
the motion estimation from the encoder, this inevitably introduces some
coding performance loss. Many postprocessing methods [5] [6] based on
the video codec like MPEG2 and H.263 etc have been proved efficient on
improving the quality of decoded sequences. Therefore, a multi-frame
based post-processing scheme is proposed in this section to improve the
quality of H.264/AVC decoded sequences. Moreover, this algorithm can
also be applied onto H.264/AVC Intra and H.264/AVC no motion Inter
coded sequences, which can be seen as an optional video coding solution
with low complexity encoder but relative high complexity decoder for
encoding resource critical applications.

The basic idea of the proposed post-processing scheme is to apply an
adaptive filter along motion trajectories utilizing an estimated quality
of the pixel on each trajectory. The process can be divided into quality
evaluation, up-sampling and down-sampling as shown in Fig. 2.3. First,
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2.3 Post-Processing 13

the assumed quality of each pixel in the decoded sequence is estimated
based on prediction type (I, B or P picture) and quantization informa-
tion. Then, a superresolution version (quadruple resolution default) of
each directly decoded picture is constructed through temporal and spa-
tial upsampling. Finally, a quality based decimation filter is designed to
improve the video quality.

Figure 2.3: The procedure of post-processing scheme

2.3.1 Quality Evaluation

The degradation of a coded video sequence is mainly caused by coarse
quantization and inaccurate motion compensation. Macroblocks with
different Quantization Parameters (QP) and prediction types (i.e. I,
P or B) may introduce different distortion. The Mean Squared Error
(MSE) caused by the quantization depends on the distribution of trans-
form coefficients. Due to the different prediction modes, Intra and Inter
coded blocks may have different degradation. Based on different picture
types, a quality parameter q is defined to reflect the MSE for pixels in
I, P and B pictures approximately. The quality parameter is estimated
through a functional curve which is obtained by testing the MSE of
the luminance components of H.264/AVC decoded sequences. Fig. 2.4
indicates that Intra coded pictures (I) provide the best quality, and uni-
directional prediction pictures (P ) have better quality than bidirectional
prediction pictures (B). These training data are only used to describe
relative comparisons between the different coding modes, thus it is not
an absolute measure. All the settings and testing in later experiments
are based on these functional curves. With this quality parameter, it is
feasible to combine pixels with the assumed better quality from neigh-
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14 H.264/AVC with Low Complexity Encoder

boring pictures to current picture, and to prevent poor quality pixels
degrading better quality pixels.
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Figure 2.4: Functional curve measured with mobcal(CIF) [7]

2.3.2 Up-sampling

A superresolution picture (default has (V=4) times the number of pix-
els vertically and (H=4) times number of pixels horizontally) is formed
using the information from the current picture and the Nf temporal
neighboring pictures in an upsampling module. Compared with directly
decoded picture, upsampled high resolution picture contains more in-
formation, which is helpful to remove noise and improve the quality of
the decoded sequences. The upsampling module starts with sub-pixel
accuracy motion estimation to align pixels in current picture with pixels
in the reference pictures. The pixels from the reference pictures with
integer motion vector are combined with decoded pixel in the current
picture using a linear filter. The pixels from the reference pictures with
fractional motion vector are motion compensated to corresponding lo-
cations in higher resolution pictures

• Sub-pixel Accuracy Motion Estimation : In order to obtain
reliable and homogeneous motion pixels xr from reference pictures, a
hierarchical block-based ME is utilized. The initial searching block size
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is set to be 16 × 16, then 4 sub-blocks (8 × 8). This final block size is
a compromise between larger blocks for robustness and smaller blocks
for accuracy as in [6]. The motion vectors are obtained by searching
the best matching 8 × 8 block in reference pictures. It is denoted by
(m + ∆m,n + ∆n), where (m,n) is the integer part and (∆m,∆n) is
the fractional part of each motion vector. The fractional part is calcu-
lated by refining the best matching block in an interpolated sub-pixels
x̂ region. The interpolated sub-pixels x̂(m′, n′) are generated by a six
tap filter and then a linear filter as in H.264/AVC. Assuming (mr, nr)
is the absolute coordinates of the best matching pixel, xr, with integer
motion vectors in a reference picture, if interpolated pixels with rela-
tive displacement (∆m, ∆n) have minimum Sum of Absolute Difference
(SAD) within 8 × 8 block, its corresponding best match pixels xr with
integer motion vectors are perceived as upsampling pixels at position(
(mr −m−∆m)V, (nr − n−∆n)H

)
. If more than one reference pixel

map to the same position of the current superresolution picture, the
pixel is assigned to be the reference pixel with best estimated quality
above. If these reference pixels have an equal quality parameter, the
superresolution pixel is assigned to be their weighted average.

• Linear Filter : If the reference pixels with integer motion vectors
have minimum SAD, they are defined to have the same trajectories with
directly decoded pixels in the current picture. These pixels are combined
in current superresolution picture by using a linear filter. The linear
filter is only implemented if the reference pixels have better estimated
quality parameters. Let xc be a pixel in current decoded picture and xr

a trajectory pixel from a reference picture with integer motion vector.
An estimated pixel with expected minimum MSE is obtained by:

x̂ = hrxr + hcxc (2.1)

the coefficients hr and hc are estimated by solving the Wiener-Hopf
equations in a training session

(
E{XrXr} E{XrXc}
E{XcXr} E{XcXc}

)(
hr

hc

)
=

(
E{XXr}
E{XXc}

)
(2.2)

where Xr and Xc represent stochastic variables of pixel values in the
reference picture and the current picture respectively. X represents a
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16 H.264/AVC with Low Complexity Encoder

stochastic variable of original pixel values at the same position in original
resolution picture. In order to preserve the mean value, coefficients
of this filter should be computed under the constraint hr + hc = 1.
Given enough training data, the second-order mean value in (2.2) should
be conditioned on quality of xr and xc, the coefficients hr and hc are
described as [6]:

hr = 1− (1− α)(qc/qr)β
(2.3)

hc = 1− hr (2.4)

the parameter α specifies the a priori weight that xr should carry. The
parameter β specifies how much the difference in qualities of xr and xc

should influence the estimated pixel value. Equation (2.3) is monoton-
ically increasing in ratio qc/qr from 0 to 1 and it has the property that
for 0 ≤ α ≤ 1, α ≥ 0, qr, qc ≥ 0 and 0 ≤ hr ≤ 1. α, β of the filter
(Eq. 2.3) can be estimated by using many frames of different sequences
based on Eq. 2.2, (See Fig. 2.5), the curve yields α = 0.15 and β = 0.7.
Once this filter is operated on the current picture pixels and reference
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Figure 2.5: Filter coefficient hr as a function of qc/qr [7]

picture pixels, estimated pixels in superresolution picture are assigned
with a new quality parameter value as:

q̂ = hrqr + hcqc (2.5)
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• Rejection Criteria : Since block-based motion estimation is not
sufficient to guarantee the best match pixels according to true motion.
It might introduce errors e.g., at occlusions in the motion compensation
process. In order to reduce the risk of errors, a rejection criteria is used
for the evaluation of each pixel xr whether it should be placed in the
superresolution picture. The evaluation is based on an intra-prediction
as in JPEG-LS [8]

x̂intra =





min(a, b) if c ≥ max(a, b)
max(a, b) if c ≤ min(a, b)
a + b− c otherwise

(2.6)

where a, b and c denote the pixel at the left, top and top-left of pixel
xc respectively. These intra-predicted pixels are compared with the best
match pixels based on SAD. The pixels xr with larger SAD over a 8 ×
8 block will be rejected.

• Interpolated Upsampling : After the compensated upsampling,
an unfinished superresolution picture is formed. In order to complete
the current superresolution picture, spatial interpolation is employed to
fill the holes left by the compensated upsampling. Cubic spatial inter-
polation is based on rectangular lattice samples, which can supply true
continuity among each segment and produce less jaggy edges. In order
to utilize the irregular samples generated by the compensated upsam-
pling, the cubic interpolation method is improved by adding an irregular
sample detection process. If there are no irregular samples in the nearest
4×4 pixel region, a normal cubic interpolation is implemented . Other-
wise, a modified version is used:

xintp(m′, n′) =
∑

i

∑
j xre(i, j)K1β

3(|m′ − i|)β3(|n′ − j|)
+

∑
a

∑
b xir(a, b)K2β

3(|m′ − a|)β3(|n′ − b|) (2.7)

where K1 and K2 are normalization coefficients,xre(i, j) and xir(a, b)
represent samples at regular and irregular positions respectively, β3(z)
is a typical cubic convolution kernel [9]:

β3(z) =





3
2 |z|3 − 5

2 |z|2 + 1 if 0≤ |z| ≤1
−1

2 |z|3 + 5
2 |z|2 − 4|z|+ 2 if 1≤ |z| ≤2

0 if 2≤ |z|
(2.8)
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18 H.264/AVC with Low Complexity Encoder

2.3.3 Down-sampling

A superresolution picture for each directly decoded picture is formed
after upsampling. In order to improve the quality of decoded frame and
get the desired picture resolution, a down-sampling scheme is proposed
by applying quality based spatial filter. In order to reduce the risk of
blurring edges in the decimation process, the decimation filter is oper-
ated in a small 9 × 9 window. A two-dimensional spatial linear filter
combined with adaptive quality weights is applied in the vicinity of each
sample position (m0, n0) to obtain a lower resolution picture.

pl(m′
0, n

′
0) =

∑
m,n

g(m,n, m0, n0)ph(m,n) =

∑
m,n

Kgv(|m−m0|gh(|n− n0|)w(m,n)ph(m, n) (2.9)

where pl(m′
0, n

′
0) represents a downsampled pixel in the lower resolu-

tion picture, ph(m,n) represent the pixels which are adjacent to sample
pixel ph(m0, n0) in the superresolution picture. K is normalizing factor
(
∑

g = 1). gv and gh are 1-D symmetric filters on vertical and horizontal
direction respectively. w(m,n) is weight function for each pixel based
on its corresponding quality parameter. The 1-D symmetric filters gv

and gh reflecting the spatial distance are defined [6]:

g2 = (. . . , 0, a, 1, a, 0, . . .) (2.10)
g4 = g2 ∗ g2 = (. . . , a2, 2a, 1 + 2a2, 2a, a2, . . .) (2.11)
gv = gh = g4 ∗ g4 (2.12)

Furthermore, the value of a should be adaptive depending on local
characteristics (smooth or texture). Therefore, we calculate standard
deviation σ of each downsampling sample ph(m0, n0) within 9 × 9 win-
dow to adaptive control a value:

a =
{

1, if σ ≤ 10
0.5, otherwise

(2.13)

w(m,n) is a weight function reflecting the qualities of different kinds of
pixels. It depends on whether ph(m,n) and ph(m0, n0) are compensated
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2.4 Experimental Results 19

upsampling pixels (pcu) or interpolated upsampling pixels (piu). If both
of them are compensated upsampling pixels, their quality parameters
are used to determine the weight of ph(m, n). If one of them is obtained
by interpolation, a constant weight value is assigned [6]:

w(m,n) =





w0
γ γ q(m,n)/q(m0,n0),

ph(m,n), ph(m0, n0) ∈ pcu

1, ph(m,n) ∈ piu, ph(m0, n0) ∈ pcu

w0, ph(m,n) ∈ pcu, ph(m0, n0) ∈ piu

(2.14)

where the parameter w0 (set to 6) specifies the a priori worth of a
compensated upsampling (pcu) pixel compared to an interpolated pixel
(piu). The parameter γ (set to 0.3) is a global parameter reflecting the
influence introduced by quality ratio.

2.4 Experimental Results

The RD performances of H.264/AVC with Intra coding mode, no motion
Inter coding mode and bidirectional motion estimation (B picture) based
Inter coding mode are compared in Fig. 2.6. The detail settings of
H.264/AVC reference codec [10] are reported in Appendix B.

Generally, the motion estimation based Inter coding mode outper-
form the Intra coding mode and the no motion Inter coding mode. The
performance of the no motion estimation Inter coding mode is better
than the Intra coding mode for video sequences with low and medium
motion, but worse for high motion sequences. For low motion sequence
like Hall Monitor, due to the dominated static background, the coding
performances of Inter coding modes (both with and without motion es-
timation) are much more efficient than the Intra coding mode, the gain
is up to 4 dB for overall RD performance. Meanwhile, the differences
between the motion estimation Inter coding mode and the no motion
Inter coding mode are less than 0.02dB. It indicates that the coding
performance will be not degraded by removing the motion estimation
from the encoder for static dominated sequences.

However, along with more motion being included as in sequences
Coastguard and Foreman, the temporal residue caused by co-located
block prediction become larger and larger. Therefore, the performance
gap between the Inter coding mode and the no motion Inter coding mode
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starts to increase. Meanwhile, the coding gain of no motion Inter cod-
ing mode keeps decreasing but still better than the Intra coding mode.
For high motion sequence like Soccer, simply utilizing the co-located
blocks for Inter prediction is not efficient for reducing the temporal re-
dundancy, thus the performance of the no motion Inter coding mode
becomes quite close to Intra coding mode. While the motion estimation
Inter mode is always efficient to give the best coding performance for
different sequences.
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Figure 2.6: Coding performance of H.264/AVC with low complexity encoder

On the other hand, encoding complexity of H.264/AVC Intra mode,
Inter mode and no motion Inter mode are evaluated. The complexity
is measured by means of the encoding time of the full sequence on a 3



i

i

“main” — 2009/9/24 — 11:04 — page 21 — #45 i

i

i

i

i

i
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GHz PC (for relevant Intra, Inter or no motion Inter mode frames only).
As shown in Fig. 2.7, H.264/AVC Inter mode always requires the most
computation power from the encoder, while H.264/AVC Intra requires
the least. Taking both coding efficiency and encoding complexity into
account, H.264/AVC no motion Inter mode could be a good balance
between the coding efficiency and the encoder complexity if the encoding
resource is not very critical.
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Figure 2.7: Encoding complexity comparison between H.264/AVC Intra mode,
H.264 no motion Inter mode and H.264 motion Inter mode

In order to evaluate the performance of the proposed post-processing
0Without sacrificing the coding efficiency, the encoding complexity of H.264/AVC

no motion Inter mode can be optimized (as described in Fig. 2.7, ”H.264/AVC NoMo-
tion*” ) by removing Inter mode decision.
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scheme, average Peak Signal-to-Noise Ratio (PSNR) over all the frames
of a sequence is used to evaluate the quality of a sequences. Post-
processing method is applied on H.264/AVC Intra, H.264/AVC no mo-
tion Inter and H.264/AVC Inter coded sequences, respectively. The
number of reference frames Nf in post-processing algorithm is set to 5.
According to the results in Tables 2.1- 2.3, it is clear that the proposed
post-processing algorithm generally improves quality of Intra, no motion
Inter and Inter coded sequences.

For low motion sequence like Hall Monitor, more temporal depen-
dency can be utilized, therefore post-processing method achieves the
most significant gains (up to 0.6 dB). For high motion sequences like
Foreman, Coastguard and Soccer, it becomes more difficult to use the
temporal correlations at the decoder, thus the gains are not as much
as the low motion sequence. Meanwhile, the post-processing scheme
has better performance on the decoded sequences with relatively big
QP compared to the one with small QP, because the low pass based
post-processing algorithm introduces higher risk to oversmooth the high
frequency content. For instance, post-processing on sequence Coastguard
with QP 30 decreases the PSNR value due to over-smoothing effects.

Sequence QP Intra (dB) Postprocessing (dB) ∆ (dB)
Foreman 29 36.04 36.23 +0.19

34 32.60 32.89 +0.29
39 29.32 29.68 +0.36

Hall Monitor 29 37.26 37.48 +0.22
33 34.30 34.81 +0.51
36 31.95 32.48 +0.53

Coastguard 30 33.97 33.83 -0.14
34 31.23 31.30 +0.07
38 28.62 28.75 +0.13

Soccer 31 35.06 35.04 -0.02
36 32.20 32.26 +0.06
43 28.53 28.57 +0.04

Table 2.1: Post-processing algorithm evaluation on H.264/AVC Intra coded se-
quences
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Sequence QP Intra + No Motion Post ∆ (dB)
Inter (dB) -processing (dB)

Foreman 29 35.36 35.56 +0.20
34 32.02 32.34 +0.32
39 29.17 29.51 +0.34

Hall Monitor 29 36.60 36.92 +0.32
33 33.82 34.35 +0.53
36 31.54 32.09 +0.55

Coastguard 30 33.03 32.97 -0.06
34 30.42 30.58 +0.16
38 27.94 28.12 +0.18

Soccer 31 34.32 34.34 +0.02
36 31.41 31.50 +0.09
43 27.88 27.94 +0.06

Table 2.2: Post-processing algorithm evaluation on H.264/AVC no motion Inter
coded sequences

2.5 Summary

In this chapter, H.264/AVC Intra coding mode and no motion Inter
coding mode are introduced as two optional low complexity encoding
solutions. Generally speaking, H.264/AVC no motion Inter coding mode
gives better coding performance than Intra coding mode for relative
low and medium motion sequences, the gain is up to 2 dB. However,
H.264/AVC no motion Inter requires also more the encoding complexity
and larger frame buffer, which may not fulfil some critical applications
with extreme low complexity encoder.

Compared with H.264/AVC Inter mode, the coding efficiency of
H.264/AVC Intra and H.264/AVC no motion Inter modes are degraded
significantly especially for some high motion sequences. Therefore, a
multi-frame based post-processing scheme is applied to improve the qual-
ity of decoded sequences and corresponding RD performances. With the
proposed post-processing algorithm, the video quality can be improved
up to 0.6 dB. Applying the post-processing algorithm on the H.264/AVC
Intra or H.264/AVC no motion Inter coded sequences can be seen as an
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Sequence QP Intra + Post ∆ (dB)
Inter (B frame) (dB) -processing (dB)

Foreman 29 35.52 35.67 +0.15
34 32.18 32.57 +0.39
39 28.94 29.29 +0.35

Hall Monitor 29 36.61 36.95 +0.34
33 33.83 34.41 +0.58
36 31.55 32.09 +0.54

Coastguard 30 33.27 33.16 -0.11
34 30.69 30.77 +0.08
38 28.23 28.32 +0.09

Soccer 31 32.73 32.72 -0.01
36 31.57 31.65 +0.08
43 28.00 28.06 +0.06

Table 2.3: Post-processing algorithm evaluation on H.264/AVC motion Inter coded
sequences

optional video coding solution with low complexity encoder but relative
high complexity decoder. However, this solution is not very competitive
both in the aspects of coding efficiency and encoding complexity. There-
fore, it make sense to explore the other efficient video coding solutions
with low complexity encoder.
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Chapter 3

Distributed Video Coding

Distributed Video Coding (DVC) [1] [2] is a new video coding paradigm
which fully or partly exploits the video redundancy at the decoder and
not anymore at the encoder as in the predictive video coding, thereby
shift computation power from encoder to decoder. According to the
Slepian-Wolf theorem [3], it is possible to achieve the same rate by in-
dependently encoding but jointly decoding two statistically dependent
signals as for typical joint encoding and decoding (with a vanishing er-
ror probability). The Wyner-Ziv theorem [4] extends the Slepian-Wolf
theorem to the lossy case. It becomes the key theoretical basis for DVC
where source is lossy coded based on the availability of some correlated
source at the decoder from which the so-called side information is de-
rived.

With the theoretical doors opened, it becomes more realistic to de-
sign a practical DVC codec. The objective of this chapter is to review
relevant practical implementations of DVC in literature. One of the
most popular DVC codec, i.e. feed back channel based transform do-
main Wyner-Ziv video codec, is described in detail. In order to evaluate
the coding efficiency of Wyner-Ziv video codec, RD performance on a set
of testing sequences are compared with existing low complexity encoding
solutions H.264/AVC Intra and no motion Inter coding. Meanwhile, the
best available released DVC codec [5] is used as a benchmark to verify
our implementation.

The structure of this chapter is organized as follows: The theory
background of DVC is described in Section 3.1. The relevant DVC ar-

27
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28 Distributed Video Coding

chitectures are briefly introduced in Section 3.2. The practical DVC
codec with the best available coding performance in literature is de-
scribed in Section 3.3. In Section 3.4 test conditions are presented first,
then the coding efficiency and the encoding complexity of the described
DVC codec are evaluated.

3.1 Information Theory Background

Distributed source coding refers to separate encoding and joint decoding
of mutually correlated sources. In information theory [6], it is known
that a rate R > H(X) is sufficient to encode and decode a source X.
Similarly, a rate R > H(X, Y ) is sufficient if two correlated sources
(X, Y ) are jointly encoded and decoded. But what if the X source and
the Y source are encoded separately but decoded jointly? By separate
encoding X and Y , it seems natural that a rate R > H(X) + H(Y )
is sufficient. However, Slepian and Wolf [3] proved that a total rate
R = H(X, Y ) is sufficient for two correlated sources (X,Y ) which are
independently and identically distributed (i.i.d). Let RX and RY rep-
resent the required rate for coding X source and Y source, respectively.
As described in the Slepian-Wolf theorem, for distributed source coding
problem, the achievable rate region is given by [3] (See also Fig. 3.1) :

RX ≥ H(X|Y ) (3.1)
RY ≥ H(Y |X) (3.2)

RX + RY ≥ H(X, Y ) (3.3)

where H(X|Y ) is the conditional entropy of X given Y and H(X, Y ) is
the joint entropy of correlated source (X,Y )

According to the corner points (H(X|Y ),H(Y )) of the rate region
in Slepian-Wolf coding as shown in Fig. 3.1, the coding rate RY =
H(Y ) and RX = H(X|Y ) can be achieved by separately encoding
and jointly decoding of correlated sources (X, Y ). The corner points
(H(X|Y ),H(Y )) presents a particular case (as shown in Fig. 3.2) which
deals with the lossless source coding of X considering source Y as side
information available at decoder side only.

Wyner and Ziv [4] have studied the Rate-Distortion function (R(d))
of this problem in lossy way. Mathematically, the Wyner-Ziv theorem
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Figure 3.1: Rate region for Slepian-Wolf theorem

Figure 3.2: Rate distortion with decoder side information [6]

can be described as:

R∗(d) ≥ RX|Y (d), d ≥ 0 (3.4)

where R∗(d) represents the minimum rates to encode X within distor-
tion d when side information Y is available at decoder only. RX|Y (d)
represents the minimum rates to encode X within distortion d when side
information Y is available both at encoder and decoder. When the dis-
tortion d = 0, the Slepian-Wolf result, i.e. R∗(0) = RX|Y (0) = H(X|Y )
is obtained. The Wyner-Ziv theorem [4] extends the Slepian-Wolf the-
orem to the lossy case, which is well-suited to video coding scenario.
Therefore, it becomes the key theoretical basis for DVC where some
source (X) is lossy coded based on the availability of the side informa-
tion (Y ) at the decoder.
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3.2 Distributed Video Coding
Implementations

Although the theoretical foundation for DVC was established in 1970s,
the practical DVC codecs were developed around 2002 following impor-
tant developments in channel coding technology [7]. So far, there are
essentially two practical distributed video coding schemes available in
the literature, which are pioneered by groups at Berkeley [8] [9] and
Stanford [2] [10] respectively.

Figure 3.3: PRISM video coding architecture [9]

The Berkeley coding structure named as PRISM (Power-efficient,
Robust, hIgh compression Syndrome based Multimedia coding) is shown
in Fig 3.3. PRISM video codec is working at block level and character-
ized by an encoder side rate controller. Each block of current frame is
classified into skip class (no coding), Intra coding class and syndrome
coding class depending on the estimated temporal correlation [9]. In
syndrome coding class, it is assumed that the most significant bits can
be predicted from the side information, therefore only the least signifi-
cant bits of the quantized transformed coefficients in a block are encoded
using standard entropy coding principles or a coset channel code. For
more details, please refer to [9].

Different from the block level coding and encoder side rate control
as in PRISM codec, the Stanford coding structure is working at frame
level and characterized by a feedback channel based decoder rate control
scheme as shown in Fig. 3.4. The best available distributed video codec
based on Stanford architecture is released by European project DIS-
COVER [5]. Compared with PRISM codec released by Berkeley [9], the
RD performance gain of Stanford architecture is significant [7]. There-



i

i

“main” — 2009/9/24 — 11:04 — page 31 — #55 i

i

i

i

i

i

3.3 Feedback Channel Based Transform Domain Wyner-Ziv Video
Coding 31

Figure 3.4: Feedback channel based transform domain Wyner-Ziv video codec ar-
chitecture

fore, the Stanford architecture based DVC becomes one of the most
popular solutions in research community. This thesis is focusing on the
Stanford architecture based DVC, more details are described in following
section.

3.3 Feedback Channel Based Transform
Domain Wyner-Ziv Video Coding

Feedback channel based transform domain Wyner-Ziv video coding is
one approach to DVC, which was first proposed in [10] by Stanford
group, and then improved by many researchers, among others those
in the DISCOVER project [5]. The architecture of transform domain
Wyner-Ziv video codec is described in Fig. 3.4. In a nutshell, the en-
coding procedure follows:

1. A fixed Group of Pictures (GOP=N ) is adopted to split video
sequences into two kinds of frames, i.e. Key frames and Wyner-Ziv
frames. Periodically one frame out of N in the video sequence is
named as key frame and intermediate frames are WZ frames. The
key frames are Intra coded by using a conventional video coding
solution such as H.264/AVC Intra [11] while the Wyner-Ziv frames
are coded using a Wyner-Ziv video coding approach.

2. Each Wyner-Ziv frame Xi are partitioned into non-overlapped 4×4
blocks and an integer transform [11] is applied to each of them.
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3. The transform coefficients within a given band bk, k ∈ {0...15},
are grouped together and then quantized. DC coefficients are uni-
formly scalar quantized and AC coefficients are dead zone quan-
tized, respectively. Please see the details of quantization in Sec-
tion 3.3.2.

4. After quantization, the coefficients are binarized. The binary bits
with the same significance are formed to a bitplane, which is
given to a rate compatible Low Density Parity Check Accumu-
late (LDPCA) encoder [12]. Starting from the most significant
bitplane, each bitplane is independently encoded by the LDPCA
encoder, the corresponding accumulated syndrome is stored in a
buffer together with an 8-bit Cyclic Redundancy Check (CRC)
[13]. The amount of transmitted bits depends on the requests
made by the decoder through a feedback channel. More details
about the LPDCA encoder is introduced in Section 3.3.3.

The decoding procedure is described as follows:

1. A side information frame Yi and its corresponding noise residual
frame R are created in side information generation module by us-
ing previously decoded frames. The side information frame Yi is
seen as a ’noise’ version of the encoded Wyner-Ziv frame Xi, the
estimated noise residual frame R is utilized to express the correla-
tion noise between the Wyner-Ziv frame Xi and the side informa-
tion frame Yi. Different side information generation methods are
discussed in Section 3.3.4 and Chapter 4.

2. The estimated noise residual frame R and side information frame
Y undergo the integer transform to obtain the coefficients CR and
CY . Taking CR and CY as inputs of a noise model module, the
noise distribution between corresponding frequency bands of the
side information frame Yi and the Wyner-Ziv frame Xi is modeled.
The general procedure of noise model module is described in Sec-
tion 3.3.5. Different noise models are introduced and evaluated in
Chapter 5.

3. Using a modeled noise distribution, the coefficient values of the
side information frame CY and the previous successfully decoded
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bitplanes, soft-input Pcond (conditional bit probabilities) for each
bitplane is calculated. The calculation procedure is described in
Section 3.3.6.

4. With the obtained soft-input Pcond, the LDPCA decoder starts
to process various bitplanes to correct bit errors. Convergence
is tested by the 8-bit CRC sum and the Hamming distance. The
Hamming distance is the difference between the received syndrome
and the one obtained from the decoded bitplane. For more details
please refer to 3.3.7.

5. After successfully LDPCA decoding, the obtained bitplanes are
grouped together to form a set of decoded quantization symbols
for each band bk. With the received quantization information,
the decoded quantized symbols are used to calculate the correct
intervals in which the Wyner-Ziv coefficients are located. Together
with side information coefficients CY , noise distribution parameter
α and the interval information, decoded coefficients within band
bk of the Wyner-Ziv frame are reconstructed. The reconstruction
algorithm is described in Section 3.3.8.

6. After all the coefficients bands are reconstructed, 4×4 block in-
verse transform is performed to obtain the reconstructed Wyner-
Ziv frame X ′

i.

In the following subsections of this chapter, each module of the feedback
channel based transform domain Wyner-Ziv video codec is described in
detail.

3.3.1 Transform

In order to remove the spatial redundancy between neighboring pixels,
transform coding is employed in Wyner-Ziv video coding. As in [11], the
4×4 block integer transform coding is applied to all 4×4 non-overlapping
blocks of a Wyner-Ziv frame. The 4×4 transform matrix H is defined
as [14]:

H =




1 1 1 1
2 1 −1 −2
1 −1 −1 1
1 −2 2 −1


 . (3.5)
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The corresponding inverse transform matrix H̃I is defined as [14]:

H̃I =




1 1 1 1
2

1 1
2 −1 −1

1 −1
2 −1 1

1 −1 1 −1
2


 . (3.6)

where the tilde indicates that H̃I is a scaled inverse of the transform
matrix H satisfied:

H̃IDH = I (3.7)

D =




1
4 0 0 0
0 1

5 0 0
0 0 1

4 0
0 0 0 1

5


 (3.8)

where I is the identity matrix. The multiplications by 1/2 in Eq. 3.6 can
be implemented by sign-preserving 1-bit right shifts [14]. The transform
and the inverse transform coding of an 4×4 block is given by:

CX = HXHT (3.9)

X = H̃IDCXDT H̃T
I (3.10)

3.3.2 Quantization

After applying the transform coding on each 4×4 block of Wyner-Ziv
frame, decorrelated coefficients within 16 different frequency bands bk, k ∈
{0...15} are obtained. The coefficients in band b0 contains the low-
est frequency information of one 4×4 sample block, which is called DC
coefficient. The remaining 15 coefficients in the 4×4 block containing
higher frequency information are named as AC coefficients. Each band
bk is quantized with a predefined number of levels (2Mbk ) as shown in
Fig. 3.5 depending on the target quality of the Wyner-Ziv frame. The
2Mbk ∈ {0, 4, 8, 16, 32, 64, 128} indicates the number of quantization lev-
els associated to the coefficients band bk, 2Mbk = 0 means that no bits
are sent for coefficient band bk and the corresponding side information
within this band is directly used for reconstruction.

Since DC coefficients are not negative values, while AC coefficients
can either be negative or positive values. DC and AC coefficients are
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Figure 3.5: Eight quantization matrices regarding to different RD performances [15]

quantized in different ways. DC coefficients are uniform scalar quantized
within the data range [0, 1024]. The upper bound (1024) of the DC
coefficient range is obtained since the transform coding is applied on the
8-bit accuracy data (i.e. from 0 to 255) within 4×4 block. Thus, the
quantization step size for DC coefficients is calculated as:

QDC
step = d1024/2Mb0 e (3.11)

The DC coefficients located in the interval Iq
b0

described in Eq. 3.12 are
expressed by quantized symbol q.

Iq
b0

=
[
qQDC

step, (q + 1)QDC
step

)
(3.12)

For AC coefficients, dead-zone quantization with doubled zero inter-
val is applied. Different from the fixed data range utilized in DC co-
efficient, a dynamic data range [−MAXbk

, MAXbk
] is defined for each

AC coefficient band bk, k ≥ 1, where MAXbk
denotes the maximum ab-

solute value of the coefficients within frequency band bk. Transmitting
the dynamic range [−MAXbk

,MAXbk
] to decoder has the advantage to

introduce lower distortion after reconstruction. Since all the AC coef-
ficients of a given band bk are located in the dynamic range, the same
number of quantization levels 2Mbk are distributed over a shorter range
(i.e. [−MAXbk

,MAXbk
]). Thus, a smaller quantization step size is

utilized, which introduces the lower distortion at the decoder. The cor-
responding quantization step size for AC coefficients within band bk is
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calculated as:

Qbk
step =

⌈
2 ·MAXbk

2Mbk

⌉
(3.13)

The AC coefficients located in the interval Iq
bk

are expressed by quantized
symbol q. The intervals are defined as [16]:

Iq
bk

=





[
(q − 1)Qbk

step, qQ
bk
step

)
, q < 0

[
−Qbk

step, Q
bk
step

)
, q = 0

[
qQbk

step, (q + 1)Qbk
step

)
, q > 0

(3.14)

The quantized symbols q of each frequency band bk are then organized
in Mbk

bitplanes and fed to LDPCA encoder.

3.3.3 Slepian-Wolf Encoder

Powerful channel codes like turbo codes [10] [17] and Low-Density Par-
ity Check (LDPC) codes [12] are usually used to encode the bitplane of
the quantized coefficients in practical DVC codecs. In order to achieve
compression close to Slepian-Wolf bound, parity bits of turbo codes need
to be punctured and syndrome bits of LDPC codes need to be accumu-
lated. Compared with punctured turbo codes, LDPC accumulate (LD-
PCA) codec allows higher compression efficiency [5] [12] in distributed
source coding problem and it has been applied in the best available DVC
codec [5]. Thus, LDPCA encoder [12] is also chosen as the Slepian-Wolf
encoder in this work.

LDPCA encoder consists of an LDPC syndrome generator concate-
nated with an accumulator as shown in Fig. 3.6. The syndrome bits s of
source bits x are calculated according to the graph structure (from vari-
able nodes to check nodes) based on low-density parity check matrix H,
i.e. s = Hx. The complexity of syndrome based encoding is linear in the
number of the edges (1’s) in LDPC codes. Since there are low density
of 1s in parity check matrix H, the complexity of Slepian-Wolf encoder
is kept at low level. In order to make LDPC codes perform incremen-
tal rate adaptive decoding, i.e. the additional syndromes bits can be
combined with previous sent syndrome bits for decoding, syndrome bits



i

i

“main” — 2009/9/24 — 11:04 — page 37 — #61 i

i

i

i

i

i

3.3 Feedback Channel Based Transform Domain Wyner-Ziv Video
Coding 37

(a) (b)

Figure 3.6: (a) The example LDPCA encoder [12]. (b) corresponding low-density
parity check matrix H

s are in turn accumulated modulo 2, producing the accumulated syn-
drome bits a. All the accumulated syndromes are stored into a buffer
and only transmitted a few syndromes initially. If Slepian-Wolf decoder
fails in decoding with the transmitted syndromes, more accumulated
syndromes are requested from the buffer using the feedback channel.
Following a predefined order, the accumulated syndrome bits are trans-
mitted incrementally until the successful decoding. Furthermore, 8-bits
CRC sum [13] [18] with standard polynomial x8 + x2 + x + 1 of each
encoded bit bitplane is transmitted also to aid the decoder detecting
errors.

3.3.4 Side Information Generation

Based on the architecture of state-of-the-art transform domain Wyner-
Ziv video coding shown in Fig. 3.4, it can be seen that the quality of side
information frame has influence on both the soft input estimation mod-
ule and the reconstruction module. A more accurate side information
frame contains fewer errors and consequently requires fewer syndrome
bits from the buffer for reconstructing the Wyner-Ziv frame with the
same decoding quality. Therefore, a side information frame Yi and its
estimated noise residual frame R can influence the coding efficiency of
the transform domain Wyner-Ziv video coding significantly.

Frame interpolation [19] [20] and frame extrapolation [21] [22] based
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algorithms are two major schemes employed in Wyner-Ziv video cod-
ing. Frame interpolation methods use previous and following decoded
frames to generate the side information but introduce some delay, while
the extrapolation methods only use previously decoded frames which has
benefits for real-time applications due to the low latency. In state-of-the-
art transform domain Wyner-Ziv video codec [16] [5], an advanced mo-
tion compensated frame interpolation [19] algorithm is employed, which
includes forward motion estimation, bi-directional motion estimation,
spatial smoothing of motion vectors and bi-directional motion compen-
sation. More details about the side information generation methods are
introduced in Chapter 4.

3.3.5 Noise Model

Once the side information frame Yi is obtained, a virtual channel noise
model is utilized at the Wyner-Ziv decoder to estimate the noise distri-
bution between the side information frame Yi and the original Wyner-Ziv
frame Xi. As shown in Fig. 3.4, the estimated noise distribution (pa-
rameter α) is consequently used to calculate the soft input Pcond which is
subsequently fed into LDPCA decoder. The more accurate the noise dis-
tribution is, the more precise soft input is fed into LDPCA decoder and
thereafter less syndrome bits are required. Therefore the noise model
can also influence the coding performance of Wyner-Ziv video coding
significantly.

Laplacian distribution is usually employed to model the noise in pre-
liminary works as in [2] [10]. However, accurate estimation of Laplacian
parameter α0 of corresponding noise distribution could be a complex
task, since the original frame Xi is never available at the Wyner-Ziv de-
coder. Therefore, estimated residual frame R created by side information
generation is used to estimate Laplacian parameter α approximately.

f(Xi − Yi) =
α0

2
e−α0|Xi−Yi| ≈ α

2
e−α|R| (3.15)

In transform domain Wyner-Ziv video codec, noise model can be
constructed in different granularity levels, i.e. from band level [23] to
coefficient [24] [25] level. In state-of-the-art transform domain Wyner-
Ziv video coding [16], an online Laplacian distribution noise model in
coefficient level [24] is utilized. With this model, each coefficient within
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band bk is assigned with a Laplacian parameter αbk
(u, v). The value of

Laplacian parameter αbk
(u, v) indicates the amount of noise at position

(u, v) by taking both spatial and temporal variation into account. More
details about different noise models are introduced in Chapter 5.

3.3.6 Soft Input Calculation

Soft input calculation is based on bitplane level, starting with the Most
Significant Bitplane (MSB) and ending with the Least Significant Bit-
plane (LSB) of each band. With a given parameter αbk

(u, v), Laplacian
distribution centered around the side information coefficient Cbk

Y (u, v)
(within band bk at position (u, v)) is uniquely defined. With the obtained
side information coefficient Cbk

Y (u, v), Laplacian parameter αbk
(u, v) and

previously decoded bitplanes (Pbp), soft input Pcond at position (u, v)
can be calculated. Soft input Pcond is defined as the conditional proba-
bility of bits equal to 0 or 1, i.e. Pcond = P (x|Cbk

Y (u, v), αbk
(u, v), P bp).

After all the soft input Pcond in one bitplane are obtained, they are
grouped together and fed into LDPCA decoder for iterative decoding.

In order to demonstrate how to calculate the soft input information
Pcond, a simplified example is used. As shown in Fig. 3.7, it is assumed
that the side information coefficients Cbk

Y (u, v) are quantized into 3 bits.
With a given distribution αbk

(u, v), the probability having the value 0

Figure 3.7: Example on soft input calculation, Laplacian distribution αbk (u, v) is

centered on the value of side information C
bk
Y (u, v)

or 1 at position (u, v) can be obtained by calculating the integral of
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probability density function (pdf) from lower bound to upper bound
with value 0 or 1. In Fig. 3.7, the probabilities for the MSB are:

Pcond(x = 1) =

∫ q8Qstep

q4Qstep
f(z)dz

∫ q8Qstep

q0Qstep
f(z)dz

(3.16)

Pcond(x = 0) = 1− Pcond(x = 1) (3.17)

where q4Qstep and q8Qstep are the lower bound and the upper bound with
value 1 in MSB, q0Qstep is the lower bound with value 0 in MSB. f(z)
is the pdf of a given Laplacian distribution. Similarly, assuming that
the first two bitplanes are successfully decoded and the corresponding
values at position (u, v) are both ”1”, the probability for the LSB can
be calculated as:

Pcond(x = 1) =

∫ q8Qstep

q7Qstep
f(z)dz

∫ q8Qstep

q6Qstep
f(z)dz

. (3.18)

In order to avoid numerical computation, the integral of the given
Laplacian distribution (with parameter α) is converted into different
expressions depending on the relation between the bounds of proceeded
interval (i.e. the lower bound LB and the upper bound UB) and the
value of side information coefficient CY .

∫ UB

LB
p(z)dz =





1− 0.5(eα(LB−CY ) + eα(CY −UB)) CY ∈ (LB, UB)
0.5(eα(UB−CY ) − eα(LB−CY )) UB ≤ CY

0.5(eα(CY −LB) − eα(CY −UB)) LB ≥ CY

(3.19)

3.3.7 Slepian-Wolf Decoder

For LDPCA decoding, variable nodes are seeded with Log-Likelihood
Ratio (LLR) of conditional probability Pcond(x) obtained from soft input
calculation module.

L(xi) = log
Pcond(x = 1)
Pcond(x = 0)

(3.20)

Then the soft information LLR are passed back and forth between
variable nodes and the check nodes according to the log-domain Sum-
Product Algorithm (SPA) [26]. Puncturing the syndrome bits of LDPC
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Figure 3.8: LDPC decoding graphs if the encoder transmits (a) Syndrome bits with
compression ratio 8:3 (b) Accumulated syndrome bits with compression ratio 8:3 (c)
Accumulated syndrome bits with compression ratio 2:1 (d) Accumulated syndrome
bits with compression ratio 1:1

(as in Fig. 3.8 (a)) is the simplest method to achieve compression. How-
ever, it will degrade the decoding graph which consequently leads to
poor performance of decoding. In order to avoid graph degradation, the
decoding graphs are constructed by accumulating the check nodes while
keeping the number of the edge is constant as shown in Fig. 3.8 (b). The
design of rate-adaptive LDPCA is starting with the highest compression
ratio graph. Following the predefined incrementally transmission order,
other graphs are obtained by successively dividing the syndrome nodes
into pairs. The rate-adaptive LDPCA decoder is achieved by modifying
its decoding graph each time when it receives an additional increment
of the accumulated syndromes [12] as shown in Fig. 3.8 from (b) to (d).

Together with the 8-Bit CRC sum, the decoding bitplane can be
tested against the syndrome bits to verify correctness. If the Hamming
distance between received accumulated syndromes and the accumulated
syndromes of the decoded bits is different from zero or the 8-bits CRC
sum is incorrect after a certain amount of iterations, the LDPCA de-
coder requests more accumulated syndrome bits from the buffer via the
feedback channel to correct the potential bit errors. If both the Ham-
ming distance and the CRC sum are satisfied, convergence is declared,
guaranteeing a very low error probability for the decoded bitplane. De-
coded Wyner-Ziv frame with or without 8-bits CRC sum are compared
as in Fig 3.9. It is necessary to notify that when the number of re-
ceived accumulated syndrome bits a equals the number of source bits x,
i.e. the compression ratio is 1:1, it guarantees successful decoding of the
source bits x via straightforward linear algebra, i.e. inverse of H matrix,
regardless of the quality of the side information.
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(a) with CRC (b) without CRC

Figure 3.9: Wyner-Ziv coded frame with and without 8-bits CRC, No. 51 frame in
Hall Monitor, GOP=4, (a)PSNR=40.0696 dB, Bits=16735, (b)PSNR=33.8544 dB,
Bits=15871

3.3.8 Reconstruction

After a bitplane is successfully decoded, a quantization interval, i.e.
[qiQstep, qi+1Qstep), can be obtained. It indicates the range of the orig-
inal Wyner-Ziv coefficient CX . Hence, CX can be reconstructed by
computing the expectation E[CX |CX ∈ [qiQstep, qi+1Qstep) , CY ] of the
random variable CX given the quantization interval and side information
coefficient CY [10]:

CX̂ =

∫ qi+1Qstep

qiQstep
zf(z)dz

∫ qi+1Qstep

qiQstep
f(z)dz

. (3.21)

where CX̂ denotes the reconstructed value. qi denotes the quantization
index of CX , Qstep is the corresponding quantization step. f(z) is the
pdf of the given Laplacian distribution

To avoid numerical computation of integrals, a closed form expres-
sion of Eq. 3.21 with a given Laplacian distribution parameter α is de-
rived [27]:

CX̂ =





qiQstep + 1
α + Qstep

1−eαQstep
CY < qiQstep

CY + (γ+ 1
α

)e−αγ−(δ+ 1
α

)e−αδ

2−(e−αγ+e−αδ)
CY ∈ [qiQstep, qi+1Qstep)

qi+1Qstep − 1
α −

Qstep

1−eαQstep
CY ≥ qi+1Qstep

(3.22)
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where γ = CY − qiQstep and δ = qi+1Qstep − CY .

3.4 Performance Evaluation

To demonstrate the coding performance of state-of-the-art transform
domain Wyner-Ziv video codec, test conditions are precisely described
as follows:

• Four different test sequences (available at [5]), Foreman, Soccer,
Coastguard and Hall Monitor, are adopted for the RD performance
test.

• The spatial resolution of the sequences is QCIF, the temporal res-
olution is 15 frames per second (fps). Commonly used GOP size
2 is chosen, which means every odd frame is key frame and every
even frame is Wyner-Ziv frame.

• Key frames are encoded with H.264/AVC Intra (Reference codec
JM 9.5 [28]), the setting is reported in Appendix B. The Quantiza-
tion Parameters (QP) are chosen as in Table 3.1, so that the quality
of the WZ frames is similar to the quality of the key frames [5] [29].

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

Foreman 40 39 38 34 34 32 29 25
Coastguard 38 37 37 34 33 31 30 26

Soccer 44 43 41 36 36 34 31 25
Hall Monitor 37 36 36 33 33 31 29 24

Table 3.1: Quantization Parameter for key frames in different RD points,
QCIF@15Hz

• Bitstream of key frame (H.264/AVC Intra bits) and LDPCA syn-
drome bits for Wyner-Ziv frames are counted as used coding bits.
Average Peak Signal-to-Noise Ratio (PSNR) over all the frames of
a sequence is used to evaluate the quality of decoded sequences.
Only luminance component is coded. Thus the metrics (i.e. coding
bits and PSNR) refer only to the luminance component.
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• The motion search in side information generation is performed
with half-pixel accuracy.

The RD performance of the implemented transform domain Wyner-
Ziv video codec is compared with DISCOVER Wyner-Ziv video codec
[5], H.264/AVC Intra codec and H.264/AVC no motion codec as in
Fig. 3.10. It can be seen from the results that the performance of imple-
mented codec is comparable with the best available transform domain
Wyner-Ziv video codec. Compared with H.264/AVC Intra coding, the
Wyner-Ziv video coding provides better RD performance for Coastguard
and Hall Monitor, with the gain around 1dB and 3dB, respectively. For
sequences with some motion and scene change like Foreman, the coding
performance is quite close to H.264/AVC Intra coding but not better
than it at higher bitrate. The coding gap in higher bitrate is about
0.5 dB. For sequences with more fast and irregular motion like Soccer,
Wyner-Ziv video coding lose to H.264/AVC Intra coding around 2.5 dB.
Compared with H.264/AVC no motion Inter coding, Wyner-Ziv video
coding only gives the better coding efficiency for Coastguard but worse
performance for sequences foreman, Soccer and Hall Monitor.

On the other hand, the encoding complexity of H.264/AVC Intra
codec, no motion Inter codec and Wyner-Ziv video codec are also com-
pared. The complexity is measured by means of the encoding time for
even or Wyner-Ziv frames of the full sequence on a 3 GHz PC. As shown
in Fig. 3.11, Wyner-Ziv video codec always requires the least computa-
tion power from encoder. Generally, encoding complexity of Wyner-Ziv
video codec is around 1/4 of H.264/AVC Intra and 1/8 of H.264/AVC
no motion Inter (1/4 of the optimized H.264/AVC no motion Inter).

Taking both the coding performance and the encoding complexity
into account, it shows that Wyner-Ziv video codec is a promising video
coding solution for critical encoding resource scenario.

3.5 Summary

A transform domain Wyner-Ziv video codec is described in this chapter,
which is based on information theory results: the Slepian-Wolf and the

0The chosen encoding configurations of H.264/AVC motion and no motion Inter
coding give similar coding efficiency results compared to the DISCOVER results [5].
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Figure 3.10: Performance evaluation of transform domain Wyner-Ziv video codec

Wyner-Ziv theorems. It achieves low complexity encoding by removing
the motion estimation from the encoder but fully or partly exploiting
the video redundancy at the decoder. The RD performance of practical
Wyner-Ziv video codec is efficient but not as good as the conventional
video codec yet. Compared with H.264/AVC Intra codec and no motion
Inter codec, Wyner-Ziv video codec provides a better RD performance
for some low motion video sequences like Coastguard. However, for rel-
evant high motion video sequences like Foreman and Soccer or static
background sequence like Hall Monitor, the performance of Wyner-Ziv
video coding can not outperform H.264/AVC no motion coding (but
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Figure 3.11: Encoding complexity comparison between Wyner-Ziv coding,
H.264/AVC Intra and No motion

sometimes wins against or closes to H.264/AVC Intra codec).
Considering that the encoding complexity of Wyner-Ziv video codec

is only 1/4 of H.264/AVC Intra and 1/8 of H.264/AVC no motion Inter
(1/4 of the optimized H.264/AVC no motion Inter), it can be concluded
that Wyner-Ziv video codec is a very promising coding solution for crit-
ical encoding resource applications. Therefore it is necessary to explore
the possibilities of further improving the coding efficiency of the practical
Wyner-Ziv video codec.
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Chapter 4

Side Information
Generation

The quality of side information has a major impact on the RD perfor-
mance of Wyner-Ziv video coding, which is in the same way the quality
of the motion compensated prediction had a significant influence in pre-
dictive video coding like H.264/AVC. Based on the architecture of state-
of-the-art transform domain Wyner-Ziv video coding, it can be seen that
the quality of the side information frame not only influences the soft in-
put estimation module but also the reconstruction module. Side infor-
mation frame is seen as an observation of original Wyner-Ziv frame with
an amount of ’noise’. Generally, more accurate side information frame
means that there are fewer errors in side information frame and conse-
quently fewer bits are requested from the encoder for the same decoding
quality. Therefore, the choice of adopted side information generation
scheme can significantly influence the RD performance of Wyner-Ziv
video coding.

There are several side information generation schemes proposed in
the literature, notably frame interpolation [1] [2] and frame extrapola-
tion [3] [4] based algorithms. Frame interpolation methods use previous
and next decoded frames to generate the side information introducing
some delay, while extrapolation methods only use previously decoded
frames which has benefits for real-time applications due to the lower
latency. The main objective of this chapter is to progress the coding
efficiency of Wyner-Ziv video coding and reduce the RD performance
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Figure 4.1: The procedure of frame extrapolation

gap regarding conventional video coding solutions, by proposing an im-
proved frame interpolation method. In order to get an impression of the
influence given by different side information generation methods, other
block based frame extrapolation and frame interpolation methods are
also introduced in this chapter.

The structure of this chapter is organized as follows: An extrap-
olation based side information generation method is described in Sec-
tion 4.1. Including the proposed improved side information generation
method, different interpolation based algorithms are described in Sec-
tion 4.2. In Section 4.3, the performance of different side information
generation methods and their corresponding coding efficiency results are
compared and presented.

4.1 Frame Extrapolation

In order to extrapolate a side information frame similar to the Wyner-Ziv
frame being decoded, frame extrapolation method estimates the motion
field among previously Intra or Wyner-Ziv decoded frames to predict
a forthcoming frame. Since the obtained motion field is going to be
projected to current Wyner-Ziv frame time instant as a prediction, the
motion estimation should be done carefully so that the capture of true
motion can be ensured. Therefore, it is necessary to estimate the motion
field not only based on temporal correlation but also spatial correlations.
Similar to [3], the general process of a block based frame extrapolation
method is depicted in Figure 4.1. Without loss of generality, the process
is described in the following for GOP size 2, where the previous In-
tra coded frame X ′

2i−1 and the previous Wyner-Ziv coded frame X ′
2i−2

are used to extrapolate side information frame YE 2i. The procedure
proceeds as follows:

• Motion Estimation : Frame X ′
2i−1 is split into non-overlapped



i

i

“main” — 2009/9/24 — 11:04 — page 53 — #77 i

i

i

i

i

i

4.1 Frame Extrapolation 53

Figure 4.2: Frame projection

8×8 blocks. Block based motion estimation is performed for each block
of frame X ′

2i−1 by searching for the best matching block with minimum
Mean Squared Error (MSE) in frame X ′

2i−2.

Argmin{E(m0,n0)∈block{(X ′
2i−1(m0, n0)

−X ′
2i−2(m0 + ∆m,n0 + ∆n))2} (4.1)

where (m0, n0) are coordinates of current 8× 8 block, E is the expected
value over (m0, n0) ∈ 8 × 8 block. (∆m, ∆n) represents the motion
vectors.

• Spatial Smoothing : After motion estimation, all blocks in X ′
2i−1

are assigned with motion vectors. However, since the motion estimation
is only applied in the temporal domain, the obtained motion vectors
have relative low spatial coherence, especially for the blocks belonging
to one moving object. Therefore, a weighted vector median filter [5] is
applied to smooth the motion vector field, which increases the spatial
coherence of different motion vectors and aims to reduce the number of
incorrect motion vectors compared to true motion. The weighted vector
median filter is defined as in [5]:

N∑

i=1

wi||MVvm −MVi||L ≤
N∑

i=1

wi||MVc −MVi||L (4.2)

where MVc and MVi are motion vectors of current block and its cor-
responding neighboring blocks, respectively. N is the number of neigh-
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boring blocks. MVvm represents the motion vector after the weighted
vector median filter, which minimizes the weighted sum of distances
among other N neighboring motion vectors in terms of the L2-norm.
The weight parameter wi is obtained according to the prediction error
as in [1]:

wi =
MSE(MVc, Blockc)
MSE(MVi, Blockc)

(4.3)

where the MSE(MV•, Blockc) represents the MSE value between cur-
rent block Blockc in decoded frame X ′

2i−1 and the block with relevant
motion vector MV• in decoded frame X ′

2i−2. Motion vectors with and
without spatial smoothing are compared in Fig. 4.3, the relevant extrap-
olated frames are shown in Fig. 4.4.
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Figure 4.3: Motion Vectors between frame #2 and #3 of foreman, QCIF, left:
without spatial smoothing, right: with spatial smoothing

• Frame Projection : To obtain an extrapolated frame for time
instant 2i, the obtained motion vectors between frame X ′

2i−2 and frame
X ′

2i−1 are applied between frame X ′
2i−1 and frame YE 2i following a linear

motion assumption. Then, the pixels in frame X ′
2i−1 are projected onto

frame YE 2i as shown in Fig. 4.2. If there is more than one pixel in frame
X ′

2i−1 projected onto the same position in frame YE 2i, an average value
between these overlapping pixels is taken. An example frame after frame
projection can be found presented in Fig. 4.4.

• Filling Holes: In order to fill the unreferenced pixel areas in frame
YE 2i, the motion vectors of these unfilled pixels need to be estimated
first. With the estimated motion vector of the unreferenced pixels, the
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holes are going to be filled with the projected pixels from frame X ′
2i−1.

There are two possible motion vectors which can be utilized, these are
the motion vector of the co-located block in frame X ′

2i−1 and the nearest
neighboring motion vector of current block in frame YE 2i. Therefore,
different from the work in [3] [4], the nearest neighboring motion vectors
in the spatial domain and the co-located motion vectors in the temporal
domain are both used to determine the estimated pixels. An average of
these estimations is computed for filling the holes remaining after frame
projection process.

(a) Projected frame with unsmoothed MVs (b) Projected frame with smoothed MVs

(c) Filling the holes of (a) (d) Filling the holes of (b)

Figure 4.4: Extrapolated frame (frame No. 4, Foreman, QCIF). (a), Projected
frame with the unsmoothed MVs. (b), Projected frame with the spatial smoothed
MVs. (c), Frames after holes filling of (a), PSNR=27.9587 dB. (d), Frames after holes
filling of (b), PSNR=28.1573 dB.
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Figure 4.5: The procedure of motion compensated frame interpolation [1]

4.2 Frame Interpolation

Different from frame extrapolation algorithm, frame interpolation uti-
lizes one previous frame and one subsequent frame to predict the frame
in between. Although a latency is introduced due to the usage of sub-
sequent frames, more accurate motion vectors according to true motion
could be obtained by frame interpolation. Furthermore, interpolated
frame are obtained by combining the pixels’ value both in previous frame
and subsequent frame. It is an advantage compared to the extrapolated
frame where the pixel value is copied from previous frame only. In the
following sections, a block based motion compensated frame interpola-
tion algorithm [1] adopted in state-of-the-art Wyner-Ziv video codec is
introduced first. Then an improved frame interpolation scheme [2] with
Overlapped Block Motion Compensation (OBMC) is proposed.

4.2.1 Motion Compensated Frame Interpolation

Similar to frame extrapolation, motion compensated frame interpolation
starts with a block based unidirectional motion estimation. Following
the linear motion assumption, motion field of each block in interpo-
lated frame is refined by a bidirectional motion estimation and a spatial
smoothing filter. Finally, the interpolated frame is generated by aver-
aging the best two matching blocks in previous frame and subsequent
frame. The general process of the motion compensated frame interpo-
lation is depicted in Figure 4.5. Without loss of generality, the process
is described in the following for GOP size 2, where Intra coded previous
frame X ′

2i−1 and subsequent frame X ′
2i+1 are used to generate interpo-

lated side information frame YI 2i. The procedure proceeds as follows:
• Forward Motion Estimation : Frame X ′

2i−1 is split into non-
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overlapped 8 × 8 block, then block based motion estimation with half
pixel accuracy [6] is performed on each block of frame X ′

2i−1 by search-
ing for the best matching block with minimum MSE in frame X ′

2i+1.
Since the obtained motion vectors of each block represents the move-
ment from frame X ′

2i−1 to frame X ′
2i+1, the motion vectors are not

necessary passing through the center of each non-overlapped block in
interpolated frame Y I2i as shown in Fig. 4.6. In order to avoid over-
lapped and unreferenced area as in frame extrapolation, each obtained
motion vector passing through the interpolated block is seen as a can-
didate. As shown in Fig. 4.6, the motion vectors which is closer to the
center of interpolated block is finally selected as the best motion vec-
tors. After the selection, each block in interpolated frame is assigned an
estimated motion vector.

Figure 4.6: Forward motion estimation and motion vector selection

• Bi-directional Motion Estimation : The motion vector ob-
tained from the previous step is based on unidirectional motion es-
timation. It can be refined by a bidirectional motion estimation [1]
scheme. Taking unidirectional motion vectors as an initial point, the bi-
directional motion estimation selects a linear trajectory between frame
X ′

2i−1 and frame X ′
2i+1 passing through the center of the interpolated

blocks. The searching is confined to a small displacement and exact
symmetric relative to the interpolated blocks as shown in Fig. 4.7. The
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Figure 4.7: Bidirectional Motion Estimation

bi-directional motion estimation can be described as:

Argmin{E(m0,n0)∈block{(X ′
2i−1(m0 −∆m,n0 −∆n)

−X ′
2i+1(m0 + ∆m, n0 + ∆n))2} (4.4)

where (m0, n0) are coordinates belonging to current interpolated 8 × 8
block, E is the expected value over (m0, n0) ∈ 8 × 8 block. (∆m,∆n)
represents the symmetric motion vectors.

•MV Spatial Smoothing : After bi-directional motion estimation,
each non-overlapped block in frame YI 2i is assigned with a motion vec-
tor. However, the obtained motion vectors have relative low spatial co-
herence. In order to increase spatial coherence among different blocks,
the same spatial smoothing techniques as described in Section 4.1 is
applied.

• Bi-directional Motion Compensation : With the smoothed
motion vectors, interpolated frame is generated by a bidirectional motion
compensation as defined in standard video coding schemes [7]. Following
linear motion assumption, the time interval between frame X ′

2i−1 and
frame YI 2i equals the time interval between frame YI 2i and frame X ′

2i+1.
Therefore the exact same weight is assigned to the best matching blocks
for bi-directional motion compensation:

YI 2i(m0, n0) =
1
2
× (X ′

2i−1(m0 −∆m,n0 −∆n)

+X ′
2i+1(m0 + ∆m,n0 + ∆n)) (4.5)
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Figure 4.8: The procedure of OBMC based frame interpolation [2]

Motion compensated residue RME is used to approximately describe
the correlation noise between side information frame YI 2i and original
Wyner-Ziv frame X2i

RME(m0, n0) = (X ′
2i−1(m0 −∆m,n0 −∆n)

−X ′
2i+1(m0 + ∆m,n0 + ∆n)) (4.6)

4.2.2 Overlapped Block Motion Compensation Based
Frame Interpolation

Although motion compensated frame interpolation included some so-
phisticated techniques to optimize motion vector accuracy, there are still
some limitations: First of all, it does not utilize all the information which
is available at the decoder side, ex. decoded chrominance information.
Secondly, the block size used for motion estimation and compensation
might not be an optimal choice. Finally, only a simple bidirectional
motion compensation is employed. Overcoming these limitations will
enhance the quality of side information frame and further improve RD
performance of Wyner-Ziv video coding. Therefore, an improved frame
interpolation scheme is proposed as shown in Fig. 4.8.

Without loss of generality, the process is described for GOP size 2.
The procedure of the improved frame interpolation is divided into two
parts: Y, U and V based motion estimation with variable block sizes
is applied on two key frame X ′

2i−1 and X ′
2i+1 to get accurate motion

vectors at first. Then an adaptive weighted Overlapped Block Motion
Compensation (OBMC) is employed to generate better interpolated side
information frame YI 2i.
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YUV Based Motion estimation with variable block size

In order to take advantage of more information available at the decoder,
the chroma components (U and V) in Intra decoded key frames are
utilized, which are useful to assist luminance component (Y) in motion
estimation. Taking forward motion estimation as an example, the YUV
based motion estimation is defined as:

Argmin{E(m,n)∈block{(XY
2i−1(m,n)−XY

2i+1(m + ∆m,n + ∆n))2}
+λE(m′,n′)∈block{(XUV

2i−1(m
′, n′)−XUV

2i+1(m
′ + ∆m′, n′ + ∆n′))2}} (4.7)

where XY
2i−1(m,n) and XUV

2i−1(m
′, n′) are the corresponding luma and

chroma values at coordinates (m,n) and (m′, n′) in key frame X2i−1,
respectively. (∆m,∆n) and (∆m′,∆n′) represent the motion vectors.
For 4:2:0 video sequences, ∆m = 2∆m′, ∆n = 2∆n′, m = 2m′ and
n = 2n′. λ is a parameter to balance the weight between luma and
chroma values.

Besides YUV based motion estimation, the first three modules in
Fig. 4.8 are similar to the motion compensated frame interpolation
scheme described in Fig. 4.5. However, since only 8 × 8 block based
motion estimation is applied in motion compensated frame interpola-
tion, it may not perfectly match the true motion especially around object
boundaries. Variable size block based motion estimation is more efficient
in representing irregular motion. Therefore, a bi-directional motion es-
timation with variable block size (8× 8 and 4× 4) is adopted after the
motion vector smoothing module. Selecting two predefined thresholds
τmse and τσ, each 8× 8 block is evaluated to decide whether to divide it
into 4× 4 sub-blocks based on:

MAP4×4 =





True if MSE8×8 ≥ τmse

and V ar(MV ) ≥ τσ

False otherwise
(4.8)

where MSE8×8 is the YUV based MSE value between X2i−1 and X2i+1

over the corresponding 8× 8 block, V ar(MV ) is a function to calculate
the variance of the relevant motion vectors for the current block in an
3× 3 window.

V ar(MV (m,n)) =
Σ1

i=−1(MV (m + i, n + i)− M̄V )2

9
(4.9)
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where M̄V is the mean value of MV s. If an 8×8 block satisfies the above
conditions, its MV is taken as initial MV for each 4× 4 sub-blocks and
the relevant MSE4×4 are calculated. A small refinement search range
ρ is chosen to find the best matching 4 × 4 sub-block with minimum
MSE4×4. With variable block size, the smaller blocks are used to de-
scribe irregular motion around the edges of objects, the larger blocks
are used for homogeneous motion. As shown in Fig. 4.9, the energy of
the motion estimated residual RME with variable block size is smaller
than the one with a fixed 8× 8 block. Thus providing an advantage by
introducing fewer inaccurate pixels into the side information frame.
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Figure 4.9: Comparison of motion estimated residue RME with (a): fixed block size
and (b): adaptive block size.

Adaptive Weighted Overlapped Block Motion Compensation

Overlapped Block Motion Compensation (OBMC) is usually applied
to reduce blocking artifacts and improve subjective quality in frame
rate up-conversion. However, it also has a higher risk of over-blurring
the interpolated side information frame compared with the simple bi-
directional motion compensation used in [1]. Since the MSE value over
each block of the YUV based motion estimation approximately reflects
the reliability of its relevant motion vectors, an adaptive OBMC [8]
weighted by MSE is employed to reduce the interpolated errors and
control the blurring. Let j ∈ [0, k] denote the index of the neighboring
blocks. As shown in Fig. 4.10, the value of k is varying due to variable
block size adopted.
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Figure 4.10: Utilized neighboring motion vectors and blocks for adaptive weighted
OBMC

Y2i(m0, n0) =
Σk

j=0ωj Ŷj

Σk
j=0ωj

(4.10)

Ŷj =
1
2
× (X2i−1(m0 −∆mj , n0 −∆nj) +

X2i+1(m0 + ∆mj , n0 + ∆nj)) (4.11)

RME(m0, n0) =
Σk

j=0ωjR̂j

Σk
j=0ωj

(4.12)

R̂j = (X2i−1(m0 −∆mj , n0 −∆nj)−
X2i+1(m0 + ∆mj , n0 + ∆nj)) (4.13)

where (m0, n0) belongs to current block, (∆mj ,∆nj) is corresponding
symmetric motion vectors of Blockj . ωj is the weight of Blockj obtained
by calculating the inverse proportion of the YUV based MSE:

ωj = (E(mj ,nj)∈Blockj
((XY UV

2i−1 (mj −∆mj , nj −∆nj)

−XY UV
2i+1 (mj + ∆mj , nj + ∆nj))2))−1 (4.14)

4.3 Experimental Results

In order to evaluate the performance of different side information gen-
eration schemes, average PSNR results over extrapolated/interpolated
frames are compared in Table 4.1. The motion search is performed with
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half-pixel accuracy [9] for all the different side information generation
methods. The methods include: a) A frame extrapolation method de-
scribed in Section 4.1; b) A bidirectional motion search based method
employed in [10]; c) A frame interpolation using variational method [11];
d) A motion compensated frame interpolation (MCFI) method described
in Section 4.2.1 and [1]; e) A motion compensated frame interpolation
method with YUV motion estimation; f) A motion compensated frame
interpolation method with with Variable Block Size (VBS) based YUV
motion estimation; g) An adaptive weighted OBMC based frame inter-
polation (OBMCFI) method with fixed block size (8 × 8) based YUV
motion estimation; h) An OBMCFI method with VBS based Y mo-
tion estimation i) An OBMCFI method with VBS based YUV motion
estimation described in Section 4.2.2.

Sequence Foreman Coastguard Soccer HallMonitor
Key frames QP=25 QP=26 QP=25 QP=24

a) 25.3215 28.6134 19.3666 33.1699
b) 27.8192 29.7681 20.6988 35.0267
c) 26.9101 30.1105 20.8623 35.3261
d) 28.9047 31.4664 20.8326 36.3338
e) 28.9843 31.4681 20.8483 36.3339
f) 28.9999 31.5371 20.8453 36.3735
g) 29.2358 31.7708 21.2874 36.3331
h) 29.2296 31.8317 21.2961 36.4548
i) 29.2537 31.8340 21.2967 36.4593

Table 4.1: The average PSNR results for different methods, key frames are
H.264/AVC Intra coded with fixed Quantization Parameter (QPs)

As shown in Table 4.1, the proposed OBMC based frame interpola-
tion method (i) gives the best PSNR performance. Furthermore, it can
be seen from the results of method (d)-(i) that each module proposed in
Section 4.2.2 generally improves the PSNR results step by step. Visual
comparison of different methods is reported in Section C.1.

The complexity for different schemes ((d)-(i)) are evaluated by cal-
culating the average time (on a 3GHz PC) for generating one side infor-
mation frame. As shown in Fig. 4.11, the proposed method (i) improves
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Figure 4.11: Complexity comparison for different side information generation
schemes

the PSNR result by introducing more complexity. However, the more
complex decoder is acceptable in DVC scenario. Even if it is required
that the complexity of the decoder should not be significantly increased,
the proposed method (h), which removes YUV based motion estimation
from method (i), gives a good balance between decoder complexity and
PSNR performance.

In order to demonstrate how much influence is given by side infor-
mation frame on the coding efficiency of Wyner-Ziv video codec, RD
performances with frame extrapolation method (a), motion compen-
sated frame interpolation (d) and the OBMC based frame interpolation
method (i) are compared. For the sake of fair comparisons, the DIS-
COVER project [12] test conditions described in Section 3.4 are adopted.
The test sequences are Foreman, Soccer, Coastguard and Hall Monitor,
at QCIF, 15 frames per second (fps); the GOP size is 2. The key frames
are encoded using H.264/AVC Intra and the QPs are chosen so that
the average PSNR of the WZ frames is similar to the average PSNR
of the key frames (as in [12]). The RD performance is evaluated for
the luminance component of both the key frames and WZ frames. The
benchmark codecs used are the DISCOVER Wyner-Ziv video codec [12],
the H.264/AVC Intra codec and the H.264/AVC no motion Inter codec.
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Figure 4.12: GOP2 RD performances comparison for sequence Foreman with dif-
ferent side information generation methods (a), Overall RD performances. (b), Only
Wyner-Ziv frames for precisely the same key frames. (i.e. half frame rate)
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Figure 4.13: GOP2 RD performances comparison for sequence Soccer with different
side information generation methods (a), Overall RD performances. (b), Only Wyner-
Ziv frames for precisely the same key frames. (i.e. half frame rate)
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Figure 4.14: RD comparison for sequence Coastguard with different side information
generation methods, GOP2. (a), Overall RD performances. (b), Only Wyner-Ziv
frames for precisely the same key frames. (i.e. half frame rate)
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Figure 4.15: GOP2 RD performances comparison for sequence Hall monitor with
different side information generation methods (a), Overall RD performances. (b),
Only Wyner-Ziv frames for precisely the same key frames. (i.e. half frame rate)
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According to RD performance results shown in Figs. 4.12-4.15, the
performance of transform domain Wyner-Ziv video coding with inter-
polation based side information generation methods (d) and (i) is much
better than the one with extrapolation based side information genera-
tion. It means that the additional delay involved by interpolation really
brings additional RD performance. Compared with the motion compen-
sated frame interpolation method (d) used in [12], employing the pro-
posed OBMC based frame interpolation scheme (i) improves the coding
efficiency of transform domain Wyner-Ziv video coding for high bit-rates
up to 0.5 dB for the overall RD performance and 1 dB for the Wyner-Ziv
frames.

Compared with H.264/AVC Intra coding, Wyner-Ziv video coding
with OBMC based frame interpolation gives better RD performance on
Coastguard and Hall Monitor, comparable performance on Foreman;
For sequence with more irregular motion like Soccer, where the decoder
frame estimation process is more difficult, the performance gap between
H.264/AVC Intra coding and Wyner-Ziv video coding has been reduced.
Compared with H.264/AVC no motion Inter coding, Wyner-Ziv video
coding still gives worse performance on Foreman, Soccer and Hall Mon-
itor.

For Wyner-Ziv video coding with larger GOP sizes, the RD perfor-
mance improvements introduced by proposed scheme (i) are even larger
compared with GOP size 2. However, winning against H.264/AVC Intra
and no motion Inter codec is getting more difficult, since the distance
between key frames become far way. The RD performances with larger
GOP size (=4) can be found in Figs. C.3-C.6.

4.4 Summary

In this chapter, different side information generation methods from ex-
trapolation to interpolation are introduced. RD performances of Wyner-
Ziv video codec with different side information generation methods are
evaluated and compared. It shows that the quality of side information
frame is one of the most important factors influencing the coding effi-
ciency of Wyner-Ziv video coding. Therefore, for further improving RD
performance, an adaptive weighted OBMC based side information gener-
ation method is proposed. Experimental results show that the proposed
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68 Side Information Generation

scheme is efficient on improving the coding efficiency. Compared with
the best available scheme employed in DISCOVER executable codec, the
proposed scheme can improve coding efficiency of Wyner-Ziv video codec
up to 0.5 dB for the overall performance and 1 dB for the Wyner-Ziv
frames.
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Chapter 5

Noise Model for Transform
Domain Wyner-Ziv Video
Coding

A virtual channel noise model is utilized in Wyner-Ziv decoder to esti-
mate the noise distribution between side information frame and original
Wyner-Ziv frame. Since noise distribution decides accuracy of the soft
input, the more accurate the noise distribution is, the more reliable soft
input is fed into LDPCA decoder and the less syndromes bits will be re-
quired. Therefore, noise model gives significant influence on the coding
performance of Wyner-Ziv video codec.

A Laplacian distribution is usually utilized to model the noise dis-
tribution in state-of-the-art Wyner-Ziv video coding [1]. Accurately
estimating the Laplacian distribution parameter is a complex task, be-
cause side information frame is not reconstructed at the encoder side and
original frame is not available at the decoder side. In some preliminary
work [2] [3] [4], the noise distribution is estimated based on offline pro-
cessing, where the adopted Laplacian parameter is calculated by using
the actual noise difference (between Wyner-Ziv frame and side infor-
mation frame) at the decoder side [3] or through training data [2] [4].
Compared with offline noise model, online noise model [5] [6] [7] is a
more adaptive solution which estimates the Laplacian parameter of de-
coded frame at Wyner-Ziv decoder side. Recently, different granular
level online models have been proposed, i.e. from band (frame) level [5]

71
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72 Noise Model for Transform Domain Wyner-Ziv Video Coding

to coefficient (pixel) [6] [7] level for transform (pixel) domain Wyner-Ziv
video coding. The results indicate that including finer granularity in the
noise model improves the Rate-Distortion (RD) performance. Following
this indication, the objective of this chapter is to further progress the RD
performance of transform domain Wyner-Ziv video codec by improving
the noise model. For the sake of evaluating the impact of noise model
on the coding efficiency of transform domain Wyner-Ziv video coding,
the other granular level noise models are introduced and compared.

The structure of this chapter is organized as follows: Laplacian dis-
tribution with online noise estimation is introduced in Section 5.1. Then
a band level and two coefficient level noise models are described in Sec-
tion 5.2 and Section 5.3, respectively. In Section 5.4, an improved noise
model are proposed for progressing the coding efficiency of transform
domain Wyner-Ziv video coding. In Section 5.5, the RD performance
results for different noise models are presented and compared.

5.1 Online Noise Estimation

In order to take advantage of side information for decoding, the Wyner-
Ziv decoder needs reliable information describing the noise behavior
RXY between original Wyner-Ziv frame and side information frame.
Since the side information frame is not reconstructed at the encoder
side and the original Wyner-Ziv frame is not available at the decoder
side, it is not realistic to use frame difference RXY directly. As an adap-
tive online noise model described in [5], a motion compensated residue
RME is used to describe the correlation noise between original Wyner-
Ziv frame and side information frame approximately. Without loss of
generality, taking frame interpolation with GOP size 2 as an example,
the motion compensated residues RME described in Eq. 4.6 or Eq. 4.12
are obtained by calculating the difference between frames X ′

2i−1 and
X ′

2i+1 after motion compensation. Laplacian distribution is usually uti-
lized to model the difference between original Wyner-Ziv frame X2i and
side information frame Y2i in Wyner-Ziv video coding. Based on ob-
tained online noise estimation residue RME , the Laplacian distribution
can be described approximately as:

f(X2i(x, y)− Y2i(x, y)) =
α0

2
e−α0|X2i(x,y)−Y2i(x,y)| ≈ α

2
e−α|RME(x,y)|(5.1)
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α0 =
√

2/σ2
0 (5.2)

σ2
0 = E((X2i − Y2i)2)− E((X2i − Y2i))2 (5.3)

α =
√

2/σ2 (5.4)

σ2 = E(R2
ME)− E(RME)2 (5.5)

where f is the probability density function, (x, y) is the coordinate in
a frame. α0 and α are Laplacian parameter calculated based on the
variance (σ2

0 and σ2) of corresponding residue RXY and RME .
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Figure 5.1: Histogram of the actual residue RXY = X2i − Y2i and the estimated
Laplacian distributions with residue RXY and RME (Frame no.4 of Foreman, QCIF).

Fig. 5.1 depicts the histogram of the actual residue X2i−Y2i and the
estimated Laplacian distributions with parameter α0 and α at frame
level. Kullback-Leibler distances (KL) [8] are calculated to measure the
distance between true histogram and modeling distributions as:

DKL(P ||Q) =
∑

i

P (i) · log
P (i)
Q(i)

(5.6)

where P and Q are discrete probabilities for the true distributions and
the modeled distribution, respectively. It can be seen from Fig. 5.1 that
the frame level online noise model is not accurate enough compared with
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true histogram. Since estimated Laplacian distribution plays a very
important role in converting the side information frame into soft-input
information (probabilities), it makes sense to improve the accuracy of
online noise model. In the following sections, a band level noise model
[5], two coefficient level noise models [6] [7] and an improved noise model
[9] will be introduced, respectively.

5.2 Band Level Noise Model

The pixel quality of side information frame is varying not only from
frame to frame but also within one frame, thus an accurate noise model
should take both temporal and spatial variations into account. Fol-
lowing this intuition, different Laplacian distributions are applied on
different frequency bands in transform domain Wyner-Ziv video coding.
With the online noise estimation residue RME , 16 bands of transformed
residual coefficients Cbk

RME
, bk ∈ {0...15} are obtained after the 4 × 4

DCT transform. For a given band bk, different Laplacian parameters
α
|σ|
bk

are utilzied to online model the distribution between transformed
coefficients Cbk

X2i
and Cbk

Y2i
:

f(Cbk
X2i

(u, v)− Cbk
Y2i

(u, v)) ≈ α
|σ|
bk

2
e
−α

|σ|
bk
|Cbk

RME
(u,v)| (5.7)

where f is the probability density function, (u, v) is the coordinate of
a block. α

|σ|
bk

are Laplacian parameter calculated based on the variance
σ2
|bk|.

α
|σ|
bk

=
√

2/σ2
|bk| (5.8)

σ2
|bk| = E(|Cbk

RME
|2)− E(|Cbk

RME
|)2 (5.9)

where σ2
|bk| is the variance over the absolute value of the transformed

motion compensated residue (|Cbk
RME

|) within band bk. Different from
Eq. 5.5, the absolute value is chosen for Laplacian parameter estimation,
since the Laplacian parameter obtained by residue Cbk

RME
is generally

underestimated (as shown in Fig. C.7 and C.8) compared with the one
obtained by residue Cbk

RXY
(= Cbk

X2i
− Cbk

Y2i
). It is observed that the dis-

tribution with parameter α
|σ|
bk

is closer to the histogram of the actual
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residue Cbk
RXY

especially in the lower frequency band compared with the
distribution with the parameter ασ

bk
obtained by residue Cbk

RME
through

experiments [6].(See also Fig. 5.2).
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Figure 5.2: Histogram of the actual residue C0
RXY

= C0
X2i

− C0
Y2i

and the esti-

mated distributions with |Cbk
RME

| and C
bk
RME

(DC coefficients, frame no.22 of Fore-
man, QCIF).

5.3 Coefficient Level Noise Model

In the band level noise model, the same Laplacian parameter α
|σ|
bk

is
utilized for all the coefficients within band bk. The spatial variation
between different blocks is not explored yet, thus a coefficient level noise
model (c1) is proposed in [6] to further exploit spatial variation.

αc1
bk

(u, v) =

{
α
|σ|
bk

, if (u, v) ∈ mapin
bk√

2/D(u, v)2, if (u, v) ∈ mapout
bk

(5.10)

where
mapin

bk
= {(u, v)|D(u, v)2 ≤ σ2

|bk|} (5.11)

mapout
bk

= {(u, v)|D(u, v)2 > σ2
|bk|} (5.12)
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D(u, v) = Cbk
RME

(u, v)− E(|Cbk
RME

|) (5.13)

where αc1
bk

(u, v) represents the estimated Laplacian parameter for the

coefficient located at (u, v) within band bk. α
|σ|
bk

and σ2
|bk| are estimates

of the Laplacian parameter and the variance at band level as described
in Eqs. 5.8 and 5.9 . E(|Cbk

RME
|) represents the average absolute value

of coefficients in band bk. Cbk
RME

(u, v) is the coefficient value at position
(u, v) within band bk. This coefficient level noise model divides coeffi-
cients into two categories (inlier mapin

bk
and outlier mapout

bk
) by comparing

D2 and the variance σ2
|bk|. If D2 is smaller than the variance, the band

level Laplacian parameter α
|σ|
bk

is applied. Otherwise, the coefficient level
parameter

√
2/D(u, v)2 is assigned [6].

Alternatively, a pixel level noise model is proposed in [7] for pixel
domain Wyner-Ziv video coding, which each pixel is adaptively assigned
with a Laplacian parameter based on pixel’s reliability. This work is here
extended to a weighted coefficient level noise model (c2) for transform
domain Wyner-Ziv video coding which weights band level and coefficient
level statistics.

αc2
bk

(u, v) =
β · E(|Cbk

RME
|) · α|σ|bk

(β − 1) · |Cbk
RME

(u, v)|+ E(|Cbk
RME

|)
(5.14)

where parameter β determines the amplitude of the deviations of αc2
bk

(u, v)

from α
|σ|
bk

. β = 2 was chosen experimentally [7]. Generally, this noise
model assigns Laplacian parameters adaptively based on the absolute
magnitude of the transformed motion compensated residue. The larger
the absolute transformed residue |Cbk

RME
(u, v)| is, the less reliable it is,

and therefore a smaller Laplacian parameter αbk
(u, v) is assigned.

5.4 Improved Noise Model

As described in Sections 5.2 and 5.3, the variance σ2
|bk| is utilized to

estimate the Laplacian parameter at band level (Eq. 5.9) which in turn
influences the estimated coefficient level (Eqs. 5.10 and 5.14). The
maximum likehood estimator can also be used to estimate the Laplacian
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parameter:

α
|b|
bk

= ((
∑

||Cbk
RME

| − E(|Cbk
RME

|)|)/N)−1 (5.15)

Assuming a Laplacian distribution, these two different estimators (Eqs. 5.8
and 5.15) should give the same parameter value (i.e. α

|b|
bk

= α
|σ|
bk

). How-

ever, as shown in Fig. 5.3, the experiments indicate that α
|b|
bk

is generally

larger than α
|σ|
bk

especially in lower frequency band. The histogram of
the actual residue Cbk

RXY
is more peaked and has longer tails than the

assumed Laplacian distribution. α
|b|
bk

is closer to the histogram close to

zero while the α
|σ|
bk

is closer at the high values. Therefore it is reasonable

to classify coefficients into two categories and apply the estimators α
|b|
bk

(Eq. 5.8) and α
|σ|
bk

(Eq. 5.15) for each category, respectively. Further,
these estimators will be based on the coefficients within the respective
category.
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Figure 5.3: Histogram of the actual residue C0
RXY

= C0
X2i

−C0
Y2i

and the estimated
distributions with different estimators (DC coefficients, frame no.22 of Foreman).

The coefficient level noise model [6] classifies coefficients by com-
paring D(u, v)2 and the variance σ2

|bk| as shown in Eqs. 5.11 and 5.12.
However, this calculation is only based on motion compensated residue
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Cbk
RME

, which may be unreliable in some regions. Only using Cbk
RME

(Eqs. 5.10- 5.13) may lead to inaccurate local parameter calculation. The
correlation between classifications of different bands is tested in Fig. 5.4
based on comparing D(u, v)2 and σ2

|bk| of the actual residue Cbk
RXY

.The
results indicate that there exist some cross-band correlations, which can
be utilized for category classification.

Since the Wyner-Ziv frames can be decoded successively band by
band, after successfully decoding one (lower frequency) band bk, an un-
finished decoded frame (Z) can be reconstructed. By calculating the co-
efficients difference between Cbk

Z and Cbk
Y2i

, an updated residue Cbk
RZY

in
band bk is obtained, which is closer to the actual residue Cbk

RXY
than the

motion compensated residue Cbk
RME

. The σ2
|bk| and D(u, v)2 in Eqs. 5.9

and 5.13 are recalculated based on the updated residue Cbk
RZY

, therefore
the updated classification map of band bk can be obtained by refined
values of σ2

|bk| and D(u, v)2 based on Eqs. 5.11 and 5.12.

Figure 5.4: Coefficient classification within different bands tested on the actual
residue C

bk
RXY

(Frame no.22 of Foreman)

Due to the existing cross-band correlation as shown in Fig. 5.4, clas-
sification map of band bk can be utilized to estimate the classification
map of the next (higher frequency) band bl, l > k. The classification es-
timation follows the decoding order as shown in Fig. 5.5. The estimation
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Figure 5.5: The classification estimation from lower frequency band to higher fre-
quency band

function festi can be denoted as:

map•bl
= festi(map•bk

) (5.16)

where map•bl
is the estimated classification map of higher frequency band

bl and map•bk
are updated classification maps based on decoded lower

frequency band bk. The estimation function festi is simply based on copy
or union operations. For instance, after the first band is successfully
decoded, the classification map of band 1 (mapout

1 ,mapin
1 ) is obtained

as described in Eqs. 5.11 and 5.12. The classification maps of band 2
and band 3 are simply estimated by copying the map of the neighboring
band 1, i.e. mapout

3 = mapout
2 = mapout

1 and mapin
3 = mapin

2 = mapin
1 .

Similarly, the classification map of band 5 is estimated by using band 2
and band 3 by mapout

5 = mapout
2 ∪mapout

3 and mapin
5 = mapin

2 ∪mapin
3

etc. With the estimated classification, α
|b|
bk

and α
|σ|
bk

can be calculated
within the coefficient sets mapin

bk
and mapout

bk
, respectively.

α
|b|
mapin

bk

= ((
∑

||Cmapin
bk

RME
| − E(|Cmapin

bk
RME

|)|)/N)−1 (5.17)

α
|σ|
mapout

bk

=

√
2/(E(|Cmapout

bk
RME

|2)−E(|Cmapout
bk

RME
|)2) (5.18)

In order to combine the advantages of the two coefficient level noise
models described in the Section 5.3, the Laplacian parameters for lower
frequency bands and higher frequency bands are assigned differently. Let

αc2
bk

[(u, v)|Cmap•bk
RME

, α
|σ|
bk

] denote the function in Eq. 5.14. For coefficients



i

i

“main” — 2009/9/24 — 11:04 — page 80 — #104 i

i

i

i

i

i

80 Noise Model for Transform Domain Wyner-Ziv Video Coding

Cbk
RME

, bk ∈ {0, 1, 2},

αbk
(u,v) =





αc2
bk

[(u, v)|Cmapin
bk

RME
, α
|b|
mapin

bk

] (u, v) ∈ mapin
bk

αc2
bk

[(u, v)|Cmapout
bk

RME
, α
|σ|
mapout

bk

] (u, v) ∈ mapout
bk

(5.19)

For coefficients Cbk
RME

, bk ∈ {3...15},

αbk
(u,v) =





α
|σ|
mapout

bk

if
√

2/D(u, v)2 ≥ α
|σ|
mapout

bk

∪(u, v) ∈ mapout
bk

α
|b|
mapin

bk

if
√

2/D(u, v)2 ≥ α
|b|
mapin

bk

∪(u, v) ∈ mapin
bk√

2/D(u, v)2, otherwise

(5.20)

5.5 Experimental Results

In order to demonstrate the effects introduced by different noise mod-
els, RD performances of Wyner-Ziv video coding with the band level
noise model, coefficient level noise model, weighted coefficient level noise
model and improved noise model are compared. For the sake of fair com-
parisons, the test conditions adopted are the DISCOVER project [10]
test conditions described in Section 3.4. The OBMC based frame in-
terpolation [11] described in Chapter 4 is employed as side information
generation method. The test sequences are Foreman, Soccer, Coastguard
and Hall Monitor, at QCIF, 15 frames per second (fps); the GOP size
is 2. The key frames are encoded using H.264/AVC Intra and the QPs
are chosen so that the average PSNR of the WZ frames is similar to the
average PSNR of the key frames (as in [10]). The RD performance is
evaluated for the luminance component of both the key frames and WZ
frames. The benchmark codecs used are the DISCOVER Wyner-Ziv
video codec [10], the H.264/AVC Intra codec and the H.264/AVC no
motion codec.

According to RD results shown in Figs. 5.6-5.9, Wyner-Ziv video
coding with the band level noise model is seen as a baseline. The two dif-
ferent coefficient level noise models achieve better RD performance than
band level noise model. Compared with the coefficient level model [6]
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Figure 5.6: GOP2 RD performances comparison for sequence Foreman with different
noise models (a), Overall RD performances. (b), Only Wyner-Ziv frames for precisely
the same key frames. (i.e. half frame rate)
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Figure 5.7: GOP2 RD performances comparison for sequence Soccer with different
noise models (a), Overall RD performances. (b), Only Wyner-Ziv frames for precisely
the same key frames. (i.e. half frame rate)
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Figure 5.8: GOP2 RD performances comparison for sequence Coastguard with
different noise models (a), Overall RD performances. (b), Only Wyner-Ziv frames for
precisely the same key frames. (i.e. half frame rate)
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Figure 5.9: GOP2 RD performances comparison for sequence Hall monitor with
different noise models (a), Overall RD performances. (b), Only Wyner-Ziv frames for
precisely the same key frames. (i.e. half frame rate)
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(Eq. 5.10) employed in the DISCOVER codec, the weighted coefficient
level model (Eq. 5.14) provides better RD performance results for se-
quences Foreman, Soccer and Coastguard, but worse RD performance
for sequence Hallmonitor. The improved noise model achieves better
RD performance than all the other noise models. Compared with the
coefficient level noise models, the improved noise model is more robust
and it improves the coding efficiency of high bit-rates sequences up to
0.5 dB for the overall RD performances and 1 dB for the Wyner-Ziv
frames.

With proposed noise model, Wyner-Ziv video coding gives better
RD performance than H.264/AVC Intra coding not only for relative low
motion sequence Hall Monitor but also for the medium motion sequence
Coastguard and Foreman; For sequences with very high motion like Soc-
cer, the performance gap between H.264/AVC Intra coding and Wyner-
Ziv video coding has been further reduced but not closed yet. Compared
with H.264/AVC no motion, Wyner-Ziv video coding provides the better
coding performance for Coastguard but worse performance for Foreman,
Soccer and Hall Monitor. However, the gap between H.264/AVC no
motion and Wyner-Ziv video coding has been reduced. For Wyner-Ziv
video coding with larger GOP sizes, the proposed noise model can pro-
vide similar RD performance improvements. The results are reported in
Figs. C.9-C.12. in Appendix C. However, winning against H.264/AVC
Intra and no motion Inter codec is getting more difficult, since the dis-
tance between key frames become far way.

According to the Wyner-Ziv theorem, practical Wyner-Ziv video
codec should have similar RD performance with conventional predic-
tive video codec. However, there still exists a large gap between prac-
tical Wyner-Ziv video codec and conventional predictive video codec.
The performance loss of practical Wyner-Ziv video codec may be intro-
duced by the low quality of side information frame, the inaccurate noise
model and the less efficient Slepian-Wolf codec. In order to evaluate
the compression efficiency of employed Slepian-Wolf codec, i.e. LDPCA
codec [12], Ideal Code Length (ICL) is defined representing the amount
of required coding bits by using an ideal arithmetic coding [13] with
given soft input. For one bitplane x, it is assumed that estimated soft
input P̂ fed into LDPCA codec is available at the encoder. The ICL is
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calculated as:

ICL(x) =
n∑

j=0

−logP̂ (xj) (5.21)

where xj ∈ {0, 1} and P̂ (xj) represents the probability estimate of xj ,
the symbol with index j. The soft input P̂ (xj) is obtained based on a
given noise model, the calculation is described in Section 3.3.6.

In order to avoid the influence introduced by different noise models,
the required syndrome bits of LDPCA and the ideal code length are
compared based on an offline scenario at first. In the offline setting, it is
assumed that the the actual difference between original Wyner-Ziv frame
and side information frame is known, thus the soft input can be obtained
based on the histogram of actual residue. As shown in Fig. 5.10, the gap
between Ideal Code Length (offline) and required syndrome bits (offline)
indicates that LDPCA codec indeed introduces compression loss. On
the other hand, practical required syndrome bits of LDPCA decoder are
also measured in order to evaluate different online noise models. As in
Fig. 5.10, it can be seen that the amount of required syndrome bits keep
approaching to the ideal code length by improving the noise model from
band level to improved level [9].
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Figure 5.10: Ideal Code Length vs. Required parity bits with different noise models,
frame No.2, 4, 6 and 8 of (a) foreman and (b) soccer

With the given improved online noise model [9], RD performances of
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Wyner-Ziv video codec with LDPCA coding and assumed ICL coding
are compared in Fig. 5.11. Similar results are reported in Fig C.13 in
Appendix C if the coefficient level noise model [6] is applied. As shown
in Fig. 5.11, it can be seen that there are significant compression loss
introduced by LDPCA codec compared with Ideal Code Length. The
loss could be caused by different designs on the rate-adaptivity [14],
diverse degree distributions of LDPC codes (i.e. regular and irregular
degree distributions [12]), finite code length penalty of LDPCA codes
and so on. Taking the finite code length penalty as an example, costing
bitrate of Wyner-Ziv video codec with LDPCA code length 1584 and
6336 are compared in Table 5.1. For fair comparison, the only difference
between LDPCA 1584 and LDPCA 6336 based Wyner-Ziv video codec
is that LDPCA 6336 based Wyner-Ziv video codec process four QCIF
Wyner-Ziv frames parallel in the test. It can be observed from Table 5.1
that the required bitrate can be slightly reduced by increasing the code
length of LDPCA codes from 1584 to 6336.

5.6 Summary

In this chapter, different online noise models within band level and coef-
ficient level are introduced. The impact of different noise models on the
coding efficiency of transform domain Wyner-Ziv video coding is evalu-
ated. It shows that RD performance of Wyner-Ziv video codec highly
depends on the accuracy of noise model. Therefore, an improved noise
model is proposed with the objective to further improve the overall RD
performance. The proposed noise model utilizes cross-band correlations
to classify coefficients and applies two estimators in different regions,
therefore the more accurate Laplacian parameter is obtained. Compared
with the best available noise models, the improved noise model can im-
prove coding efficiency up to 0.5 dB for the overall RD performances and
1 dB for the Wyner-Ziv frames. Meanwhile, the existing gap between
Wyner-Ziv video codec and conventional video codec H.264/AVC is ana-
lyzed. Experimental results indicate that there is some compression loss
in Wyner-Ziv video coding introduced by the employed Slepian-Wolf
codec, i.e. LDPCA codes, besides the loss caused by low quality side
information frame and inaccurate noise model.
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Figure 5.11: RD performance comparison with LDPCA coding and Ideal Code
Length
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Soccer
RD Qi PSNR (dB) LDPCA 1584 LDPCA 6336 ∆ (Kbits)

8 38.9423 269.34 267.11 -2.23
6 32.9900 123.21 121.71 -1.50
4 31.8949 87.568 86.650 -0.92
2 28.6559 50.222 49.970 -0.25

Foreman
RD Qi PSNR (dB) LDPCA 1584 LDPCA 6336 ∆ (Kbits)

8 39.3753 214.92 214.43 -0.49
6 33.5439 95.802 95.427 -0.38
4 32.2669 63.698 63.069 -0.63
2 29.3838 36.241 35.993 -0.25

Coastguard
RD Qi PSNR (dB) LDPCA 1584 LDPCA 6336 ∆ (Kbits)

8 36.9427 177.84 174.55 -3.29
6 32.5897 65.222 63.334 -1.89
4 31.0476 42.038 40.721 -1.32
2 29.2357 23.090 22.707 -0.38

Hall Monitor
RD Qi PSNR (dB) LDPCA 1584 LDPCA 6336 ∆ (Kbits)

8 40.8666 83.466 79.250 -4.22
6 36.1565 43.590 40.780 -2.81
4 34.5542 27.881 25.920 -1.96
2 32.3211 17.173 16.410 -0.76

Table 5.1: Bitrate comparison of LDPCA codes with length 1584 and 6336
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Chapter 6

Wyner-Ziv Decoder with
Multiple Side Information

As important factors to influence the coding performance of a Wyner-
Ziv video codec, the impact of side information generation and noise
model have been discussed in Chapters 4 and 5. However, based on the
architecture of transform domain Wyner-Ziv video codec [1], it can be
seen that both the generated side information frame and noise model
are utilized to estimate the soft input information (conditional bit prob-
abilities) for bitplanes. Soft input information is the essential factor to
reduce the number of coding bits of Wyner-Ziv video decoder. The more
reliable soft input is, the fewer syndrome bits are required by decoder
since the faster convergence will be. Thus, an important way to progress
RD performance of Wyner-Ziv video codec is to improve the reliability
of soft input information fed into the LDPCA [2] decoder.

A multiple side information based Wyner-Ziv decoder has been pro-
posed in [3], where two different frame interpolation methods are em-
ployed to generate the multiple side information. The LDPCA decoder
is fed with average value of two soft inputs which are generated based
on two different side information estimates and the corresponding noise
models. A more reliable soft input is obtained and the RD performance
is improved up to 0.3 dB.

Differently, in this chapter, a novel multiple side information based
Wyner-Ziv decoder with frame interpolation [4] [5] and extrapolation [6]
[7] is proposed. The intuition is that having more different side informa-

91
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92 Wyner-Ziv Decoder with Multiple Side Information

tion solutions should allow these to compensate each other’s estimation
weaknesses depending on the video content, overall leading to a more
efficient coding solution. In this context, the extrapolated and the in-
terpolated side information frames can be seen as original frames trans-
mitted through quite different ’channels’ and thus each side information
frame is seen as an observation with a different amount of ’correlation
noise’. With multiple observations, the Wyner-Ziv video decoder can
select or combine the available side information estimations to decrease
the amount of ’correlation noise’ and thus to reduce misleading soft in-
puts in comparison with the single side information solution. In this way,
the novel proposed solution shall reduce the required syndrome bits for
each target quality. Therefore, the objective of the proposed Wyner-Ziv
decoder is to further progress the RD performance of Wyner-Ziv video
coding, also reducing the RD gap regarding conventional video coding
such as the H.264/AVC standard, by exploiting not a single but multiple
side information.

The rest of this chapter is organized as follows: In Section 6.1, the
general structure of the novel Wyner-Ziv decoder with interpolated and
extrapolated side information is described. Two main technical novel
modules regarding the noise estimation for extrapolation and the soft
input combination are described in Section 6.2 and Section 6.3, respec-
tively. Finally, performance results with single and multiple side infor-
mation are compared in Section 6.4.

6.1 Architecture

The basic idea of the proposed Wyner-Ziv video decoder with multiple
side information is to generate better soft-input information by generat-
ing first better quality side information, in this case multiple side infor-
mation through interpolation and extrapolation. The proposed Wyner-
Ziv video decoder expects to improve the overall RD performance by
also processing extrapolation side information which may be ’better’
than interpolation side information for some conditions of the content.
The architecture proposed for the novel WZ decoder with multiple side
information is presented in Fig. 6.1. The encoder is not changed, the
track at the right starting with interpolation (RI and YI ) in Fig. 6.1
presents a state-of-art Wyner-Ziv decoder with interpolation. The tech-
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Figure 6.1: Transform domain Wyner-Ziv video decoder with interpolated and
extrapolated side information [8]

nical novelty of the proposed Wyner-Ziv video decoder includes: i) the
noise estimation for extrapolation, ii) the soft inputs combination mod-
ule, and iii) modified LDPC decoder. The main modules in the novel
proposed WZ video decoder are:

• Frame Interpolation : The adopted frame interpolation proce-
dure is introduced in Section 4.2.2 and [5]. Without loss of generality, it
generates the side information frame YI 2i by using Intra coded frames,
X’ 2i−1 and X’ 2i+1 for GOP size 2. It includes forward motion esti-
mation, bi-directional motion estimation, spatial smoothing of Motion
Vectors(MV), motion refinement with variable block size and adaptive
weighted Overlapped Block Motion Compensation (OBMC).

• Noise Estimation for Interpolation : A motion estimated
residue RME as in Eq. 4.12 (i.e. the difference between X’ 2i−1 and
X’ 2i+1 after motion compensation) is taken as the estimated noise residue
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RI to express the correlation noise between the Wyner-Ziv frame X 2i

and the corresponding interpolated frame YI 2i.
• Frame Extrapolation : This module creates the extrapolated

side information. The procedure is similar to the method introduced
in Section 4.1 and [7]. Without loss of generality, the previous coded
frames X’ 2i−1 and X’ 2i−2 are used to generate the side information frame
YE 2i for GOP size 2. It includes motion estimation, spatial smoothing,
frame projection, overlapping and filling holes. The difference is that
a novel hole filling technique is applied. For the unreferenced/unfilled
pixel areas in frame YE 2i, both the nearest MVs in the spatial domain
and co-located MVs in temporal domain are used to determine the esti-
mated pixels. An average value of these estimates is computed for filling
the holes remaining after the frame projection process. As shown in
Fig. 6.2, compared with hole filling solution using only co-located MVs
in temporal domain, PSNR improvement is achieved by using both of
the nearest MVs in the spatial domain and co-located MVs in temporal
domain to fill the holes.

(a) Foreman (b) Hall Monitor

Figure 6.2: PSNR improvement by using both of the nearest MVs in the spatial
domain and co-located MVs in temporal domain to fill the holes

• Noise Estimation for Extrapolation : The noise residue RE is
computed to present the correlation noise between the Wyner-Ziv frame
X 2i and the corresponding extrapolated side information frame YE 2i.
Different from noise estimation for interpolation by using a motion es-
timated residue frame RME , a combined noise residue is adopted as
described in Section 6.2.
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• Noise Modeling : After computing the 4 × 4 integer DCT coef-
ficients CY I , CY E , CRI and CRE for the interpolated and extrapolated
side information and the associated residues, the noise distribution be-
tween the side information and the corresponding Wyner-Ziv frames is
estimated using a Laplacian noise model as described in Section 5.3 or
5.4. Within a given DCT band bk, the DCT coefficient at coordinates
(m,n) is associated to the Laplacian parameter αbk

E (m,n) for extrapo-
lation and αbk

I (m,n) for interpolation. The Laplacian parameter values
express the reliability of the side information, i.e. the smaller this value
is, the noisier the corresponding coefficient is.

• Soft Input Estimation : With the obtained Laplacian param-
eters, side information coefficient values and the previous successfully
decoded bitplanes, the soft input information (conditional bit probabil-
ities for extrapolation PE and for interpolation PI) of each bitplane is
estimated as in Section 3.3.6.

• Soft Input Combination : The soft input information to be
provided to the LDPCA decoder is generated by combining the soft
inputs PE and PI in a few predefined modes creating various soft input
candidates; see details in Section 6.3.

• LDPCA Decoder : All these candidate soft inputs are fed to a
modified LDPCA decoder. The soft input which converges (as described
in Section 3.3.7) first is chosen by the LDPCA decoder thus minimizing
the rate of syndrome bits for a certain target quality.

• Reconstruction : Based on the decoded bins, this module has
to recover the coefficient’s values also exploiting the available side in-
formation. Since the interpolated side information is typically better
(see Fig. 6.3), the interpolated side information and its noise model-
ing parameters are used by the reconstruction module (as described in
Section 3.3.8) to recover the decoded Wyner-Ziv frames.

6.2 Noise Estimation for Extrapolation

There are two natural ways to estimate the residue between Wyner-Ziv
frames and the corresponding extrapolated side information to represent
the correlation noise behavior:

• Motion Estimated Residue RME : Corresponds to the pixel differ-
ences between X’ 2i−1 and X’ 2i−2 along the extrapolated MVs.
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Figure 6.3: PSNR comparison for the interpolation and extrapolation methods,
sequence@15Hz, QCIF, GOP 2, Key frame H.264/AVC Intra coded

• No Motion Estimated Residue RNO: Corresponds to the co-located
pixel differences between YE 2i and X’ 2i−1. i.e. RNO = Y E2i(x, y) −
X ′

2i−1(x, y).
Experiments have shown that, when creating the side information

using frame extrapolation, the more commonly used motion estimated
residue [9] [10] provides a worse RD performance for high motion se-
quences while it performs better for low motion sequences in compari-
son with the no motion estimated residue (see Fig. 6.4). The worse RD
performance may be caused by the linear motion assumption adopted
for the generation of the unidirectional MVs used for the frame extrapo-
lation process. If these MVs are not fulfilling this assumption, then the
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Figure 6.4: RD performances with extrapolated side information using the motion
estimated and no motion estimated residues for (a) Foreman and (b) Hall Monitor,
QCIF, 15 Hz.

extrapolated block is going to be projected into a wrong position, corre-
sponding to a large real noise residue, while the motion estimated residue
RME will be smaller. Based on this poorly estimated noise residue, the
estimated Laplacian parameter will be inaccurate in terms of noise mod-
eling, misleading the LPDC decoder in terms of the soft input PE . In
order to solve this problem, it is necessary to generate a more robust
estimate for the noise residue when frame extrapolation is used. In this
context, it is proposed here to check the ’accuracy’ of the motion vectors
obtained by extrapolation MVE using the motion vectors obtained by
frame interpolation MVI . The intuition is that if the two sets of MVs
are similar, then the motion description should be good and thus the
motion estimated residue should be used. Following this intuition, a
combined noise residue, RCOM , is computed by switching between RME

and RNO as:

RCOM (x, y) =
{

RME(x, y), if MVI(m,n)=MVE(m,n)
RNO(x, y), otherwise

(6.1)

where (x, y) are the pixel coordinates and (m,n) are the corresponding
block coordinates. The RD performance with single extrapolation side
information using the proposed combined noise residue is compared with
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the relevant alternatives in Fig. 6.4 for the Foreman and Hall Monitor
sequences.

6.3 Soft Input Combination

After the extrapolation soft input PE and the interpolation soft input
PI are obtained, the soft input combination module has the task of
adaptively combining these two soft inputs to generate a set of candidate
soft inputs, thus improving the RD performance by reducing the rate of
syndrome bits.

Since the values of the Laplacian parameters should express the re-
liability of the corresponding side information, an unreliability region
MAPun is defined as the region of the frame where extrapolation or
interpolation indicates areas including discontinuous linear motion. It
means there should be little benefit brought by extrapolation outside
of the MAPun region within which the motion is relative linear. This
MAPun region is determined by:

MAPE
un = {(m,n)|αbk

E (m,n) ≤ E∗(αbk
E ) ∪mapoutE

bk
} (6.2)

MAP I
un = {(m,n)|αbk

I (m,n) ≤ E∗(αbk
I ) ∪mapoutI

bk
} (6.3)

MAPun = MAP I
un ∪MAPE

un (6.4)

where (m,n) are the block coordinates. αbk
E (m, n) and αbk

I (m,n) are the
estimated Laplacian distribution parameters within DCT band bk for
extrapolation and interpolation, respectively. map•bk

represents a clas-
sification map used in noise model (introduced in Sections 5.3 and 5.4)
to classify Laplacian parameters into inlier region mapin•

bk
and outlier

region mapout•
bk

(see Eqs. 5.11 or 5.16). It is assumed that the Laplacian
parameters in outlier region are unreliable compared to the one in inlier
region. E∗(αbk) represents the mean value of the Laplacian parameter
over the blocks within the inlier region mapin

bk
of DCT band bk.

In order to take advantage of the benefits brought by the extrap-
olation soft input PE regarding a single interpolation side information
solution, a set of candidate soft inputs is generated by combining the
extrapolation soft input PE with the interpolation soft input PI within
the unreliability region MAPun, while only the interpolation soft input
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PI is adopted in the reliable region (there is no expected benefit in also
using PE):

PT (m,n) =





wT · PI(m,n) + (1− wT ) · PE(m,n),
if (m,n) ∈ MAPun

PI(m,n), otherwise
(6.5)

where wT = {1− (T/10)|T = 0, 1, 2, 3, 4, 5}. All these candidate soft in-
puts are fed into the LDPCA decoder; the one which first converges will
be chosen thus reducing the rate of syndrome bits for the same target
quality. By using this set of combined soft inputs, the extrapolation side
information track will influence the LDPCA decoding process, reducing
the amount of misleading soft inputs provided by the interpolation side
information track, following the intuition behind this chapter and reach-
ing the stated objective of improving the overall RD performance based
on more and better side information. However, the set of combined soft
inputs will increase the complexity of LDPCA decoding up to 6 times.
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(a) T=0, required bits=1128
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Figure 6.5: Estimated soft input and corresponding required number of syndrome
bits of LDPCA [2] for one bitplane (bk=3, level=5) of Foreman, frame No.4

6.4 Experimental Results

In order to make fair comparisons, the test conditions adopted are the
DISCOVER project test conditions [11], which are described in Sec-
tion 3.4 in detail. The test sequences are Foreman, Soccer, Coastguard



i

i

“main” — 2009/9/24 — 11:04 — page 100 — #124 i

i

i

i

i

i

100 Wyner-Ziv Decoder with Multiple Side Information

and Hall Monitor, at QCIF, 15 frames per second (fps); the GOP size
is 2. The key frames are encoded using H.264/AVC Intra and the QPs
are chosen so that the average PSNR of the WZ frames is similar to
the average PSNR of the key frames. The RD performance is evaluated
for the luminance component of both the key frames and Wyner-Ziv
frames. The benchmark codecs used are the DISCOVER Wyner-Ziv
video codec [11], H.264/AVC Intra codec and H.264/AVC no motion
codec. The RD performance of the transform domain Wyner-Ziv video
codec with multiple side information is evaluated and compared with the
one with single interpolation [5] or extrapolation [7] side information.

The test results described in Figs. 6.6-6.9 are mainly based on the
improved noise model [10] (introduced in Section 5.4). In order to show
that the multiple side information structure can work robustly with dif-
ferent noise model, the multiple side information based Wyner-Ziv video
decoder with coefficient level noise model [9] are also tested. The results
are reported in Figs. C.14-C.17 in Appendix C.
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Figure 6.6: GOP2 RD performance evaluation of multiple SI based Wyner-Ziv
video decoder, improved noise model, sequence Foreman@15Hz (a), Overall RD per-
formances. (b), Only Wyner-Ziv frames for precisely the same key frames.

According to RD performance results shown in Figs. 6.6-6.9, the RD
performance of Wyner-Ziv video coding with multiple side information
outperforms the one with single interpolation side information up to 0.4
dB at high bitrates for Wyner-Ziv frames. It indicates that extrapolation
side information can contribute to Wyner-Ziv video coding with multiple
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Figure 6.7: GOP 2 RD performance evaluation of multiple SI based Wyner-Ziv video
decoder, improved noise model, sequence Soccer@15Hz (a), Overall RD performances.
(b), Only Wyner-Ziv frames for precisely the same key frames.
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Figure 6.8: GOP 2 RD performance evaluation of multiple SI based Wyner-Ziv
video decoder, improved noise mode, sequence Coastguard@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.

side information, although the quality of extrapolation side information
is worse than interpolation side information. However, since the inter-
polation side information is quite efficient for low/regular motion se-
quences, the extrapolation side information brings less RD performance
improvements in the context of Wyner-Ziv coding with multiple side
information for this type of video content. This means that compared
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Figure 6.9: GOP 2 RD performance evaluation of multiple SI based Wyner-Ziv
video decoder, improved noise model, sequence Hall Monitor@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.

with low/regular motion sequences like Hall Monitor and Coastguard,
Wyner-Ziv decoding with multiple side information provides larger RD
gains for high/irregular motion sequences like Foreman and Soccer.

Wyner-Ziv video coding with multiple side information gives better
RD performance than H.264/AVC Intra coding for Foreman, Coastguard
and Hall Monitor ; For sequences with more irregular motion like Soccer,
where the decoder frame estimation process is more difficult, the perfor-
mance gap between H.264/AVC Intra coding and Wyner-Ziv video cod-
ing has been reduced but not yet closed. Compared with H.264/AVC no
motion, Wyner-Ziv video coding provides the better coding performance
for Coastguard only. However, the gaps between H.264/AVC no motion
and Wyner-Ziv video coding in Foreman, Soccer and Hall Monitor have
been once again reduced. Similarly, the RD performances of multiple
side information based Wyner-Ziv codec with larger GOP size are re-
ported in Section C.7 and C.8 for improved noise model and coefficient
level noise model, respectively. Compared with the best available single
side information based Wyner-Ziv video codec, the RD gains brought
by multiple side information are larger than GOP size 2. Visual com-
parison of the Wyner-Ziv frames coded with multiple side information
based codec is illustrated in Section C.9.
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6.5 Summary

In this chapter, a novel transform domain Wyner-Ziv video decoder
with multiple (interpolation and extrapolation) side information is pro-
posed with the objective to improve the overall RD performance. Al-
though the extrapolated side information frames are significantly worse
than the interpolated side information frames, improvement is robustly
achieved by generating and combining a set of candidate soft inputs to
be fed to the LDPCA decoder, trying to reduce the number of syndrome
bits requested by the decoder for a target quality. This process implies
adaptively to combine the interpolation and extrapolation derived soft
inputs with the aim of using the most reliable side information derived
soft input depending on the video content. Compared with state-of-
the-art single side information Wyner-Ziv video coding solutions, the
proposed transform domain Wyner-Ziv video codec with multiple side
information can improve the overall RD performance for the set of test
sequences. The RD gains for GOP size 2 can go up to 0.4 dB for the
Wyner-Ziv frames with precisely the same H.264/AVC Intra coded key
frames. Increasing the GOP size, the RD gains brought by multiple side
information could be even larger.



i

i

“main” — 2009/9/24 — 11:04 — page 104 — #128 i

i

i

i

i

i

104

References to Chapter 6

[1] A. Aaron, S. Rane, E. Setton, and B. Girod. “Transform domain
wyner-ziv codec for video”, Proc. SPIE VCIP, pp. 520–528, Jan
2004.

[2] D. Varodayan, A. Aaron, and B. Girod. “Rate-adaptive distributed
source coding using low-density parity-check codes”, EURASIP Sig-
nal Process. Journal, Special Section on Distributed Source Coding,
vol. 86, pp. 3123–3130, Nov. 2006.

[3] D. Kubasov, J. Nayak, and C. Guillemot. “Optimal reconstruction
in wyner-ziv video coding with multiple side information”, IEEE
International Workshop on Multimedia Signal Processing (MMSP),
pp. 183–186, Oct 2007.

[4] J. Ascenso, C. Brites, and F. Pereira. “Improving frame interpo-
lation with spatial motion smoothing for pixel domain distributed
video coding”, 5th EURASIP Conf. on Speech and Image Process.,
Multimedia Commun. and Services, July 2005.

[5] X. Huang and S. Forchhammer. “Improved side information gener-
ation for distributed video coding”, IEEE International Workshop
on Multimedia Signal Processing (MMSP), pp. 223–228, Oct. 2008.

[6] S. Borchet, K. Westerlaken, R. Gunnewiek, and R. Lagendijk. “On
extrapolating side information in distrbuted video coding”, Picture
Coding Symposium, Nov. 2007.

[7] L. Natario, C. Brites, J. Ascenso, and F. Pereira. “Extrapolat-
ing side information for low-delay pixel-domain distributed video
coding”, Int’l Workshop on Very Low Bitrate Video Coding, Sept.
2005.

[8] X. Huang, C. Brites, J. Ascenso, F. Pereira, and S. Forchhammer.
“Distributed video coding with multiple side information”, Picture
Coding Symposium (PCS), May 2009.

[9] C. Brites and F. Pereira. “Correlation noise modelling for efficient
pixel and transform domain wyner-ziv video coding”, IEEE Trans.
on Circuits Syst. Video Technol., vol. 18, no. 9, Sept. 2008.



i

i

“main” — 2009/9/24 — 11:04 — page 105 — #129 i

i

i

i

i

i

105

[10] X. Huang and S. Forchhammer. “Improved virtual channel noise
model for transform domain wyner-ziv video coding”, IEEE Inter-
national Conference on Acoustics, Speech, and Signal Processing
(ICASSP), April 2009.

[11] DISCOVER Project: www.discoverdvc.org, Dec 2007.



i

i

“main” — 2009/9/24 — 11:04 — page 106 — #130 i

i

i

i

i

i



i

i

“main” — 2009/9/24 — 11:04 — page 107 — #131 i

i

i

i

i

i

Chapter 7

Conclusion

In this work possible efficient video coding solutions for resource critical
applications were investigated and introduced. Some novel techniques
for state-of-the-art Distributed Video Coding solution are developed to
improve the compression performance.

H.264/AVC Intra and H.264/AVC no motion codecs were presented
as natural solutions with low complex encoders derived from the effi-
cient conventional video codec H.264/AVC. The novel multi-frame based
post-processing algorithm was presented to further explore the redun-
dancy in temporal domain. It can always improve the quality of different
coded sequence of increasing complexity, i.e. from H.264/AVC Intra to
H.264/AVC no motion and H.264/AVC Inter coded sequences.

As a new video coding paradigm with low complex encoder, state-
of-the-art transform domain Wyner-Ziv video codec was reviewed and
implemented. This video coding solution achieves low complexity en-
coding by removing the motion estimation algorithm from the encoder
side but exploiting the redundancy at the decoder. In terms of RD
performance, the Wyner-Ziv video codec is getting close to H.264/AVC
Intra. For relative low motion sequences with GOP size 2, it may win
against H.264/AVC Intra. As important factors to influence the coding
performance of Wyner-Ziv video codec, impacts of the quality of side
information frame and the accuracy of noise model were evaluated. The
adaptive weighted OBMC based frame interpolation algorithm was de-
veloped to improve the quality of side information frame. Through adap-
tive assigning weights to different neighboring blocks, more spatial cor-

107
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108 Conclusion

relation is taken into account to temporally interpolated frames. Being
applied on Wyner-Ziv video coding, the coding efficiency of Wyner-Ziv
frame is improved up to 1 dB at higher bitrate of GOP size 2 sequences.
Meanwhile, an improved virtual channel noise model was presented to
reduce the existing performance gap between Wyner-Ziv video codec
and conventional video codec H.264/AVC. It utilizes cross-band corre-
lation to classify the coefficients into different categories. Two different
estimators are applied into each category to estimate noise model pa-
rameters more accurately. With proposed noise model, coding efficiency
of the Wyner-Ziv frames is improved up to 1 dB again at higher bit-
rate. Finally, a novel multiple side information based Wyner-Ziv video
decoder was presented. It adaptively combines multiple side informa-
tion (interpolation and extrapolation) and generates multiple soft input
candidates for the LDPCA decoder. Compared with the best available
single side information based Wyner-Ziv video coding solution, multiple
side information based Wyner-Ziv video coding further improves the RD
performance. The RD gains can be increased up to 0.4 dB for Wyner-Ziv
frames of GOP size 2. For coded sequence with larger GOP size, im-
provements brought by multiple side information solution could be even
larger. Experimental results have proved that the proposed algorithms
in this work were efficient on improving coding performance of transform
domain Wyner-Ziv video codec. These could be valuable contributions
for designing future DVC codecs.

So far, for the most common used GOP size 2 setting, Wyner-Ziv
video codec already wins against the H.264/AVC Intra for most of the
test sequences. For some low/regular motion sequences, Wyner-Ziv
video codec can even win against the H.264/AVC no motion codec. How-
ever, since the distance between key frames becomes far way for larger
GOP sizes, winning against H.264/AVC Intra and no motion codec is
getting more difficult. In terms of encoding complexity, Wyner-Ziv video
codec is approximately 1/4 of H.264/AVC Intra and 1/8 of H.264/AVC
no motion Inter (1/4 of the optimized H.264/AVC no motion Inter).
Therefore, it can be concluded that Wyner-Ziv video codec is a promis-
ing video coding paradigm for critical encoding resource scenarios.

Besides further improving the quality of side information frame, in-
creasing the accuracy of noise model and enhancing the reliability of
soft input information, this work could be extended in one of following
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directions:

Removing feedback channel: The existing feedback channel is not
applicable for some real time application. In order to avoid using
feedback channel, it is a challenge to perform rate control at the
encoder side while keeping a low encoding complexity.

Mode decision: Due to low temporal correlation, the current Wyner-
Ziv video codec is less efficient on coding the sequences with high
motion or larger GOP size. With a mode decision, each block/frame
can be adaptively coded with either Intra mode or Wyner-Ziv
mode depending on the content of video sequences. Therefore,
Wyner-Ziv encoder can avoid coding the frame/block with weak
temporal correlation but employ Intra mode instead to improve
the coding efficiency.

Slepian-Wolf codec: In Wyner-Ziv video coding structure, the Slepian-
Wolf codec plays an important role on correcting the errors in the
estimated side information frame. The experimental results indi-
cate that the LDPCA codec introduces some compression loss as
the Slepian-Wolf codec. It is a challenge to design an adequate
channel code for DVC scenarios.
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A MULTI-FRAME POST-PROCESSING APPROACH TO IMPROVED DECODI NG OF
H.264/AVC VIDEO
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ABSTRACT

Video compression techniques may yield visually annoying artifacts
for limited bitrate coding. In order to improve video quality, a multi-
frame based motion compensated filtering algorithm is reported based
on combining multiple pictures to form a single super-resolution
picture and decimation to the desired format. The algorithmis ap-
plied to H.264/AVC decoded sequences and the processing involves
a quality estimation based on picture type and local quantization
value. Compared with directly decoding, the peak signal to noise
ratio (PSNR) of the sequence obtained by the proposed algorithm is
improved, and annoying ringing artifacts are effectively suppressed.

Index Terms— Artifacts reduction, motion compensated filter-
ing, H.264/AVC

1. INTRODUCTION

H.264/AVC is the latest video compression standard. Due to its
highly efficient performance, it will be used in future videostor-
age and distribution applications. An in-loop de-blockingfilter has
already been addressed in H.264/AVC, therefore the most annoying
artifact is ringing. Many postprocessing methods [1] have been de-
veloped based on the MPEG2 and H.263 standards. These methods
can remove artifacts but also have a risk of over-smoothing details
and sharpness, especially for sequences at medium coding bitrate.
H.264/AVC has higher compression efficiency but it also loses many
details. In order to remove ringing artifacts, enhance picture resolu-
tion, avoid over-smoothing details and preserve the sharpness after
decoding, we modify and improve our previous work on MPEG2 [2]
for application to H.264/AVC [3] decoded sequences.

The basic idea of the scheme is to apply an adaptive filter along
motion trajectories utilizing an estimated quality of the pixel on each
trajectory. The process can be divided into quality evaluation, mo-
tion compensated upsampling and de-ringing integrated decimation.
First, the assumed quality of each pixel in the decoded sequence is
estimated based on picture type and quantization step. In the sec-
ond step, a super-resolution version (quadruple resolution default)
of each directly decoded picture is constructed through temporal and
spatial upsampling. Finally, a quality based decimation filter is de-
signed to improve video quality and remove ringing artifacts. The
motivation for a separate upsampling is an attempt to reducesingle
frame aliasing and trying to improve sharpness. The aim of this work
mainly focuses on artifacts removal and video quality improvement,
but by decreasing the decimation degree, higher resolutionpictures
can be also obtained.

The rest of the paper is organized as follows: In Section 2, a
quality metric is designed to estimate each pixel’s relative quality
in the decoded sequence. A motion compensated upsampling algo-

rithm to construct super-resolution pictures is describedin Section 3.
The de-ringing integrated decimation filter is described inSection 4.
Test results are presented in Section 5.

2. QUALITY METRIC

The coded video sequence is mainly degraded by coarse quantiza-
tion and inaccurate motion compensation. Macroblocks withdiffer-
ent quantization parameter (QP) and prediction types (I, P or B) may
have different distortion. Based on different picture types, we de-
fine a quality parameterq to reflect the mean squared error (MSE)
for pixels inI, P andB pictures. With QP values and picture types
available at the decoder, the quality parameter is calculated byq =√

12 × MSE, where MSE is determined by picture type andQstep

based on curves as shown in Fig. 1. The curves are obtained by
measuring the MSE of the luminance components of H.264/AVC
decoded sequences. QP determines the quantizer step size,Qstep.
The results indicate that intra coded pictures (I) provide the best
quality, and unidirectional prediction pictures (P ) have better qual-
ity than bidirectional prediction pictures (B). We only use these
training data to describe relative comparisons between different cod-
ing modes, it is not an absolute measure. All the settings andtesting
in later experiments are based on these curves. With this quality pa-
rameter, it is feasible to combine pixels with better assumed quality
from neighboring pictures into the current picture, and prevent poor
quality pixels from degrading better quality pixels.

The MSE caused by the quantization depends on the distribution
of transform coefficients. This distribution is hard to estimate accu-
rately due to varying image content. Some studies [4] have proposed
to model transform coefficients with the Laplacian distribution, as
opposed to the model in [2]. The distortion in pixel domain can be
modeled as shown in Fig. 1 in comparison with the measured values.

3. MOTION COMPENSATED UPSAMPLING

Motion Compensated (MC) upsampling tries to form a superreso-
lution picture (default has (V=4) times the resolution vertically and
(H=4) times the resolution horizontally) by using the information
from current picture and theNf previous and subsequent pictures.
Compared with a directly decoded picture, a MC upsampled higher
resolution picture contains more information, which is helpful to re-
move artifacts and avoid over-smoothing details. MC upsampling
starts with sub-pixel accuracy Motion Estimation (ME) to align pix-
els in the current picture with pixels in reference pictures. Pixels
from reference pictures with fractional motion vector are assigned to
the corresponding locations in the higher resolution pictures. Pixels
from reference pictures with integer motion vectors are combined
with decoded pixels in the current picture using a linear filter.

0X. Huang, H. Li, and S. Forchhammer ”A Multi-frame Based Post-processing Ap-
proach to Improve Decoding of H.264/AVC”, Proceedings of the IEEE International
Conference on Image Processing 2007, San Antonio, USA, pp. 381-384, Sept. 2007
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Fig. 1. MSE vs. Qstep measured on mobcal(CIF). Rate control is
disabled, differentQP values are chosen for the different points.

3.1. Motion Compensated Upsampling

In order to obtain reliable and homogeneous motion pixelsxr from
reference pictures, a hierarchical block-based ME is utilized. The
initial searching block size is set to be 16× 16, followed by 4 sub-
blocks (8× 8). This final block size is our compromise between
larger blocks for robustness and smaller blocks for accuracy. The
motion vectors are obtained by searching in reference pictures for the
best matching 8× 8 block. They are denoted by(m+∆m,n+∆n),
where(m, n) is the integer part and(∆m, ∆n) is the fractional part
of each motion vector. The fractional part is calculated by refining
best matching block to sub-pixel accuracy using interpolation. The
interpolated sub-pixels are generated by a six tap filter andthen a
linear filter as in H.264/AVC [3].

However, block-based motion estimation is not sufficient toguar-
antee that the best match pixels are in accordance with the true mo-
tion. It might introduce errors e.g., at occlusions in the motion com-
pensation process. In order to reduce the risk of errors, we use a
rejection criteria to evaluate for each pixelxr whether it should be
placed in the super-resolution picture. As in [2], the evaluation is
based on intra-prediction [5]:

x̂intra =







min(a, b) if c ≥ max(a, b)
max(a, b) if c ≤ min(a, b)
a + b − c otherwise

(1)

wherea, b and c denote the pixel at the left, top and top-left of
pixel xc respectively. We compare the intra-predicted pixels and
best match pixels based on sum of absolute difference (SAD).The
pixelsxr with larger SAD over an 8× 8 block will be rejected.

Let (mr, nr) denote the absolute coordinates of the best match-
ing pixel,xr, with integer motion vectors in a reference picture. Let
(∆m,∆n) denote the relative displacement of interpolated pixels
having minimum SAD within an 8× 8 block. Its corresponding
best matchxr with integer motion vectors is now perceived as an up-
sampled pixel at position

(

(mr − m− ∆m)V, (nr − n − ∆n)H
)

.
If more than one reference pixel map to the same position of the
current super-resolution picture, the pixel is assigned tobe the refer-
ence pixel with the best estimated quality (Fig. 1). If thesereference
pixels have equal quality parameter, the super-resolutionpixel is as-
signed to be their weighted average.

Reference pixels with integer motion vectors(∆m = 0, ∆n =
0) may also achieve the minimum SAD. These reference pixels are
combined with the directly decoded pixels in the current picture on
the same trajectory by using a linear filter. The linear filteris only
applied on the condition that the reference pixels have better esti-
mated quality parameters. Letxc be a pixel in the current decoded
picture andxr a trajectory pixel from a reference picture with inte-
ger motion vector. We combine their values to obtain an estimated
pixel by:

x̂ = hrxr + hcxc (2)

To minimize the expected MSE, the coefficientshr and hc could
be estimated in a training session using original data by solving the
Wiener-Hopf equations:

(

E{XrXr} E{XrXc}
E{XcXr} E{XcXc}

)

(

hr

hc

)

=

(

E{XXr}

E{XXc}

)

(3)

whereXr andXc represent stochastic variables of pixel values in
reference picture and current picture respectively.X represents a
stochastic variable of original pixel values at the same position in
original resolution picture. In order to preserve the mean value,
coefficients of this filter should be computed under the constraint
hr + hc = 1. Given enough training data, the second-order mean
values in (3) could be conditioned on quality ofxr andxc. To reduce
the traininghr andhc are modeled as in [2]:

hr = 1 − (1 − α)(qc/qr)β

(4)

hc = 1 − hr (5)

This filter is fitted to optimal values ofhr (Fig. 2). The parameterα
specifies thea priori weight thatxr should carry. The parameterβ
specifies how much the difference in qualities ofxr andxc should
influence the estimated pixel value. Equation (4) is monotonically
increasing in the ratioqc/qr from 0 to 1 and it has the property that
for 0 ≤ α ≤ 1, β ≥ 0, qr, qc ≥ 0 and0 ≤ hr ≤ 1. Once this filter
is applied to the pixels of the current and the reference picture, the
estimated pixels in the super-resolution picture are assigned a new
quality parameter value:

q̂ = hrqr + hcqc (6)

3.2. Interpolated Upsampling

After MC upsampling, an unfinished superresolution pictureis formed.
In order to complete the current super-resolution picture with irregu-
lar samples, we modify the cubic interpolation process withan irreg-
ular sample detection. Cubic spatial interpolation is based on rectan-
gular lattice samples, which can supply true continuity among each
segment and produce less jaggy edges. If there are no irregular sam-
ples in the nearest 4×4 pixel region, a normal cubic interpolation is
implemented. Otherwise, a modified version is used:

xintp(m
′, n′) =

∑

i

∑

j xre(i, j)K1β
3(|m′ − i|)β3(|n′ − j|)

+
∑

a

∑

b xir(a, b)K2β
3(|m′ − a|)β3(|n′ − b|) (7)

whereK1 andK2 are normalizing coefficients,xre(i, j) andxir(a, b)
represent samples at regular and irregular positions, respectively.
β3(z) is a typical cubic convolution kernel [6]:

β3(z) =







3
2
|z|3 − 5

2
|z|2 + 1 if 0≤ |z| ≤1

− 1
2
|z|3 + 5

2
|z|2 − 4|z| + 2 if 1≤ |z| ≤2

0 if 2≤ |z|
(8)
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4. DECIMATION

A super-resolution picture for each directly decoded picture is formed
after upsampling. In order to reduce ringing artifacts and get the de-
sired picture resolution, we propose a de-ringing integrated down-
sampling scheme applying a quality based spatial filter. Since ring-
ing artifacts mainly appear in the vicinity of sharp edges, different
types of decimation filters are operated in no-edge areas andedge
areas, respectively. Canny’s method is used for edge detection. In
order to reduce the risk of blurring edges in the decimation process,
both of the decimation filters are operated in a small 9× 9 window.

4.1. No-edge Area Decimation

For the no-edge area, a two-dimensional spatial linear filter com-
bined with adaptive quality weights is applied in the vicinity of each
sample position(m0, n0) to obtain a lower resolution picture.

pl(m
′

0, n
′

0) =
∑

m,n

g(m,n, m0, n0)ph(m, n) =

∑

m,n

Kgv(|m − m0|)gh(|n − n0|)w(m, n)ph(m,n) (9)

wherepl(m
′

0, n
′

0) represents a downsampled pixel in the lower res-
olution picture,ph(m, n) represent the pixels which are adjacent to
sample pixelph(m0, n0) in the super-resolution picture.K is a nor-
malizing factor (

∑

g = 1). gv andgh are 1-D symmetric filters in the
vertical and horizontal direction, respectively.w(m, n) is a weight
function for each pixel based on its corresponding quality parameter
described below. The 1-D symmetric filtersgv andgh reflecting the
spatial distance are defined by [2]:

g2 = (. . . , 0, a, 1, a, 0, . . .) (10)

g4 = g2 ∗ g2 = (. . . , a2, 2a, 1 + 2a2, 2a, a2, . . .) (11)

gv = gh = g4 ∗ g4 (12)

Furthermore, the value ofa should be adaptive depending on local
characteristics (smooth or texture). Therefore, we calculate a stan-
dard deviationσ of each downsampling sampleph(m0, n0) within
a 9× 9 window to obtain an adaptive control value:

a =

{

1, if σ ≤ 10
0.5, otherwise

(13)

w(m,n) is a weight function reflecting the qualities of different
kinds of pixels. It depends on whetherph(m, n) andph(m0, n0)
are compensated upsampling pixels (pcu) or interpolated upsam-
pling pixels (piu). If both of them are compensated upsampling
pixels, their quality parameters are used to determine the weight of
ph(m, n). If one of them is obtained by interpolation, a constant
weight value is assigned [2]:

w(m, n) =















w0
γ

γ q(m,n)/q(m0 ,n0),

ph(m, n), ph(m0, n0) ∈ pcu

1, ph(m, n) ∈ piu, ph(m0, n0) ∈ pcu

w0, ph(m, n) ∈ pcu, ph(m0, n0) ∈ piu

(14)

where the parameterw0 (set to 6) specifies thea priori worth of
a compensated upsampling (pcu) pixel compared to an interpolated
pixel (piu). The parameterγ (set to 0.3) is a global parameter re-
flecting the influence introduced by quality ratio.

4.2. Edge Area Decimation

For the edge areas, de-ringing integrated decimation filters are sepa-
rately applied on each side of the edge boundary. Only those pixels,
which are inside the decimation window and on the same side of
the sample pixelph(m0, n0), are used for this de-ringing filter [7].
Therefore, we define pixel setsF (m0,n0) as all the pixels used for the
weighted de-ringing filter. The downsampled pixel valuepl(m

′

0, n
′

0)
is obtained by:

pl(m
′

0, n
′

0) =

∑

ph(m,n)∈F (m0,n0) W m0,n0
(m,n) ph(m, n)

∑

ph(m,n)∈F (m0,n0) W m0,n0
(m,n)

(15)

where the weight factorW m0,n0
(m,n) is the product of local position dis-

tance factorwd(m, n), pixel difference factorwl(m,n) and quality
factorw(m, n). wd(m, n) andwl(m, n) are defined as:

wd(m, n) =

{

1
2×dis((m,n),(m0 ,n0))

, if (m, n) 6= (m0, n0)

1, otherwise
(16)

wl(m, n) = e−
ph(m,n)−ph(m0,n0)

T h (17)

5. EXPERIMENTAL RESULTS

We used the H.264/AVC reference software JM9.3 [3] for experi-
ments. SeveralCIF sequences (4:2:0) are chosen. They were en-
coded with different bitrates by enabling rate control. TheGOP
structure is defined as(IBBP )12. In-loop de-blocking filter is on
and single encoding reference frame is used. The parameterNf is
set to 5,α andβ of the filter (4) are estimated using many frames of
different sequences based on Equation (3), (See Fig. 2), thecurves
yield α = 0.15 andβ = 0.7.
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h r
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foremanCIF
cyclingCIF
alpha=0.15,beta=0.7

Fig. 2. Filter coefficienthr as a function ofqc/qr

Based on these settings, we implemented our algorithm on dif-
ferent directly decoded sequences. Fig. 3 is an example frame with
our motion compensated filtering formobcal. The average PSNR
performances for the sequencesmobcal and foreman are depicted
in Figs. 4 and 5, respectively. From these figures we can clearly
see that our algorithm is able to improve the average PSNR perfor-
mance up to 0.3dB. The more interesting thing is that our algorithm
can give improvement for the sequences at medium or relativehigh
bitrate. It can be explained as: the magnitude of the improvements
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mainly depends on the relative quality of decoded picture compared
to its surrounding pictures. Fig. 6 illustrates the PSNR improvement
for each individual picture, it is noted that the algorithm improves all
the pictures regardless of their directly decoded quality.

(a) Directly decoded frame (b) With MC filter

(c) Sharpening decoded frame (d) Sharpening MC frame

Fig. 3. Visual comparison, mobcal(CIF) at 498kbit/s, frame 25

6. CONCLUSION

This paper presents a multi-frame approach to improve decoding
quality of H.264/AVC sequences. From the experimental results,
the average PSNR of the whole sequence is robustly improved es-
pecially for sequences at medium or relatively high bitrate. For in-
dividual pictures, all the pictures’ quality is improved regardless of
their directly decoded quality. Visually, ringing artifacts are reduced,
sharp details and edge are well preserved.
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Abstract—As a new coding paradigm, Distributed Video Cod-
ing (DVC) deals with lossy source coding using side information
to exploit the statistics at the decoder to reduce computational
demands at the encoder. The performance of DVC highly depends
on the quality of side information. With a better side information
generation method, fewer bits will be requested from the encoder
and more reliable decoded frames will be obtained. In this paper,
a side information generation method is introduced to further im-
prove the Rate-Distortion (RD) performance of transform domain
distributed video coding. This algorithm consists of a variable
block size based Y, U and V component motion estimation and
an adaptive weighted Overlapped Block Motion Compensation
(OBMC). The proposal is tested and compared with the results
of an executable DVC codec released by DISCOVER group
(DIStributed COding for Video sERvices). RD improvements on
the set of test sequences are observed.

I. I NTRODUCTION

Distributed Video Coding (DVC) has been proposed in
[1] to avoid using complex motion estimation and motion
compensation at the encoder and only explore the video
statistics at the decoder side. In many emerging applications,
e.g. wireless video surveillance, wireless PC cameras and
mobile cameras, due to limited memory and computational
power at the encoder side, DVC might be more suitable
than conventional video coding like ISO MPEG-x and ITU-
T H.26x which have one highly complex encoder and (one
or) many simpler decoders. DVC is based on two major
information theoretic results: the Slepian-Wolf [2] and Wyner-
Ziv [3] theorems. According to the Slepian-Wolf theorem, itis
possible to achieve the same rate as a joint encoding system
by independent encoding but joint decoding of two statisti-
cally dependent signals. The Wyner-Ziv theorem extends the
Slepian-Wolf theorem to a lossy case, which becomes the key
theoretical basis of DVC.

A Low-Density Parity-Check (LDPC) based transform do-
main Wyner-Ziv codec released by DISCOVER [4][5] is one
of the best DVC codecs available. It improves on the work
based in [6] by introducing an advanced frame interpolation
for side information generation [7][8], a finer correlationnoise
modeling [9][10], and an optimal reconstruction algorithm
[11]. However, there are still significant RD performance gaps
between DVC and conventional video coding schemes as
H.264/AVC. Since the quality of side information frames is a
very natural element influencing the coding efficiency of DVC,

there are several different side information generation schemes
in the literature including interpolation [7][8] and extrapolation
[12][13] based algorithms. In this paper, an interpolationbased
side information generation scheme is introduced and applied
to a transform domain DVC to improve the RD performance.
This new scheme improves on the work in [7] and [8], by
introducing Y, U and V based motion estimation with variable
block size to take advantage of more information and obtain
more accurate motion vectors first, combined with an adaptive
weighted Overlapped Block Motion Compensation (OBMC)
to generate better side information.

The rest of this paper is organized as follows: Section II
briefly describes the architecture of the LDPC based transform
domain Wyner-Ziv video coding. In Section III, the proposed
side information generation scheme is introduced. Test condi-
tions and results are presented in Section IV.

II. A RCHITECTURE OFDVC

The architecture of a state-of-art DVC codec [5][6] is
depicted in Fig. 1. A fixed Group of Pictures (GOP=2) is
adopted. The video sequence is first split into odd (key) frames
and even (Wyner-Ziv) frames. The odd frames are intra coded
by using a conventional video coding like H.264/AVC while
the even frames are Wyner-Ziv coded.

In the Wyner-Ziv encoder, Wyner-Ziv frames are partitioned
into non-overlapped 4x4 blocks and an integer discrete co-
sine transform (DCT) [14] is applied on each of these. The
transform coefficients within a given bandbk, k ∈ {0...15},
are grouped together and then quantized with2

Mk levels. DC
coefficients and AC coefficients are uniformly scalar quantized
and dead zone quantized, respectively. After quantization, the
coefficients are binarized, each bitplane is transmitted toa
rate-compatible LDPC accumulate encoder [15] starting from
the most significant bitplane. For each encoded bitplane, the
corresponding accumulated syndrome is stored in a buffer
together with an 8-bit Cyclic Redundancy Check (CRC). The
amount of bits to be transmitted depends on the requests from
the decoder through a feedback channel.

In the Wyner-Ziv decoder, based on two intra coded frames
X2i−1 and X2i+1, a motion estimation and compensation
based frame interpolation algorithm is adopted to create a side
information frameY2i and a motion estimated residual frame
RME (i.e. the difference betweenX2i−1 and X2i+1 along

0X. Huang and S. Forchhammer ”Improved Side Information Generation for Dis-
tributed Video Coding”, Proceedings of IEEE International Workshop on Multimedia
Signal Processing 2008, Cairns, Australia, pp. 223-228, Oct. 2008
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Fig. 1. Diagram of LDPC based transform domain Wyner-Ziv codec architecture

the motion vectors).Y2i and RME undergo the same 4x4
integer DCT to obtain coefficientsCY2i

and CRME
. CRME

is utilized on-line to roughly model [9] the noise distribution
between corresponding DCT bands of side information frame
and Wyner-Ziv frame (i.e.CY2i

and CX2i
). By using the

obtained noise distribution, coefficient values of the side
information frameCY2i

and previous successfully decoded
bitplanes, soft information (conditional bit probabilitiesPcond)
for each bitplane is estimated. With a given soft-input in-
formation Pcond, the LDPC decoder starts to process the
corresponding bitplanes to correct the bit errors. Convergence
is tested by computing the Hamming distance between the
received syndrome and the one obtained by the decoded
bitplane. If the Hamming distance is different from zero after
a certain amount of iterations, the LDPC decoder requests
more accumulated syndrome bits from the encoder buffer via
the feedback channel. If the Hamming distance is equal to
zero, then the 8-bit CRC sum is requested from the buffer to
verify successful decoding. A decoded bitplane with correct
CRC sum is sent to an optimal reconstruction module [11], a
bitplane with incorrect CRC sum requests more accumulated
syndrome bits from encoder buffer to correct the existing bit
errors until a low error probability is guaranteed. For more
details refer to [5][15].

III. S IDE INFORMATION GENERATION

Based on the architecture of the DVC, the output of side
information generation not only influences the soft input esti-
mation module but also the reconstruction module. Therefore,
the choice of the adopted side information generation scheme
can significantly influence the RD performance. Generally,
more accurate side information frames means that fewer bits
are requested from the encoder for the same decoding quality.
An advanced motion compensated interpolation algorithm [7]
is reportedly adopted in the executable DVC codec [4][5] re-
leased by DISCOVER. It includes forward motion estimation,

bi-directional motion estimation, spatial smoothing of motion
vectors and bi-directional motion compensation. The work has
been improved to extend motion estimation and compensation
to sub-pixel accuracy [8].

Although this scheme can generate good side information
frames, there are some limitations: First of all, it does notuti-
lize all the information available at the decoder side. Secondly,
the block size used for motion estimation and compensation
might not be an optimal choice. Thirdly, only a simple bi-
directional motion compensation is employed. Overcoming
these limitations will improve the side information generation
and further improve RD performance of DVC. Therefore, an
improved side information generation scheme is proposed as
shown in Fig. 2. It is divided into two parts: Y, U and V
based motion estimation with variable block size is applied
to get accurate motion vectors at first. Then an adaptive
weighted Overlapped Block Motion Compensation (OBMC)
is employed to generate better side information frames.

Fig. 2. Improved side information generation scheme

A. YUV based motion estimation with variable block size

In order to take advantage of more information available
at the decoder, the chroma components (U and V) in intra
decoded key frames are utilized to assist luma component (Y)
based motion estimation. Thus the Mean Squared Error (MSE)
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based motion estimation is determined by:

argmin{ξ(m,n)∈block{(X
Y
2i−1(m, n) −

XY
2i+1(m + ∆m, n + ∆n))2}

+λ · ξ(m′,n′)∈block{(X
UV
2i−1(m

′, n′)

−XUV
2i+1(m

′ + ∆m′, n′ + ∆n′))2}} (1)

whereXY
2i−1(m, n) andXUV

2i−1(m
′, n′) are the corresponding

luma and chroma values at coordinates(m, n) and(m′, n′) in
key frameX2i−1, respectively.(∆m, ∆n) and (∆m′, ∆n′)
represent the motion vectors. For 4:2:0 video sequences,
∆m = 2∆m′, ∆n = 2∆n′, m = 2m′ and n = 2n′. λ is
a parameter to balance the weight between luma and chroma
values.

Besides YUV based motion estimation, the first three mod-
ules in Fig. 2 are similar to [7][8]. With the given two decoded
key framesX2i−1 and X2i+1, an 8 × 8 block based motion
estimation is applied with full-pixel accuracy first. Sincethe
rigid block based motion estimation results in overlapped and
uncovered areas after the frame interpolation, the obtained
motion vectors are only seen as candidates. Motion vectors,
MV , are selected from the candidates that intercepts the
interpolated frame closest to the center of each8×8 block. In
order to obtain more accurate motion vectorsMV

′

s, a bidirec-
tional motion estimation scheme [7] with sub-pixel accuracy is
applied with a smaller search range. This bidirectional motion
estimation selects a linear trajectory by usingMV s as initial
values, then the refinedMV

′

s are obtained by a bidirectional
symmetric motion search. Afterwards,MV

′

s are smoothed by
using a weighted vector median filter [7]. A six tap Wiener
filter [14] is used to interpolate key frames and consequently
motion estimate in sub-pixel accuracy.

Since an8× 8 block based motion estimation is applied in
[5][7][8], it may not perfectly match the true motion especially
around object boundaries. Variable size block based motion
estimation is more efficient in representing irregular motion.
Therefore, a bi-directional motion estimation with variable
block size (8×8 and4×4) is adopted after the motion vector
smoothing module. Selecting two predefined thresholdsτmse

and τσ, each8 × 8 block is evaluated to decide whether to
divide it into 4 × 4 sub-blocks based on:

MAP4×4 =







True if MSE8×8 ≥ τmse

andV ar(MV ) ≥ τσ

False otherwise
(2)

whereMSE8×8 is the YUV based MSE value betweenX2i−1

andX2i+1 over the corresponding8× 8 block, V ar(MV ) is
a function to calculate the variance of the relevant motion
vectors for the current block in an3 × 3 window.

V ar(MV (m, n)) =
Σ1

i=−1(MV (m + i, n + i) − M̄V )2

9
(3)

where M̄V is the mean value ofMV s. If an 8 × 8 block
satisfies the above conditions, itsMV is taken as initial
MV of each4 × 4 sub-blocks and the relevantMSE4×4 are

calculated. A small refinement search rangeρ is chosen to find
the best matching4 × 4 sub-block with minimumMSE4×4.

With variable block size, the smaller blocks are used to
describe irregular motion around the edges of objects, the
larger blocks are used for homogeneous motion. As shown
in Fig. 3, the energy of the motion estimated residualRME

with variable block size is smaller than the one with a fixed
8×8 block. Thus providing an advantage by introducing fewer
inaccurate pixels into the side information frame.
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Fig. 3. Comparison of motion estimated residualsRME with fixed block
size (8× 8) and adaptive block size (8× 8 and4× 4)

B. Adaptive Weighted Overlapped Block Motion Compensa-
tion

Overlapped Block Motion Compensation (OBMC) is usu-
ally applied to reduce blocking artifacts and improve subjective
quality in frame rate up-conversion. However, it also has a
higher risk of over-blurring the interpolated side information
frame compared with the simple bi-directional motion com-
pensation used in [7]. Since the MSE value over each block of
the YUV based motion estimation approximately reflects the
reliability of its relevant motion vectors, an adaptive OBMC
[16] weighted by MSE is employed to reduce the interpolated
errors and control the blurring. Letj ∈ [0, k] denote the index
of the neighboring blocks. As shown in Fig. 4, the value ofk

is varying due to variable block size adopted.

Y2i(m0, n0) =
Σk

j=0ωj Ŷj

Σk
j=0ωj

(4)



i

i

“main” — 2009/9/24 — 11:04 — page 121 — #145 i

i

i

i

i

i

IEEE MMSP 2008 121

Ŷj =
1

2
× (X2i−1(m0 + ∆m∗

j , n0 + ∆n∗

j ) +

X2i+1(m0 + ∆m
#
j , n0 + ∆n

#
j )) (5)

RME(m0, n0) =
Σk

j=0ωjR̂j

Σk
j=0ωj

(6)

R̂j = (X2i−1(m0 + ∆m∗

j , n0 + ∆n∗

j ) −

X2i+1(m0 + ∆m
#
j , n0 + ∆n

#
j )) (7)

where (m0, n0) belongs to current block,(∆m∗

j , ∆n∗

j ) and
(∆m

#
j , ∆n

#
j ) are backward and forward motion vectors

of Blockj in X2i−1 and X2i+1, respectively. The relation,
(∆m∗

j , ∆n∗

j ) = −(∆m
#
j , ∆n

#
j ), i.e. linear motion (with

GOP=2) is assumed.ωj is the weight ofBlockj obtained by
calculating the inverse proportion of the YUV based MSE:

ωj = (ξ(mj ,nj)∈Blockj
((XY UV

2i−1 (mj + ∆m∗

j , nj + ∆n∗

j )

−XY UV
2i+1 (mj + ∆m

#
j , nj + ∆n

#
j ))2))−1 (8)
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Fig. 4. Utilized neighboring motion vectors and blocks for adaptive weighted
OBMC

IV. EXPERIMENTAL RESULTS

First of all, in order to evaluate the proposed Side Informa-
tion Generation (SIG) scheme, different methods were imple-
mented and these are compared in Table I by measuring the
average Peak Signal-to-Noise Ratio (PSNR) of the interpolated
frames over the whole sequence: i) bidirectional motion search
based SIG employed in [13]; ii) advanced SIG employed in
[5]; iii) YUV based SIG; iv) YUV based SIG with Variable
Block Size; v) YUV based SIG with fixed block size (8 × 8)
and adaptive weighted OBMC; vi) Y based SIG with VBS and
adaptive weighted OBMC; vii) YUV based SIG with VBS and
adaptive weighted OBMC.

Then the RD performances of DVC implementation with
the proposed SIG method (vii) and the SIG method (ii) based
on [7][8] as in [5] are compared. For testing and comparison,
a DVC codec was implemented in MATLAB 7 combined
with C. The performance of the basic version was brought
in-line with the executable DVC codec[4] (see Figs. 6-9) for
the comparison. The conditions for the tests are:

• All (149) frames of ”Foreman”, ”Coastguard”, ”Soccer”
and ”Hallmonitor” sequences are used. The sequences are
in QCIF@15Hz format, and they are available at [4].

TABLE I
THE AVERAGE PSNRRESULTS FOR DIFFERENT METHODS, KEY FRAMES

ARE INTRA CODED WITH H.264/AVCWITH FIXED QUANTIZATION

PARAMETER (QPS).

Sequence Foreman Coastguard Soccer Hallmonitor
Key frames QP=25 QP=26 QP=25 QP=24

i) 27.8192 29.7681 20.6988 35.0267
ii) 28.9047 31.4664 20.8326 36.3338
iii) 28.9843 31.4681 20.8483 36.3339
iv) 28.9999 31.5371 20.8453 36.3735
v) 29.2358 31.7708 21.2874 36.3331
vi) 29.2296 31.8317 21.2961 36.4548
vii) 29.2537 31.8340 21.2967 36.4593

Foreman Coastguard Soccer Hall
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Fig. 5. Complexity comparison for different SIG methods

• As in [4][5], half-pixel accuracy motion estimation is
used in the proposed side information generation for fair
comparison.

• The most common GOP length (GOP=2) in [5][6] is used.
The key frames are encoded by H.264/AVC intra and the
QP are chosen so that the average PSNR of Wyner-Ziv
frames is similar to the quality of key frames as in [5].
The chosen QPs in Table I are corresponding to the eighth
RD point.

• All the RD performance results are evaluated by the
average of luminance components (Y) of key frames and
Wyner-Ziv frames.

• Parameterλ in YUV based ME is chosen to be 5. The
thresholdsτmse = γ×Mean(MSE8×8) andτσ = 0 are
chosen for variable block size partition,γ = 6 is chosen
experimentally. The refinement search rangeρ is defined
in ±1 pixels.

As shown in Table I, each module of the proposed side
information scheme generally improves the PSNR step by
step. The proposed method (vii) gives the best PSNR result
by increasing the complexity of decoder.

The complexity for different SIG methods are evaluated by
calculating the average time (on a 3GHz PC) for generating
one interpolated frame. As shown in Fig. 5, if the complexity
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of the decoder should not be significantly increased, the pro-
posed method (vi), which removes YUV based motion estima-
tion from method (vii), gives a good balance between decoder
complexity and PSNR performance. We choose method (vii)
with the best PNSR results. According to RD results shown in
Figs. 6-9, the performance of DVC implementation (with side
information method (ii) as in [5][7][8]) is comparable withthe
results of the DISCOVER executable codec. Compared with
the SIG used in [5], the RD performances of DVC for high bit-
rates are improved up to 0.5dB with the proposed SIG scheme
(vii).
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Fig. 6. RD comparison for sequence Foreman
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Fig. 7. RD comparison for sequence Soccer

V. CONCLUSION

In this paper, an improved side information generation
scheme is introduced in DVC. It overcomes three limitationsof
the current scheme utilized in the DISCOVER DVC executable
codec. This is obtained by using more information (chroma)
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Fig. 8. RD comparison for sequence Coastguard
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Fig. 9. RD comparison for sequence Hall Monitor

at the decoder side, utilizing variable block size for motion es-
timation and compensation and employing adaptive weighted
OBMC. Experimental results show that the proposed scheme
can improve coding efficiency of DVC. Compared with the
current scheme employed in the DISCOVER executable codec,
the proposed scheme improves the RD performance up to
0.5dB at the higher bit-rates.
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ABSTRACT

Distributed Video Coding (DVC) has been proposed as a new video
coding paradigm to deal with lossy source coding using side infor-
mation to exploit the statistics at the decoder to reduce computa-
tional demands at the encoder. A virtual channel noise modelis
utilized at the decoder to estimate the noise distribution between the
side information frame and the original frame. This is one ofthe
most important aspects influencing the coding performance of DVC.
Noise models with different granularity have been proposed. In this
paper, an improved noise model for transform domain Wyner-Ziv
video coding is proposed, which utilizes cross-band correlation to
estimate the Laplacian parameters more accurately. Experimental
results show that the proposed noise model can improve the Rate-
Distortion (RD) performance.

Index Terms— DVC, virtual channel, noise model, cross-band
correlation

1. INTRODUCTION

Distributed Video Coding (DVC) [1] aims at avoiding complexmo-
tion estimation and compensation at the encoder and only explore
the video statistics at the decoder side. According to the Slepian-
Wolf theorem [2], it is possible to achieve the same rate as a joint
encoding system by independent encoding but joint decodingof two
statistically dependent signals. The Wyner-Ziv theorem [3] extends
the Slepian-Wolf theorem to a lossy case, which becomes the key
theoretical basis of DVC. One approach to DVC is to use a feedback
channel based transform domain Wyner-Ziv video coding scheme.
This was first proposed by the Stanford group in [4], then improved
by the DISCOVER group (DIStributed COding for Video sER-vices)
[5]. The DISCOVER codec improved coding performance by in-
cluding a better side information generation scheme [6], anoptimal
reconstruction [7] and a realistic online noise model [8] atthe de-
coder side. The coding efficiency of DVC is highly dependent on
the error correcting capability of the channel code. A more accu-
rate virtual channel noise model between the side information frame
and the original frame will lead to improved channel coding perfor-
mance.

A Laplacian distribution is usually utilized to model the differ-
ence of the transformed coefficients between the original frame and
the side information in DVC. Accurate estimation of the Laplacian
parameter is a complex task in DVC, because the side information
frame is not reconstructed at the encoder side and the original frame
is not available at the decoder side. Recently, different granular-
ity online models [8][9] have been proposed to estimate the Lapla-
cian distribution, i.e. from band (frame) level to coefficient (pixel)
level for transform (pixel) domain Wyner-Ziv video coding.The
results indicate that including finer granularity in the noise model
improves the Rate-Distortion (RD) performance. In order tofurther

improve the RD performance of transform domain Wyner-Ziv video
coding, an improved noise model with a more accurate estimation
of the Laplacian parameters is proposed. In the proposed model, a
category map is generated based on previous successfully decoded
bands, which are utilized to divide transformed coefficients of the
current band into two categories. Different parameter estimators are
applied for these two categories to locally calculate the Laplacian pa-
rameters. Finally, each transformed coefficient is assigned a Lapla-
cian parameter based on its corresponding category and reliability.

The rest of this paper is organized as follows: Section 2 briefly
describes the architecture of transform domain Wyner-Ziv video
coding. In Section 3, noise models with different granularity are
first described. Thereafter the proposed model is introduced. Test
conditions and results are presented in Section 4.

2. ARCHITECTURE OF TRANSFORM DOMAIN
WYNER-ZIV VIDEO CODING

The architecture of a transform domain Wyner-Ziv video codec
[4][5] is depicted in Fig. 1. A fixed Group of Pictures (GOP=2)is
adopted. The video sequence is first split into odd (key) frames and
even (Wyner-Ziv) frames. The odd frames are intra coded by using
a conventional video coding like H.264/AVC while the even frames
are Wyner-Ziv coded.

In the encoder, Wyner-Ziv frames are partitioned into non-
overlapped 4x4 blocks and an integer discrete cosine transform
(DCT) is applied on each of these. The transform coefficientswithin
a given bandbk, k ∈ {0...15}, are grouped together and then quan-
tized [4]. DC coefficients and AC coefficients are uniformly scalar
quantized and dead zone quantized, respectively. After quantiza-
tion, the coefficients are binarized, each bitplane is transmitted to
a rate-compatible LDPC accumulate encoder [10] starting from the
most significant bitplane. For each encoded bitplane, the corre-
sponding accumulated syndrome is stored in a buffer together with
an 8-bit Cyclic Redundancy Check (CRC). CRC is used to aid the
decoder detecting the convergence. The amount of bits to be trans-
mitted depends on the requests from the decoder through a feedback
channel.

In the decoder, an Overlapped Block Motion Compensation
(OBMC) based interpolation algorithm [11] is adopted to create a
side information frameY2i and a motion estimated residual frame
RME based on two intra coded framesX2i−1 and X2i+1. Y2i

andRME undergo the same 4x4 integer DCT to obtain coefficients
CY2i

and CRME
. CRME

is utilized to model the noise distribu-
tion between corresponding DCT bands of the side information and
Wyner-Ziv frames (i.e.CY2i

andCX2i
). By using the noise distribu-

tion obtained, coefficient values of the side information frameCY2i

and the previous successfully decoded bitplanes, soft information
(conditional bit probabilitiesPcond) for each bitplane is estimated.
With a given soft-input informationPcond, the LDPC decoder starts

0X. Huang and S. Forchhammer ”Improved Virtual Channel Noise Model for
Transform Domain Wyner-Ziv Video Coding”, Proceedings of IEEE International
Conference on Acoustics, Speech, and Signal Processing 2009, Taiwan, ROC, April.
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to process the corresponding bitplanes to correct the bit errors.
Convergence is tested based on the 8-bit CRC and the Hamming
distance between the received syndrome and the one obtainedby
the decoded bitplane: If the Hamming distance is different from
zero after a certain amount of iterations, the LDPC decoder requests
more accumulated syndrome bits from the encoder buffer via the
feedback channel. If the Hamming distance is equal to zero, then
the 8-bit CRC sum is requested from the buffer to verify successful
decoding. A decoded bitplane with correct CRC sum is sent to a
reconstruction module, a bitplane with incorrect CRC sum requests
more accumulated syndrome bits from the encoder buffer to correct
the existing bit errors until a low error probability is guaranteed.

Fig. 1. Diagram of transform domain Wyner-Ziv video codec archi-
tecture

3. ONLINE NOISE MODELS

In order to take advantage of side information for decoding,the
Wyner-Ziv decoder needs reliable information describing the noise
distribution between the original frame and the side information
frame RXY . As a realistic solution in [8][9], a motion compen-
sated residualRME between two key framesX2i−1 andX2i+1 is
used (instead of an unrealistic offline residualRXY ) to estimate the
Laplacian distribution parameter at the decoder side. Based on the
work in [11], OBMC based side information generation is applied,
therefore the motion compensated residualRME is obtained by:

RME(m0, n0) = Σk
j=0ωjR̂j/Σ

k
j=0ωj (1)

R̂j = (X2i−1(m0 + ∆mj , n0 + ∆nj) −

X2i+1(m0 − ∆mj , n0 − ∆nj)) (2)

where(m0, n0) is the position within the current block,(∆mj , ∆nj)
is the motion vector of the neighboring blockj (Blockj ) andk de-
notes the number of the neighboring blocks.ωj is the weight of
Blockj obtained by:

ωj = (Ej [(X2i−1(mj + ∆mj , nj + ∆nj)

−X2i+1(mj − ∆mj , nj − ∆nj))
2])−1 (3)

whereEj is the expected value over(mj , nj) ∈ Blockj .
Different granularity online noise models for pixel domainand

transform domain Wyner-Ziv video coding are discussed in [8][9].
In the following sub-sections, the band level and coefficient level
noise models for transform domain Wyner-Ziv video coding are de-
scribed first, then the proposed noise model is introduced.

3.1. Band Level
With the motion compensated residualRME , 16 bands of trans-
formed residual coefficientsCbk

RME
, bk ∈ {0...15} are obtained af-

ter the 4x4 DCT transform. For a given bandbk, different Laplacian
parametersα|σ|

bk
are used to online model the distribution between

transformed coefficientsCbk

X2i
andCbk

Y2i
:

f(Cbk

X2i
− Cbk

Y2i
) ≈

α
|σ|
bk

2
e
−α

|σ|
b
k

|C
b
k

RME
|

(4)

α
|σ|
bk

=
√

2/σ2
|bk|

, σ2
|bk| = E(|Cbk

RME
|2) − E(|Cbk

RME
|)2 (5)

whereσ2
|bk| is the variance of the absolute value of the transformed

motion compensated residual (|C
bk

RME
|) within bandbk. The ab-

solute value is chosen for Laplacian parameter estimation,since it
is observed that the distribution with parameterα

|σ|
bk

is in general

closer to the histogram of the actual residualCbk

RXY
(= Cbk

X2i
−Cbk

Y2i
)

compared with the distribution with the parameterασ
bk

obtained by

residual (Cbk

RME
) through experiments [8] (See also Fig. 2).

3.2. Coefficient Level
In the band level noise model, the same Laplacian parameterα

|σ|
bk

is
utilized for all the coefficients within bandbk. The spatial variation
between different blocks is not explored, thus a coefficients level
noise model (c1) is proposed in [8] to exploit spatial variation.

αc1
bk

(u, v) =

{

α
|σ|
bk

, if D(u, v)2 ≤ σ2
|bk|

√

2/D(u, v)2, if D(u, v)2 > σ2
|bk|

(6)

D(u, v) = C
bk

RME
(u, v) − E(|C

bk

RME
|) (7)

whereαc1
bk

(u, v) represents the estimated Laplacian parameter for

the coefficient located at(u, v) within bandbk. α
|σ|
bk

andσ2
|bk| are

estimates of the Laplacian parameter and the variance at band level.
E(|Cbk

RME
|) represents the average absolute value of coefficients in

bandbk. C
bk

RME
(u, v) is the coefficients value at position(u, v)

within bandbk. This coefficient level noise model divides coeffi-
cients into two categories by comparingD2 and the varianceσ2

|bk|.
If D2 is smaller than the variance, the band level Laplacian pa-
rameterα|σ|

bk
is applied. Otherwise, the coefficient level parameter

√

2/D(u, v)2 is assigned [8].

3.3. Proposed noise model
A pixel level noise model is proposed in [9] for pixel domain Wyner-
Ziv video coding. This work is here extended to a coefficient level
noise model (c2) for transform domain Wyner-Ziv video coding
which weights band level and coefficient level statistics.

αc2
bk

(u, v) =
β · E(|Cbk

RME
|) · α

|σ|
bk

(β − 1) · |Cbk

RME
(u, v)| + E(|Cbk

RME
|)

(8)

where parameterβ determines the amplitude of the deviations of
αc2

bk
(u, v) from α

|σ|
bk

. β = 2 was chosen experimentally [9]. Gener-
ally, this noise model assigns Laplacian parameters adaptively based
on the absolute magnitude of the transformed motion compensated
residual. The larger the absolute transformed residual|Cbk

RME
(u, v)|

is, the less reliable it is, and therefore a smaller Laplacian parameter
αbk

(u, v) is assigned.
As in [8][9], the varianceσ2

|bk| is utilized to estimate the Lapla-
cian parameter at band level (Eq. 5) which in turn influences the
estimated coefficient level (Eqs. 6 and 8). The maximum likehood
estimator can also be used to estimate the Laplacian parameter:

α
|b|
bk

= ((
∑

||C
bk

RME
| − E(|C

bk

RME
|)|)/N)−1 (9)

Assuming a Laplacian distribution, these two different estimators
(Eqs. 5 and 9) should give the same parameter value. However,
as shown in Fig. 2, the experiments indicate thatα

|b|
bk

is generally

larger thanα|σ|
bk

. The histogram of the actual residualCbk

RXY
is more

2009
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peaked and has longer tails than the assumed Laplacian distribution.
α
|b|
bk

is closer to the histogram close to zero while theα
|σ|
bk

is closer
at the high values. Therefore it is reasonable to classify coefficients
into two categories and apply the estimatorsα

|b|
bk

(Eq. 5) andα
|σ|
bk

(Eq. 9) for each category, respectively. Further, these estimators will
be based on the coefficients within the respective category.

−150 −100 −50 0 50 100 150
0

10

20

30

40

50

60

70

80

90

100

Band DC, bk=0
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y

α|b|
bk

,K−L=0.24942

αb
bk

,K−L=0.25947

α|δ|
bk

,K−L=0.28584

αδ
bk

,K−L=0.35251

Fig. 2. Histogram of the actual residualC0

RXY
= C0

X2i
− C0

Y2i

and the estimated distributions with different estimators(DC coeffi-
cients, frame 22 of Foreman). Kullback-Leibler distances (KL) are
calculated to compare the distance between the true distribution and
modeling distribution.

The coefficient level noise model proposed in [8] classifies co-
efficients by comparingD(u, v)2 and the varianceσ2

|bk| as shown in

Eq. 6. However, this calculation is only based onC
bk

RME
, which may

be unreliable in some regions. Only usingCbk

RME
(Eq. 6) may lead

to inaccurate local parameter calculation. The correlation between
classifications of different bands is tested in Fig. 3(a) based on com-
paringD(u, v)2 and σ2

|bk| of the actual residualCbk

RXY
.Therefore

cross-band correlation can be utilized.
Since the Wyner-Ziv frames can be decoded successively band

by band, after successfully decoding one (lower frequency)bandbk,
an unfinished decoded frame (Z) can be reconstructed. By calcu-
lating the coefficients difference betweenCbk

Z andCbk

Y2i
, an updated

residualCbk

RZY
in bandbk is obtained, which is closer to the actual

residualCbk

RXY
than the motion compensated residualCbk

RME
. The

σ2

|bk| andD(u, v)2 in Eqs. 5 and 7 are recalculated based on the up-

dated residualCbk

RZY
, the classification map of bandbk is obtained

as:
mapout

bk
= {(u, v)|D(u, v)2 > σ2

|bk|} (10)

mapin
bk

= {(u, v)|D(u, v)2 ≤ σ2

|bk|} (11)

Due to the existing cross-band correlation, classificationmap
of bandbk can be utilized to estimate the classification of the next
(higher frequency) bandbl, l > k. The classification estimation fol-
lows the decoding order as shown in Fig. 3(b). For instance, af-
ter the first band is successfully decoded, the classification map of
band 1 (mapout

1 ,mapin
1 ) is obtained as described in Eqs. 10 and 11.

The classification maps of band 2 and band 3 are simply estimated
by copying themap of the neighboring band 1, i.e.mapout

3 =
mapout

2 = mapout
1 andmapin

3 = mapin
2 = mapin

1 . Similarly, the
classification map of band 5 is estimated by using band 2 and band
3 bymapout

5 = mapout
2 ∪ mapout

3 andmapin
5 = mapin

2 ∪ mapin
3

etc. With the estimated classification,α
|b|
bk

andα
|σ|
bk

can be calculated

within the coefficient setsmapin
bk

andmapout
bk

, respectively.

(a)

(b)
Fig. 3. (a) Coefficient classification within different bands tested on
the actual residualCbk

RXY
(Frame 22 of Foreman). (b) The classi-

fication estimation from lower frequency band to higher frequency
band

α
|b|

mapin

b
k

= ((
∑

||C
mapin

b
k

RME
| − E(|C

mapin

b
k

RME
|)|)/N)−1 (12)

α
|σ|

mapout

b
k

=

√

2/(E(|C
mapout

b
k

RME
|2) − E(|C

mapout

b
k

RME
|)2) (13)

In order to combine the advantages of the two coefficient level
noise models described in the subsections 3.2 and 3.3, the Laplacian
parameters for lower frequency bands and higher frequency bands

are assigned differently. Letαc2
bk

[(u, v)|C
map•

b
k

RME
, α

|σ|
bk

] denote the

function in Eq. 8. For coefficientsCbk

RME
, bk ∈ {0, 1, 2},

αbk
(u,v) =











αc2
bk

[(u, v)|C
mapin

b
k

RME
, α

|b|

mapin

b
k

] (u, v) ∈ mapin
bk

αc2
bk

[(u, v)|C
mapout

b
k

RME
, α

|σ|

mapout

b
k

] (u, v) ∈ mapout
bk

(14)

For coefficientsCbk

RME
, bk ∈ {3...15},

αbk
(u,v) =































α
|σ|

mapout

b
k

if
√

2/D(u, v)2 ≥ α
|σ|

mapout

b
k

∪(u, v) ∈ mapout
bk

α
|b|

mapin

b
k

if
√

2/D(u, v)2 ≥ α
|b|

mapin

b
k

∪(u, v) ∈ mapin
bk

√

2/D(u, v)2, otherwise

(15)

4. EXPERIMENTAL RESULTS

The following test conditions are used to obtain the RD perfor-
mance results: The test sequences (available on [5]) are 149frames
of ”Foreman”, ”Soccer”, ”Coast-guard” and ”Hallmonitor” at 15
frames per second (fps). The most common GOP length of 2 is
used. The key frames are encoded by H.264/AVC intra and the QPs
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Fig. 4. RD comparison for difference sequences

are chosen so that the average PSNR of Wyner-Ziv frames are simi-
lar to the quality of key frames as in [5]. Overlapped Block Motion
Compensation (OBMC) based side information generation [11] with
half-pixel accuracy is utilized. The RD results are evaluated by the
average for the luminance components of key frames and Wyner-Ziv
frames. RD performance results of transform domain Wyner-Ziv
video coding with different noise models are compared.

The experimental results are depicted in Fig 4. The perfor-
mance of the DISCOVER executable codec [5]-[8] is depicted for
comparison. The performance of H.264/AVC intra coding and
H.264/AVC frame difference coding (i.e. No motion estimation
with IBI GOP structure) are also included. The band level noise
model with side information generation [11] is seen as a baseline.
The coefficient level noise models achieve better RD performance
than band level noise model. Compared with the coefficient level
model [8] (Eq. 6) employed in the DISCOVER codec, the weighted
coefficient level model (Eq. 8) gives better RD performance results
for sequences ”Foreman”, ”Soccer” and ”Coast-guard”, but worse
RD performance for sequence ”Hallmonitor”. The proposed noise
model achieves better RD performance than all the other noise mod-
els. Compared with the coefficient level noise models, the proposed
noise model is more robust and it improves the RD performancefor
high bit-rates up to 0.5 dB.

5. CONCLUSION

In this paper, an improved virtual channel noise model is proposed
for transformed domain Wyner-Ziv video coding. It classifies the
transformed coefficients into two categories by using the cross-band
correlations, applies different estimators to locally calculate the
Laplacian parameters and thus adaptively assigns a parameter value
for each coefficient. Experimental results show that the proposed
noise model can improve the coding efficiency of transformeddo-
main Wyner-Ziv video coding up to 0.5 dB compared with the other
noise models.
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ABSTRACT
Distributed Video Coding (DVC) is a new video coding paradigm
which mainly exploits the source statistics at the decoder based on
the availability of some decoder side information. The quality of
the side information has a major impact on the DVC Rate-Distortion
(RD) performance in the same way the quality of the predictions had
a major impact in predictive video coding. In this paper, a DVC
solution exploiting multiple side information is proposed; the mul-
tiple side information is generated by frame interpolationand frame
extrapolation targeting to improve the side information ofa single
estimation mode. Compared with the best available single side in-
formation solutions, the proposed DVC solution with multiple side
information robustly improves the RD performance for the set of test
sequences.

Index Terms— Distributed Video Coding, multiple side infor-
mation, soft input.

1. INTRODUCTION
Distributed Video Coding (DVC) [1] proposes to fully or partly ex-
ploit the video redundancy at the decoder and not anymore at the
encoder as in predictive video coding. According to the Slepian-
Wolf theorem [2], it is possible to achieve the same rate by inde-
pendently encoding but jointly decoding two statisticallydependent
signals as for typical joint encoding and decoding (with a vanishing
error probability). The Wyner-Ziv theorem [3] extends the Slepian-
Wolf theorem to the lossy case, becoming the key theoreticalbasis
for Wyner-Ziv (WZ) video coding where some source is lossy coded
based on the availability of some correlated source at the decoder
from which the so-called side information is derived.

Feedback channel based transform domain Wyner-Ziv video
codecs [4] are the most popular approaches to WZ video coding.
Since the quality of the side information has a major impact on the
final RD performance, there are several side information generation
schemes proposed in the literature, notably frame interpolation [5]
and frame extrapolation [6] based algorithms. Frame interpolation
methods use previous and future decoded frames to generate the side
information introducing some delay, while the extrapolation meth-
ods only use previously decoded frames. Generally, WZ coding with
interpolated side information has better RD performance, notably
for small GOP (Group of Pictures) sizes [6]. However, extrapolated
side information has benefits for real-time applications due to the
lower delay.

Since neither the available interpolation nor the extrapolation
solution is perfect in terms of the created side informationwhich
is taken as estimation for the frames to WZ encode, the codingeffi-
ciency of Wyner-Ziv (WZ) video coding with single side information
can be improved. The objective of this paper is to further progress
the RD performance of WZ video coding, also reducing the RD gap
regarding conventional video coding such as the H.264/AVC stan-
dard, by exploiting not a single but multiple side information. A

first development in this area has been proposed in [7], wheretwo
different frame interpolation methods to generate the multiple side
information are used. The channel decoder is fed with the average
of two soft inputs which are generated based on two differentside
information estimates and the corresponding noise models.A more
accurate soft input is obtained and the RD performance is improved
up to 0.3 dB.

Differently, in this paper, the multiple side information is gen-
erated by frame interpolation and extrapolation. The intuition here
is that having more diverse side information solutions should allow
these to compensate each other’s estimation weaknesses depending
on the video content, overall leading to a more efficient coding so-
lution. In this context, the extrapolated and the interpolated side in-
formation frames can be seen as original frames transmittedthrough
quite different ’channels’ and thus each side information frame is
seen as an observation with a different amount of ’correlation noise’.
With multiple observations, the WZ video decoder can selector
combine the available side information estimates to decrease the
amount of ’correlation noise’ and thus to reduce misleadingsoft in-
puts in comparison with the single side information solution. In this
way, the novel proposed solution shall reduce the required parity rate
for each target quality, improving the RD performance.

The rest of this paper is organized as follows: Section 2 briefly
describes the state-of-art on transform domain WZ video coding
with feedback channel. In Section 3, the novel WZ decoder with in-
terpolated and extrapolated side information is proposed.Finally, the
test conditions and performance results are presented in Section 4.

2. STATE-OF-ART ON TRANSFORM DOMAIN
WYNER-ZIV VIDEO CODING

A fixed Group of Pictures (GOP=N) is adopted in the state-of-art
transform domain WZ video codec with feedback channel [4]. Peri-
odically one frame out ofN in the video sequence is named as key
frame and intermediate frames are WZ frames. The key frames are
intra coded by using a conventional video coding solution with low
complexity such as H.264/AVC intra while the WZ frames are coded
using a Wyner-Ziv video coding approach.

At the encoder, the WZ frames are partitioned into non-
overlapped4 × 4 blocks and an integer discrete cosine transform
(DCT) is applied to each of them. The transform coefficients are
grouped together and then quantized. After quantization, the coeffi-
cients are binarized, and each bitplane is given to a rate compatible
Low Density Parity Check (LDPC) accumulate encoder [8] starting
from the most significant bitplane. For each encoded bitplane, the
corresponding accumulated syndrome is stored in a buffer atthe
encoder together with an 8-bit Cyclic Redundancy Check (CRC).
The amount of bits to be transmitted depends on the requests made
by the decoder through a feedback channel (Fig. 1).

The WZ decoder generates a side information frameY by frame
interpolation or extrapolation using previously decoded frames

0X. Huang, C. Brites, J. Ascenso, F. Pereira, and S. Forchhammer ”Distributed
Video Coding with Multiple Side Information”, Proceedings of IEEE Picture Coding
Symposium 2009, Chicago, USA, May. 2009
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[5][6]. Together with an estimated noise residue frameR, Y un-
dergoes the integer DCT to obtain the coefficientsCY and CR.
CR is used to model the noise distribution between the correspond-
ing DCT bands of the side information frame and the original WZ
frame. Using the noise model [9], the coefficient values of the side
information frameCY and the previous successfully decoded bit-
planes, soft-inputP (conditional bit probabilities) for each bitplane
is estimated. With this soft-inputP , the LDPC decoder starts to
process the various bitplanes to correct the bit estimationerrors.
Convergence is tested by the 8-bit CRC sum and the Hamming dis-
tance between the received syndrome and the one obtained from the
decoded bitplane: If the Hamming distance is different fromzero
or the CRC sum is incorrect after a certain amount of iterations, the
LDPC decoder requests more accumulated syndrome bits from the
encoder buffer via the feedback channel to correct the existing bit
errors. If both the Hamming distance and CRC sum are satisfied,
convergence is declared, guaranteeing a very low error probability
for the decoded bitplane. For more details please refer to [4].

3. WYNER-ZIV DECODER WITH MULTIPLE SIDE
INFORMATION

As mentioned before, the choice of the adopted side information
generation scheme significantly influences the final coding effi-
ciency. There are several interpolation and extrapolationmethods
in the literature, all targeting the generation of good quality side
information frames [5][6]. The side information frames obtained are
going to be used to estimate the soft-input information (conditional
bit probabilities) for each bitplane based on a certain noise model
[9]. The essential factor to reduce the number of coding bitsis the
soft-input information which is fed into the LDPC decoder. The
more accurate the soft input is, the fewer parity bits are required
by the decoder since the faster the convergence will be. Thus, an
important way to increase the RD performance is to improve the
soft-input information fed into the LDPC decoder.

Fig. 1. Transform domain Wyner-Ziv video decoder with interpo-
lated and extrapolated side information

The novel proposed WZ video codec with multiple side infor-
mation follows this approach with the motivation describedin Sec-
tion 2. The encoder is not changed, as the basic idea is to generate
better soft-input information by generating first better quality side
information, in this case multiple side information through interpo-
lation and extrapolation. While interpolation solutions are the most
common in the literature, the WZ video codec proposed in thispaper
expects to improve the overall RD performance by also processing
extrapolation side information which may be ’better’ than interpo-
lation side information for some conditions of the content.The ar-
chitecture proposed for the novel WZ decoder with multiple side

information is presented in Fig. 1. The track at the right starting
with interpolation (RI and YI) presents a state-of-art WZ solution
with interpolation. The technical novelty of the proposed WZ video
decoder includes: i) an improved extrapolation method, ii)the noise
estimation for extrapolation, iii) the soft inputs combination module,
and iv) modified LDPC decoder.
3.1. WZ Decoder with Multiple Side Information Architecture
The main modules in the novel proposed WZ video decoder are:
• Frame Interpolation: The adopted frame interpolation procedure
is the same as in [5]. Without loss of generality, it generates the
side information frameYI2i by using intra coded frames,X’2i−1

andX’2i+1 for GOP size 2. It includes forward motion estimation,
bi-directional motion estimation, spatial smoothing of Motion Vec-
tors (MV), motion refinement with variable block size and adaptive
weighted Overlapped Block Motion Compensation (OBMC).
• Noise Estimation for Interpolation: A motion estimated residue
frameRME (i.e. the difference betweenX’2i−1 and X’2i+1 after
motion compensation) is taken as the estimated noise residue RI to
express the correlation noise between the WZ frame and the corre-
sponding interpolated frame.
• Frame Extrapolation: This module creates the extrapolated side
information. The procedure is similar to [6]. Without loss of gen-
erality, the previous coded framesX’2i−1 and X’2i−2 are used to
generate the side information frameYE2i for GOP size 2. It includes
motion estimation, spatial smoothing, frame projection, overlapping
and filling holes. The difference is that a novel hole filling technique
is applied. For the unreferenced/unfilled pixel areas in frame YE2i,
both the nearest MVs in the spatial domain and co-located MVsin
temporal domain are used to determine the estimated pixels;an av-
erage of these estimates is computed for filling the holes remaining
after the frame projection process.
• Noise Estimation for Extrapolation: The noise residueRE is com-
puted to present the correlation noise between the WZ frame and the
corresponding extrapolated frame as described in Section 3.2.
• Noise Modeling: After computing the4 × 4 integer DCT coef-
ficientsCY I , CY E, CRI andCRE for the interpolated and extrap-
olated side information and the associated residues, the noise dis-
tribution between the side information and the corresponding WZ
frame is estimated using a Laplacian noise model as described in
[9]. Within a given DCT bandbk, the DCT coefficient at coordi-
nates(m, n) is associated to the Laplacian parameterαbk

E (m, n) for
extrapolation andαbk

I (m, n) for interpolation. The Laplacian pa-
rameter values express the reliability of the side information, i.e. the
smaller this value is, the noisier the corresponding coefficient is.
• Soft Input Estimation: With the obtained Laplacian parameters,
side information coefficient values and the previous successfully de-
coded bitplanes, the soft-input information (conditionalbit probabil-
ities for extrapolationPE and for interpolationPI ) of each bitplane
are estimated [4].
• Soft Input Combination: The soft input data to be provided to the
LDPC decoder is generated by combining the soft inputsPE andPI

in a few predefined modes creating various soft input candidates; see
details in Section 3.3.
• LDPC Decoder: All these candidate soft inputs are fed to a mod-
ified LDPC decoder. The soft input which converges (as described
in Section 2) first is chosen by the LDPC decoder (Section 3.3)thus
minimizing the rate of parity bits for a certain target quality.
• Reconstruction: Based on the decoded bins, this module has to
recover the coefficient’s values also exploiting the available side in-
formation. Since the interpolated side information is typically better
(see Fig. 2), the interpolated side information and its noise modeling
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parameters are used by the reconstruction module [7] to recover the
decoded WZ frames.

Fig. 2. PSNR comparison for the interpolation and extrapolation
methods for Soccer@15Hz, QCIF, GOP 2.
3.2. Noise Estimation for Extrapolation
There are two natural ways to estimate the residue between WZ
frames and the corresponding extrapolated side information to rep-
resent the correlation noise behavior:
• Motion Estimated Residue RME : Corresponds to the pixel differ-
ences betweenX’2i−1 andX’2i−2 along the extrapolated MVs.
• No Motion Estimated Residue RNO : Corresponds to the co-
located pixel differences betweenYE2i andX’2i−1.

Fig. 3. RD performance with extrapolated side information using
the motion estimated and no motion estimated residues for Foreman
and Hall Monitor, QCIF, 15 Hz.

Experiments have shown that, when creating the side informa-
tion using frame extrapolation, the more commonly used motion es-
timated residue [9] will provide a lower RD performance for high
motion sequences while it will perform better for low motionse-
quences in comparison with the no motion estimated residue (see
Fig. 3). The lower RD performance may be caused by the linear
motion assumption adopted for the generation of the unidirectional
MVs used for the frame extrapolation process. If these MVs are not
fulfilling this assumption, then the extrapolated block is going to be
projected into a wrong position, corresponding to a large real noise
residue, while the motion estimated residueRME will be smaller.
Based on this poorly estimated noise residue, the estimatedLapla-
cian parameter will be inaccurate in terms of noise modeling, mis-
leading the LPDC decoder in terms of the soft inputPE. In order to
solve this problem, it is necessary to generate a more robustestimate
for the noise residue when frame extrapolation is used. In this con-
text, it is proposed here to check the ’accuracy’ of the motion vectors
obtained by extrapolationMVE using the motion vectors obtained
by frame interpolationMVI . The intuition is that if the two sets of
MVs are similar, then the motion description should be good and
thus the motion estimated residue should be used. Followingthis in-
tuition, a combined noise residue,RCOM , is computed by switching
betweenRME andRNO as:

RCOM (x, y) =

{

RME(x, y), if MVI (m,n)=MVE(m,n)
RNO(x, y), otherwise

(1)

where (x, y) are the pixel coordinates and(m, n) are the cor-
responding block coordinates. The RD performance with single
extrapolation side information using the proposed combined noise
residue is compared with the relevant alternatives in Fig. 3for the
Foreman and Hall Monitor sequences.

3.3. Soft Input Combination
After the extrapolation soft inputPE and the interpolation soft input
PI are obtained, the soft input combination module has the taskof
adaptively combining these two soft inputs to generate a setof can-
didate soft inputs, thus improving the RD performance by reducing
the rate of parity bits.

Since the values of the Laplacian parameters should expressthe
reliability of the corresponding side information, an unreliability re-
gion map is defined as the region of the frame where extrapolation
or interpolation indicates areas including discontinuouslinear mo-
tion. It means there should be little benefit brought by extrapolation
outside of themap region within which the motion is relative linear.
Thismap region is determined by evaluating the Laplacian parame-
ters and their corresponding mean value as:
map = {(m, n)|αbk

E (m, n) < E(αbk

E ) ∨ αbk

I (m,n) < E(αbk

I )} (2)
whereαbk

E (m, n) andαbk

I (m, n) are the estimated Laplacian distri-
bution parameters within DCT bandbk for extrapolation and inter-
polation, respectively.(m,n) are the block coordinates andE(αbk)
represents the mean value of the Laplacian parameter over all the
blocks within DCT bandbk.

In order to take advantage of the benefits brought by the extrapo-
lation soft inputPE regarding a single interpolation side information
solution, a set of candidate soft inputs is generated by combining
the extrapolation soft inputPE with the interpolation soft inputPI

within the unreliability regionmap, while only the interpolation soft
inputPI is adopted in the reliable region (there is no expected benefit
in also usingPE):

PT (m, n) =







wT · PI(m, n) + (1 − wT ) · PE(m,n),
if (m, n) ∈ map

PI(m,n), otherwise
(3)

wherewT = {1 − (T/10)|T = 0, 1, 2, 3, 4, 5}. All these candi-
date soft inputs are fed into the LDPC decoder; the one which first
converges will be chosen thus reducing the rate of parity bits for the
same target quality. By using this set of combined soft inputs, the
extrapolation side information track will influence the LDPC decod-
ing process, reducing the amount of misleading soft inputs provided
by the interpolation side information track, following theintuition
behind this paper and reaching the stated objective of improving the
overall RD performance based on more and better side information.
However, the set of combined soft inputs will increase the complex-
ity of LDPC decoding up toT + 1 = 6 times.

4. EXPERIMENTAL RESULTS
In order to make fair comparisons, the test conditions adopted in this
paper are the DISCOVER project test conditions, commonly used
in the DVC literature [4]. The test sequences areForeman, Soc-
cer, Coastguard and Hall Monitor, coded at QCIF, 15 frames per
second (fps); the GOP size is 2. The key frames are encoded us-
ing H.264/AVC Intra and the QPs are chosen so that the average
PSNR of the WZ frames is similar to the average PSNR of the key
frames (as in [4]). The RD performance is evaluated for the lu-
minance component of both the key frames and WZ frames. The
benchmark codecs used are the DISCOVER WZ video codec [4]
and the H.264/AVC Intra codec. For comparison, the performance
of some other relevant transform domain WZ video codecs withsin-
gle (interpolation [5] or extrapolation) and multiple (interpolation
and extrapolation) side information is also included.

As shown in Figs. 4-7, the performance of the single interpola-
tion side information WZ video codec is better than the DISCOVER
codec due to the OBMC based interpolation side information method
[5]. The RD performance with single interpolation side informa-
tion is better than the one with single extrapolation side informa-
tion meaning that the additional delay involved really brings ad-
ditional RD performance. Moreover, based on precisely the same
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H.264/AVC intra coded key frames, the multiple side information
codec can improve the overall RD performance of single interpola-
tion side information codec up to 0.4 dB at high bitrates for the WZ
frames. Since the interpolation side information is quite efficient for
low motion sequences, the extrapolation side information brings less
RD performance improvements in the context of WZ coding with
multiple side information for this type of video content. This means
that compared with low motion sequences likeHall Monitor, WZ
decoding with multiple side information provides larger RDgains
for high motion sequences likeForeman andSoccer. WZ video cod-
ing with multiple side information already gives better RD perfor-
mance than H.264/AVC intra coding forForeman, Coastguard and
Hall Monitor; for sequences with more irregular motion likeSoccer,
where the decoder frame estimation process is more difficult, the
performance gap between H.264/AVC intra coding and WZ video
coding has been reduced but not yet closed.

Fig. 4. Overall RD performance comparison for Foreman and Hall.

Fig. 5. RD performance comparison for Foreman and Hall: only
WZ frames for precisely the same key frames.

5. CONCLUSION
A novel transform domain WZ video decoder with multiple (interpo-
lation and extrapolation) side information is proposed in this paper
with the objective to improve the overall RD performance. Although
the extrapolated side information frames are significantlyworse than
the interpolated side information frames, improvement is robustly
achieved by generating and combining a set of candidate softinputs
to be fed to the LDPC decoder, trying to reduce the number of bits
requested by the decoder for a target quality; this process implies
adaptively to combine the interpolation and extrapolationderived
soft inputs with the aim of using the most reliable side information
derived soft input depending on the video content. Comparedwith
state-of-art single side information WZ video coding solutions, the
proposed transform domain WZ video codec with multiple sidein-
formation can improve the overall RD performance for the setof test
sequences; the RD gains may go up to 0.4 dB (averaged over the se-

quence) for the WZ frames with precisely the same H.264/AVC intra
coded key frames.

Fig. 6. Overall RD performance comparison for Soccer and Coast.

Fig. 7. RD performance comparison for Soccer and Coast: only WZ
frames for precisely the same key frames.
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Appendix B

Configuration of
H.264/AVC

Configuration settings of H.264/AVC Intra coding, H.264/AVC no mo-
tion estimation Inter coding and H.264/AVC Inter coding are reported
as follows:

Variable Value Variable Value
ProfileIDC 77 LevelIDC 40
IntraPeriod 1 FrameSkip 0

IntraDisableInterOnly 0 Intra4x4ParDisable 0
Intra4x4DiagDisable 0 Intra4x4DirDisable 0
Intra16x16ParDisable 0 Intra16x16PlaneDisable 0
RDPictureDecision 0 RDPictureIntra 0
LoopFilterDisable 0 LoopFilterAlphaC0Offset 0

LoopFilterBetaOffset 0 RestrictSearchRange 2
RDOptimization 1 RandomIntraMBRefresh 0

Table B.1: Configuration setting of H.264/AVC intra coding

0The chosen encoding configurations of H.264/AVC motion and no motion Inter
coding give similar coding efficiency results compared to the DISCOVER results.

133
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134 Configuration of H.264/AVC

Variable Value Variable Value
ProfileIDC 77 LevelIDC 40
IntraPeriod 1 FrameSkip 1
SearchRange 0 RDOptimization 1

RandomIntraMBRefresh 0 InterSearch16x16 1
InterSearch16x8 0 InterSearch8x16 0
InterSearch8x8 0 InterSearch8x4 0
InterSearch4x8 0 InterSearch4x4 0

NumberBFrames 1 BiPredMotionEstimation 0
RDPictureDecision 0 RDPictureIntra 0
LoopFilterDisable 0 LoopFilterAlphaC0Offset 0

LoopFilterBetaOffset 0 RestrictSearchRange 2

Table B.2: Configuration setting of H.264/AVC no motion inter coding

Variable Value Variable Value
ProfileIDC 77 LevelIDC 40
IntraPeriod 1 FrameSkip 1
SearchRange 16 RDOptimization 1

RandomIntraMBRefresh 0 InterSearch16x16 1
InterSearch16x8 1 InterSearch8x16 1
InterSearch8x8 1 InterSearch8x4 1
InterSearch4x8 1 InterSearch4x4 1

NumberBFrames 1 BiPredMotionEstimation 0
RDPictureDecision 0 RDPictureIntra 0
LoopFilterDisable 0 LoopFilterAlphaC0Offset 0

LoopFilterBetaOffset 0 RestrictSearchRange 2

Table B.3: Configuration setting of H.264/AVC inter coding with GOP IBI
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Appendix C

Additional Results

C.1 Visual comparison of different side
information frames
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136 Additional Results

(a) (b)

(c) (d)

Figure C.1: Visual comparison of different side information frames, Foreman frame
No. 30 (a) Original frame (b) Extrapolated SI PNSR=23.9389 dB (c) Motion com-
pensation based interpolated SI PSNR=27.4079 dB (d) OBMC based interpolated SI
PSNR=27.5019 dB
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C.1 Visual comparison of different side information frames 137

(a) (b)

(c) (d)

Figure C.2: Visual comparison of different side information frames, Soccer No.
10 (a) Original frame (b) Extrapolated SI PNSR=18.4067 dB (c) Motion compen-
sation based interpolated SI PSNR=18.6658 dB (d) OBMC based interpolated SI
PSNR=19.1154 dB
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138 Additional Results

C.2 GOP4 RD performances comparison with
different side information generation
methods
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Figure C.3: GOP4 RD performances comparison for sequence Foreman with dif-
ferent side information generation methods (a), Overall RD performances. (b), Only
Wyner-Ziv frames for precisely the same key frames.
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Figure C.4: GOP4 RD performances comparison for sequence Soccer with different
side information generation methods (a), Overall RD performances. (b), Only Wyner-
Ziv frames for precisely the same key frames.
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C.2 GOP4 RD performances comparison with different side
information generation methods 139
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Figure C.5: GOP4 RD performances comparison for sequence Coastguard with
different side information generation methods (a), Overall RD performances. (b),
Only Wyner-Ziv frames for precisely the same key frames.
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Figure C.6: GOP4 RD performances comparison for sequence Hall monitor with
different side information generation methods (a), Overall RD performances. (b),
Only Wyner-Ziv frames for precisely the same key frames.
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140 Additional Results

C.3 Band level Laplacian parameters
comparison obtained by residue RXY and
RME

Figure C.7: Band level Laplacian parameters comparison obtained by residue RXY

and RME , sequence Foreman, Qi=8

Figure C.8: Band level Laplacian parameters comparison obtained by residue RXY

and RME , sequence Coastguard, Qi=8
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C.4 GOP 4 RD performances comparison with
different noise models
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Figure C.9: GOP4 RD performances comparison for sequence Foreman with dif-
ferent noise models (a), Overall RD performances. (b), Only Wyner-Ziv frames for
precisely the same key frames.
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Figure C.10: GOP4 RD performances comparison for sequence Soccer with different
noise models (a), Overall RD performances. (b), Only Wyner-Ziv frames for precisely
the same key frames.
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Figure C.11: GOP4 RD performances comparison for sequence Coastguard with
different noise models (a), Overall RD performances. (b), Only Wyner-Ziv frames for
precisely the same key frames.
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Figure C.12: GOP4 RD performances comparison for sequence Hall monitor with
different noise models (a), Overall RD performances. (b), Only Wyner-Ziv frames for
precisely the same key frames.
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C.5 GOP2 RD performance comparison with
LDPCA coding and Ideal Code Length,
coefficient level noise model
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Figure C.13: RD performance comparison with LDPCA coding and Ideal Code
Length, Coefficient level noise model
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144 Additional Results

C.6 GOP 2 RD performance evaluation of
multiple SI based Wyner-Ziv video
decoder with coefficient level noise model
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Figure C.14: GOP 2 RD performance evaluation of multiple SI based Wyner-Ziv
video decoder, coefficient level noise model, sequence Foreman@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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Figure C.15: GOP 2 RD performance evaluation of multiple SI based Wyner-Ziv
video decoder, coefficient level noise model, sequence Soccer@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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Figure C.16: GOP 2 RD performance evaluation of multiple SI based Wyner-Ziv
video decoder, coefficient level noise model, sequence Coastguard@15Hz (a), Overall
RD performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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Figure C.17: GOP 2 RD performance evaluation of multiple SI based Wyner-Ziv
video decoder, coefficient level noise model, sequence Hall monitor@15Hz (a), Overall
RD performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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146 Additional Results

C.7 GOP 4 RD performance evaluation of
multiple side information based
Wyner-Ziv video coding
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Figure C.18: GOP 4 RD performance evaluation of multiple SI based Wyner-
Ziv video decoder, improved noise model, sequence Foreman@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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Figure C.19: GOP 4 RD performance evaluation of multiple SI based Wyner-
Ziv video decoder, improved noise model, sequence Soccer@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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Figure C.20: GOP 4 RD performance evaluation of multiple SI based Wyner-Ziv
video decoder, improved noise model, sequence Coastguard@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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Figure C.21: GOP 4 RD performance evaluation of multiple SI based Wyner-Ziv
video decoder, improved noise model, sequence Hall monitor@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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C.8 GOP 4 RD performance evaluation of
multiple side information based
Wyner-Ziv video coding with coefficient
level noise model
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Figure C.22: GOP 4 RD performance evaluation of multiple SI based Wyner-
Ziv video decoder, improved noise model, sequence Foreman@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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Figure C.23: GOP 4 RD performance evaluation of multiple SI based Wyner-
Ziv video decoder, improved noise model, sequence Soccer@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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Figure C.24: GOP 4 RD performance evaluation of multiple SI based Wyner-Ziv
video decoder, improved noise model, sequence Coastguard@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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Figure C.25: GOP 4 RD performance evaluation of multiple SI based Wyner-Ziv
video decoder, improved noise model, sequence Hall monitor@15Hz (a), Overall RD
performances. (b), Only Wyner-Ziv frames for precisely the same key frames.
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150 Additional Results

C.9 Visual comparison of different Wyner-Ziv
codecs

(a) (b)

(c) (d)

Figure C.26: Visual comparison of different Wyner-Ziv codecs, Foreman frame No.
30 (a) Original frame (b) Wyner-Ziv coded frame with OBMC based SI, Bits=35185
PNSR=38.3317 dB (c) Wyner-Ziv coded frame with OBMC based SI and improved
noise model, Bits=33431 PSNR=38.3050 dB (d)Wyner-Ziv coded frame with Multiple
SI and improved noise model, Bits=29976 PSNR=38.3050 dB
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C.9 Visual comparison of different Wyner-Ziv codecs 151

(a) (b)

(c) (d)

Figure C.27: Visual comparison of different Wyner-Ziv codecs, Soccer frame No.
10 (a) Original frame (b) Wyner-Ziv coded frame with OBMC based SI, Bits=43222
PNSR=38.0144 dB (c) Wyner-Ziv coded frame with OBMC based SI and improved
noise model, Bits=40173 PSNR=37.9835 dB (d)Wyner-Ziv coded frame with Multiple
SI and improved noise model, Bits=38014 PSNR=37.9835 dB
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Appendix D

Test Material

D.1 Foreman@15Hz

(a) (b) (c)

(d) (e) (f)

Figure D.1: Sequence Foreman@15Hz (a) frame 1 (b) frame 40 (c) frame 80 (d)
frame 100 (e) frame 120 (f) frame 149
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154 Test Material

D.2 Soccer@15Hz

(a) (b) (c)

(d) (e) (f)

Figure D.2: Sequence Soccer@15Hz (a) frame 1 (b) frame 30 (c) frame 60 (d) frame
90 (e) frame 120 (f) frame 149
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D.3 Coastguard@15Hz 155

D.3 Coastguard@15Hz

(a) (b) (c)

(d) (e) (f)

Figure D.3: Sequence Coastguard@15Hz (a) frame 1 (b) frame 30 (c) frame 60 (d)
frame 90 (e) frame 120 (f) frame 149
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156 Test Material

D.4 Hall Monitor@15Hz

(a) (b) (c)

(d) (e) (f)

Figure D.4: Sequence Hall Monitor@15Hz (a) frame 1 (b) frame 30 (c) frame 60
(d) frame 90 (e) frame 120 (f) frame 149


