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ABSTRACT

This thesis reports the results from the Ph.D.gutofNode Design in
Optical Packet Switched Networks”, carried out as&arch Center
COM, Technical University of Denmark. The study e motivation,

realisation and performance of the Optical PackeitcBing (OPS)

network paradigm, for use in a future telecommutivcanetwork layer.

The introduction discusses the rationale for inticdg OPS in the
optical layer. All building blocks needed to reali®ptical packet
switches have been demonstrated, but componegtétien is needed to
decrease cost, and make OPS a serious contendke foptical layer.

The two next chapters provide an overview of optteehnology and
analysis of OPS designs. Use of the wavelength iofoa contention
resolution in asynchronous operation is studiedpliasis is put on
Shared-Per-Node (SPN) contention resolution poolth Wuneable
Wavelength Converters (TWCs) to combine low Patksts Rate (PLR)
and reduced TWC count. A parallel design, passiwdparating and
recombining the switching planes, is proposed tercame scalability
constraints, and to enable hybrid networks and atign scenarios.
Furthermore, the propos&@bftRS\algorithm increases the efficiency of
shared Fibre Delay Lines (FDL) buffer schedulingereby increasing
flexibility in choice between FDLs and TWCs in theol.

Input processing schemes for hybrids networks, edpg OPS and

Optical Circuit Switching (OCS), are proposed amndnstrated. The
design combines Class of Service (CoS) segregdimader erasure and
the first switching stage using only an automatitapsation controller

and a TWC as active components.

Applying Quality of Service (QoS) differentiatioro ttailor network
performance to the needs of different applicatifenslitates efficient
dimensioning. This thesis compares QoS differaéntiagpproaches and
proposes efficient Access Restriction (AR) method the SPN TWC
design. Moreover, a number of AR QoS differentimtechemes, with
different combinations of PLR and jitter differeation, are proposed to
take advantage of an optimum FDL and TWC mix in$®N contention
resolution pool, without making jitter sensitiveptipations suffer.

Optical Packet Switched Ring Network designs (OPBROF the
Metropolitan Area Network (MAN) are proposed andpesmentally
verified. The distributed MAC protocaAsynchronous Insertion Priority
Scheduling with Insertion ThresholAIPSwIT) enables Variable Length
Packets (VLP), high throughput and a high degreé&iohess, both for
balanced and unbalanced traffic matrices.



RESUME (IN DANISH)

Denne rapport beskriver resultaterne fra Ph.D.agbtef "Node Design in
Optical Packet Switched Networks”, som er udfgd ¥erskningscenter
COM, Danmarks Tekniske Universitet (DTU). Rappor@mfatter en
motivation og beskriver realisering og ydelse dfajgiske pakkekoblede
netvaerksparadigme, til anvendelse i et fremtidigag | i
telekommunikationsnetveerk.

Introduktionen indeholder en diskussion af ratiehdlag introduktionen
af pakkekobling i det optiske netvaerkslag. Alle veratlige byggesten for
at realisere optiske pakkeswitche er allerede dstmenet, men gget
integration af komponenter er ngdvendigt for atuoede pris og gore
optisk pakkekobling til et serigst alternativ i dgtiske netveerkslag.

De to efterfglgende kapitler giver et overblik owtisk teknologi og

analyse af designs af optiske pakkeswitchede netugdd af

bglgeleengdedomaenet til at lgse blokeringsproblameersgges. Der
leegges seaerlig veegt pa sakaldte "Shared-Per-NodeN)(Suljer af

tunbare bglgeleengdekonvertere til afhjeelpning akdingsproblemet,
hvilket kombinerer en lav pakketabssandsynlighed eteeduceret antal
bglgeleengdekonvertere. Et parallelt design, dewsiypaseparerer og
kombinerer switchplanerne, foreslas for at overk@rmegraensninger i
skalérbarhed, og for at muliggere en udvikling muodride netveerk.
Ydermere vises, at den foreslaede algoriBotRSVizger effektiviteten
af hukommelses-schedulering med feelles hukommedserét pa fiber-
forsinkelseslinjer, der derigennem giver gget filektet i valget mellem

forsinkelseslinjer og bglgeleengekonvertere i puljen

Metoder til processering i indgangene til hybridetvaerk, der

understatter bade optisk pakkekobling og kredslatisig, foreslas og

demonstreres. Designet realiserer opsplitningviseklasser, sletning af
pakke-header samt det fagrste trin i switchen, ddelnde ved hjeelp af en
automatisk polarisationskontrol og en tunbar bakgejdekonverter som
de aktive komponenter.

Ved at anvende differentiering af kvaliteten afvemr (QoS) som et
middel til at skreeddersy ydelsen til forskelligepkationer, kan et
netveerk dimensioneres effektivt. Denne rapport santigner metoder
til differentiering af QoS og foreslar en effekticcess Restriction”
(AR) metode for SPN designet med tunbare bglgelakuy/ertere.
Derudover foreslas et antal metoder til differenig af QoS baseret pa
AR, med forskellige kombinationer af differentiegin af
pakketabssandsynlighed og jitter, med henblik padatytte en optimal
fordeling mellem forsinkelseslinjer og tunbare laddgngdekonvertere i
SPN puljen, uden at det gar ud over jitter-falsonamelikationer.



Optiske pakkekoblede netveerk med ringtopologi (ORSRI Metro
netvaerket (MAN) foreslas og verificeres eksperiraint Den
distribuerede MAC protokolAsyncronous Insertion Priority Scheduling
with Insertion Threshold (AIPSwiT)abner mulighed for variabel
pakkeleengde, hgj kapacitet og en hgj grad af rdifieed, bade for
balancerede og ubalancerede trafikmatricer.
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1. Introduction

1.1.Historical Background

From early times, optics has played an importale 1 communication
technologies, due to the speed of light and thatively long distances
enabled, when line of sight requirements are résdeés early as 1184
BC, the Greeks used a system of torches to sendsaage of victory
from Troy to the city of Argos, ~600 km away [1]hi§ was a far more
convenient (and less fatal) way, than using runt@invey messages,
as after the Battle of Marathon. The optical ted@drwas put in place for
military applications in France, in the wake of #a&nch revolution [2].
Decades later this was made obsolete by the irremt the electrical
telegraph, telephone and radio, which enabled highandwidth
communication over transoceanic distances.

The invention of the laser in 1958 [3], marked theginning of the
telecommunication industry’s move towards fibreicgdtcommunication.
By the 1970s and early 1980s, transmission sysnsined multi-
mode silica based low-loss optical fibre with samiductor Fabry-Perot
lasers [4]. These were directly modulated at 324¥it/s in the 1.3 um
spectral region, and transmission distance wagdinto ~10 km by
intermodal dispersion [4]. By using single-moderdipthe electrical
regenerator distance increased to ~40 km and thetebincreased to a
few hundred Mbit/s. Using the low-loss region aun55 pum further
increased the regenerator spacing, and use of wasgpectrum
Distributed Feedback (DFB) lasers overcame chrandisipersion, thus
enabling bitrates above 1 Gbit/s. Around 1990, diaailability of high
power semiconductor pump lasers enabled realisiegErbium-Doped
Fibre Amplifier (EDFA) [4]. The EDFA can simultanesly amplify
several signals within its spectral operation rarf@830-1565 nm).
Whilst earlier systems had one regenerator pelesititannel fibre, the
EDFA enabled cost-efficient Wavelength Division Kiplexing (WDM)
transmission systems, mainly by replacing thisyaofaregenerators by a
single EDFA. Combining external modulators (to regldhe frequency
chirping and thus signal spectrum), with increagingophisticated
transmission techniques, WDM technology has in mecgears
demonstrated transmission of Thit/s over transdceafistances [4].
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1.2.Optical Layer Evolution

Thit/s capacity corresponds to transmitting theteonof hundreds of
DVDs per second. Having networks with such capagitivailable will
greatly change our everyday life, since it enablawices that are much
more bandwidth demanding than today's telephone &meérnet
applications. However, due to bottlenecks in thkcammunication
network, most users still observe a bandwidth tdw#Es not match their
Mbit/s broadband connection. Consequently, e.g.ndeading files from
the Internet can be a tedious task, and real-timeamsing of video is
limited to low bandwidths. This occurs since alltadgass through a
complex protocol hierarchy. The throughput experéeh by the user
depends on the capacity of each layer, and onititeitaction. Therefore,
Thit/s transmission capacity in the optical layar an insufficient
condition for Thit/s network throughputs. Chapt&r2.1 - 1.2.4 give the
rationale for ongoing- and future changes in thesigie of
telecommunication networks, with an emphasis orogiieal layer.

1.2.1.Current Telecom Industry Trends

Most investments in the currently installed WDMheology took place
during the boom in the late 1990s, fuelled by exgmtial growth in
traffic and a beneficial economical climate. Thaffic drivers stemmed
from data centric applications, such as browsingheriWorld Wide Web,
business adaptation of Internet applications, depémt of broadband
access, and use of peer-to-peer software fortaeisg [5].

Data traffic is fundamentally different from theast bandwidth

requirements of voice traffic. E.g. when browsing the Internet, the
traffic generated by a user is very bursty: Theee short periods with
high traffic, when opening a new page, whilst thexay be idle periods
of several minutes, when reading the content of plage. Since
aggregation of bursty traffic streams does not seadly create one
smooth stream, a particular challenge in packeichedl networks relates
to the bursty traffic patterns that may occur [@loreover, many data
applications tolerate larger delay and delay vaniatthan real-time voice
traffic. Finally, transport protocols, such as Tamnssion Control

Protocol (TCP), can make delay tolerant applicatianore robust
towards loss of packets. These differences call &orethinking of

network design, which traditionally has been opsieai for voice traffic.

The quantity of network traffic is an important fac in determining
demand for equipment, eventually motivating newh#éectures when
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proven to be more cost-effective. We here concentoam the North-
American Internet traffic, which is by far the lagj in the world. Several
claims of annual Internet traffic growth rate fast@mf 8 and 16 were
made during the boom. More sober analysis revéaisannual growth
factors of approximately 2 (between 1.7 and 2.5)ewaore correct for
the 1997-2002 period [7]. These numbers are irséime range as those
provided by the market research and consulting RHK, which also
reports that the annual growth factor has declineah 2 in 2001 to 1.66
in 2003, with a prediction of 1.5 for 2004 [5]. Qne one hand, this
decline in relative growth rate can be expectedtesithe impact of
successive growth is muted by the large base atipgitraffic [5]. On
the other hand, traffic growth is disruptive angheleds on a number of
factors [7]. Hence, whilst an annual growth faabrl.5 may very well
be representative for the coming years, an anmaalth factor of 2 is
also likely for the remainder of this decade [T]tHis holds, the upper
estimate of data amount switched by US Internekt@mes will increase
from the 1997 value of ~4 Petabytes per monthtfr},32,000 Petabytes
per month in 2010. On the other hand, if the grokatk is only 1.5 from
2004 and onwards, this value is ~4,300 Petabytesnpeth. Hence, by
2010 this traffic calls for an average throughputhie 10-100 Terabit/s
range. In addition, the dimensioning should takg-titae variations into
account, calling for even higher maximum netwonotighput.

From a qualitative viewpoint, one can expect tmainareased number of
Internet users with improved access capacity wibuge a continuing
strong growth, by adopting bandwidth demandingisesv/such as video
on demand, online gaming and videoconferencings iBhevidenced by a
rapid increase in the number of worldwide Asymneetiigital
Subscriber Lines (ADSL) connections, which has eéased from 35.9
millions at the end of 2002, to 100 millions per Mgta 2005, with a
worldwide increase of 58 % last yd&]. Whilst ADSL provides access
bandwidth in the 1-6 Mbit/s range, newer standasidsh as ADSL2,
Very-high-data-rate DSL (VDSL) and VDSL2 are beiigroduced,
which enable ~10-100 Mbit/sFinally, several recent government
initiatives and industry programs aim at bringingrdé to homes and
businesses, mainly in Asia, but also with someifagurope and USA
[9]. Such fibre based solutions enable access hadltiisv around
~0.1-1 Gbit/s. However, the users will not be aboldully benefit from
their high access capacities unless other bottksnect the network are
removed. Hence, if the adoption of bandwidth dermapépplications
takes off, it can trigger the start of a positiyele, involving an upgrade
of the metro- and core segment. This opens up &w networking
technologies, suitable for bandwidth intensiveadagntric traffic.
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1.2.2.Static Optical Layer

Consider a realistic example of today, termefirst generationoptical
network. It is constituted by multiple protocol ta residing on top of
each other, as described in [4]. An example of sughotocol stack is
illustrated in Fig. 1.1 a).

What defines a first-generation optical networkitss use of manually
configured point-to-point WDM channels as the pbgklayer. Over this
layer, main services have traditionally been vaicd private lines, which
interface  with an Asynchronous Transfer Mode (ATMnd/or
Synchronous Digital Hierarchy (SDH) layer. The ATMyer is a
connection oriented layer, combining packet switghiwith virtual
circuits, thereby enabling guaranteed Quality aviee (QoS). SDH is a
Time Division Multiplexing (TDM) circuit switched alyer, thereby
enabling guaranteed bandwidth and latency. SDHpisnised for voice
traffic, and is very suitable for multiplexing aadcessing low TDM bit
rate streams. In addition, SDH provides monitogagability and is very
resilient. However, SDH suffers from a number ofawlbacks for
dynamic data traffic [4]:

» SDH is static, since it requires manual intervamtim set-up circuits.

» SDH equipment is designed to have lower tributatgrface speeds
than the line speeds. Hence, when data trafficremeincreasingly
high speeds from router ports, the SDH equipmeatisi¢o operate at
even higher speed, e.g. a 10 Ghit/s SDH switch2fér Gbit/s IP
router ports. Further increases in IP port lineesise may thus not be
supported by SDH switches.

* The coarse bandwidth granularity of SDH leads tergrovisioning.
As an example, transporting a 100 Mbit/s Etheriggtad calls for a
155 Mbit/s connection.

e« The high resilience is achieved on the expense sifiguring
topologies which is a sub-optimum match with thesheal traffic.
This drawback is accentuated by the low protecipanularity,
which prevents omitting protection for traffic thaes not need it.

First generation IP clients include web browsinlg fransfers and low-
bandwidth streaming services. The IP network layiees a survivable
global connectivity, through connection-less packmiting and Best-
Effort (BE) forwarding in IP routers. These packats aggregated and
encapsulated using the Point to Point Protocol JPREn framed by the
High-Level Data Link Control (HDLC) for transmissio of the
synchronous SDH link. Alternatively, they can batsen ATM defined
virtual circuits. However, since ATM switches cetisfixed size (53 B),
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whilst a large fraction of IP traffic is ~576 B @500 B, this solution
results in a large overhead.

A main drawback of this first generation opticatwerk is that it only

uses optical technology to provide static bandwidbetween

neighbouring network nodes. All switching and psxiag is handled by
electronics, be it SDH switches, ATM switches, Br routers. These
operations are becoming increasingly difficult tarrg out as the

aggregate capacity and/or bitrate of single chanirease. E.g., IP
routers constitute a future bottleneck, since tleapacity is ultimately

limited by power- and space considerations [10]heDthurdles for

practical realisation of Tbit/s routers are robass of high speed
interconnections, power dissipation of integratieduits and the need for
multicard switching fabrics [11]. Some of these lErges can be
alleviated by introducing optics inside the routérg. using high-speed
optical interconnects may be better than a largeban of Ghit/s

electrical interconnects [11]. Moreover, the switabric may also be
optical, or a hybrid electro-optical solution [1Mlowever, since the
remaining functionalities are electronic, severedys of transponders are
needed to perform O/E/O conversion. The most demgnzbnversions

are those at the router port interfaces, since tree to work at the
optical transmission bitrate. This is a severe ok, as transponders
are costly, and since their complexity, power apdcs consumption
increase with the bitrate [4]. An important, praatiissue is that the
increasing power consumption increases the hesipdifon. In turn, this

puts high requirements on the ventilation of thesdis, and on the
cooling of the facilities to ensure correct opergtiemperature.

1.2.3.Circuit Switched Optical Layer

The recent availability of commercial Optical Adddp Multiplexers
(OADM) and Optical Cross Connects (OXC) paves thay wor
implementation of @aecond generatiooptical networks. This network
type employs Optical Circuit Switching (OCS) in aptical layer above
the WDM layer, as depicted in Fig. 1.1 b). As omzbdo electrical
switches, optical switches do not process every@iDMs and OXCs
thus enable a higher total switching capacity, pgca smaller footprint,
and have a lower cost per port than electrical che# [4]. Hence,
switching and routing high-capacity connections risuch more
economical in the optical layer than in the eleetrilayer [4]. Using
control plane solutions under development [12]hsas the Automatic
Switched Optical Network (ASON) or Generalised M&itotocol Label
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Switching (GMPLS) to set-up lightpaths on demard optical layer
creates a virtual topology for its client layer.iFkopology relaxation is
illustrated in the example of Fig. 1.1 ¢). The BRters use this virtual
topology to bypass unnecessary electrical switchamgl processing.
Hence, the second generation of optical networlkviates the electrical
switching capacity bottleneck.

Furthermore, new deployments are likely to berfsdiin a protocol stack
that is more adapted to the increased importancedaif-centric

applications. It is a design goal to minimise oapging of functionalities
in the different layers, and tailor the serviceeleto the application. The
IP layer is becoming the most popular service nekwnoterface, and
adding Multi-Protocol Label Switching (MPLS) caplitlyito IP routers,

enables a connection oriented service, throughctmecept of Label

Switched Paths (LSPs). This increases both QoS eaftic Engineering

(TE) capabilities. The objective of TE is to “phetdata traffic where the
network bandwidth is available” in an efficient aaffective way [13],

whilst maintaining the specified Qo0S. Hence, TE tdbotes to an

improved bandwidth utilisation. In IP/MPLS over OG$e can reduce
congestion by balancing the load, by using exptmiting to send MPLS
encapsulated IP packets over non-shortest pathESMiBo defines fast
protection and restoration mechanisms [13]. Theilfle label stack in

MPLS enables high granularity. E.g. in case of aatua fibre used by
several LSPs, a pre-defined back-up LSP can be teseaxkclusively

protect flows that need protection, thus not wasbandwidth to protect
other flows.

These beneficial properties of MPLS may make ATKluredant as an IP
server layer. A further change in the protocol Isteclikely to be the
disappearance of SDH as a ubiquitous link layetgoa in the core of
the network, due to its inadequateness for datdictren particular.
However, IP/MPLS packets cannot be sent directlgr dightpaths; a
protocol is needed for management, monitoring aB& Bneasurements.
This can either be undertaken by direct SDH framimghe IP router
ports (thus without separate SDH equipment), orubing a Digital
Wrapper protocol around the optical channel [13lisType of protocols
is very flexible, and can include Forward Error f@action, the
incorporation of a Data Communication Network (ugadcontrol plane
communication), as well as encapsulating signailsgukiber Channel
and Gigabit Ethernet protocols [4]. Increased Bdxy makes it possible
to tailor restoration properties to individual lighths. The latter
contributes e.g. to offer low cost channels, wheasing capacity to
Internet Service Providers (ISP) that only offeBEaservice, by omitting
protection of these channels.
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Fig. 1.1. Possible evolution scenario for core telemmunication
protocol stacks: a) 1 generation, b) 2 generation, c) illustration of
how an OCS provides a virtual topology for an IP/MRS layer,
d) 3¢ generation optical network.
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1.2.4.Statistically Multiplexed Optical Layer

To maintain a reasonable cost per user it is inapbiio efficiently share
the infrastructure cost. The classical telephonévork uses Time
Division Multiplexed (TDM) based circuit-switchingSuch statical

multiplexed telephone conversations thus occupy a fixed badttiwi
between two end-points, regardless of whether amytis being said or
not. The advent of computer networks introdustdistical multiplexing

where a user only occupies network bandwidth whenadly sending
data. Hence, packet/burst switching networks req@ss total capacity,
to obtain the same throughput, which is referred a® statistical
multiplexing gain. The drawback is that these neksodo not offer
absolute transfer guarantees, since data may heinothe network.
Examples of early electrical packet networks inelUlRPANET, the
predecessor of Internet, and Ethernet, for thell@raa network,
implemented in 1969 and 1973, respectively [14].

Third-generationoptical networks combine the high capacity of dibr
optical transmission and -switching with the effiety of statistical
multiplexing. Optical Packet Switching (OPS) and tiCgd Burst
Switching (OBS) represent such switching paradigimther discussed
in Chapter 3.2 - 3.3. The OPS or OBS layer willrape on top of either a
static WDM network, or a dynamic OCS layer, as dimgi in Fig. 1.1 d).

An OCS network has a high minimum lightpath capaeitd a coarse
capacity granularity, typically 2.5, 10 and 40 @&bitMany clients may
not be able to fill up a reasonable fraction obtbapacity. In this case,
extensive grooming in the electrical domain, pdgsibvolving O/E/O
conversions in intermediate nodes, is needed toidawveaste of
bandwidth. In addition, the OCS layer may not kagp with the
dynamics of the traffic. The idle periods duringnection set-up and
tear-down, initiated as response to changes irretksionnectivity or
connection capacity, represent in fact wasted battbwThese periods
will as a minimum equal the millisecond range retpropagation delay,
and may be orders of magnitude larger, dependinthercontrol plane
and settling time of the switches. In contrast, #eb-wavelength
granularity of OPS and OBS avoids these idle peridtis contributes to
increased bandwidth utilisation, provided that paeket/burst overhead
is reasonably low, as discussed in Chapter 3.2.5.

Quantifying the gains of statistical multiplexingepends heavily on

traffic matrix, dynamics, network topology, and wsptions made for
the competing OCS and OPS/OBS networks. In the Ebjeqt IST
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STOLAS (Switching Technologies for Optically Labgl&ignals), a
mesh network case study found that an OBS netwolk meeded 64 %
of the wavelength resources required by an OCS arktwwith
wavelength conversion capability) [15]. The authoohiclude that the
OBS multiplexing gain achievable in realistic netl may be higher,
since e.g. restoration was not taken into accondtsince the network
size was rather small. A later study concludes fgahs above 2 are
achievable when the traffic sources have high féiaites (several tens
of Mbit/s) and low mean-to-peak traffic ratio (<B)0[16]. Moreover,
decreasing the degree of meshness increases tig gjaice there is little
statistical multiplexing gain when many nodes areatly connected.

Benefits from TE, through e.g. load balancing, cermeaddition to the
statistical multiplexing gain. The benefits of MPLfer TE were
discussed in Chapter 1.2.3. Generalised MPLS (GMPIisSbeing
developed to generalise the MPLS concept, anddatsh now be e.g.
TDM time slots, wavelengths, wavelength bands aptical packets.
Hence, one can expect that OPS will bring simil&r @enefits, as for
MPLS. As discussed above, the coarse optical chamaeularity makes
it hard to fill up lightpaths with traffic of theasne type. This may result
in data belonging to different traffic types sharia lightpath. If only a
small fraction of this traffic needs protection,eth considerable
bandwidth is wasted when protecting or restoring tightpath. In
contrast, the packet granularity of OPS will redtlee bandwidth needed
to restore traffic, by only protecting packets Inglimg to a Class of
Service (CoS) that has this feature specified. ltmwxtend the GMPLS
framework to OPS, is e.g. being studied in the {&pt_abel Switching”
concept [17].

The sub-wavelength granularity of OPS and OBS reguieconfiguring
the optical switch between each packet/burst. Thasenfigurations will
be controlled electrically, based on electronicesitling. Note that this
does not alter the transparency of the opticalchwibwards the payload.

To sum up, the attractiveness of OPS and OBS isegeaith:
» Coarser lightpath capacity granularity.
* Increasing traffic dynamics, both for:
e Increasing magnitude of capacity variations betwsenrce-
destination pairs.
« Decreasing time-scale of variations relative to GE&Gup delay.
* Increased need for restoration.
* Increased network size and lower degree of meshness
* Increased role of TE with sub-lightpath granularity
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One can argue that WDM made optical bandwidth ancodity, and that

future capacity demands can thus be met by “thrgweiandwidth at the
problem”. In this case there is little need for thaidth efficient schemes,
such as OPS and OBS. It is true that many caroees-estimated their
bandwidth needs during the boom in the late 1980g;h resulted in the
current surplus of potential capacity in unlit 8sr However, the cost of
bandwidth includes much more than just the fibneaddition to system
equipment, such as lasers, amplifiers and receivwbis cost of the

switching equipment, as well as the operationalt aisthe network

(including control and management), must be takémaccount.

Since “economics will always demand that the nekwesources be used
efficiently” [18], trying to handle future capacitycreases by simply
equipping more lightly-loaded fibres is not attiaetin the long run. A
recent study examining the potential for OPS sugptiris view, and
deems OPS to be a better match than OCS for lfctfa9]. In addition,
the following main factors to promote OPS deploytmeare identified:

» Continued growth of the Internet.

» Telecommunication market recovery.

» Establishment of rational network migration sceosri

» Overcoming technological barriers.

The first requirement seems to be fulfilled, aszdssed in Chapter 1.2.1.

The second topic is out-of-the scope of this thdmis since markets tend
to find a balance between offer and demand, oneegpact a return to
profits for both vendors and carriers, in turn dimgonew investments.

Proposals for technological solutions for migratsmenarios are made in
Chapter 3 and Chapter 4, but this issue needs fartheer addressed by
the research community, including economical aspeche scenarios.

To overcome technological barriers, it is importambear in mind that
optical technology beyond transmission is very iture This is in stark
contrast to electronic technology, which has beeavity invested into
during more than five decades. By exponentiallyeasing the number
of low-cost components per integrated circuit, asdgted by G. E.
Moore [20] (later known as “Moore’s law”), electionprocessing has
demonstrated tremendous technology advances, whdstting

manufacturing cost. Current optical switch designainly combine
discrete components. To achieve similar cost deeseas those of
electronics, the Photonic Integrated Circuit (Pi€Yhe “holy grail” of

optical networking. The first encouraging resulte eeported from the
labs, and also from the industry. This is illuschtoy e.g. Intel's and
Infinera’s recent announcements of silicon-basesrieand modulator
[21], and a suite of PICs that combine dozens divecand passive

10
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devices for managing light in an optical transpagtstem [22],
respectively. However, more research and developiiseneeded find
efficient manufacturing methods for technology usedptical packet
and burst switching.

1.3. Optical Packet Switching Research

The rationale for OPS was established in the 1994 triggered a huge
worldwide research effort on the topic. In Europeme of the more
prominent examples include the ACTS project Key®Otical Packet
Switching (KEOPS) [23, 24], which demonstrated m&RS building
blocks. The IST project Data And Voice Integrationer DWDM
(DAVID) [25, 26] refined the networking concept,dahas demonstrated
an OPS Metropolitan Area Network (MAN) with an OZEinterface to
the Wide Area Network (WAN) [27]. IST STOLAS focussen both OBS
performance and realisation of OBS building blo¢kS]. Finally, the
U.K. based WASPNET project [28], and its follow-uPPSnet, has
demonstrated OPS switches using wavelength roirteesynchronous
operation at bitrates of 40 Gbit/s [29, 30].

Japan has been involved in the development of aptietworking
solutions for a number of years, as exemplifiedaoy OPS prototype
exhibited at the OFC in 2003 [31, 32] by the Nadiomnstitute of
Information and Communications Technology (NICT).

Numerous groups in the U.S. have also been veiyeadioth on OPS
and OBS research [17, 33, 34]. Future high-capaigtyonstrations are
to be expected, as e.g. the U.S. Defence AdvanesgdRch Projects
Agency (DARPA) started in 2004 to fund the $15.8iom budget Label

Switched Optical Router (LASOR) project, with a gohdemonstrating

an optical packet router with a throughput of 1@/§ [35].

One can group OPS research into the following caies;

» Large-scale prototypes demonstrate OPS feasilititgrder to prove
the viability of this switching paradigm.

» Techno-economic studies evaluate the attractivenessOPS
networks, compared to traditional solutions.

» Performance studies help evaluating performance statistical
multiplexed optical networks.

« New OPS features and schemes, together with oppicaiessing
methods, enable offering either more advanced immality, or less
complex OPS node and network designs.

The first category demands an enormous amount safurees, and is
mostly suitable for large projects that includetpars from industry.

11
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Accurate techno-economic studies are hindered tly ¢d realistic cost
assumptions, since most OPS components are not eaniafly
available. The cost of such components will mugbedel on the level of
mass-production, which is difficult to assess aspnt.

For performance studies, analysis is an attractiegehod in many cases.
However, some cases may not be feasible for asalyghout over-
simplifying network behaviour, which limits the djgability of the
results. Event-driven simulations then constitutbedter option. Still,
simulations of network performance demand very higimputational
power, so many studies limit the evaluation toraylei node. However,
some aspects must be studied in a network consexxth as fairness
between users in the network.

Proposals for innovative designs are important &xenOPS networks a
more attractive optical layer candidate. E.g., sthihe first OPS designs
resembled optical implementations of electrical telns, focus has
increased on adapting the designs to the spedificptical technology.

E.g. since optical random access memory is undlajl®PS networks,
unlike IP networks, cannot be store-and-forwardvoets. Instead, the
wavelength domain, which is specific to opticalwatks, enables an
attractive contention resolution alternative.

Whilst the OPS research community pursues all tlagss, this project
focuses on the two latter categories, as detailéhapter 1.4.

1.4.Ph.D. Project Synopsis

1.4.1.Background and Scope

This project follows up on the substantial work optical signal

processing and optical packet switching that h&entaplace at the
Research Center COM during the last decade, asréd by a number
of Ph.D. projects [36-41]. A close collaboratiorttwAlcatel Research &
Innovation has enabled using state-of-the-art aptROA based signal
processing devices for these studies.

The project has involved collaboration on a numbktopics with S.
Bjgrnstad and H. @verby during their Ph.D. studitshe Norwegian
University of Technology and Science. Hence, thisesis is
complementary to theirs [42-43]. Whilst the fornfigcuses on scalability
of OPS switches with electronic buffering, hybrigicait- and packet
switching, and use of polarisation multiplexing faetworking purposes,

12
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the latter focuses on analysis of networking penfonce, in particular
QoS differentiation.

WDM Transmission Client layer needs
(Channel count, signal (Loss rate, delay,
bitrate & format) QoS differentiation)

Network ‘_I'opology Network Concept
(Mesh, Ring, Star) (c_ircu_it Switching, Pac_ket

Switching, Burst Switching)

Fig. 1.2. Node design results from the interplay ai number of
network parameters (non-exhaustive).

This project has a taken a wide perspective on mmEsgn, spanning
from single component operation to network levetfigrenance aspects.
A good node design is the result of the interpldyaonumber of
parameters, as depicted in Fig. 1.2, which caltsafdolistic network
view. The work has been put in a context reflectingent trends in OPS
network research:

Asynchronous operation with Variable Length Pack@tEP), to
avoid data alignment in synchronous networks, anget compatible
with Internet transfer mode and packet length ithistion.

QoS differentiation, to efficiently support differe applications,
network clients and/or Classes of Service (CoS).

Hybrid networks, to combine the guaranteed QoS G65CGand the
efficiency of OPS, as well as enabling migratioararios.

OPS in the MAN, since metro networks are expeabedarry more
dynamic and bursty traffic than the WAN, and siitedimited scope
makes it a likely first-implementation of OPS [26].

Fairness between end-users. Increasing the penficenavaluation
detail level from typical average performance pastars, such as
overall network throughput, increases performamsght and the
value for the network designer.

13
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1.4.2.Thesis Organisation

This thesis consists of 7 mathapters devoted to the following topics:

Chapter 1 motivates the Ph.D. project, puts it pr@er context and
describes the organisation of this thesis.

Chapter 2 reviews the status of optical technolagyrder to identify
suitable components and justify network assumptions

Chapter 3 discusses main network- and node artineeaesign
options. This includes OPS and OBS concepts, pabkedling
schemes, main node building blocks with complesibalysis, and
node designs for efficient contention resolutioatteimultaneously
overcome scalability constraints.

Chapter 4 reports a demonstration of a hybrid nétwaesign,
combining OPS/OCS data segregation with OPS hgzdoad
separation and forwarding.

Chapter 5 discusses means of service differentiatio compares
bufferless QoS methods and evaluates a numberopoped QoS
differentiation algorithms for different Shared PhBiode (SPN)
contention resolution pool designs.

Chapter 6 focuses on Optical Packet Switched Riregwbirks
(OPSRNSs) for the MAN. A novel node design is denmiated, and a
MAC protocol that supports VLP and fairness for ighhnetwork
throughput is proposed and evaluated. The perfacen@compared
to that of a Static Wavelength Routed Optical Nel(GWRON).
Chapter 7 draws the conclusions and identifieséutesearch topics.

Different forms are chosen for these Chapters, etmildd in their
introduction, and as described in the following lis

Chapter 1 and 2 are quite general. They are thiitefrom scratch,
referring mainly to the work of others, or to PhDbpcations not
discussed in detail in this thesis.

Chapter 3 discusses node design issues in the fofm
overview/discussion. This chapter is then writteraasummary of the
content from a number of Ph.D. papers, characterésincluded
papers in this thesis.

From Chapter 4 and onwards, the content is givethénform of
incorporatedpapers (incorporated in their entirety into thigdis).
This is chosen since these papers address a distilegl issue each,
with little overlap.

14
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The included and incorporated papers are selected among those in the
Ph.D. publication list on pp. xiv-xv, in order tovg a representative view
of the work in this project, whilst minimising ovap, and avoid an
excessive thesis length.

Regarding the incorporated papers, they occupypakapter each (e.g.
“Chapter 4.2"), and each paper is divided into sgh@&ectionswhose
section number starts with a letter (e.g. “SecBadzi). The format of the
articles has been adapted to match the formaiothhsis. These
incorporated papers are detailed in Table 1.1.

The references in this thesis refer to either theDP publication list
(denoted by “p”, e.g. [p2]) on pp. xiv-xv, or toethieference list on pp.
187-193.

The numbering of figures, tables and equation®ctfl the structure of
the main chapters. E.g., the third figure in Chagteis referred to as
“Fig. 4.3".

For a complete view of this Ph.D. project, it isommmended to proceed
chapter by chapter. However, if the reader is @sxd mainly in one
topic, one can focus on the corresponding chaptédewise, the
incorporated papers are self-explanatory, and ear#éd without reading
other parts of the thesis.

Fig. 1.3 details the topic and method of all PtpOblications, and it also
indicates network segment, author, whether the igatidn has been
incorporated, included or not included (only byefeferred to) in this
thesis, the status of the publication (publishedinopeer review). The
figure highlights that discussion and logical periance evaluation of
node design with advanced features such as Qo#Eratitiation have
been the focus of this project, but also that a emmof physical
demonstrations have been carried out.
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Table. 1.1. List of papers incorporated (in entirey) in thesis.

Topic Chapter Ref Contribution type Title

Replacing Shared-Per-Node Wavelength Converters

Node Design 3.6 [p21] ECOC 2004 by Fibre Delay Lines in an Asynchronous Optical
conference paper
Packet Switch.
. Demonstration of optical packet switchisgheme fo
Hybrid 4.2 [ple] OFC 2004 header-payload separation and class-based
Networks conference paper forwarding
Evaluation of QoS Differentiation Mechanisms in
5.2 [p25] lEEE Comm. Mag. 2005 Asynchronous Bufferless Optical Packet Switched
journal article* Networks
Performance analysis of a low-complexity and
’ QO_S . 53 [p20] IEEE BroadNets 2004 efficient QoS differentiation algorithm for buffeds
differentiation : p conference paper optical packet switches with shared wavelength
converters in asynchronous operation.
Packet Loss Rate and Jitter Differentiating Quadity
5.4 [p22] QSA JON .2004 Service Schemes for Asynchronous Optical Packet
journal article Switches
62 [pl4] PhotomcstgsSwnchlng Novel strictly non-blocking Node Designs for
’ p asynchronous OPS MAN.
conference paper
Distributed MAC Protocol for Optical Packet
Metro Networks g3 [p23] OSAJON2005 g iopeq Ring Network Supporting Variable Length
journal article
Packets.
64  [p26] Elsevier OSN 2005 Fairness Support in Flexible Asynchronous Optical
’ P journal submission Packet Switched Ring Networks
*Second author
OPS Concept 0S differentiation Fairness WDM H
P Node Design Q Hybrid Protection ‘Toplc
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1.4.3.Methods

The node- and network performance evaluations baee carried out by
discrete, event-driven simulations. This was chpsemce most of the
schemes are too complex to accurately analyse. x&eption is the
analytical studies presented in Chapter 5.2, choig by H. @verby. The
choice of OPNET as simulation tool was motivatedtbysuitability for
packet simulations (since a vast library of Kerritocedures that
facilitates the handling of objects/packets is k), its ease of analysis
(using the built-in graphical interfaces), and ststability for (future)
integration with models of commercial devices.

All simulations omit the transient period when captg data. The
indicated 95 % confidence intervals are calculatethg the method
detailed in [44]. The results of the simulationyén®een compared with
analytical results, where applicable, and with ltesiiom other groups,
where comparable input parameters allows it. Bg.coOmmented on) the
PLR resulting from the SWRON in Chapter 6.4 (whegréss buffer size
is set to 0) equals that found by analytical resfilom the Erlang-B
formula. In Chapter 3.4.2, the confidence interfieaind was within the
one found for a comparable case [45] (using paransstitingload=0.7,
F=8, W=64,WCR>0.7, no FDLs). As commented on in Chapter 3.4&, t
performance of the contention resolution pools ladso the same
gualitative behaviour as similar studies. Yet amotkexample is the
confirmation of deteriorating performance with bdyrgaffic, in Chapter
6.3 (as commented on). For QoS differentiation s@t no comparative
studies were found, but the trends seems reasorfallember of small
tests have been conducted to verify the good beheawif the simulation
models. These verifications and observations dumutii to a high
confidence level in the correctness of the results.

The demonstration of optical functionality has bearried out in the lab-
facilities at Research Center COM, except [pl, pitich took place at
the Telenor R&D laboratory. The demonstrations rmagnly proof-of-
principle demonstrations where signal quality isleated by Bit Error
Rate (BER) measurements.
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CHAPTER 2. OPTICAL TECHNOLOGY

2. Optical
Technology

2.1.Introduction

Node design calls for a realistic view on the coirr@nd future status of

optical technology. Main aspects of optical tecbgglare thus discussed

throughout this chapter, grouped into the followiragegories:

» Fibre Optical Transmission. Discusses trends in Wibdmhsmission
systems, and its effects on client equipment.

e Optical Switching. Sums up performance of opticalitching
technology for OPS.

e Termination. Sums up status of tuneable laser amdic&-to-
Electrical (O/E) receivers suitable for asynchraoperation.

» Storage. Discusses how information can be storethén optical
domain, applicable for buffers and synchronisers.

e Signal Conditioning. Outlines how flexible networkequire the
ability to convert optical signal format-, waveléing and bitrate.

» Logical processing. Sums up main demonstrated alptiogic
functionalities.

2.2.Fibre Optical Transmission

There are three main options to increase the dgpatca link:

* Increase the channel bitrate.

» Decrease the channel spacing.

* Increase the amplification spectrum, beyond thereptional C-band

* In addition, one can combine these methods witharfsation
multiplexing, enabling two channels to share thmesavavelength,
and with multi-level coding, increasing the infortoa rate, for a
given bitrate.

However, these methods tend to increase the ingfdctear, non-linear
and cross-talk effects. E.g., increasing the l@tregquires a larger
detection bandwidth, which requires an increasedbau of photons per
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bit to maintain the signal quality. In turn, thiscieases the nonlinear
phase shift from Self Phase Modulation (SPM). Redwoeaking

experiments overcome these obstacles by employingurber of

sophisticated techniques, including advanced mddulaformats,

distributed amplification, advanced chromatic- gmaolarisation mode

dispersion compensation schemes, and Forward Ewaecting (FEC)

codes [46]. E.qg., 6 Thit/s has been transmitted 60680 km [47].

Regarding the bitrate, 40 Gbit/s bitrate systenesraady to be installed
in commercial systems when there are demands .f@eieral vendors
offer 40 Gbit/s transmission systems, and carriease completed
successful field trials, as e.g. the one reporielfl@l in cooperation with
Ciena and Mintera in 2004 [48]. Even IP router vasdare preparing for
the introduction of this technology, as illustrated the Cisco CRS-1
router prototype with 40 Ghit/s interfaces [49].

However, most deployed systems still use 2.5 bit/$0 Gbit/s bitrates.
A major difference between these two alternatigethat the former calls
for fewer transmitters and receivers, but of higbemplexity, and the
latter calls for more transmitters and receivers,df lower complexity.

A number of factors have influence on whether ugigiga to 40 Gbit/s

systems represent a cost-advantage. In additiadhetaost ratio of 40-
and 10 Gbit/s equipment needed for the WDM transions the optimum

switching granularity in the network is importamdadepends on the
input traffic characteristics. Moreover, having marhannels available
increases the statistical multiplexing gains whempleying the

wavelength domain for contention resolution, assillated in Chapter
3.4. This provides a rationale for Dense WDM (DWDM} discussed
e.g. in [p9]. With the commercialisation of DWDMstgms with 25 GHz
channel spacing [4], 175 channels can be suppavitih the C-band.

Using both the C-band (1530 nm — 1565 nm) and theahd (1530 nm -
1610 nm), 320 channels have been demonstrated [50].

2.3. Optical Switching

A very extensive survey of available switching tealogies has been
conducted [p2], identifying main switching techrpjocandidates for
Optical Circuit Switching (OCS), Optical Burst Sehing (OBS) and
Optical Packet Switching (OPS). Main types of aettures are listed
below. The most promising results for OPS from eathhree main
switch architectures were identified in [p3]:
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» Space switches: Based on interconnection of 1x22x@dswitches.
Scalability is poor, due to limited integration eotial, noise- and
loss cascadability issues.

* Array Waveguide Grating Routers (AWGRs): This aetiure
combines AWGs with tuneable lasers, and has dematedt 1.2
Thit/s throughput.

» Broadcast And Select (B&S): Has demonstrated ORIS 640 Gbit/s
and potential for 2.56 Thit/s throughput, using 8amductor Optical
Amplifier (SOA) gate technology.

Studies on cost-effectiveness, footprint and powensumption are
needed to make the best choice of switch fabricergiOPS network
requirements such as throughput, transparency,cliwg time and
scalability. This is currently not feasible dueitamature technologies,
and is out-of-the scope of this project. Howeveajnmswitch parameters
are compared in Chapter 3.3.3 in order to highligtgortant realisation
issues of each architecture.

2.4.0ptical Interfaces

The optical path followed by a packet starts by converter and ends
with an O/E converter. The former consists of aidasd an electro-optic
modulator. Both fixed and tuneable lasers can bdisexl, with tuning
times in the ns-range [51].

For OPS and OBS networks, since the phase of tiseviries from
packet to packet, or from burst to burst, the QdBverter consists of a
Burst Mode Receiver (BMR) which is more complexrtl@asynchronous
receiver. To minimise packet overhead, as discuss&hapter 3.2, the
BMR must thus be able to perform Clock Recovery)@ihin a few ns.
Furthermore, it must be robust towards the packetdcket power
variations that result from packets following ditfat signal paths. It
should incorporate (electrical) 3R to make it mavbust toward signal
degradations. Such a device has been reported@bit/3, together with
40 Gbit/s burst-mode BER- and packet loss measureegipment [52].

2.5.Optical Storage

As discussed in Chapter 3, OPS and OBS would kdnefin being able
to store light for the following applications:

» Delay payload data, while processing the contrd@rimation.

» Synchronisation / alignment of data.

» Buffering for contention resolution.
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Electronic packet switched networks rely extensivai electronic First-
In, First-Out (FIFO) buffers, with random accesstlie time domain.
Furthermore, This is realised with relative easeubing transistors to
control the electrons. In contrast, photons areasogasily manipulated,;
“stopping” light presents a great challenge. Nbg& tecent breakthrough
experiments have managed to significantly slow dolight [53].
However, this technology is very immature, and destrations require
an advanced lab set-up. Hence, optical FIFO buffétts random access
in the time domain seem too impractical for uséirst implementations
of OPS.

A more promising path is to exploit the low noiseldow loss of optical
transmission. When light needs to be stored, itsiiaaply be inserted into
coils of fibre, termed Fibre Delay Lines (FDLs).ght can then be
retrieved at a predetermined moment, governed @y DL length.

In general, increasing the time resolution optimighe bandwidth
utilisation. This can be achieved in a number ofysyae.g. by the
following methods [34]:

 Programmable FDL: Let each delay consist of a $&tLs with
different lengths, and control which to use by gsinpassive splitter
and then controlling optical gates at the end afhe&DL. This
solution was used in IST KEOPS for buffering in witeh
architecture [23]. Alternatively, one can contrbetFDL delay by
setting the wavelength of the input signal combinedth
demultiplexers associated with different FDL lersgt®3, 28].

» Feed-forward time slot interchanger: Interconnectuaber of 2x2
switches by two FDLs: one with negligible lengthdaone with a
stage-dependent length. The resolution increasistiaé number of
stages. This solution was e.g. used for the symitation in IST
KEOPS [24].

» Active switched recirculating FDL: Allow multipleirculations and
use an optical 2x2 switch to determine at whichutation to release
the packet from the FDL. This can be generalisedawtrol FDL
access by extensions to the switch matrix, asestiudi Chapter 3.6.

A common drawback with optical buffering is that [EEDare bulky- a
delay of e.g. 1 pus corresponds to roughly 200 ffiboé. It is therefore a
design goal to limit use of FDLs to a few tens pede [54]. This design
rule is respected in the studies of use of FDLsémtention resolution in
Chapter 3.6 and Chapter 5.4.
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2.6. Signal Conditioning

Increased flexibility in handling optical signalalls for ability to convert

its wavelength, format and bitrate. Such flexiliig useful, to e.g.:

e Support multi-vendor or multi-technology opticaltwerks, which
operate with different signal wavelengths, formad aitrates.

» Resolve contention by wavelength conversion, chpér 3.4.

This project has contributed to the developmentheke technologies,
through demonstrations of wavelength conversiof0aGbit/s [p5], and
format-preserving bitrate conversion from 20- to @bit/s [p24]. Both

demonstrations were conducted using an All ActiveeM Zehnder
Interferometer (AA-MZI). A discussion of methodsrfavavelength

conversion, regeneration and all-optical logic ¢oded that such SOA-
based devices are promising candidates for opStalal processing
[p13]. Their main advantages are compactness, jaitdar integration

and large-scale manufacturing, and the inherentification in SOAS,

which reduces the need for additional amplification

Note that using optical modulation in single SOAshstitutes an
alternative to interferometric WC designs [55]. Tharease the detail
level of WC designs, one can categorise them ve#ipect to input- and
output tunability. This is particularly importamrfthe tunability of the
probe, i.e. the laser source. In addition, in amppgating configurations,
which in general have higher bitrate potential thdre counter-
propagating configurations, the input tunabilityshan impact on the
filtering used to separate new and original sigatathe output. We thus
denote WCs as follows:

» Tuneable Wavelength Converter (TWC): Needs a tuegaiobe and
tuneable Band Pass Filter (BFP) in co-propagatingigurations.

* Fixed Input wavelength Wavelength Converter (FIWGeeds a
tuneable laser probe, but can replace the tundikRe with a fixed
reflection filter and isolator/circulator, as dissed in [p16].

» Fixed Output wavelength Wavelength Converter (FOWCan use a
fixed laser probe, and a fixed BPF.

e Fixed Input- and Output wavelength Wavelength Cadieve
(FIOWC): Combines the advantages of FIWCs and FOWCs

Hence, in counter-propagating configurations, th@WECs and the
FIOWC are less complex than TWCs, since they havexet laser
source. In co-propagating configurations, FIWCs als® less complex
than TWCs due to simplified filtering, but this gystill requires laser
tunability, as opposed to FOWCs and FIOWCs.
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2.7.0ptical Regeneration

Unlike electronic digital networks that reshape heaggnal bit during
processing (switching, storage etc), optical nekwoare analogue in
nature. The signal should transparently go front@®to destination in
the network. However, the pulse shape is altered bymber of causes,
e.g. by Amplified Stimulated Emission (ASE) noiseidg amplification,
by linear and nonlinear effects during transmissiand by patterning
effects in SOAs. In order to maintain a sufficigrgbod signal quality for
correct interpretation at the receiver, the sigmay have to be
regenerated. Full regeneration, termed “3R Regéoataconsists of:

» Signal Reamplification.

e Signal Reshaping.

* Signal Retiming.

Whether 1R, 2R or 3R regeneration is required, m@ggp®n the network.
1R is sufficient when ASE noise does not limit #yestem. However,
when the signal is split- and reamplified seveiraks, or subject to high
fibre losses before reamplification, 2R regeneratis needed to
overcome ASE induced noise limit. 3R regeneratiorequired to retime
the signal when signal quality is impaired by jittevhich may be
introduced by noise from active components, envivental fluctuations,
Cross Phase Modulation (XPM) or Polarisation ModgpBrsion (PMD).
3R regeneration can be achieved using a nonlinetar \gith a properly
timed probe signal. As reviewed in [41], a numbktechniques can be
employed to perform this task, among them SOA-bdstziferometers
WCs (IWCs). Note that 3R regenerators include CRekovery (CR) for
the retiming functionality.

2.8.0ptical Logic Processing

In electronics, Random Access Memory (RAM) is aafali for logical
processing. Although the lack of optical RAM impssa limit to the
complexity of functions that can be implementechgsbptical devices,
there are still a number of feasible Boolean |dgitctions. As reviewed
in [p13], AND, OR, XOR, and NOT have been realissthg MZIs. Of
these, the XOR is arguably the most interesting;esit can be used to
implement simple, but useful functions, such adepatrecognition and
parity checking. The former enables address-commpariapplicable to
header look-up, and to simple label-swapping sceifiee latter can be
used to verify the integrity of the data, withoubngersion to the
electronic domain, as demonstrated in [p6].
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3. Node Design

3.1.Introduction

This chapter discusses network- and node desigresssoth for the
control- and data plane. Chapter 3.2 - 3.5 suma opmber of included
papers, whilst Chapter 3.6 incorporates a paperdedailed in the
following list:

Chapter 3.2 discusses initial network design issiesOPS and OBS
concepts, packet/burst handling schemes and phukst/formats.
This is based on an invited paper at ICTON 2003, [p@ ONDM
2003 paper [p4], and Section 4.1 — 4.2 (which viss-&uthored as
part of this project) of the COST 266 Final RegpftO].

Chapter 3.3 focuses on main node design optionh, foo the data-
and the control plane, based on an invited pap&T@®N 2003 [p7].
Chapter 3.4 details the rationale for- and thegoerénce of a TWC
based Shared Per Node (SPN) contention resolutiohdesign.
Chapter 3.5 describes the proposal for a paraliéics design to
overcome scalability constraints, and to suppobtridynetworks and
QoS differentiation, based on the ONDM 2004 andwdeks 2004
papers [pl5, p18].

Chapter 3.6 compares use of FDLs and TWCs in a S8, by
incorporating an ECOC 2004 paper [p21], which pegso the
'SoftRSVFDL buffer algorithm to reduce the need for TWidshe
SPN pool.

25



CHAPTER 3. NODE DESIGN

3.2.Network Design Issues
This chapter is based on findings in [p4, p7, ata]p

3.2.1.Network Context

: Interface to
electrical layer

: EDGE Module

: OPS/OBS Module OPS/OBS domain

s
S

Fig. 3.1. Network consisting of nodes with edge arabre routers
functionalities

We consider OPS and OBS for application in a mesletd WAN or
“core network”, context. We consider OPS for the NMiAegment in
Chapter 6. Mesh networks have lower hop count ttiag networks,
which give reasonable switch matrix sizes and pyapan distance.
Furthermore, it enables flexible load balancing lmktprotection, whilst
avoiding single-points of failure, as opposed tar gtetworks. WDM
systems with high channel counts are consideredjntierplay between
channel count and network performance is discuss€thiapter 3.4.

dn
=

3.2.2.Network Transparency

Commercial transponders performing O/E/O convessiare optimised
for a specific signal bitrate and transmission fatniNetworks based on
optical switching may avoid transponders, whichrgpap for network
transparencyhere meaning design of a network that readilydleenany
signal format and bitrate. This is often cited asatiractive property of
optical switching. Nevertheless, realisation of tsually transparent
networks requires a high number of adaptive compisnas discussed in
[p4]. There is hence a trade-off between the fidigtb and the
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complexity/cost in network desigrSemi-transparentnetworks, here

meaning optical networks optimised for a certaignal format and

bitrate, may therefore be attractive. Furthermsueh a network, due to
the fixed signal format, may allow O/E/O conversierg. to perform 3R
regeneration, wavelength conversion and buffeniviggenever a function
is less costly to perform in the electronic domdihe work in this thesis
assumes a common signal format and bitrate inengietwork.

3.2.3.0PS and OBS Concepts

Both OPS and OBS have a clear separation of dath-cantrol plane,
since the payload of the packets/bursts stayseimogitical domain during
switching, whilst control information is O/E conwed for electronic
processing.

Note that OBS and OPS concepts are not strictlyineeéf Main
differences were identified in [p4], as discussethie following:

In OPS networks, the control information propagatelsand i.e. on the
same wavelength channel and simultaneously asaylegd. In contrast,
OBS uses out-of-band encoding of control informatid® separate
wavelength can be devoted to transmission of boositrol packets
(BCP) on each link. The BCPs are transmitted witinee-offset, with
respect to their associated bursts. The minimunsebffequals the
expected BCP processing delay in the network, byeagoiding the need
for delaying bursts by FDLs during processing. Timéormation
contained in the BCPs may vary. In fReserve a Fixed DuratiofRFD)
reservation scheme, the BCPs inform the schedtilaurst start- and end
times [p4]. Combining the RFD scheme with the dethyeservation
principle (as in Just Enough Time (JET) [57]), deabadvanced
scheduling with void minimisation, thus increasétisation.

OPS studies typically assume a low aggregatioP gfdckets, and mean
payload size is in the kB range. This correspondsstdurations, at 10
Ghit/s payload bitrate. OBS assumes roughly 10-1@6ts larger
payloads, which calls for extensive aggregatiodlieht packets.

The packet handling schemes may differ, as detaileGhapter 3.2.4.
Most OBS burst handling schemes are asynchrondhsvaiiable length
bursts, whilst OPS are in general either slottecagynchronous, with
Variable Length Packets (VLP).

A main motivation for OBS is to use optical techowy of relatively low
complexity, achieved e.g. by avoiding burst alignirend having relaxed
switching time requirement. However, recent studiese introduced
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FDL buffers and complex reservation schemes, torang bandwidth
efficiency, which increases optical- and electraamplexity.

The higher assembly of OBS requires more bufferggpurces in the
ingress nodes. A potential benefit is that the tbassembly may shape
the ingress traffic. However, a recent study cametuthat in general,
burst assembly algorithms do not remove long-teepeddency of traffic
[58]. Hence, if the input traffic is bursty, thereaodes must be designed
to handle this.

e The packet/burst handling schemes and format atailet: in
Chapter 3.2.4 and 3.2.5, respectively. Further OBS/control— and
data plane differences are discussed in a nodgrdesirspective in
Chapter 3.3.

3.2.4.Packet/Burst Handling Schemes
a) Optical Packet / Burst b)
Switched Network H}‘l
synchronous,
A, fixed length
Network Network | A

1
synchronous,

g

[' A, variable length
Fixed Variable Fixed Variable R 2
Transfer Unit [ Transfer Unit Transfer Unit [| Transfer Unit
asynchronous,

Length Length Length Length ] -}‘1
- : RN W, fixedlength

1 {

i ; . A

i Packet handllng schemes ! Burst handlmg scheme N N M asynchronous,
suitable for OPS i suitable for OBS -

L L 1 TR O A, variable length

Fig. 3.2. Potential packet/burst handling schemesiOPS and OBS.

The packet handling scheme is defined by whethed#ta units arrive in
a synchronous or asynchronous manner at the naddswhether they
are of fixed duration or not. The basic principlés switching
architectures and functionalities are independdnthe packet/burst
handling scheme [p4]. In Fig. 3.2 we report the rfguotential
packet/burst handling schemes, classified accortbhngynchronisation
and size of the data units.

As indicated, asynchronous and variable length daits are considered
more suitable for OBS. This is motivated by decedasomplexity at the
optical layer, and OBS will also benefit from agardegree of freedom in
the burst assembly mechanism. This is the case widsty studied in

the literature and to which we refer in the follogi On the other hand,
the best scheme for OPS is a matter of debate .[JH#] most studied
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case is that of synchronous operation with Fixedgtle Packets (FLP)
[59-62], but more recently, work on asynchronousariable length
packets (VLP) have also been studied [30, 54, §3-6lbte that
synchronous operation with VLP (typically “trainsf packets) have also
been studied [68]. Table 3.1 sums up main aspectbé choice between
OPS in slotted operation and in asynchronous dperatith VLP. The
considered aspects are detailed in the followisiy li

Packet alignment requires optical synchroniserstha switch
interfaces to align the packets. This requireschwible FDLs and is a
complex task, as discussed in Chapter 2.5.
Segmentation/fragmentation of client packets aratipay to fill the
optical packet increases the packet overhead. Inlitiaw,
segmentation calls for reassembly of client packetsch increases
egress node complexity. E.g. with FDL buffering /anddeflection
routing for contention resolution, one needs teerine whether a
missing packet fragment is lost or simply delayed.

Internal blocking occurs when the scheduler canmidise free
capacity on an output fibre, due to blocking ingdisnin the switch
matrix. In slotted operation, a Rearrangably NooeRing (RNB)
switch may have similar loss rates as a Strictip{Btocking (SNB)
switch. Advantages of RNB switches compared to S\wBtches
include decreased component count, as for Closddaeadcast-and-
select (B&S) architectures [69]. In wavelength ssat the TWC
tuning range can be reduced, as studied for sIditéyl and for
asynchronous operation [71]. However, schedulingnpiexity
increases as all the connections must be taken antmunt to
configure the switch matrix. Since this must beoagglished within
a slot period, RNB architectures tighten the cdrilane bottleneck.
Contention occurs when an output fibre does not lthg capacity to
accommodate all packets destined for it. Similatht® performance
difference of the slotted and the unslotted ALOH#®tpcol [44],
contention in OPS is minimised for slotted operafit?].

Table 3.1. Main aspects for OPS operation mode

Slotted (Synchronous, FLP)  Asynchronous, VLP

Packet alignment Required Not required
Segmentation, Reassembly, Padding Required Not required
Internal blocking avoided with: RNB and SNB switch matrix SNB switch matrix
Contention Minimum Higher
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As indicated in Fig. 3.2, we consider either thacsyonous, FLP mode
or the asynchronous, VLP mode to be the bettercelfor OPS. Which is
to be preferred depends on the weighting of the aimd cons of these
options, taking both the technology status and otveontext (client

layer characteristics and service requirementsp iatcount. Since
asynchronous operation provides a better match witbrnet's non-

uniform packet length, the interest has recentlged for this operation
mode. This is the operation mode assumed in thid.Rinoject.

3.2.5.Packet and Burst Format

In a packet/burst switched network paradigm, eaetwaork layer
encapsulates higher layer packets, thereby addingvarhead In the
OPS/OBS layer, successful processing and switctyipigally dictates
packet fields for control information, synchronieat pattern(s) and
optical guard bands (OGBSs), as illustrated in tkemgple of Fig. 3.3.

0GB Payload OGB [ Header | Synch. | OGB
¢ > o>
-—p t -+ t
t payload t t header synch t
0GB, 3 packet 0GB, 2 0GB, 1

Fig. 3.3. Example of optical packet format

The overhead, defined in (3.1), describes the ptiwo of time the
switch matrix spends settling the switch and trattsrg the non-payload
fields depicted in Fig. 3.3, relative to the payglauration. The durations
of these fields are technology dependent. E.g. lthader duration
depends on the header encoding method, and the etpack
synchronisation/preamble field must contain a patteng enough to
allow a stable clock-recovery with unambiguous tstéspacket
detection. OGBs are required to accommodate jittee.g. the header
insertion process and between packets in a paeket In addition comes
the switching timets,icr, during which the considered switch matrix path
cannot be exploited.

+1 OGB + tsynch+ tswitch) (3 1)

t payload t

OPS/OBS networks should be designed to handletaircdoad offered
by the client layer, but the overhead creates al rfieethe OPS/OBS

t +t

switch payload __ (theader

t
Overheag, = 2%

payload
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network to actually be designed for a higher “agificload. Since

contention increases with the load, the overheadildhbe reasonably
low to efficiently utilise the resources in the iopt layer. Since the
penalty from the overhead counteracts the staistimultiplexing

advantage of OPS compared to OCS, the packet @actrsleould not
exceed ~10 %, to preserve a significant statistiradtiplexing gain.

Since the overhead is technology dependent, thud twa accurately

guantify, it is neglected in the performance stadia this thesis.

Nevertheless, the following examples illustrate itmerplay of payload

length, packet format and switching times, furttiscussed in [p8]:

* At 10 Gbit/s channels, for a serial header pacgehét (assuming 4
B (byte) header at 2.5 Gbit/s) with a total of 12 meserved for
synchronisation field and OGBs:

e The shortest IP packets, i.e. 40 B TCP acknowlegégesn
packets cannot be transported with an overheaavbeld %.

e 323 B and 435 B payloads are sufficient to limi thverhead to
10 % with 1 ns and 10 ns switching time, respebtive

e For 1500 B payloads (typical IP Maximum TransfeiitUength),
95 ns switching time can be tolerated, whilst retpg the 10 %
overhead.

* For Sub-Carrier Modulation (SCM) headers (i.e. ietdfrequired for
headers, as discussed in Chapter 3.3), but with shee
synchronisation field and OGBs:

e The 40 B TCP acknowledgements packets cannot bepwated
with an overhead below ~37.5 %.

e« 163 B and 275 B payload are sufficient to limit theerhead to
10 % with 1 ns and 10 ns switching time, respebtive

e For 1500 B IP packets, 105 ns switching time carioterated,
whilst respecting the 10 % overhead.

These examples show that little packet aggregagioequired, with 1-10

ns switching times, if the average payload lengthepresentative of the
packet distribution found in the Internet, which~+400 B [73]. The

decreased overhead of SCM has an significant imgalgt for short to

medium length payloads. Finally, note that the bgad increases with
the payload bitrate. For the same packet formajradging to 40 Gbit/s
requires 1240 B and 600 B payload length for senal SCM headers,
respectively, ignoring the switching time. Hencepwving to higher

bitrates calls for packet aggregation, or reductibthe length of the non-
payload packet format fields.

OBS has little overhead as long as the resourgesfoveying the BCPs
are small relative to the resources used for datsmission. E.g. using
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one WDM channel out of 32 per link can easily blerated. Similar to
OPS, bursts need OGBs to accommodate finite swigctiines, but their
relative impact decreases due to increased paydlaadtions. Hence,
higher switching times can be tolerated for OBSittoet OPS.

However, for sub-ms burst durations, note that RIEMS based OXC
technology, with ms-range switching times [p2], egiv excessive
overhead. The most widely studied sub-ms switchesialy have

switching times below 100 ns [p2]. Consequentlyndly turn out that the
switching technology for OBS may be similar to thee used for OPS
(e.g. using wavelength routers or SOA gates). Tdiilsices the potential
benefit from large burst durations with respedhi® switching matrix.
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3.3.Node Design

This chapter is based on findings in [p7].

3.3.1.Node Design in OPS and OBS

electronic control

form at
information Control Module electronic

Fibre A control signals Fibre C

(demuxed) (to mux)

-
ESW. 0] oPs space
[ |

switch matrix
w/ buffering

N ps | — @&, P oes
input output
interface interface
(e ) yaum [ ( A
.......... =

.
Fibre B H Fibre D
demuxed
( ) FDLb”"e' _____________ Packet Representation Legend (to mux)
- """""""" From Fibre A: Rectangular shape
"""""""" H From Fibre B: Thick lines, ovale shape
i To Fibre C: W hite header
@ _________ To Fibre D: Black header

Fig. 3.4. Generic OPS node with FDL buffers in slo¢éd operation.

Fig. 3.4 illustrates main building blocks for OP8® switches, to
provide the context for the remainder of Chaptar 3.

In OPS, theinput interfacetaps a fraction of the power of incoming
signals, which is used to detect the preamble, imgrthe packet/burst

arrival. A synchronisation pattern enables cloadorery (CR) of packet

header, to read the control information. A fixedgeh FDL delays the

data whilst the scheduling takes place. In OBSjngles burst mode

receiver (BMR) is sufficient per input link at thodes to retrieve the
control information. In either case, the contrdbimation is transmitted

in electronic form to the control unit. The inpuatdrface also monitors
incoming signals and conditions them as requireg, tarough power

equalisation, regeneration and packet alignmerdl@ited operation).

For each packet/burst tleentrol unit makes a forwarding table lookup,
and is responsible for implementing the schedutialicy by identifying

a suitable switch matrix path and by resolving eatibn. If needed, the
control unit identifies new control information encode in the packet
header or the BCP. The control unit controls théckwmatrix, the FDL
buffers and the interfaces to implement the scheglul
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Theswitch matrixinfluences the node performance by its switchimgt
maximum throughput, internal blocking properties darsignal
degradation.

The output interface implements control information updates and
conditions the signal, if required.

Most of these functions and components are denadestin the labs, but
are still on the research stage. Of particular ingrxe is the analogue
nature of the network transparency, which putsigémt requirements to
performance monitoring, signal regenerators andlifiemp that should
compatible with large power fluctuations.

3.3.2.Control Plane Design

Both OPS and OBS nodes should contain an electroniing unit that
maintains a routing table, used to generate fonl@oklup tables, used by
the control unit to find the data units’ outputkinn the Internet, routing
information is updated on a minute time scale [&4)d the dynamics of
this unit is at least on the ms time scale, sin@atrol plane
communication speed is limited by propagation del@pme OBS
proposals assume that the network’s relative dedfyontrol plane and
data plane are known, to correctly set BCP timesedff otherwise the
routing is similar. On the other hand, OPS and G&Se different
requirements to lookup in forward tables and sclieglof packets, as
discussed below.
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3.3.2.1.0ptical packet switching control plane design

Since all-optical logic currently is very immatumgdectronics should be
responsible for the control units more complex pesing tasks, such as
scheduling and identification of new headers. Tuma sf processing- and
switch fabric reconfiguration time should not exd¢tdhe average packet
duration, to avoid a data bottleneck at the swiitghut. Hence, the control
unit should be orders of magnitude faster thanrthging unit. This
potential problem is termed tlwentrol plane bottleneckio alleviate this
bottleneck, one may need to improve the speedeatrehic lookup, i.e.
decrease memory access time and the number ofsascaeseded [74],
e.g. by using efficient lookup algorithms. Furthersy the OPS
scheduling complexity must be limited, compellingmgle QoS
differentiation algorithms, as studied in Chapter 5

Header processing consists of the following fund@liies, which all can

be performed optically:

» Header retrieval. Separate “raw” header and payldiaectly, or
obtain a copy of the header.

» Header recovery. Convert control information tooanf compatible
with forward lookup.

» Forwarding table lookup. Use the control informatio consult the
packet forward lookup table.

» Header erasure. Erase the old optical header atfachthe payload,
unless already separated.

* Header reinsertion. Attach a new header to theopaly!

A short description of the main methods to perfaimse functions
follows, and is summed up in Table 3.2. Among tleeussed methods,
serial header, sub-carrier modulation aHOPSK andA-FSK are suitable
for electronic lookups, and often they have quite bitrate header signal
to enable low-cost electronics in the BMRs that vewh the control

information to the electronic domain.

Serial headershave Intensity Modulated (IM) headers before paglo
The header is read by direct detection in eleathy a BMR. Using a
lower bitrate of the header is a possibility, this increases the overhead,
as discussed in Chapter 3.2.5. Headers can baddmgdast SOA gates
[23], and reinserted by couplers. An alternativeisise a two-stage WC
configuration: The probe is turned on just afteader exits the cross-gain
modulated (XGM) WC, followed by an interferometki¢C (IWC) that
has a probe with the new header IM onto it, duthmg packet's header
field, combined with bias shift of IWC [23, 51].
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Sub-carrier modulatiofSCM) combines Amplitude Shift Keyed (ASK)
electrical payload and header signals, modulatelaaéband and Sub-
Carrier Frequency (SCF), respectively. This sigdaves a Mach-
Zehnder Modulator (MZM), applied to a CW probe. SQ®duces
overhead by transmitting header and payload simedtasly, and relaxes
the timing accuracy needed for inserting a newcaptieader. The header
is read in electronics, by High Pass Filtering (lHPBF O/E converted
signal, followed by Homodyne Detection (HD) to eleatlirect detection
[75]. Practical demodulation limits the SCF to XD-@Hz, which again
limits the payload bitrate (since the modulationdwidth cannot overlap
with that of the SCM header around the SCF). Tralaecan be erased
by use of optical Fibre Fabry-Perot (FFP) filteasid reinserted by a
MZM. Alternatively, header and payload can be safeat by Fibre Loop
Mirrors (FLM) and reinserted by a two-stage WCsfimuration [51].

A-DPSK and A-FSK are quite similar in that they see the control
information as a two dimensional label: one parthis optical carrier
frequency of the packet, the other part is thehtagbnally” modulated
Differential Phase Shift Keyed or Frequency Shiftykd (DPSK/FSK)
label [76]. Practical realisation of DPSK is hingerby the requirement
for very low laser linewidth. IM/FSK does not sufféeom this, and
enables a simpler direct detection system. Stitjtacal issue of IM/FSK

is to correctly set the extinction ratio of the fMyload, since successful
FSK detection prevents the ‘0’ level to go too lomhilst sufficient IM
extinction ratio must be kept.

Considering approaches with optical forwardinghbroulti-wavelength-
andOptical Bipolar Shift Keyed (OBSIKgaders have been demonstrated
[77, 78]. The former decreases spectral efficienmcyWVDM systems,
since it uses additional frequency channels to @mcthe header
information. The latter is a serial header techejgbut very high
modulation rate of header ensures low overhead.optieal correlators
are based on optical filtering in wavelength- andi domain, and the
correlation signal is time-gated, thresholded afd édnverted so that an
electrical pulse can open e.g. an SOA gate, in cdsmatch. In the
control plane, a copy of the packet header is eatset oN correlators
in parallel, each controlling an optical gate. Thedesigns prevent
efficient decoupling of data- and control planeigiesThis limits control
plane scalability, since an NxN switch requiresddrrelators and since
headers suffer al:loss.

Table 3.2 sums up these header processing appsyatimving that the
proposed methods typically are implemented usings\W\bte that the
table uses the classification of WCs from Chaptér 2
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Electrical header reading and lookup seems moractitte than optical

solutions, since it is simpler to reconfigure fordiag tables, as well as
decouple control- and data plane architectures., @B@$ntended in this

thesis, is thus different frorall-optical packet- switching approaches,
where control functionalities such as forwarding aarried out in the

optical domain. Due to their increased optical claxity, we consider

that such concepts are further from implementation.

Table 3.2. OPS processing of different header fornis (functions in
bold are performed electronically).

Processing Retrieval Recovery/ Table Erasure Reinsertion

function > Reading Lookup
S([azrgl : Coupler O/E conv. Electronic| Optical SOA gate IM tunable laser + Couple
Serial Il . IM probe of 29 FIWC (IWC)

51] Coupler OJE conv. Electronic| Gated XGM FIOW( w/ bias shift
SCM | OJ/E conv. .

[75] Coupler +HPFE+HD Electronic | FFP notch SC freq. Modulate MZM arms at SCF
Sc[lshf]ll Coupler | O/E conv. +HPF | Electronic/ XGM FIOWC IM at SCF FIWC (IWC) probg
SCM Il ) XGM FIOWC+

51] FLM O/E conv. Electronic| (Already separated IM at SCF FIWC (IWC) probé
A'I[D;Z]SK Coupler O/E conv. Electronic wcC Phase Modulation

A—[?ﬁS]K Coupler BPFOJ/E conv. |Electronic| Swapping by TWC to Frequency Modulated probe
Multi- A : . CW Laser + Circulator

[77] Coupler FBG correlator Optical Optical BPF and EBGs + 1xN switch
BPSK . Swapping by optical control solitons

[78] Coupler BPSK correlator Optical and Cross Phase Modulation in DSF

3.3.2.2.0ptical burst switching control plane design

The out-of-band control information, increased bwsize and use of
offset makes the OBS control plane differ from @BS control plane.
Increasing burst duration by one to three ordemhadnitude, compared
to OPS packet duration, gives more time for prdogsso that OBS has
the potential of removing the control plane bottek

It has been proposed to use variable offset idtise Enough Time (JET)
scheme for QoS differentiation [57], i.e. use aditohal offset for QoS
bursts, compared to low CoS bursts. Hence, high BaSts reserve
capacity in the core nodes’ burst schedulers eafian the low CoS
bursts. The reservations will therefore be mada rather lightly loaded
system, yielding lower burst loss rates. To achigwertain isolation of
the different CoS loss rates requires a certain Qo8 offset, which
decreases with the system’s wavelength count [T8F reservation
window increases with the QoS offset, and may auadlyt put stringent
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requirements on the control unit's memory requimstheand the

complexity of the scheduling algorithm [p8]. Implenting a Reserve a
Fixed Duration (RFD) scheme with time offset for Rdifferentiation

may therefore reintroduce the control plane bogtiddnin the core nodes.
QoS differentiation has also an impact on the sdeat memory

requirements for burst assembly in ingress nodase ghe number of
buffer queues is the product of the number of Co& egress nodes.
Furthermore, the time spent in the buffer, and tthes overall buffer

sizes, increases linearly with the offset. The imegubuffer size of an
ingress node that should on average distribute @2i@'s overall, to 50

nodes with 5 CoS and average burst durations of |[i€)0has been
estimated to 300 MB [80].

3.3.3.Data Plane Design

This section discusses how to design the data pidne node. The
efficient throughputof a switch is the product of the maximum
throughput, i.e. switch capacity when no interrdatking, nor contention
occurs, and the channel load. For this case stdyitch with 2 Thit/s
efficient throughput using 10 Gbit/s channels iasidered a target, and
the channel load considered is 0.8 for high resouiisation. Hence,
maximum throughput should be 2.56 Thit/s, assumegjigible loss.

Considering the switch matrix, the number of swifmbrts, N, is the
product of the number of fibref, and wavelengths per fibrgy. This
chapter focuses on SNB architectures, suitable Wothslotted and
asynchronous operation. Since the considered acthies feature ns-
range switching times, the switch matrices willdugtable both for OPS
and OBS node designs.

3.3.3.1.Switch matrix

The scope is limited to some of the most promiswifching solutions
for OPS and OBS, namely Broadcast-and-Select (B&p¢ switches
and wavelength routers. These generic architecanegompared at the
end of this section. The versions considered uséptexers instead of
couplers, when any of them would do, to minimisssland ASE noise.
Remark that most architectures are conceived tdudec buffering
solutions, and references show how buffering caimpéemented in the
architectures. In general, this has a significaffluence on component
count and switch parameters. However, including thithe comparison
is prone to inaccuracies, as logical performancalyais assumes
different traffic simulation parameters and buffgri technology
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performance. For a plain switch matrix compariseesources for
buffering are omitted here. Still, the comparisdérswitch matrices gives
a representative view of the main challenges df el@sign.

Broadcast-and-Select Type Switches

The principle of theB&S switch is illustrated in Fig. 3.5 a). A broadcast
stage passively splits the WDM signals, and eadipubuibre uses a
space- and wavelength selection module to selédingle-channels.
Such a module, fdF=W=16, has been integrated on a single board [81],
and 640 Gbit/s throughput in asynchronous operati@s been
experimentally verified [82]. This architecture gs/zmulticast compatible
switches, but high loss, induced by the high spittatios.

Fig. 3.5 b) illustrates an adaptation of B&S, adhll€une-And-Select
(TAS). The input demultiplexer, couplers and SOAeghased fibre
selection is sufficient for switching, whilst thé\WWCs enable contention
resolution in the wavelength domain. An analysiploysical limitations
of TAS (and related architectures), was recentsented [83]. Physical
limitations (considering ASE noise from EDFAs an@®/A3, crosstalk
from demultiplexers and coherent crosstalk from SPDgave maximum
values ofW. For F=8, the maximum wavelength couiY, was 128, 64
and 16 wavelengths, for 2.5, 10 and 40 Gbit/s teitrarespectively.

a) Broadcast-and-Select b) Tune-And-Select
Fiwe
LFW
W)
1 SF D
T
Fiwe
L:FW,
z -7 ) (=0
signals
H =
H > =
H i ~o §=‘>._Q£[)2.
: ~ T |
H . W
H === Un:—E[]W -
eeeeeeeeeeeeee
F r ) (0
1LFW
W single- A [ ]
w

Fig. 3.5. a) Broadcast-and-Select and example ofleetion module.
b) Tune-And-Select.
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Wavelength Routers

Wavelength-routersaare based on a passive fabric with preconfigured
input-output paths depending on the input portiapdt wavelength. The
Uniform-Loss Cyclic-Frequency (ULCF) planar wavetgli geometry
Arrayed Waveguide Grating (AWG) is well suited filwe purpose. A
64x64 AWG with 50 GHz channel spacing was recergjyorted [84],
with loss between 5.4-6.8 dB and crosstalk belo® dB8. The device is
compact; a connected and packaged module, alagifepa temperature
control, had dimensions of only 14x9x1.3°%cm

A single-stage switching matrix uses an AWG witHixed-wavelength
Input Interfaces (I-1y) andN Output Interfaces (@+Oly). One equips
each Input Interface with a (1), FIWC for the signal routing, i.e. a FIWC
capable of tuning inttd WDM channels, one per Ol. An example of an
[I-Ol interconnection matrix is given in Fig. 3.6yhere the matrix
elements indicate the wavelength to which the FI&Y@; has to be tuned
to send the signal to PIAs indicated by the grey background, more
wavelengths than used in WDM transmissit¥2 in this example) are
needed. Hence, FOWCs are required to adapt thalsagjthe Ols, with
the consequence of allowing only single-wavelergjgmals at the Ols.
The FOWCs brings the benefit of full contention alefon in the
wavelength domain. The corresponding internal cotime pattern of the
AWG is illustrated in an example switch matrix, ferW=2.

Single-stage AWG switch  (for F=W=2)
FWxFW AWG

1 Ol A AWG interconnection

e eyl ol, | Ol, [ Ols ] Ol
Fiwe o~ —7 FOWC 1 2 3 4

N - 'ED Output e [ A, [ A [ A [ A
e o< Fibre C i, | A A A
(LFwW) A\ S Fw.) | A, 2 s 4
Input FIwe iy oy S| Fowe Il 5 A A, A
Fibre A 2 >~ e 2 A, N A,

I,

@rw o= 2y O [rwn LA
FIWC FOWC Wavelength representation
'ED Output A
A Fibre D —_—
1,FW) (FW,1) >l) e A
Input -| (FIWC l— —IJI_ 3
Fibre B My oI, »

Fig. 3.6. Principle ofNxN AWG and single-stage AWG switch,
illustrated for N=4 andF=W=2.
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Fig. 3.7. Multi-AWG architectures: a) The WASPNET achitecture
uses a plane per wavelength, b) the “Modified WASPHRT”
architecture uses a plane per fibre.

Multi-stage AWG architectures, depicted in Fig.,Jdve much relaxed
requirements to the AWG size and WC tuning randgee WASPNET
switch [28] is based on wavelength planes and réauation by arF-xF
space switch (must be capable of many-to-one simig¢hio a set of
couplers. A variant of the WASPNET switchmodified WASPNET”,

was recently proposed [65]; it is based on fibampk and replaces the

space switch by a second set of AWGs and FOWCd Bathitectures
have full wavelength domain contention resolution.
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3.3.3.2.Comparison

The discussed switching architectures are compartdrespect to the
hardware aspects. The scope of the comparison sisicted to: i)
component count,ii) component complexity, andii) number of
interconnections) andii) give an indication of total component cost, and
what requirements are put on the component sigeW¥¢C tuning range,
AWG-, demultiplexer-, and coupler siz@é.) indicates how many switch
matrix internal interconnections that will have te made; when
performed manually, this is a tedious and cosgi.ta

The inventory list is shown in Table 3.3, as a fiorcof F andW. Main
component challenges and scaling limitations ofhearchitecture, as
discussed below, are identified by bold format. #ss the header
processing, WCs are often used in the data plame.WCs’ number of
allowable input channels$;, and the achievable output chann®|s are
denoted by, O,), in addition to the classification of WCs into T4,
FIWCs, FOWCs and FIOWCs.

Main parameters are graphically illustrated in B¢, for a core mesh
node scenarioR=4, W=64) that corresponds to a mesh network with a
relatively high number of WDM channels per fibregr fefficient
contention resolution.

Table 3.3. Scaling and complexity of components fatifferent
architectures. Note component parameters in parentsis, and that
the main challenge of each design is indicated bybmld font.

Space

Scaling FIwC — FOwe  TWC AWG SOAs  switch Couplers  Mux Inter- .
(Ix Oy (Ix 00 (Ia On) (size) (size) (size) (size) connections
TAS (1F,\\IIVV) FAW +F,¥(VF($3) F(W) iFFZ\\,/\,V
2FAW
B&S FAW+W2F +'I::\?|/:(\'/:V)) Zf'\:"(’%) +f'|::\\//vvz
Single-AWG (fFWW) (Ff/‘\’/\”l) 1FWXEW) JFW)  AFW
Waspnet ('i\”z) (FFX/VV) W(FXF) W(FXF)  FW)  FW)  5FW
W’\;;)Sﬁet (1F,\\IIVV) (';\,/X) (vFv\,Ali) f\ng(ng)) 2FwW) - BFW

*Count rules (for interconnects):

1) Two components (e.g. a mux port and an SOA)reeeconnected througbneinterconnect (which may require
two splices).

2) Only switch-internal interconnects are included.

3) Since the aim is a order-of-magnitude scopengewithF or W exclusively are ignored for simplicity.
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a) Component count (F=4, W=64)
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Fig. 3.8. Analysis of different architectures for F=4, W=64). Note the
log-scale.

Although signal quality issues are not discussedeitail here, note that
large couplers have high intrinsic loss. Since B&B8d TAS have
maximum coupling ratios that scale linearly witte tbapacity, these
architectures may have difficulties with maintamia sufficient SNR. In
addition, total signal path loss must be compensayeamplifiers, adding
to CAPEX. However, this loss in TAS and B&S shobkl compared to
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loss that occurs in the other architectures, wiigbends mainly on loss
in AWGs, WCs, space switches and multiplexers.

For a constantN=FW product, some parameters depend on the
distribution of theF andW parameters. The most critical dependencies
are the SOA count and the number of interconnestiomAS and B&S.
Adapting the switch matrix internalF( W) design parameters with those
used in the transmission layer will add the neadN\d~IOWCs at the
input andN FOWCs at the output, but it has the benefit oblgsg
contention in the wavelength domain.

It is clear that B&S, and to a certain degree T#&8fers from a very high

number of required SOAs and many interconnectidhs may reduce

their attractiveness, but component- and intercctiore cost will depend

heavily on achievable component integration lewglich also decreases
the space consumption. Already, modules with 32 $f@ts have been
manufactured, and placed on boards containing famdules [81], but it

remains to realise larger PICs, which e.g. incl&d2As, couplers and
multiplexers. The drawback of high SOA count carihfer be mitigated

by economies of scale, which dictates that a higidyction level of a

component type decreases the cost of that compoAedisadvantage

with B&S is that there is no inherent wavelengtharsion, so that
contention has to be resolved by additional resmurc

Single-stage AWG switches suffer from high requieats to AWG size
and tuning range. Multi-stage AWG designs overcaini limitation, at
the expense of using a large number of AWGs and V@Gmpared to
WASPNET, the “Modified WASPNET” switch requires neoFOWCs,
more large AWGs, multiplexers and interconnectiés.the other hand,
it avoids using couplers and the high number of glemspace switches
required in WASPNET switch design.

In conclusion, main data plane architectures hayaifecant differences
in main cost factors such as component count, caggacomplexity and
interconnections. Each architecture faces diffeseatability challenges,
thus the technology progress and cost of diffecemponents will to a
large degree determine their feasibility and ativaoess.

3.3.4.Combining Data- and Control Plane Functions

An overview of experimental results and proposatshiow WCs can be
used to regenerate signal quality, erase and reimsaders was presented
in [85]. In addition, [28] outlines how these fuiotts can be performed
simultaneously with data plane switching, contemti@solution and
adaptation to transmission layer, in the WASPNESigte As mentioned
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in Chapter 3.3.3.2, adaptation®fandW can be essential, particularly in
B&S designs, and this can be combined with e.gnadigegeneration
(based on WCs) at the node interfaces [81]. Thi® anables full
wavelength contention resolution. As studied in81 WCs are used in
a number of header processing schemes. Since the dMC perform a
large part of the data- and control plane functignis a key enabler of
efficient node designs. To limit component courgace- and power
consumption it is desirable to implement as mamgfions as possible in
each WC. However, this must be balanced with thetfat WCs tailored
to specific functions, can have limited requirensei tuning range,
compared to a multi-capable module.

All-optical clock-recovery
(at payload bitrate)
NEW - *
Switch HEADER Fixed-A DFB To WDM
Control Unit — Clocked and output fibre

ontrol i Modulated new header AWDM out

GATE 10 9% power tap i o IWC Aow, out
{ siona [crocken 1] T el

switcn [[IDATARIN_JIf] XGM-SOA Asux _ |(out-of-phase)| (ZDATA [0l

Fixed-ADFB| Ay | module DATA | |

(gated CW
probe) |1 W [ ]

Fig. 3.9. Example of combining serial header erasar and insertion,
with 3R regeneration and wavelength domain contentin resolution.

Fig. 3.9 depicts a potential design for applicatainthe switch output
interface. It combines header-erasure, header tiegyri FOWC

contention resolution and 3R regeneration. Thedtage 3R regenerator
is detailed in [56]. This proposal adds the heaalasure and reinsertion
by gating and modulating the probes of the firsid second stage WC,
respectively. At the input, the signal is tappedetmable CR, and the
XGM SOA based FOWC converts the packet to a wagdhemsed

internally in the 3R regenerator. This WC providagable power and
polarisation for the second 3R stage. The RZ puifése second DFB is
adjusted to match those of the packet, and thdinear transfer function
of the Interferometric WC, which can be a FIOWC M¥, provides

the 3R regeneration. Contention is resolved by ramgthat all outputs to
the same fibre use a different wavelength for demsed-stage DFB laser.

Other examples of combining different functionaltin WCs are studied
for a hybrid design in Chapter 4.2, and for an Q¥AN ring node

design in Chapter 6.2. However, the remainder of tihapter studies
contention resolution assuming a generic switchrimjaind aims at
reducing overall WC count through WC sharing.
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3.4.Contention Resolution
This chapter discusses findings in [p20].

3.4.1.Contention Resolution Methods

Contention occurs when data units at the same wagtis from

different input fibres are switched to the sameoattink. Contention can

be resolved in space-, wavelength- and time donigited below and
discussed in the following:

e Time domain Buffer all but one contending data units untike th
requested wavelength is vacant.

» Space domainEither separate contending data units by trarnisimit
them on different output fibres on the same linksend all but one
contending data units towards non-shortest-pathesiodermed
“deflection routing”.

* Wavelength domairConvert all but one of the contending data units
to a different wavelength at the same fibre.

Regarding the time-domain, near-term OPS/OBS nétsvaannot be
store-and-forward networks, as opposed to elettpaaket switching
networks, as discussed in Chapter 2.6. Optical HBés 61, 86-89], or
electrical buffers [18, 66] can be used to somerxtbut their number
and length should be minimised to limit packet mi®wsing, noise
accumulation [54, 90], space consumption [18, 9,9 ], and interface
cost. The buffer interfaces consist of additiovaitch matrix port count,
TWCs for WDM buffers [54, 87, 89] or O/E convertds electrical

buffers [18, 66, 91], respectively.

Regarding the space domain, sending packets aereliff fibres between
the same nodes [92], suffers from increased trasssom cost (fibres,
amplifiers, couplings, monitoring) that follows ngi multiple fibres per
link. This approach is not widely studied in OPSearch, but a number
of studies resolve contention in the space domirgugh deflection

routing. However, this increases the average hapigowhich may

actually reduce throughput in asynchronous netwdf3. Another

drawback is the significant increase in packet \@gtter, leading to

packet misordering, which makes the egress nodesea®ly process
more complex [p4, 91].

Regarding wavelength domain contention resolutiois, method reduces
the need for buffers [94], and may even enableebigffs optical packet
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switches [95]. This approach requires WCs to temgie data from the
original input WDM channel onto a new output WDM aahel.
Contention can then be resolved by ensuring thatp&eckets going to the
same output fibre are not assigned the same outgutlength. With a
FOWC at each output, as demonstrated in [96], tilepbtential for
contention resolution in the wavelength domainwvailable. It has been
shown that the performance increases significanttih the number of
wavelengths per fibre [66, 97]. This will be furtldiscussed below.

To reduce overall WC count for contention resoluti@ Shared Per Node
(SPN) TWC pool can be implemented [98], as showRig 3.10. This
TWC count reduction comes at the expense of araser in the size of
the switch matrix. Hence, the SPN design is beiafichen TWCs are a
main cost-factor, bulky, or have a high power comgtion, compared to
additional ports in the switch matrix. This is peutarly relevant if the
switch matrix has reached a higher maturity- amatpction level than
WCs. Note that SPN designs are not attractive ifM&3 are anyhow
needed in the switch output interface.

1 1
COHE] L)
i (FWHT)X(FW+T) i
CO0HE] e )
: i Strictly Non-Blocking H :

i i Switch Matrix i :

F Tl i E
g ETL 105 o VD)
Input FW+1 FW+1 Output
Fibres E E Fibres
I‘: FW+T FW+T :|
H T TWC pool T :

i WCR =T/ (FW) L

Fig. 3.10. SPN node design with TWCs.

3.4.2.Performance of SPN TWC pools

This study investigates the optical packet switetfggmance by discrete
event-driven numerical simulations in OPNET. Asymcious operation
is implemented by per-wavelength Poisson-basedidrafenerators,
emulating serial packet scheduling by incorporatinglFO buffer each.
A negative exponential packet length distributian ghosen, for an
average channel load of 0.7. In all graphs, theulsition points are
interconnected by straight lines, and the 95 % idente intervals are
indicated.
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We put the optical packet switch under study iroee metwork context,
investigating both a mesh and a dense mesh coespplying a node
adjacencyF, of 4 and 8, respectively. Both WDM and DWDM syste
are tested, varying the number of wavelengths ipee,fW, from 32 to

256.

The relative size of the TWC pool can be expredsethe Wavelength
Conversion Ratio WCR parameter, defined as (3.2), wh&nis the
number of TWCs in the pool, and the TWC pool isredaby packets
from FW potential inputs.

T
WCR= —— 3.2)
FW
PLRg. vs. WCR for different F and W
PLR;c ‘ ‘
—8—PLR - F=4, W=32
—O0—PLR - F=8, W=32
1E-2 = ——
é’%‘ - —A— PLR - F=4, W=64
—A—PLR - F=8, W=64
1E-3 \K ‘\# ;
1E-4 '*\\7 v— PLR - F=4, W=128
i ——PLR - F=8, W=128
1E-5 Y= | R
—&— PLR - F=4, W=256
1E-6 —O—PLR-F=8,W=256

050 052 054 056 058 060 062 064 066 068 070 WCR

Fig. 3.11.PLRge vs.WCR for average channel load of 0.¥V of 32-
256, forF=4 and F=8.

The impact ofF, W and WCR on the PLR is illustrated in Fig. 3.11,
confirming that the size of the TWC pool has a giespact on the
contention resolution performance [87, 98]. Forheaet of system
parametersK, W and load), there is a certafdCRvalue, WCR,, above
which the PLR does not decrease more than a ser@éptage, similar to
observations in [87]. WheWCRWCR,, TWCs are scarce, increasing
the PLR. The PLR aVCR,, PLR.,, decreases wittV, as expected from
increased statistical multiplexing gains in the alamgth domain when
TWCs are no longer a limiting factor, similar tossyms without TWC
sharing [97].

The potential economic gains of the TWC pool insesawith decreasing
WCR;. The value ofNCR, decreases with decreasing channel load, since
this reduces contention and thus the need for ntote resolution
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resources. Furthermor®y/CR, decreases with increasirtg due to the
increased sharing of TWC resources in the SPN desig

We conclude that the SPN pool design is an at@aactiay to resolve
contention, when reduction of WC count is a maisigie target. The
relative amount of TWCs needed depends mainly eammél load and
fibre count. The PLR floor decreases by nearlygtmeders of magnitude
when quadrupling the wavelength count per fibrenfk®=32 toW=128.
Hence, DWDM systems with many channels represemiactite
application for node designs resolving contentionttie wavelength
domain.
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3.5.0vercoming Scalability Constraints
This chapter discusses the findings in [p15] antigjp

3.5.1.Shared Per Waveband Plane Design

Fig. 3.11 shows how PLR decreases with increagihgnd WCR (and
with increasingr, for a lowWCR  in the SPN TWC pool design. It was
argued in Chapter 2.2 that WDM transmission supgpevavelength
counts up to 320 channels per fibre. However, astga out in Chapter
3.3.3.2, high port counts put quite hard demandsaonumber of
parameters, depending on the switch architectuoas€juently, switch
scalability may be prevented by e.g. limitations TOW¥C tuning range,
AWG size, B&S splitting loss, or integration levef the SOA gate
selection stage.

Parallelism is a common approach to overcome silifabonstraints,
and is the main idea behind the proposal for thar&&hPer Waveband
Plane (SPWP) switch design [p15].

As illustrated in Fig. 3.12, the switch design eXjg the wavelength
domain to separate th& channels on each fibre into wavebands with
channels, using passive waveband demultiplexers.stime wavebands
from different input fibres are then switched ie tame Waveband Plane
(WP). Each WP can have its own TWC pool to resclwetention, thus
the name “Shared Per Waveband Plane”.

Shared Per Waveband Plane (SPWP) design

1xf Waveband 1 —
demux _E FwxFw 5| Ttwcpoo |7 '
1 Fw x Fw |:| TWC pool |:hL

1 E Fw X Fw TWC pool le_/
- Space -partially | 7
-------- _ZE Switch —N2 |
tW

shared
Waveband

iﬂf Plane f
iW

Fig. 3.12. Schematic illustration of SPWP design.He switch matrix
in each WP is a SPN design, shared only by that WP.

Waveband E [~
plane f Twir—
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The waveband based multi-plane design is fundarhemlifferent from
the (single) wavelength-plane design [27] and fibieme design [65],
discussed in Chapter 3.3.3.1. In these switchesattive recombination
results in similar performance as one large sipigee switch. This
comes at the expense of increased switch complexity that the
dimensions of each plane are directly linked to WiBM transmission
layer, through the fibre- and wavelength count.alin these proposals
do not consider TWC sharing. A different parallesigin, referring to this
SPWP design has later been discussed [88].

The following list sums up main potential benefifsthe SPWP design,

based on discussions in [p15, p18]:

» Overcome scalability constraints, achieved by reduaptical switch
maximum parameters, combined with simplified cdntmane
scheduling, since no coordination of WP switchmg@ssumed.

» Enable ingress-based QoS differentiation, by mapplifferent CoS
onto different wavebands at the ingress nodes. EHgPhcan have
different statistical PLR, by one or more of thiédaing approaches:
» Different wavelength channel count in the WPs.

o Different SPWP TWC pool size in the WPs (i.e. didiet WCR).
« Different loads in the WPs.
* Add FDLs to the high quality WP SPWP pool.

» Enable modular capacity upgrade scenarios. Wherm rcapacity is
needed in the network, one can add wavelength efgrin the
WDM systems, within an unused waveband, and inereapacity of
the switches, by adding a new WP, without intenfgnivith existing
WPs.

» Enable hybrid networks. One can have differents \\Rerved for
OPS and OCS. The switching technology of the OCS 84 be be
based on “conventional” optical switching techngiog.g. MEMS
OXC, and associated control plane solutions.

» Enable an OCS to OPS migration scenario. One csinnfiove from
an OCS to a hybrid network, and ultimately to aep@PS network
(if desired), by upgrading the technology usedaoheWP.

Conform to the results of Fig. 3.11, the PLR of B Withw<W channels
increases with decreasing Hence, it is important to point out that the
passive recombination of the SPWP increases theag&ePLR of the
switch. However, it may be that not all traffic végs very low PLRs. In
this case the SPWP based QoS differentiation mesdi@bove, may be
beneficial, and the design may help overcome sii#@§atonstraints and
reduce overall TWC count.
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3.5.2.Increasing SPWP QoS Granularity

The SPWP concept was refined by applying a QoSerdiftiation
algorithm, internally in one of the WPs [p18]. Talgorithm is the same
as the one described in Chapter 5.2. This QoS appraermed the
‘SPWP+’ design, thus increases the QoS granuldrity.case study of an
OPS switch with two WPs, this strategy increasea nhmber of CoS
from two to three, by applying WP-internal QoS eifintiation in one of
the WPs. The case study has a channel load o&@drthe traffic matrix
contains 3 CoS with PLR thresholds of 2%12x10° and 2x10.

The four strategies listed below were comparedrn@dsion the switch,
by mapping the CoS onto a suitable combination &fs\\each with an
optimised size anW/CR

e BE FOWC design: A BE design (single WP, w/o intér@oS
differentiation) with a FOWC per output port, whictust respect the
most demanding PLR threshold.

« BE SPN design. A BE design (single WP, w/o interi@aS
differentiation) using a SPN TWC pool, which musspect the most
demanding PLR threshold.

 SPWP design. Maps each CoS onto a proper WP (eacimternal
QoS differentiation), each dimensioned to respeetdorresponding
PLR threshold.

« SPWP+ design. Maps the CoS with the highest- amédb PLR
threshold onto the same WP, and uses a WP-inteQab
differentiation algorithm to differentiate them. plahe third CoS
onto a proper WP. Dimension both WPs and QoS pdeamédo
respect all three PLR thresholds.

The study showed that [p18]:

« The SPWP design could not obtain the lowest PLRxd00° at the
studied load.

 Compared to the BE FOWC design, the SPWP+ desigblet a
45 % reduction in WC count and a 22 % reductiormiaximum
switch matrix size. These benefits come at the ms@ef replacing
FOWCs by TWCs, more complex scheduling and ~55 é&tease in
overall switch port count.

e Compared to the BE SPN design, the SPWP+ desigainait a
similar TWC count, whilst reducing the TWC tuningnge and
maximum switch matrix size by 50 %. These bendfitme at the
expense of more complex scheduling.

Note that the traffic matrix and design paramekerge a large impact on
which design to prefer (and their internal paramgetsuch as SPWP pool
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size, and QoS differentiation parameter settingue Do increased
economy of scale, all strategies perform betterniVeincreases. For a
givenW and fixed PLR thresholds, the BE FOWC and BE StPhtegies
are insensitive to the fraction of traffic from 8aCoS. The pure SPWP
strategy benefits from an increased fraction ofrtiuest demanding CoS,
since this increases the wavelength count of thec@ffeaining the most
critical CoS. The SPWP+ strategy, on the other haedefits from a
decrease in the fraction of the high priority CoS.

In conclusion, the SPWP+ design enables WC couduct®n, is
compatible with hybrid- and migration scenariosg aaduces hardware
scalability constraints. Hence, it is a promisimgical element candidate,
when facing hardware scalability constraints in @tiple service class
optical network environment.
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3.6.SPN Pools with FDLs and TWCs

This chapter incorporates [p21], published at ECQUDA4.

Replacing Shared-Per-Node Wavelength Converters
by Fibre Delay Lines in an Asynchronous Optical
Packet Switch

M. Nord *2

(1) Research Center COM, Technical University ofiidark, B-345V, 2800, Lyngby,
Denmark. fin@com.dtu.dk)
(2) Telenor Research & Development, N-1331, Forpdlouway

Abstract This study shows how a significant amount of tinhea
wavelength converters can be replaced by fiberyditees in a port-
constrained asynchronous optical packet switch witihared contention
resolution pool.

A. Introduction

In Optical Packet Switching (OPS) and Optical BiBstitching (OBS)
networks, the Packet Loss Ratio (PLR) and packktydare important
Class of Service (CoS) parameters. A low-complexigntention
resolution scheme is a main OPS design targetnable cost-effective
and practically realisable network designs. Asyonbus operation is
potentially simpler than slotted operation [99]dahis is the operation
mode in this study. Tuneable Wavelength Convert@/C) can
alleviate the increased blocking that follows [7BLffering, by use of
Fibre Delay Lines (FDLs), can help resolve contaniin asynchronous
[54], and in slotted operation [89]. FDLs can bthei single-wavelength
or WDM-based. The latter uses less total fiber tendput requires
couplers and demultiplexers at the FDL inputs amgpuats, respectively,
as well as TWCs to fully exploit their capacity.i§meduces the space
consumption advantage of WDM FDLs, and it increabesnumber of
interconnects. The reduced FDL count also leadso#wser buffer time
granularity in incremental FDL buffer designs. InP® contention
resolution combining deflection routing, FDLs andriaed Output WC
(FOWC) per switch output port has been experimgndmonstrated
[96]. The total WC count can be reduced by equigpire switch with a
Shared Per Node (SPN) TWC pool, exploiting the faat many packets
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do not need wavelength conversion [98]. PLR thammadeses towards that
of the FOWC approach with increasing pool size [pThe PLR can be

further decreased, wheadding FDL buffers [87]. However, this

increases the pool size and thus the switch parhtcavhich may be

constrained and impractical to modify in instalsgtems.
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Fig. 3.13. The SPN TWC and FDL Pool node design.

This study investigates performance of a minimunmmdvare count
approach, byreplacing TWCs by single-wavelength FDLs, thereby
reducing TWC count and maintaining the switch mxapbrt count.
Furthermore, the scheduling is of low complexiiypce it does not keep
track of packet durations, as opposed to buffeputuscheduling [54],
and the OBS Just Enough Time (JET) scheme [87}{aldlei FDL array
designs are investigated, and a simple FDL outpsérvation scheme,
‘SoftRSY is proposed.

B. Node Design

Performance is studied by event-driven simulatire single switch in a
core mesh network context, assuming 4 input- andtgut fibres F=4),
studied for 32 wavelengths per fibr&/£32). Per-wavelength channel
traffic generators emulate the switch input traffiche packets arrive
according to a Poisson process, and the packetialurs negative
exponential distributed. The channel load of O.Gbées PLRs of
1.88x10°, when having a FOWC per channel. The relative sizéhe
SPN feedback contention resolution pd&loo., is expressed aB3/FW,
whereP is the number of pool ports, as illustrated in. AdL3. To limit
the pool size, without increasing the PLR beyon&o 1P is set to 74,
(Re00=0.578, resulting in a PLR of 2.04x10

The electronic control unit forwards packets based incremental
searches in a table containing the state of thel EW output fibres’
output wavelengths (owl) and of the FDL array, adow to the
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algorithm defined in stepd-iv) below. The algorithm is repeated for
buffered packets, thereby allowing buffer recirtiola. Each FDL can
contain multiple non-overlapping packets. Steminimises the number
of required TWCs, by favouring Direct Mapping (DMp15]. This
consists of starting the search for a free owhatrequested output fibre,
at the same wavelength as the packet’s input wagtie(iwl). The text
in parenthesis in stefi$ andiii) constitutes th&oftRS\Vscheme, aiming
to increase the probability of DM for buffered patsk Note that the
SoftRSVsomewhat increases the scheduler complexity, tigdacing a
second state-table, to track the current numbe8adfRSV’'s made for
each of thé&=W owls.

e i) Direct Mapping if owl=iwl is free.

e i) Otherwise use TWC if available and a free owkisx (Avoid
SoftRSV’ed wavelengths if free, non-reserved owlist

e jii) Otherwise use a FDL if there is a free FDL inp{(80oftRSV
owl=iwl at output fibre for the buffer duration).

* iv) Otherwise discard packet.

C. Results

The ratio of replaced TWCs is described Ry =Ngp /P. The design
target of this study is to find how many TWCs canrbplaced by FDLs
in the pool, without suffering any PLR penaltR-p, is therefore
increased from 0, to a value with equal PLR as Rg§ =0, termed
RepLequ- Fig. 3.14 illustrates the PLR VBgp, for an FDL design with
incremental FDL length, for different basic delayts, Dgp,. In this case,
the FDL numbem has a length of times Dgp . Although beyond the
scope of this study, Fig. 3.14. also shows thatifoited R-p,, the PLR
can be decreased by more than a decade. The diotteitlustrates the
PLR that would occur if the TWCs weremovedinstead of replaced.
The rather sharp PLR increase proves that TWCsadatally needed at
this RpooL Value for this load, thereby justifying the termeplacing”
TWCs. In the contrary case, “adding” FDLs wouldabmore appropriate
term.

57



CHAPTER 3. NODE DESIGN

PLR vs. R, for Incremental FDL design.
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Fig. 3.14. PLR vsRgp, with 95% confidence intervals.
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The Repequ is identified for a number dDgp,, both for the fixed FDL
length design (“FIX FDL"), and an incremental des{@incr FDL”"). The
average delay experienced by packets in the FDietsyfrayg vary with
RepLequs Deor @and the FDL design. This is the case also forotrerall
FDL length, Lep tota: Fig. 3.15 illustrates the switch dimensioning
trade-off between the achievali®e, gqu and these parameters, with and
w/o theSoftRS\6cheme. The main trends illustrated are:

*  When employing th&oftRS\6cheme, there exist an optimigy, .

* TheSoftRS\tcheme enables replacing ~50% of the TWCs.

*  W/o SoftRSYthe Rep equ increases more slowly towards a value of
0.35-0.40, after which increases only come at tkgeese of high
IavE and eXCGSSiVEFDL'TOTAL.

* With SoftRSY the incremental design obtains a slightly higher
RepL equ than the fixed FDL design.

* With SoftRSYin the region of most interest (up to the maximum
value), the incremental design requires highgy tota, but yields
approximately equatave as the fixed FDL design.

D. Discussion

For pure TWC pools, packets are lost either wiieall wavelengths on
the requested output fibre are busyjipwhen a DM cannot take place
and all TWCs in the pool are busy. FDLs are the oemedy ofi), and
can also provide a solution i0). Moreover, particularly when using
SoftRSYthe use of FDLs favours DM, partly compensatimg teduced
TWC count. This explains that replacing TWCs by EBOmproves the
PLR, even when TWCs are scarce.

Employing theSoftRS\scheme, there are two counter-working effegts:
increased buffer capacity for higbep, andii) decreased chance of
packets being able to exploit th&oftRSVfor long buffering periods,
induced by higiDgp,. This explains the existence of an optimDeg, .

When buffer capacity is scarce, the incrementalddsas been shown to
obtain lower PLR for the same FDL port count [88}, the sameéDgp,,
thus for much highekep, tora. The latter should be low, to limit buffer
space consumption. This study shows less pronoutitiedences, since
the performance is compared for the samg rora. Hence, both designs
are viable options. As an example, assuming a rpaeket duration of 1
us, choosing the fixed design witlbay, of 1 us enables replacing ~39%
of the TWCs. This can be realized with a total 6fken FDL length, and
with a 7ave Of ~0.12 ps, negligible to network propagatioragel
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E. Conclusions

The SoftRSValgorithm enables replacing a significant fractadinrWCs
with simple single-wavelength FDLs in the SPN catitsn resolution
pool design, without suffering any PLR penalty. Shimncreases node
dimensioning flexibility, enabling cost savings, evthFDLs are cheaper
than TWCs. This comes at the expense of increagsd IEngth and
packet delay.
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4. Hybrid
Networks

4.1.Introduction

The term “hybrid” refers to a network that suppdvie or more CoS that
use different switching paradigms, e.g. OCS and.@P®vel concept to

realise hybrid networks, based on separating diffetraffic types by

their relative State Of Polarisation (SOP), waspps®d by S. Bjgrnstad
et al. at ECOC 2003 [p11], and is further detaitef#2].

This project has proposed and demonstrated anabptioccessing scheme
to realise the segregation of the OCS and the O&#s The former is
switched by a Static Wavelength Routed Optical Nekw(SWRON)
switch matrix, whilst the latter is switched by AMWGR based optical
packet switch matrix. Furthermore, the scheme ségmarates the header
from the payload, and performs the wavelength cee required for
the first stage of the packet forwarding. This watks presented at OFC
2004, and Chapter 4.2 incorporates this paper [p16]
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4.2.Demonstration of Hybrid Scheme
This chapter incorporates [p16], presented at OFID2.

Demonstration of optical packet switching scheme fo
header-payload separation and class-based
forwarding

M. Nord

Networks Competence Area, Research Center COMpibattuniversity of Denmark,
345V, 2800 Lyngby, Denmark. and
Internet Network Architecture, Telenor R&D, N-13drnebu, Norway
mn@com.dtu.dk

S. Bjgrnstad

Internet Network Architecture, Telenor R&D, N-133drikebu, Norway and
Department of physical electronics, Norwegian Ursitg of Science and Technology,
7491, Trondheim, Norway

M. L. Nielsen

Networks Competence Area, Research Center COMnibattuniversity of Denmark,
345V, 2800 Lyngby, Denmark

B. Dagens
Alcatel R&l, Route de Nozay, 91460 Marcoussis,Feanc

Abstract: We propose and experimentally verify a designiziea) a
novel scheme for key optical packet switching fioralities: header-
payload separation, Class of Service segregatidmpacket forwarding.

A. Introduction

A key issue in the design of an Optical Packet &viilg (OPS) node is
how to efficiently combine header reading/insertteahniques with the
packet forwarding [85, p7]. Moreover, how to praviQuality of Service
(QoS) differentiation in statistically multiplexemetworks has recently
received much attention. This paper details howoeehscheme may
overcome these challenges, using a single SemictordWOptical
Amplifier (SOA) based interferometer.

Serial header, sub-carrier modulation and difféeas¢eti phase shift
keying are prominent header encoding techniqueseiiRedesigns use
couplers to obtain an optical copy of the headed, tanable wavelength
converters (TWCs) to erase and insert headers §8h, A recently
proposed orthogonal State Of PolarizationSOP) header-payload
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separation technique [pl11] uses a Polarization Beaplitter (PBS) to

separate headers from payloads, and a simple Railari Maintaining

(PM) coupler to realize header insertion, sincehtbader is removed in
the separation. This was proposed in combinatioth \& scheme for
physically segregating different Classes of Servi@@0S). This

segregation enables the OPS nodes to offer QoSrdfiffiation, thus
meeting the QoS requirements of future serviceh diiferentiated cost
models, and at the same time efficiently utiliziig fibre- and switch
bandwidth [100]. Specifically, offering one CoS lwito packet loss for
Guaranteed Service (GS), and one Best Effort (B& @ith a packet
loss rate and delay decided by available buffeouess, will enable a
wide range of services.

The physical layer packet forwarding can be redlizsy Array
Waveguide Gratings (AWG) based designs [66, 100}.&switch to be
strictly non-blocking in asynchronous operationddn be compatible
with the wavelengths used in the WDM layer, bothgkd- and multi-
stage AWG designs require WCs both before and dfierAWG, to
avoid additional fast space switches [p7].

We propose to realize header-payload separatioB, $&gregation and
AWG-based packet forwarding, by combining the agthtal SOP
scheme with optical logic functions in a TWC. Thd-Active Mach
Zehnder Interferometer (AA-MZI) is a suitable TW@oice, as it is
compact and has demonstrated high-performance sraytdl conversion
and optical processing [102]. Combining the ortha&OP scheme and
a TWC is a good match, since the PBS used for attpgrthe two SOPs
gives stable SOPs to the AA-MZI inputs, and thunogm performance,
assuming polarization maintaining (PM) fibre insitlee switch. An
Automatic Polarization Controller (APC) prior toetf®BS is sufficient to
compensate SOP variations occurring in the trarssamdine [p11]. The
scheme reduces cross-talk and requirements to 8@#nant, since it
avoids simultaneous propagation of two modulateghads at different
SOPs [pl1]. The design realizing this scheme ustithted in Fig. 4.1 a).
The fact that it uses the same number of high-dycanactive
components (tunable lasers and TWCs) as conveht®nis-designs
need for solely doing the packet forwarding, is airmbenefit. The
reported proof-of-principle experiment verifies thRysical viability of
the design’s required TWC functionalities.
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Fig. 4.1. a) The proposed design, combining SOPscaa TWC per
channel. b) Detailed scheme functionality.
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B. Scheme functionality and physical design

In the considered OPS system, only Best Effort (BBArkets have
headers with address information, since GS paclkeéts switched
according to their wavelength, following a predetered path through a
Static-Wavelength Routed Optical Network (S-WRONDQ]. The BE
payloads, BE headers and GS packets are transmittdte two SOPs as
shown in Fig. 4.1 b). In addition, in-band contsaynals, used to erase
headers and laser output during tuning, termed CHRAnd CTRL-L
respectively, propagate at SOP 1.

At the front end of the switch, the PBS splits itm@oming signal into two
components, SOP 1 and SOP 2. SOP 1 enters the ToMCthe left,
containing either a BE packet payload or a CTRInaigSOP 2 enters
the TWC from the right, containing either a GS pHclr a BE packet
header. A passive splitter provides the headeressmr with a copy of
the signals in SOP 2, where it undergoes O/E cairer To exclusively
forward packet headers to the switch control uhi, header processor
can distinguish GS packets and BE headers basedpoe-amble field,
e.g. by letting BE headers start with a uniquepbitern. The TWC will
extract the GS packets from SOP 2 to the “GS oUtpnd also erase BE
packet headers when a CTRL-H signal is presentOf® 3. The GS
packets are then forwarded through a delay [100&tds its output fibre
by the fixed switching matrix, defined by the S-WR@onfiguration,
thereby avoiding contention. The switch control tugbntrols the
forwarding of the BE payload in SOP 1 to the car®&/G output port
via the tunable laser wavelength. Since the TWQaipe out-of-phase,
the CTRL-L signals in SOP 1 completes the BE paYleztraction, by
suppressing the tunable laser output. This is atud asynchronous
operation, where each channel tuning would generatss-talk via the
AWG. As will be detailed elsewhere, in an analysfsthe complete
switch, a fixed output wavelength WC after the AWMSC 1) should
also operate out-of-phase to reinvert the polaasyillustrated in Fig. 4.1
b).

Considering the design, an important aspect ofwtloisk is that the SOA
currents in the AA-MZI are kept constant during @en. This removes
the need for fast control of currents to accommedahanging
functionalities, and the control is tha#i-optical. This enables upstream
“in-band” control, i.e. the upstream OPS node dBtueontrols the
header-payload separation, CoS segregation andresgign of laser
output during tuning in the successive node. These has a number of
advantages for the switch control unit: The SOR8d80S segregation
reduces the workload of the control unit's head®rcessing, since the

66



CHAPTER 4. HYBRID NETWORKS

SOPs are maintained in the network and since Gefmcare

automatically switched according to the S-WRON. tRemmore,

upstream control enables the control unit to iderdi new header and
schedule its insertion, as well as scheduling oRGH and CTRL-L

signals,after it has scheduled the BE payload. Hence, procesdiig

length is reduced to the amount needed for schegloli BE packets, if
the sum of laser tuning time, connection fibre- #&\WG propagation
delay is sufficient for the remaining schedulingndily, the very fast
response times of the TWC enables reduction, on @leination, of

guard times, thereby reducing packet overhead.

For a comparison of the required optical hardwénre, cost of the the
PBS and the APC may very well be counter-balangethb scheme’s
more advanced functionality. In addition, the AP@ymmot constitute an
additional cost, as it may anyhow be required blyeotpolarization
sensitive components in the switch. Finally, usm@WC to perform
header erasure eliminates dedicated optical gaiesthis task, and
suppressing the laser during tuning removes thd fa@eequipping each
tunable laser with fast gates.

C. Experiment and results

Since multiple separations and reinsertions of aigyrbased on their
relative SOP has already been demonstrated [pld]here focus on
verifying the functionality of the TWC. The expeemtal set-up is
depicted in Fig. 4.2 a). The tunable lasers arereatly modulated,
driven by 10 Gbit/s pulse pattern generators (PB@grating with NRZ
PRBS sequences of lengtf*-2, or by patterns emulating packets and
CTRL signals. Bit Error Rates (BER) are measuredesy-sets (BERT).
The co-propagating wavelength conversion of SORduires spectral
filtering, and the tunable Band Pass Filter (BPBgdi here requires
packet-by-packet tuning. However, the scheme campimented by a
less complex solution, namely use a fixed narroflecdon filter,
centered ak; preceeded by an isolator to remove reflectiorns i AA-
MZI.
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The signal quality is expressed by the BER curvesFig. 4.2 b),
revealing power penalties at BER of**1below 2 dB, compared with
back-to-back. This suggests, together with the diggrams of Fig. 4.2
c), that regeneration will be beneficial when traieg many network
nodes. We propose to incorporate this in the WGlegeafter the AWG
(WC 1), similar to [85]. Finally, Fig. 4.2 d) sh@xemulated packets and
control signals, demonstrating successful extracttd BE and GS
packets, polarity inverting wavelength conversidnB& payloads, as
well as suppression of CTRL fields and of laserpatitwhen tuning
should take place. The fast response makes guages tivith respect to
the processing in the TWC redundant.

D. Conclusion

We detailed the novel scheme for header-payloadaratpn, CoS
segregation, packet forwarding and header inseréma successfully
demonstrated the TWC functionalities of the propodesign. Since the
advanced functions can be realized with a minimumadditional

components, compared to conventional AWG-basedjdgsthe scheme
is a promising path towards OPS node design witB Qfferentiation.
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5. Q0S5
Differentiation

5.1.Introduction

The optical layer will benefit from supporting seale QoS levels, as
opposed to a single BE CoS level. As argued in @ndp2, Section B, a
QoS differentiated network tailored to the suppbeplications will not
only provide sufficient QoS for the most demandsggvices, but also
result in improved utilisation of network resourcesvhich is
economically beneficial.

Whilst OPS evaluation typically has focused on Plifits thesis also
addresses the detrimental effect of jitter. Thisiésis gaining increasing
interest, and has recently also been addressedO].[ This Chapter
discusses QoS differentiation, as detailed in dtlewing:

» Chapter 5.2 incorporates an article accepted foligation in IEEE
Communication Magazine [p25], which discusses ngies of QoS
differentiation methods for bufferless OPS: Intensl Packet
Dropping (IPD), Wavelength Allocation (WA) and Remptive Drop
Policy (PDP). The study concludes that PDP hasfer$brmance in
terms of throughput, but that it also has the héglmemplexity. AR
represents a trade-off in terms of performance amplexity. Note
that WA is a special case of Access Restriction )(Addnsidered
below.

e Chapter 5.3 incorporates a BroadNets 2004 conferpaper [p20],
which evaluates the AR based QoS algorithm, prapasgpl9], to
improve the efficiency of the AR method, for a SPWC pool.

» Chapter 5.4 incorporates an OSA Journal of Optidatworking
2004 article [p22], which further develops the ARthod. This study
aims to benefit from a result shown in Chapter F6r a port-
constrained SPN pool, lowest BE PLR is obtainedchforix of TWCs
and FDLs. However, using FDLs raises the questiowleether all
traffic can support the induced jitter. The artidleus studies
performance as a function of increased CoS gratylawith
different PLR and jitter requirements.
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5.2. QoS Differentiation Methods

This chapter incorporates [p25], accepted for pabtion in IEEE
Communication Magazine in 2005.

Evaluation of QoS Differentiation Mechanisms in
Asynchronous Bufferless Optical Packet Switched
Networks
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Abstract. Existing Quality of Service (QoS) differentiati@chemes for
today’s IP over point-to-point Optical WavelengtiviBion Multiplexed
(WDM) networks take advantage of electronic Randroess Memory
(RAM) to implement Active Queue Management (AQMyaithms in
order to isolate the service classes. Since pedabigtical RAM is not
available, these techniques are not suitable folutare all-optical
network. Hence, new schemes are needed to supp&rtd@erentiation
in Optical Packet Switched networks (OPS). In thiticle we first
present an overview over existing QoS differergimtimechanisms
suitable for asynchronous bufferless OPS. We thempare the
performance of the presented schemes, as wellaiatjwely discussing
implementation issues, in order to evaluate thehameisms. In particular,
we present an evaluation framework, which quastifiee throughput
reduction observed when migrating from a best-effwmenario to a
service-differentiated scenario. Our study shoved gre-emption based
schemes have best performance, but also the higmpéementation
complexity.

A. Introduction

During the last decade we have experienced an si¥plgrowth of the
Internet traffic in the core networks. This grovighmainly caused by the
increasing number of Internet users, combined wittreased access

network capacity. For instance, the Internationelefommunication
Union (ITU) reported a 14.7 % growth in the numbérnternet users
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from 2002 to 2003 [104], while the number of DSIbscribers increased
from 36 millions to 64 millions in the same perifd5]. Future traffic
growth must be accompanied by a corresponding grawtthe core
networks, in order to avoid a capacity bottlenetke most promising
transmission technology to satisfy such a demaidagelength Division
Multiplexing (WDM), which enables capacities of seal Thps in a
single optical fibre [4].

Today, WDM is utilized in a point-to-point architeace, which means
that all channels on each fibre are terminatedllimeitwork nodes, for
switching in the electronic domain. Hence, the algrundergo optical-
electrical (O/E) and electrical-optical (E/O) corsiens when entering
end leaving the switch, respectively. This approdufis several
drawbacks, such as high cost, due to extensiveiusgpensive O/E and
E/O converters, and lack of data transparencyNWjreover, electronic
technology faces technological limits when it conteshandling line
speeds above 40 Gbps, which will result in compdexi expensive
switch constructions to accommodate the expectedced@se in traffic
[25]. Hence, today’s point-to-point WDM networkseapredicted to
evolve into all-optical network architectures thavoid O/E/O
conversions of data, such as Wavelength Routed onksW(WR) [4],
Optical Burst Switched networks (OBS) [33, 106] angtical Packet
Switched networks (OPS) [25]. In WR, end-to-endhtizpths are set-up
between communicating end nodes in the core netim®PS and OBS,
packets/bursts are routed hop-by-hop in the optittahain from an
ingress node to an egress node in the core net@arke OPS and OBS
benefit from statistical sharing of link resourcdebey show better
utilization of network resources than WR, and aneist promising
candidates for the future core network. However,c@anmercial
deployment of OPS and OBS requires advances imralekey enabling
technologies, such as optical wavelength convergioi] and scalable
switch matrices with fast switching times [4].

In order to enable a successful deployment of tiead- and mission
critical applications, Quality of Service (QoS) fdifentiation should be
provided in future OPS [108]. That is, the curreest-effort service may
not offer adequate QoS to the most demanding agtjglits such as real-
time video, interactive gaming and tele-medicinertifrermore, although
some applications need better QoS than can bedawliy the best-effort
service, other applications (e.g. e-mail and filmsfer applications) are
satisfied using the best-effort service [108]. Here QoS differentiated
network tailored to the different applications witlot only provide

sufficient QoS to demanding services, but also lrasuan improved

utilization of network resources, which is demanbgeconomics [18].
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Existing QoS schemes for point-to-point WDM netws(lwith electronic
switches) are not suitable for OPS. This is becdhseexisting QoS
schemes rely on Active Queue Management (AQM) élgos to
differentiate between the service classes, e.ggiling high priority
traffic strict priority over low priority traffic,which means that low
priority traffic is buffered until all high prionttraffic has been processed
and the link is idle [110]. In electronic switchtbss is feasible due to the
existence of low-cost, high capacity electronic (Ran Access Memory
(RAM). However, buffering in the optical domaintaday only available
through Fibre Delay Lines (FDLs), where packets dekayed by being
transmitted on a fixed length optical fibre. UsiRDLs as a replacement
for electronic RAM to perform AQM is not feasibleua to several
reasons:

Packets delayed in an FDL can only be retrievedwhkeaves the FDL
after a predefined time, i.e. random memory acces®t possible with
FDL. Hence, complex processing is needed in om@etform AQM on
FDLs. FDLs can only delay packets for a limited amtoof time,
depending on the length of the FDL and on the albwumber of re-
circulations, since each circulation detoriatesaigguality [99]. This,
combined with the bulkiness and cost introducedFBLs, limits the
capacity of an FDL buffer. Hence, new QoS schenvesich take
advantage of intrinsic properties of the WDM layerequired, i.e. the
service classes must be differentiated withouudeof electronic RAM.

In recent research, many proposals for providing @dferentiation in
OPS have been made [54, 111-114, p19]. When coimgdé¢hese
mechanisms, it is important to clearly distinguispnchronous and
asynchronous OPS, because a given QoS differemtiatechanism is in
general not suitable for both architectures. Inchyonous OPS, fixed-
sized packets arrive at a core switch in synchezhiime-slots, where
complex synchronisers compensate for delay vanstimccurring
between packets. In asynchronous OPS, packets rcie at a core
switch at any instant, and there is no need foclanization between
the input ports, thereby avoiding complex opticginchronization
technology.

In this article we present an overview of existiQoS differentiation
mechanisms, suitable for asynchronous bufferlesS.@Ps our aim to
show the differences in performance and complexitihe various QoS
differentiation mechanisms. In particular, we idwoe a quantitative
framework for measuring the throughput penalty eemeed when
introducing QoS differentiation in asynchronous OPS
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B. Contention resolution in OPS

Before we move on to discussing the various QoSergiftiation
mechanisms, we briefly addresses how contention beamesolved in
OPS, since the choice of contention resolution isrcture highly
influences the mode of operation of the QoS difféation schemes. In
asynchronous OPS, contention occurs when a paskééstined for a
wavelength that is currently occupied transmittamgpther packet. The
arriving packet will be dropped unless some comentresolution
mechanism is utilized. The contention resolutiortinamisms proposed in
recent literature can be grouped into three donfaitis):

* Wavelength domain: Contending packets are converted to idle
wavelengths on the same fibre using wavelength exvers. This
technique does not cause additional delay, nordesimg of the
packets.

 Time domain: Contending packets are delayed and scheduled for

transmission a later point in time when the wawgtlens (hopefully)

available. This technique results in an additiatelhy and may result
in reordering of packets. It is important to nadtattusing the time
domain for contention resolution in this mannerfusdamentally

different from buffering using electronic RAM todaystore-and-

forward networks: In the latter, all packets ardfdned, although

resources are available, while in the former, augtending packets
are buffered.

» Space domain: Contending packets are transmitted on the same

wavelength on another idle output fibre, which ké&ml another node
than originally intended. Hence, the packets mdiponon-optimal

paths toward its destination. This technique paéntresults in a
large additional delay, which increases both thebability- and

magnitude of packet reordering.

As shown in [87], both the wavelength- and time dontan effectively
reduce the packet loss ratio (PLR) in the caseoatemtion. However,
since utilizing the time domain implies the useF@Ls or electronic
RAM [114], the switch complexity and hardware costreases. Also,
due to the added delay from the buffers, packetg enaerience an
increased end-to-end delay and potential reordesfngackets within a
stream, which is unfavourable for e.g. high quaditigaming services and
TCP connections [p22]. Regarding the space dontaénauthors of [115]
show that only a limited reduction in the PLR candzhieved. Hence,
due to the drawbacks and limitations associatech wibntention
resolution in both the time- and space domain, e on an optical
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packet switch architecture that exclusively utdizéhe wavelength
domain for contention resolution (see Section Grldetails).

In such a bufferless OPS architecture, the mosifgignt QoS parameter
is the PLR [pl19, p22, 54, 87, 97, 111-114] thatitefrom network layer
contention. Since there are no contention resalutiouffers at

intermediate nodes, the end-to-end delay is godebyethe propagation
delay, and possibly the packet assembly delayeéninbress router, and
will not be addressed further in this article.

C. QoS differentiation in asynchronous bufferless O PS
networks

QoS can be provided based on a per-flow-, or ceralass classification
of the traffic, which is analogue to the IETF Int$eand DiffServ
approaches, respectively [116]. In this article feeus on per-class
classification of the traffic, due to the scaldiilproblem associated with
per-flow classification of the traffic in large mairks.

For the per-class architecture, the QoS guarartaeshe expressed as
relative to other service classes (relative guaes)tor within absolute
bounds (absolute guarantees). With relative gueeantQoS parameters
of a certain service class are given relative tottzar service class, e.g.
PLR for low priority traffic / PLR for high priont traffic = 1¢. With
absolute guarantees, QoS parameters of a ceriiiceselass are given
upper bounds, e.g. PLR for high priority traffic 20*. This article
focuses on relative guarantees, but it should hednthat the presented
QoS differentiation schemes may be extended to iggowabsolute
guarantees as well, as shown in [111] for the Pp&ige Drop Policy
(PDP).

In order to isolate the PLR between the servicesda in asynchronous
bufferless OPS by utilizing the WDM layer, thredfelient mechanisms
may be used: Access Restriction, Preemption, arckePadropping.
Further on we describe these mechanisms in detadl, present QoS
differentiation schemes utilizing these mechanisms.
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C.1 System model

n| Control Module

!

I

F4<N :IZ: : F

Fig. 5.1. Generic optical packet switch.

We consider a generic optical packet core switctih Wi input/output
fibres andN wavelengths per fibre, as illustrated in Fig. She switch
has a full-range wavelength converter placed ah eatput wavelength.
As will be become evident in the next sections, ensider two
scenarios:

Best-effort scenario All packets belong to the same service classaaed
treated equally, which results in all packets hgihre same PLR.

Service differentiated scenario There are two service classes in the
network, where service class 0 is given prioritgroservice class 1. The
service classes are isolated by using one of thesidered QoS
differentiation schemes presented in Section ©2-

We assume a uniform traffic pattern, which meaaswe can restrict our
study to consider a single output fibre (which niiyany output fibre),
denoted as the tagged output fibre. When a packiges to the optical
packet switch, the packet header is extracted amlerted to the
electronic domain for processing, while the pagbayload is delayed
using input FDLs, as illustrated in Fig. 5.1. Relijag the tagged output
fibre, let the ternP,. denote the PLR in the best-effort scenario, aed th
termsPy, and P, denote the PLR for service class 0 and 1 in thecse
differentiated scenario, respectively. Also, &t and S, denote the
relative share of class 0 and class 1 traffic, @etipely. The throughput
is defined a$5,~1-P, for the best-effort scenario, atd+1-(SPo+SP1),
for the service differentiated scenario. Finallgndte the class isolation
as |=Py/P,, to quantify the relative PLR difference betwebp tervice
classes. Table 5.1 summarizes the parameters used.
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The numerical results presented in the next sextimve been obtained
using the analytical models presented in [111, 11Z], which are based
on discrete-time Markov chains.

Table 5.1.
Parameter Description

F Number of input/output fibres in the switch.

N Number of wavelengths per fibre.

A Normalized system load.

S Relative share of class 0 traffic.

Pre Packet loss rate in the best-effort scenario.
Ghe Throughput in the best-effort scenario.

Po Packet loss rate for class 0 traffic in the serdierentiated scenario.
P, Packet loss rate for class 1 traffic in the serdifferentiated scenario.
Gy Throughput in the service differentiated scenario.

n Number of wavelengths reserved to class 0 tra¥iig\).

p Probability of successful preemption (PDP).

d Probability of dropping a class 1 packets (IPD).

on
ClassC <77 ] & nnt ClassC —— 3N,

O N-n 1

O N-n-1 1-d ;
Class 1 ~ { ! Class 1 ‘ > L

1 d

o1

(a) (c)
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U K

time time

:
(b)
Figure 5.2. The mode of operation for the WA (a),ite PDP (b) and
the IPD (c). In (a), both service classes have assdo wavelengths 1
to N-n, while only class 0 packets have access to wavejrs N-n+1
to N. In (b), a class 0 packet preempts a class 1 patkarrently in
transmission on wavelength\,. In (c), a proportion d of class 1 traffic
is dropped before reaching the tagged output fibre.
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c.2 QoS differentiation schemes based on access re  striction:
The Wavelength Allocation algorithm (WA)

With access restriction, a subset of the availabsources (may be
wavelengths, wavelength converters, buffering spate) is exclusively
reserved for high priority traffic. This means that priority traffic has

fewer resources available than high priority t@gffivhich results in a
lower PLR for high priority traffic, compared towgpriority traffic.

An example of a QoS differentiation scheme basedamess restriction
is the Wavelength Allocation algorithm (WA). HergsN wavelengths at
the tagged output fibre are exclusively reservedcfass 0 traffic [112],
as illustrated in Fig. 5.2 a). That is, as londess tharN-n wavelengths
at the tagged output fibre are occupied, both nkwscO and class 1
arrivals are accepted. In the opposite case, oldgscO arrivals are
accepted, whilst class 1 arrivals are dropped tiegun a lower PLR for
service class 0 than for service class 1. The diadation () may be
controlled by adjusting the number of wavelengtiserved for service
class 01). Fig. 5.3 shows how the PLR for class O trafcietases, and
the PLR for class 1 traffic increases, with incregs.

1,0E+00

1,0E-01

1,0E-02

1,0E-03

PLR

1,0E-04

1,0E-05

——a&— PLR for class 0 traffic
——#—— PLR for class 1 traffic
—— —Average PLR
————— Best-effort PLR

1,0E-06

1,0E-07

0 1 2 3 4 5 6
Number of wavelengths reserved to class 0 traffic (n)

Fig. 5.3. The PLR as a function of the number of waelengths
reserved for class 0 traffic () for the WA. N=16,A=0.5,5=0.2.
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C.3. QoS differentiation schemes based on preemptio  n: The
Preemptive Drop Policy (PDP)

With pre-emptive techniques, all free resourcesaaedlable to all traffic.
However, when all resources are taken, a highipripacket may take
over (preempt) a resource currently occupied bgva priority packet,
which is then (at least partially) lost. On theestihand, a low priority
packet cannot preempt any other packet. Henceyenage less resources
are available to low priority packets than to highority packets,
resulting in a lower PLR for high priority traffic.

1,0E+00

1,0E-01

1,0E-02

% 1,06-03
a

1,0E-04

——&——PLR for class 0 traffic
——&——PLR for class 1 traffic

1,0E-05

Average PLR
— — — — Best-effort PLR

1,0E-06

0 01 0,2 03 04 05 0,6 07 08 0,9 1
Preemption probability (p)

Fig. 5.4. The PLR as a function of the preemptionnobability ( p) for
the PDP.N=16,A=0.5,5,=0.2.

In the Preemptive Drop Policy (PDP) [111], a clagsmcket may preempt
a class 1 packet currently occupying a wavelengthen all N
wavelengths at the tagged output fibre are occypigdlustrated in Fig.
5.2 b). This means that a class 1 packet is lestaul of a class 0 packet,
which intuitively results in a lower PLR for claBdraffic relative to class
1 traffic. If there are only high priority packetsccupying the
wavelengths, preemption is not possible, and theirg class 0 packet is
lost. The design parametprdenotes the probability of preemption, and
can be used to control the class isolation. Thatli®n all wavelengths at
the tagged output fibre are occupied, and a clgsscRet arrives, there is
a probabilityp that preemption takes place given that there Esscl
packets currently in transmission. Hence, viti®d one expects the PLR
for class 0 and class 1 traffic to be equal, wile maximum class
isolation is obtained fop=1. In the latter case, class O traffic is lostyonl
when a class 0 arrival finds all output wavelengtioupied transmitting
class 0 packets. Fig. 5.4 shows the PLR as a imcii the preemption
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probability (). We confirm that the PLR of both class 0 and<lasare
equal for p=0, before decreasing and increasing, respectivelth
increasingp.

Cc.4. QoS differentiation schemes based on packet dr  opping:
Intentional Packet Dropping (IPD)

With packet dropping, low priority traffic is dropd with a certain
probability before attempting to seize a resourthis results in an
increased PLR for low priority traffic, but alsadacreased PLR for high
priority traffic, since the total system load om tlesource decreases.

A packet-dropping scheme for OBS, Intentional Pa&k®pping (IPD),
has been proposed in [113], but this scheme malybealsed for OPS as
well. Here, class 1 packet arrivals are droppet @iprobabilityd before
reaching the tagged output fibre, as illustratedrigy 5.2 c). This has two
effects: First, the PLR for class 1 traffic incregassince packets are
dropped with a probabilitd (in fact, P;>d). Second, the PLR for class O
traffic decreases since the system load on theethdipre decreases
compared to the best-effort scenario. Hence, thenpeterd may be used
to control the class isolation between, e.g.deb we expect an equal
PLR for the service classes, while fixl we expect the maximum class
isolation. In particular, for the latter case, veé thatP,;=d=1.

Fig. 5.5 shows the PLR as a function of the drogirobability ¢). We
see that the PLR for class O traffic decreasestaedPLR for class 1
traffic increases as the paramedencreases.
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Dropping probability (d)

Fig. 5.5. The PLR as a function of the dropping prbability (d) for
the IPD. N=16,A=0.5,5,=0.2
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D. Comparison study of QoS mechanisms

A crucial issue regarding deployment of QoS diffetia@ion in
asynchronous OPS is the associated decrease thrtheghput. This is
due to the non-optimal utilization of resourcesuhisg from utilizing the
WDM layer to differentiate between the service st&s as studied e.g. in
[111, p22]. Clearly, this drawback should be mirsied. In this section
we therefore present a general evaluation framewodtder to quantify
this effect (Section D.1), as well as a comparistrdy of the above-
presented QoS differentiation schemes (Section D.2)

D.1. Comparison framework

We consider the case where the network migraten fite best-effort
scenario to a service differentiated scenario Wit service classes. This
means that the throughput changes frégp to Gs¢ DenoteS as the
relative decrease in throughput when introducin@ Qifferentiation:
S:Gsdzl_(SOP°+S—*B (5.1)
Gbe 1_ I:)be
For instanceS=0.80 means that the throughput is 80 % of theujinput
prior to the introduction of QoS differentiationehte, the ideal situation
is to haveS=1.0, which means that employing QoS differentiatitoes
not influence the throughput. In this case, thera bne-to-one mapping
between lost class 0 and class 1 packets, i.e. @ash 1 packet that is
lost due to QoS differentiation actually preventslass 0 packet from
being lost. However, as we will see in the nextieac in practice we
often find situations wherg<1, which means that there is a non-optimal
utilization of the network resources in the senddéerentiated scenario.
The proposed comparison framework is general angl lmaapplied to
evaluate the throughput penalty of QoS differeidiaschemes suitable
for asynchronous OPS with buffering as well as bymiwous OPS.

D.2. Numerical evaluation

We evaluated the performance of the WA, PDP andRbe using the
proposed evaluation framework. Fig. 5.6 shows ttieiwughput penalty
Sas a function of the isolation degréefor system loads of 0.2, 0.5 and
0.8. First, we observe th&pp=Sy=Sep for all considered scenarios,
which indicates that the PDP has the least redudticthe throughput,
followed by the WA and the IPD. In particular, weesthatSpp=1.0 for

all considered scenarios, which indicates thauseof the PDP does not
reduce the throughput significantly. However, foe WA and IPD, we
see that the value &is well below 1.0 when the system load is 0.5 and
0.8, and that IPD suffers the most.
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The reason for the observed differences betweersdhemes is that in
the WA and IPD, packets are dropped although wagths are idle,
while in the PDP all wavelengths are shared amomdjstarrivals.
Moreover, since the WA drops packets only whentdigged output fibre
is highly strained, it shows better performancenttree IPD, which drops
packets independently of the state of the taggguubtdibre. On the other
hand, for a low system load of 0.2, there is naifitant throughput
reduction in neither cas&y=Srp=Spr=1.0. Hence, for sufficiently low
system loads, the initial PLR is so low that theidl isolation, although
achieved for a relatively large change in the PitRaih service classes,
does not significantly reduce the throughput.

E. Implementation issues

To complete the evaluation of the QoS differentimtmechanisms, we
gualitatively discuss their implementation complexiWe make a clear
difference between hardware complexity and schegutomplexity.

Increased hardware complexity stems from additibaatiware resources
needed to manipulate optical packets in order talize the QoS
differentiation scheme, whilst increased schedulognplexity results
from additional electronic processing associateth Wwhplementing the
QoS differentiation scheme.

Note that best-effort schemes requires a switchrixnats discussed in
Section C.1, and a scheduler which tracks the stditaall output
wavelengths, including the remaining duration ¢dadted packets.

Regarding the IPD, no additional hardware is resljias class 1 packets
are randomly dropped before reaching the outpue fid/hen it comes to
scheduling, the IPD has the same complexity ashim hest-effort
scenario, since no additional state informationualibe output ports is
needed.

Regarding the WA, no additional hardware is reqlitéowever, when it
comes to scheduling, the switch must compare timbeu of occupied
wavelengths at each output fibre withto be able to drop class 1 packets
when there arbl-n or more wavelengths occupied.

For the PDP, the output wavelength state informathwust also include
the service class of the packet, to be able toepmgt only class 1
packets. An improvement of the PDP is achievedrbgmpting the latest
class 1 arrival, to minimise the “wasted bandwidtiThis requires
including information about when the currently ssiéd packets arrived.
Regarding hardware complexity, additional hardwarnequired to erase
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the part of the preemptied packet that has alrdshin transmitted, to
minimise the bandwidth utilization in downstreandas.

Table 5.2.
Scheduling complexity Hardware complexity Performace
IPD Low Low Poor
WA Medium Low Medium
PDP Medium-High Low-Medium Good

F. Conclusions

This article has provided an overview of existingSQmechanisms for
asynchronous bufferless OPS. These schemes aranfiendally different

from the schemes utilised for store-and-forward woeks, since

electronic RAM is not feasible to implement in thetical domain. We

have evaluated the overall reduction in the thrpughas QoS

differentiation is introduced in asynchronous buées OPS. Based on
the proposed evaluation framework, we have shoanttte PDP has the
best performance, followed by the WA and the IPDisTdifference is

more accentuated when the switch is highly straimgdch arguably is

also the scenarios in which QoS differentiationneeded the most.
However, regarding implementation complexity, thBPPis the most

complex followed by the WA and the IPD. These firgdi are

summarized in Table 5.2.

ACKNOWLEDGEMENTS

The authors wish to thank Telenor R&D for suppatthis work, and
Andreas Kimsaas at the Department of Telematicsdhrable advice.

84



CHAPTER 5. QOS DIFFERENTIATION

5.3.Access Restriction in TWC SPN Pools

This chapter incorporates an IEEE BroadNets 200dfe@nce paper
[p20] (the proceedings contains a shorter postesian).

Performance analysis of a low-complexity and
efficient QoS differentiation algorithm for bufferl ess
optical packet switches with shared wavelength
converters in asynchronous operation

Martin Nord (mn@com.dtu.dk)

Research Centre COM, Technical University of DerknBB45V, Lyngby, Denmark &
Telenor R&D, 1331 Fornebu, Norway.

Abstract. This paper discusses the influence of node adjgcdibre
wavelength count, overload situations and potetitigirovements to a
low-complexity Quality of Service differentiationcteeme with high
efficiency, in terms of overall packet loss to dbta given service-class
isolation, suitable for asynchronous operation.

A. Introduction
A.l. Class of Service (CoS) Requirements

It is not possible to foresee the requirementsutifiré applications and
services. However, it is unlikely that all futumaffic requires very low
PLRs. A widespread belief is that the IP protocdl wrther gain in

popularity to constitute a network layer supportiagwide range of
applications. Some applications, such as transpbrt/oice over IP

(VolP), may be satisfied with a PLR of around 1%0[p4]. For file

transfers, satisfactory TCP performance imposésiaito the maximum

PLR for a given end-to-end delay, since the prodadigiacket loss rate
and the square of the throughput-delay productldhioel less than one,
where the throughput is measured in packets/secmmd per TCP
connection basis [118]. This is valid for randonsdp but has been
proposed as a design rule to find order of magegufbr acceptable
PLRs of TCP transfers over OPS in a US scenarith am end-to-end
network delay of 50 ms [119]. Assuming a 1 Mbit/€F connection
using 1500 Bytes packets results in a maximum m&twaR of 5.4 %.

This corresponds to a 6-node network with a PLR &6 each, assuming
constant PLRs at each node. For half the TCP ctionethroughput and
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the same delay, a 5 % PLR at each packet switehBimode network is
then acceptable. Other applications may requirearé&tPLRs in the 10
and 10 range [p4], like MPEG-2 video codec streaming.

To illustrate the proposed QoS differentiation sulethe client traffic of

the OPS transport network is here divided into ®@a$s. Since delay in

the switches is negligible to transmission delagun bufferless network,

the CoS are differentiated solely on the PLRs [P, 121], with CoS1

and CoS2 calling for PLRs in the range of #hd 1@, respectively. The

fraction of traffic in each CoS is equal on averagkich puts quite hard

demands on the network, since generally, overafopaance decreases
with the fraction of high priority traffic [114].

A.2. QoS differentiation in OPS and OBS

Future IP networks may support QoS differentiatiora scalable way,
e.g. by implementing the relative-CoS-priority IEDHfServ approach,
based on per-hop behaviour [57, 108]. The asyncusrand variable
packet length nature of the Internet, makes andmsgnous, VLP OPS
core transport network with QoS differentiation gog a good server
layer candidate [54].

An approach to QoS differentiation could be to gaicess restriction at
the ingress nodes, where having packets in elatfioecm enables quite
advanced functionality. However, this approach woukquire an
accurate view of the network state, to avoid unsemey packet discards
at the ingress. This is not readily available ibneks with a high traffic
pattern dynamics.

A different approach, similar to the DiffServ apach, is to map the
packets at the ingress onto data units with aquaati CoS encoded in the
control information. The packets are then not gdatifferently (thus not
unnecessarily discarded) until they actually enteuna potential
congestion situation in one of the core opticalkpacswitches. QoS
differentiating by Wavelength Allocation (WA) sches) also termed
Access Restriction (AR) schemes, have been appbe&DL buffer
wavelengths in asynchronous- [54] and in slottefl] [Bperation, to
electronic buffers inputs in asynchronous operatid], as well as to
TWC access in a bufferless approach with asynclumiperation [112]
and full wavelength conversion capability.

A.3. Outline and rationale for this study
The work in this paper is a part of a study on aaitity constraints and
QoS differentiation in asynchronous VLP OPS netwofkhe study aims

at obtaining a high functionality/cost ratio, by kit hardware savings
to limit complexity and by keeping a low schedulicgmplexity. Similar
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to [95], contention is resolved exclusively in tlavelength dimension.
Using Shared Per Node (SPN) TWCs, a QoS differémtizalgorithm,
restricting access to both TWCs and output inteda¢wavelength
channels) was proposed to improve efficiency imgeiof the ratio of
overall loss and obtained isolation [p19], compatedsingle-resource
algorithms. This algorithm enables a more flexibl@oS-aware
dimensioning in the Shared Per Waveband Plane (S§PuéRign,
resulting in potential overall hardware savingsgjp1

This study extends our former works by investigatinree performance
aspects of the QoS algorithm’s performance:

» Potential improvements to the algorithm.

* Impact of node adjacency.

* Impact of temporarily (low-dynamic) overloads stioas.

In this work we consider a single node, as in [dd.#]this could also be a
Waveband Plane, as in [p15], assuming that thersereral independent
parallel planes. Different from most existing wobyt similar to [114],
the performance of QoS differentiation algorithnssinvestigated for
systems with rather high wavelength count.
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B. Quality of Service Differentiation by Access Res triction
a) No QoS differentiation
INPUT FIBER 2 AT.bocket 4 OUTPUT FIBER 2 ‘
A, I Packet4, Cos 1 —> OF ] piscARD / ...... » NI Packet 2, Cos T\ A,
A [ Packe(3,Co52 50F, e W/ A
A, DY Packet2, Cos 1 = 0F, N\ /}: N s Packet3Cosz | A,
AlE Packet 1, CoS 1 —> OF. 2 Packet 1, CoS 1 % )\1
INPUT FIBER 1 DT pocrers OUTPUT FIBER 1

b) With QoS differentiation

INPUT FIBER 2 AT packet 4 OUTPUT FIBER 2

A, Preciets cost > oF, \._\ o RN Packet 2 os T WY A,

A [ se ] osomo )( A

A, N\ Packet2 Cos 1 —>0F, \\Y 7N [ _ackeizcosi ] A,

A1E Packet 1, CoS 1 => OF, ‘EW )\1
INPUT FIBER 1 D.T.packet 1 OUTPUT FIBER 1

Fig. 5.7. Case oF=2, W=2, with traffic with contention that cannot
be resolved in the wavelength domain. QoS differeiattion saves a
CoS1 packet on the expense of a CoS2 packet.

The principle of QoS differentiation by differertiireg the access to
network resources is illustrated through an exampléig. 5.7, showing
incoming traffic with contention, meaning that matean one packet
contend for the same output wavelength on the sanmut fibre. In this
example, Packet 1 and Packet 2 are being switchedIhput Fibre 1, to
Output Fibre 1 and to Output Fibre 2, respectivéipen Packet 3 arrives
on Input Fibre 2, its own wavelength;, is currently occupied on the
requested output fibre. The contention can be vedain the wavelength
domain, as shown in Fig. 5.7 a), by converting paeket toA,, when
switching it to Output Fibre 1. However, in thissea a later arriving
packet cannot be switched to this output fibregesiall wavelengths then
are occupied at its arrival time.

When Packet 4 is a CoS1 packet, it could be givemity over Packet 3,
which is a CoS2 packet. Fig. 5.7 b) illustratesexample, where the
control unit only allows the CoS2 packets to beadted if there is more
than one free wavelength at its requested outpug.fiThis increases the
probability of successful allocation of future Cofdckets, and Packet 4
can now be allocated, at the expense of the disddPdcket 3.
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a) No QoS differentiation

INPUT FIBER 2 AT packet 4 OUTPUT FIBER 2
A, [rackezcos i o, [W\C s > NN Packer2, Cos T NN A,
A, NN Pecket2 Cos 1 = 0F, N\ 7 \\.}_ --------------- »l  Packet3 Cos? :] A,
)‘1E Packet 1, CoS 1 => OF % Packet 1, CoS 1 %\‘l Packet 4, CoS 1 l )\1
INPUT FIBER 1 DT packet 1 OUTPUT FIBER 1

b) With QoS differentiation

AT packe OUTPUT FIBER 2
A, INPUT FIBER 2 iﬁt:gﬂ_ﬁﬂ _______ N AL Packer2, o5 T N\ A,
A {:?:;{;?m:&l_-_j DISCARD \\{" g A
A, R\ Packet2,CoS 1 08, \\\\\ e VA T
A, [ Packet 1, Cos 1 =5 OF, 4 V packeti,cos1 7] A
INPUT FIBER 1 DT pocket 1 OUTPUT FIBER 1

Fig. 5.8. Case ofF=2, W=2, with traffic with contention that can be
resolved in the wavelength domain. QoS differenti&n induces a loss
of a CoS2 packet, which does not save a CoS1 packet

In slotted operation, with fixed packet length asyhchronous packet
arrival, the control unit knows all the packetsb® switched within the
time-slot, and the algorithm can hence ensure@o&2 packets are only
discarded, when they prevent a CoS1 packet fromgbeiscarded.
Moreover, no voids are formed, and the overall PhEhe case of QoS
differentiation, PLRyith_qos pirs Will remain the same as the best-effort
PLR, PLRsg, i.e. overall PLR when not applying QoS differatitn. In
asynchronous operation, however, the control updésdnot know future
packet arrivals when allocating a packet. This ddag¢ accomplished by
introducing input FDLs to get a “time-window” or dhizon” in which it
studies the arrivals, before allocation resourcesearlier packets.
However, this increases the computational effortthre control unit's
allocation algorithm. In this paper, the controitutifferentiates access to
node resources, based on current allocations armdywathout studying
their duration, as opposed to some offset-based sgBS8mes [p4]. This
can be a low complexity approach, particularly ediifor asynchronous
operation with variable length packets, and thereblping to alleviate
the potential OPS/OBS control plane bottleneck [i&0).

The potential drawback is an increase in overalRPlvhen either no
CoS1 packet exploits the vacancy left by a dis@hr@eS2 packet, or
when a certain time passes before the CoS1 paoketsa This “void”

leads to decreased utilisation and will increasepttobability of discards
of later arriving packets. The situation in whiclh @ntention can be
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resolved with wavelength conversion is illustraireéFig. 5.8 a), since the
already allocated Packet 1 on Output Fibre 2 depaefore Packet 4
arrives, i.e. the Arrival Time of Packet 4 is larghan the Departure
Time of Packet 1 (A.Backet 2> D.T packet )- HOWever, applying the same
QoS differentiation algorithm as above still trigg¢he discard of Packet
3, even if Packet 4 does not need this for futliceation, as illustrated

in Fig. 5.8 b). Hence, contrary to the situatiorFig. 5.7 b), it does not
decreas®LR-.s;, Whilst still increasingPLReosa2

QoS differentiation through Access Restriction (AfRus obtains the
desired effect of increasing the ratioRifR-,s,andPLR-.s; but it comes
at the expense of an increase in PLR,RIERytH_qos_pirr> PLRse. We
propose to quantify this effect by introducing asolation factor,
PLRsoLaTion @and a penalty factoRLReenaLty[P19], defined in (5.2) and
(5.3), respectively. The efficiency of different ®algorithms, or their
parameter setting, can then be evaluate®beena Ty VS. PLRsoLaTION
graphs.

PLR.,
PLRsotarion = PLE = (5.2)
oSL

PLR, — PLRymH_gos_orer _O05(PLRyyg +*PLRye) _ PLR. when PLR, ., <<PLR. (5.3)
ENALTY PLR, PLR, PR, o3 02
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C. Performance of QoS algorithm
C.1. Context
PLRe vs. WCR for different F and W

PLR

BE —e PIR-

F=4, W=32
—0—PLR - F=8, W=32
1E-2 ! e—
2\\‘\ - —A— PLR - F=4, W=64
—A— PLR - F=8, W=64
1E-3 \ N \\i\j\‘k\ﬁ—\ :
1E-4 \ &\’& ¥— PLR - F=4, W=128
o3 E\, \i\%,_v_ PLR - F=8, W=128
\ e |
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\,Z —&— PLR - F=4, W=256
1E-6 —O— PLR - F=8, W=256 -
| | | |

050 052 054 056 058 0.60 062 064 066 068 070 WCR

Fig. 5.9.PLR ge vs.WCR for average channel load of 0.W of 32-256,
for F=4 andF=8.

The case study is that of the SPN TWC pool in asyorous operation,
with exponential packet length distribution andyatem load of 0.7. The
performance is illustrated in Fig. 5.9, and theenddsign is illustrated in
Fig. 3.10.

Section C.2 - C.5 evaluates the QoS algorithmFfef, with W=64 and
WE128, to allow high performance of the wavelengtmdin contention
resolution. Section C.6 investigates the effect infreased node
adjacency £=8), and Section C.7 studies overload situatiohe VWCR
being the ratio of TWC count arfél\, is chosen in each case to reach a
PLRsc close to 16, in order to obtain a significant (~40%) TWC count
saving, while still be able to accommodate an iaseeinPLR:,s2 For
F=4, theWCRvalues are then chosen to be 0.625 and 0.5W4&4 and
WE=128, respectively. This dimensioning results RhRse values of
(1.6+0.1)x10° and (1.20.1)x10° respectively.
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c.2. QoS differentiation algorithm

Is Direct Mapping
(DM) possible ?
(Is OWL A, at F free?)

'CoSX' =CoS1? Allocate packet at OWL }‘X atF.
YES NO No TWC used.

Now (F) >0 Now (F) > WRy,
&N, >0? &Ny > PFWAWCR'R,, . 2

YES NO

Allocate packet at free
OWL, AY at F, using a TWC

Fig. 5.10. QoS differentiation algorithm with Ditedapping (DM)
preference.

The QoS differentiation algorithm is formulatedFig. 5.10. The ratio of

reserved TWC in the pool is denot&jc and the ratio of reserved

wavelengths on any given output fibre is dend®g. The number of

free TWCs in the pool, and the number of free wavgth on output fibre

F, are denoted\rwcandNow (F), respectively. Depending on the setting

of Rwe, andRyy, the algorithm can give the three cases listedvizel

» A BE algorithm, i.e. no QoS differentiation wh&y=Ry=0 (thus
PLRsoLaTioNePLReenaLT+1).

» A one-dimensionaQoS differentiation algorithm, when eithgfc>0
or Ry >0 (exclusively).

* A two-dimensionalQoS differentiation algorithm, when boly,c>0
andRy>0.

C.3. One-dimensional approaches

Packet belonging to 'CoSX’
arriving at IWL - Ay
requesting output fiber F.

One-dimensional, or single-resource based, AR #lgos are evaluated
in Fig. 5.11. In the case of a pure wavelength ewsion reservation
scheme (“pure WC reservation”), the reservationapeter isRyc,
exclusively. In the case of a pure output wavelengservation scheme
(“pure WL reservation”), the reservation paramétdr,,, exclusively.

Fig. 5.11 a) illustrates that for approximately g@mePLR-.s; the pure
WL-reservation scheme achieves low8lR..s; than pure WC-
reservation scheme in the caseV#f64. Fig. 5.11 b) illustrates that for
W=128 the situation is reversed; the WC-reservafoheme achieves
much lowerPLR:,s:than the pure WL-reservation scheme, for the same
PLR:ysa2 Furthermore, foMV=128, only a very small fraction of TWCs
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needs to be reserved to achieve a very RiviR.,s; These differences
reflect the increased relative scarceness of TWCOAFL28, since the
PLRse vs.WCRcurve is very steep in the regionWfCR=0.57.

Fig. 5.11 c) and d) better illustrate these alhomi’ efficiency by
plotting penalty vs. isolation graphs. The valuB®bRso ation (5.2) are
calculated using the valuesER:,s;andPLR,s,that are plotted in Fig.
5.11 a) and b). Th@LRsgnacty (5.3) values foM=64 andW=128 are
calculated relative to the value BERse achieved for the san\ values,
W=64 and W=128, respectively. FOMW=64 the pure WL-reservation
scheme cannot achieve an isolation factor of 1aBont exceeding a
penalty factor of 5. FoW=128, the pure WC reservation scheme
achieves a much higher isolation for a quite lowabiy.
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Fig. 5.11.PLRcos; and PLRc,s, as a function ofRy, (for pure
wavelength reservation) and oRyc (for pure WC reservation), for a)
W=64, and b)W=128. c) and d) show resulting Penalty vs. Isolatio
curves for pure WC reservation and pure wavelengthieservation,
for W=64 andW=128, respectively.
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Cc.4. Two-dimensional approaches

To evaluate the two-dimensional QoS differentiatialgorithm, the
access threshold is a combinatiorRak andRy,, effectively forming an
(Rwe, Rwo) access threshold “duplet”.

To quantify the performance of this algorithm, th&ameter space is
scanned by setting the values in the duplet equ#he values used for
RwL andRyc in the above one-dimensional approaches.

To illustrate the PLR of both CoS in this paramedpace, Fig. 5.12 a)
and b) plotPLR-,s;andPLR:,s.for each of the three selectBg, values
for increasingRyc values. These values are used to calculate theewval
for the penalty vs. isolation curves of Fig. 5.32and d). Recall that the
pure WC reservation corresponds to the caseRgfO; the figure
confirms that these two curves overlap. Furthermdhe pure WL
reservation corresponds to the case with cas&,ef0; hence this curve
overlaps with the left-most point on each of the-imensional curves.

a) PLR. .. and PLR for F=4,W=64 b) PLR ., and PLR ., , for F=4, W=128

PLR A $ N A1

102 L -
M‘ &
FE —O-PLR_,-R,,:0.00
10 PR oosp —O-PLR_,-R,:0.10
kA —/—PLR_,-R,,:0.20
—B-PLR_-R,:0.00

—@-PLR_,-R,:0.10
—A—PLR_,-R,:0.20

CoS1 CoS2’

PLR
102

10

104

10° T
10° 10° \t
0.00 0.05 0.10 0.15 Rue 0.00 0.01 0.02 0.03 004 Ryc
c) PENALTY vs. ISOLATION, for F=4,W=64 d)  PENALTYvs. ISOLATION, for F=4,w=128
PLR PENALTY PLR PENALTY
11 11
1 10 = A—D
o o o AT
8. F O / 8- —@—Pure WC reservation
/ / —l— Pure WL reservation
2 / / AN ; —{I2-dim, R,,: 0.00
/ —0O~2-dim,R,,: 0.10
5 / /é‘,/_—-/\— A 5 —A—2-dim, ;'MA: 020
: p’ / —@— Pure WC reservation| :
Pure WL
Ml @ LroamR. 000 > -2 0—0
O —O-2-dim,R,,: 0.06 — ) ——pmr¢
1 —/\—2-dim, ;’MA 0.12 11'@/@{
1 10 10? 108 10¢ PLR 1 10 10? 108 10* PLR

ISOLATION ISOLATION

Fig. 5.12. a) and b) shoWLRc.s; and PLR ¢, fOr two-dimensional
algorithm. Resulting Penalty vs. Isolation curves i@ shown in c¢) and
d), showing one-dimensional approaches for compans.

As illustrated in Fig. 5.12 ¢) and d), fe¥=64 and fol\=128, the two-
dimensional approach has a lower or equal pendian tthe one-
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dimensional approaches, given the same isolatian.f& W=128, more
than a decade improvement in isolation is obtainsthg the two-
dimensional algorithm. Overall, higher wavelengtiumts decreases the
penalty of high isolations, thereby enabling veow IPLR;,s; when
correctly setting Ryc and Ry Hence, we conclude that a two-
dimensional approach is more efficient and flexibi@n one-dimensional
approaches. Furthermore, the performance scalésvitieV.

C.5. Direct Mapping Preference

A peculiarity of the algorithm is that it allows 68 packets to be
allocated even if either of the thresholds is \eda provided that the
packet can find its own wavelength free at the ested output fibre.
Whilst this makes sense from a pure TWC utilisapomt of view, since
the packet does not consume any TWCs anyway, teetef more
complex with respect to wavelength utilisation. fiact, this direct
wavelength mapping preference of the algorithm elsedPLR-.s, but
the increased utilisation may cause rejection oghesaCoS1 packets,
increasingPLRes: In theory, an increased amount of directly mapped
packets increases the probability that a latewiagi packet from the
same input fibre, going to the same output fibrdl imd its own
wavelength free, thereby also avoiding use of a TiMCthese packets.
This increased number of direct mappings can b#iag to reduce the
WCRor to decrease the overall PLR, iBLRytH qos pirs fOr the same
WCR

Fig. 5.13 compares the penalty vs. isolation graghke algorithm with
and without such Direct Mapping (DM) preferencecdnfirms that for
the BE caseRw=Rw.=0), there is no difference between the algorithms.
For W=64 the two algorithms have very similar performanBut for
high isolation ratio the algorithm without DM preéace is slightly
better. ForWw=128, the situation is reversed; the algorithm wiM
preference has the lower penalty. This differerceaatiributed to the
combination of the scarceness of TWCs in this syst8/V=128, making
DM preference more attractive, and the increased ef the system,
effectively decreasing the probability that all wbangths are occupied
on the output fibre, thereby minimising this sounf€0S1 packet loss.

Although not studied here, it is likely that thenbét of the algorithm
with DM preference increases with decreasing his is because a higher
portion of packets with the same input-output fipegtern will follow a
directly mapped CoS2 packet within its packet domatThis increases
the benefit of the reduced probability that theaekpts find their own
wavelength being occupied. The algorithm with DMfprence is used in
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the remainder of this study, but note that therptéy of F, W, WCRand
the desiredPLRsoLation governs which performs better in a rather
complex manner.

_ _ b . . ~
a) Impact of Direct Mapping, W=64 ) impact of Direct Mapping, W=128
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Fig. 5.13. Comparison openalty vs. isolation graphs with and
without DM preference for a) W=64, and b)W=128.

C.6. Node Adjacency

The algorithm is applied to systems wih8, for W=64 and folW=128.
Increased sharing of TWCs enables a [oW&Rfor the samd’LRse. In
our caseWCRs of 0.57 and 0.54 were chosen, enabh@se of 3x10°
and 1x10, respectively. The PLR and penalty vs. isolationves are
plotted in Fig. 5.14, to study to what extent thgstem behaviour
changes. The increased size of the system givelesmanalties for the
same isolation, but otherwise the behaviour isegsiinilar, with the two-
dimensional algorithm again outperforming the ndimensional one.
Hence, we conclude that the algorithm scales wigl
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Fig. 5.14. Impact of node adjacency. PLR curves arfdenalty vs.
Isolation curves forW=64 andW=128, for F=4 andF=8. Penalty is
expressed with respect to th€L Rge of that F and W.
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C.7. Load variations

The input load (as measured e.g. by observing wbgton of theFW
inputs are occupied at a given moment) at an dppeaket switch
constantly fluctuates during simulations, but therage load is constant.
In a real network, in periods of increased clieyer traffic, the average
load of the optical network may increase, unlestriat access policy is
applied. Even so, it may also be that a certainenimdthe network
experiences higher average load than the netwoekage, in periods
where a large portion of packets is to be switdhethis node. Such low
dynamic load increase scenarios are here teowedoadsituations, and
modelled as a stationary state, by simply increptie average load for
the whole duration of a simulation.

On a BE network, increased network load increasegestion and thus
PLR, as discussed below. A given PLR can only t®rain degree be
maintained by increasing tN¢CR[p18], which in practice calls for time-
consuming and costly hardware modifications. Int@st, when the
PLR-os1is of main concern, and when a QoS differentiagoheme is

applied, such changes could be tolerated by mamgonput traffic and

modifying the parameter setting of the QoS difféstion scheme,

similar to [122].

Fig. 5.15 plots the robustness (ability to maintainow PLR-,s) and
efficiency for overload situations of 5 % and 10if¢rease, i.e. average
channel loads of 0.735 and 0.77, respectivelyceSihe fraction of CoS1
packets remain 0.50, both the number of CoS1 an82Cpackets
increase. Fig. 5.15 confirms th&LR.,s; can be maintained, when
reserving more resources. This robustness coméiseaexpense of a
sharp increase IBLR:,s2

Fig. 5.16 plots the penalties, relative RaRse of the situatiorwith no
overload. Hence, the lowest-penalty point of each overloadies,
corresponds to the penalty induced by the traffméase only, i.e. the
penalty that would occur for the same overload @ith QoS
differentiation. The penalty factors were 4.3 adlifor 5 % and 10 %
overload, respectively, forwv=64, and 8.4 and 27.3, respectively, for
WE128. These numbers show that systems with a limitember of
TWCs are quite sensitive to load variations. Conmgathe additional
penalty with respect to these penalty values feheseries, assesses the
cost of the QoS differentiation. This penalty facie below 2, for
isolations as high as i@nd 16, for W=64 andW=128, respectively.
Hence, after the initial penalty resulting from theerload, the additional
penalty of introducing QoS differentiation to ersuow PLR:.s; is
modest.
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Fig. 5.15. PLR curves for overload situations of 5%&and 10% for
F=4,W=64 andW=128.
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D. Discussion

Our results show that the two-dimensional QoS dbffiation scheme
enables offering a CoS with low PLR to the clieapdr, with a smaller
increase of the PLR of the other CoS, (and thugaliv®LR) than
comparable single-dimensional systems.

It was also shown that a variation in the schenteJomger allowing
CoS2 packets (that can be directly mapped) to t@ol@eservation
thresholds, could further improve the penalty asalation ratio when
TWCs are not scarce.

The performance of the scheme increases with istrg& andW, but
hardware realisation issues may impose limits @nsitalability, due to
maximum number of switch matrix port counts, andatility of TWCs
[p15].

Overload situations were studied, and it was fotlhad the reservation
parameters should be adjusted to maintain a celi for the CoS1
packets. Decreases in load would lead to decreBE&d:, and is not
investigated here. However, it is intuitive, th#aain this situation the
parameters of the QoS differentiation scheme woeled to be adjusted
to optimally exploit this lower load. Therefore, @hthe average load
seen by a network node varies, the capability griadling such changes
by the management system, or distributed load mong with
associated parameter adjustment, are nheeded to rteke QoS
differentiation scheme as efficient as possibleisTif not needed in a
system without QoS differentiation, and thus repnés an additional cost
of any AR scheme.

The choice of Poisson arrival will for most systerigld a better
performance than more bursty traffic patterns [1Z1} the other hand,
the fraction of high priority packets is as highOas. Lowering this would
significantly ease the system constraints, enabdng@r PLRytH_qos_piFr
and/or hardware savings in termsW€R
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E. Conclusion

The proposed two-dimensional AR based QoS diffeagah scheme
provides an efficient means of reaching lower PltRan what could
otherwise have been reached in a Best-Effort sitenamovided that not
all CoS require low PLRs. At the same time, its patibility with the
Shared Per Node design achieves ~40 % TWC couattied.

The performance of the scheme increases with isgrganumber of
wavelengths per fibre and increasing node adjaceeongbling lower
PLRs or reduced TWC count, relative to the totat@wcapacity.

Whilst the PLRsg of this SPN design increases significantly during
overload situations, the QoS differentiation scheitgelf suffers
moderate additional penalties. Hence, a very loR BL.the high-priority
CoS can be maintained, if a significant increasthenPLR of the other
CoS can be accommodated. However, this calls feethod of adjusting
the QoS differentiation parameters.

The low complexity of the algorithm facilitates ading the electronic
scheduling bottleneck. Hence, it is particularlytraadtive for
asynchronous OPS networks with short average padkeations.
However, the algorithm can also be adapted to C&®arks.
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5.4.Access Restriction in TWC+FDL SPN

Pools

This chapter incorporates the OSA Journal of OptNatworking 2004
article [p22].

Packet Loss Rate- and Jitter Differentiating QoS
Schemes for Asynchronous Optical Packet Switches

M. Nord “?and H. @verby?

(1) Research Centre COM, Technical University ofifdark, DK-2800 Lyngby,
Denmark.
(2) Telenor R&D, N-1331 Fornebu, Norway.
(3) Department of Telematics, Norwegian Universit$cience and Technology, N-7491
Trondheim, Norway.
mn@com.dtu.dk
Abstract. We propose access restriction based Quality ofvi&er
differentiation schemes, suitable for an asynchusnoptical packet
switch with a contention resolution pool that camgaboth tunable
wavelength converters and fiber delay lines. Thees®es aim at
obtaining a high degree of packet loss rate ismtafior a low increase in
overall packet loss rate, at the same time respgtiie jitter tolerance of
each Class of Service. Numerical simulations g@antiow the
performance depends significantly on the jitteetahce of the traffic in
general, and of the highest priority Class of Sgrvn particular.
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A. Introduction

Optical Packet Switching (OPS) is a network ardhtitee with the
potential to offer huge bandwidth to core telecomioation transport
networks [18, 19, 25, 34, 64, 99]. Recently, theués of Quality of
Service (QoS) differentiation in OPS has been axide [p4, p19, 54, 89,
112, 114]. The main rationale for QoS differengatiis to respect the
QoS requirements of a wide range of services, witldlimensioning the
whole network to comply with the most demanding ,oag would be
required in a Best Effort (BE) network paradigmisTis in line with one
of the main reasons for introducing optical statit multiplexing;
namely efficient usage of resources, demanded bwauics [18, 19].
QoS differentiation in the optical layer should t@mpatible with the
relative-CoS-priority Differentiated Services apgeh in the IP layer
[123], in order to facilitate a transition from tgds Best Effort (BE)
Internet to a QoS aware network [54, 57, 119].

In line with [pl19, 54, 64, 89, 112, 114, 119], veésame an OPS network
in asynchronous operation, to avoid optical syncisers, and we use
variable length packets, to provide a good match Wmternet traffic. We
emphasise that the QoS differentiation schemesldhoei compatible
with OPS node designs that offer a good trade-efivben performance
and complexity. Therefore, we extend our work id9gpby proposing
QoS schemes that are suitable for an optical paskieth design with a
shared contention resolution pool of limited sitecontrast to previous
works, the pool contains Fibre Delay Lines (FDLB), addition to
Tuneable Wavelength Converters (TWCs) in order toimise the
overall Packet Loss Rate (PLR). However, using FBlises the issue of
jitter tolerance of traffic, which we address bgliding maximum jitter
in the CoS specification, in addition to PLR.

The remainder of this article is organised as fedloSection B discusses
OPS QoS requirements. Section C describes theaionimodel and the
switch design. Section D outlines the QoS diffaegin principle and
the performance parameters. Sections E - G ddtailproposed QoS
differentiation schemes, which are compared ancudised in Section H,
before drawing a conclusion in Section I.
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B. QoS differentiation in an IP-over-OPS network co  ncept

The most important performance related QoS param#tea statistically
multiplexed network are PLR, delay and delay jifeef, 124]. Typically,
an application communicates through a stream, ed”ttR becomes the
average ratio of the number of lost- and incomiagkets, belonging to
the stream. Delay becomes the average time spemphgket in the flow
to traverse the network, and the delay jitter gifi@stvariations in this
delay.

The requirements of the optical layer depend on lilgher layer

network-, transport- and application layers. Ini®t possible to foresee
the exact QoS requirements of future protocols amplications.

However, the end-to-end performance targets of sofmeday’s Internet
based services, discussed below, may give an ofdeagnitude

estimate of future performance target values.

The delay tolerance ranges from around 10 ms fomR&active games
[125], 150 ms for Voice over IP (VolP) [124] and wp 10 s for
streaming services [124]. Since the time spenthim optical packet
switches, even with FDL buffering, is almost neijig to the
propagation delay in the network [126], QoS diffdiation of delay is
not appropriate. Instead, any application-imposeldydlimit should be
handled at the routing level.

When it comes to acceptable network PLR, therensibiiple orders-of-
magnitude mismatch, motivating a PLR-differentiatim the network.
On the one hand, TCP performance [119], audio rsirgn services,
Real-Time (RT) interactive video and VolP [124],wsll as computer
oriented video streaming [125], accept a networlR Riround 18. On

the other hand, some MPEG-2 based online gaming-Tah oriented
streaming services require PLR in the’t@nge [125].
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Jitter has also been proposed incorporated intdtfi§erv framework,
through proportional jitter between different CoRT]. An important
aspect of jitter in packet networks is that it ncayse packet misordering,
whenever maximum jitter is larger than minimum petckluration.
Several applications and protocols are sensitivejitter or packet
sequence integrity. Examples include:

* VolIP calls for jitter below 1 ms [124].

» High quality streaming services requires << 1 mfittalr [124].

» Jitter disturbs the transmission of reference cloeks in MPEG-2
transmissions [128].

e Misordering of TCP segments leads to waste of babw
unnecessary reduction of transmission rate, and emereased
burstyness [129].

» Allowing IP packets to be fragmented over sevemical packets
calls for reassembly of IP packets at the OPS egredes, which can
be more complex when packets are reordered.

Jitter and misordering can be compensated in nk&tweadige devices
[128], or in transport protocol- or application édwdejittering buffers
[127]. In lossy networks, one then needs to detamvhether a packet
has been discarded in the network, or if it haspbinbeen delayed.
Bounding jitter enables making this decision irharstime, reducing the
complexity if this process, and in turn reducing thuffer sizes [127].
Since the OPS network typically constitutes a pathe end-to-end path,
limiting OPS network jitter will leave larger margi to the remaining
end-to-end path. Better yet is to offer jitter freperation of the OPS
network. This enables network designers to morelfralesign the
protocol stack, by only accounting for the jittarthe electrical networks
and its interfaces, if the path is not optical émend.

In an OPS core network without deflection routiagly the FDLs induce
jitter that can cause packet reordering. HowevBt,9-should be applied
when possible in port-constrained SPN designsetetit from the PLR
reduction they bring [p21]. This study thereforeogmses a solution
where the OPS ingress nodes aggregate packets jittem tolerant
streams onto a jitter tolerant CoS, which has acteshe FDLs and thus
may experience a jitter, whilst jitter intoleramteams are mapped onto a
jitter free CoS, which do not have FDL access.
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C. Optical packet switch modelling, design and
dimensioning

C.1 Modelling

We assess performance by use of discrete evemrdgimulations in

OPNET, considering a single core optical packetdwin asynchronous
operation. The strictly non-blocking switch matiised in the packet
switch is a generic design, which, being out ofshepe of this study, is
not modelled in detail. The performance then depamdthe contention
resolution pool design, as discussed below. Tat#eshows the node
parameters of our study. To limit the parametecepahilst showing the
differences in performance of our proposed schemvesstudy a fixed

case with 4 input fibres- and 4 output fibres (beijite representative of
a core mesh network), 32 wavelengths per fiberiggfp/VDM channel

count using only C-band EDFA amplifiers), at aneodéfd normalised
system load of 0.6 (putting quite hard demands hen switch). At 10

Gbit/s channel rates, this represent a load of G6&/s. It should be
noted that the schemes would work for other pararseis well. E.g. a
load increase could be handled by adjusting Qo&skimld parameters,
cf. to QoS differentiation in a bufferless switch20]. However, this

results in an increased PLR of the low priority CtiSmaintain the same
PLR of the high priority CoS, unless the size o ool is increased
sufficiently.

The incoming packets are modelled by independeckgtagenerators at
each input wavelength, according to a Poissonarprocess, which is in
accordance with recent measurements of the Inteoretnetwork [130].

Future work will address the impact of bursty tiaét the core switches,
which in general tends to increase the PLR. Th&egiacare subject to
FIFO buffering in each packet generator before gpsient to the packet
switch input, to emulate output clocking of the tn@am switch. The

packet duration is negative exponential distribut€de mean packet
duration (m.p.d.) is abstracted in the model, amdhie time unit of

reference, i.e. the FDL delay is expressed witpegeisto the m.p.d. For
reference, most work on OPS assume a m.p.d. ofu4-2vhich gives

packet sizes of 1.25-2.5 kB at 10 Gbit/s channilstalhe graphs show
95 % confidence intervals obtained by the methotiCosimulated batch
means. The packets’ output fibre destinations, el as their CoS (for

QoS differentiation schemes), are uniformly disttéal.

c.2. Optical packet switch design

Contention can be resolved in Space- [93], Timé},[6nd Wavelength-
domain [95], or a combination of these [96]. Irsthtudy we combine the
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two latter methods, and thus avoid the ms-rangder jitesulting from
deflection routing. For wavelength domain contemtiesolution, it is not
necessary to provide a Fixed Output-wavelength \liéageh Converter
(FOWC) per output of the switch matrix. Insteadgoran equip the
packet switch with a feedback-based Shared Per K&EB) contention
resolution pool, containing Tunable WCs (TWCs) [p138], or a
combination of TWCs and FDLs [p21, 87], as illusrhin Fig. 5.17 a).

We have assumed FDLs that can contain multiple giackat any
wavelength, as long as they do not overlap in tikeeopposed to WDM
FDLs, which can contain multiple time overlappirgckets on different
wavelengths [54, 89], they do not require TWCsmaitiplexers to fully
exploit the buffer capacity. Although we then neadre FDLs for the
same buffer capacity, our efficient buffer schealyllscheme still enables
us to respect the space consumption imposed comsifanot using more
than a few tens of FDLs [19, 54].

Using the node- and resource usage parameteredeéfirmable 5.3, Fig.
5.17 b) details the BE scheduling algorithm. Theesltlling includes use
of a hereby proposed “soft reservation” buffer sithieg algorithm,
termedSoftRSV+ which is an enhanced version of our earlier psepo
SoftRS\algorithm [p21].

It aims at reducing the need for TWCs, and workilsws: Consider a
packet arriving from a fiber at a certain input wingth (IWL), which

must be buffered either due to lack of free outpavelengths (OWL) at
the requested output fiber, or due to lack of file&/Cs (in case a
wavelength conversion is required). The schemeistsnsf reserving the
OWL=IWL at the buffered packet’'s requested outpiberf by

incrementing a SoftRSV counter for that OWL. Wherpacket later
arrives from an input fibre the scheduler prefdsrathooses its fiber
output OWL equal to its IWL. If this is taken, biltere is both a free
TWC and a free OWL on the output fiber, the schedpicks the free
OWL with the least number of SoftRSVs (preferralily), in order to

maximise the probability that buffered packets witt need a TWC for
switching at the output of the FDL buffer.

Note that the reservation is ‘soft’ in the sensa tion-buffered packets
may use a SoftRSV'ed OWL, either to avoid use of Q3V(when

OWL=IWL is free, but SoftRSV’ed), or when all freBWLs are

SoftRSV’'ed. However, if the switched packet is bbiter duration than
the total remaining time the packet may spend & FBL buffer, the

buffered packet may still benefit from its SoftR3ince the SoftRSV
counter is only decremented when the buffered parkesuccesfully

switched or discarded.
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Table 5.3. Overview of the parameters used in thstudy. ‘CoSX’
indicates an arbitrary CoS.

D’\(Ie(;‘ij;n Parameter Description Parameter range
F Number of input/output fibres F=4
W Number of wavelengths per fibre W=32
A Normalised system load A=0.6
P Number of contention resolution pool pors= PryctProL) P=74
Prwe Number of TWCs in the contention resolution pool Prwc[46, 74]
PepL Number of FDLs in the contention resolution pool PeoL=[0, 28]
DroL Delay of an FDL, relative to mean packet durationp(d.) Depi=[1, 3] m.p.d.
Buax Max number of buffer circulations, before packediscarded Buax>0
Resource Parameter Description Parameter range
Usage
BcounTer Number of buffer circulations of a buffered packet 0<BcounTer€Buax
Nowi(F) Number of free OWLs on output fibfe Now(F)=[0, W]
Nrwe Number of free TWCs in the contention resolutionlpo Nrwe[0, Prwd
NepL Number of free FDL input ports in the contentiosateition pool NepL=[0, PeoL]
S((:?h%iqe Parameter Description Parameter range

ARowL, cosx’ Access Restriction threshold of ‘CoSX', w.r.t. nuenlof free OWLs ARowt, cosx=[0, W]
ARrwe,‘cosx Access Restriction threshold of ‘CoSX’, w.r.t. nuenlof free TWCs ARmwe, cosx=[0, Prwd

AR:pL, cosx Access Restriction threshold of ‘CoSX’, w.r.t. nuenlof free FDLs ARepL,cosx=[0, PepL]
CosS ter- .

minology CoS Type Description
PLRse_sr PLR of a BE (non PLR differentiated) scheme, when@oS is Jitter Free (no FDLs)
PLRse 7 PLR of a BE (non PLR differentiated) scheme, when@oS is Jitter Tolerant (with FDLs)
PLR_cos The PLR of the Jitter Free CoS when the accedset&DLs is differentiated
PLRyT_cos The PLR of the Jitter Tolerant CoS when the actesise FDLs is differentiated

a) b)

Packet arrival from input fiber at Packet arrival from
IWL A, requesting output fiber  F

mmama—n

Strictly Non-Blocking
Switch Matrix of Size
(FW+P)x (FW+P) i

-
i SoftRSVOWLAatF. 4
i Buffer packet in FDL for Dp, §
H H

-2
< < P

Allocate packet at OWL - Ay at F
(no TWC used)

Allocate packet at free OWL at  F
with the least SOftRSV's
(using a TWC)

Input
Fibres

—1 FW+1 FW+1

FW-+P Fwep [

n IP Contention Resolution 4R
H H Pool with P ports H i
1 (Ppc TWCs + Py FDLS) 1

Fig. 5.17. a). The OPS node contains a generic sstitmatrix and a
SPN contention resolution pool. b) The BE schedulgalgorithm for
a contention resolution pool with TWCs and FDLs. Dted elements

are replaced by the red, stippled line whe®gp =0.
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C.3. Switch dimensioning

a) PLRBE} VS. P (Pgp, =0, Ppyyc=P). b) PLRBEJT vs. P, , for different D ;) (Pry,c=P-Pep)-

3] 3 T T T T T T 17T T
8x10’ K 2x10 O b, =1mpd ‘
ing_a -0 Dep, =2 m.p.d.

X .
5X10,3 . 1x10'3 - D, =3 m.pd. | ||
ax10° K} 8x10™ \
PLR 6x10° o
3x10° PLR 7
Ax10°
) TmEm Vs
2x10 R o — f
2x10™
1x10° - 1x10* ————
60 64 68 72 76 80 128 0 4 8 12 16 20 24 28
P PFDL

Fig. 5.18. a)PLRge jr vs. P for bufferless switch. Note the break along
the primary axis. Dotted line indicates a 10% PLRmcrease from
FOWC case. b)PLRBEJ]T VS. PFDL and DFDL1 for P=74.

A small contention resolution pool port coul, minimises hardware
resources such as switch matrix port count, andstime of TWC- and
FDL count. On the other hand, lo® gives rise to blocking, when
packets cannot be switched to free output wavethsn@®WLs) due to
lack of TWCs, or when a free FDL cannot be founal dimensiornP, we
consider a pure TWC contention resolution pd&#Rrwg). The PLR of
this Best Effort (BE) Jitter Free switcRLRse j¢ is shown as a function
of P in Fig. 5.18 a). As in [p21, 87R is chosen to induce a 10 % PLR
increase, compared to the case of the FOWC deBigs results irP=74,
which has @LRse ¢ 0f (2.05&0.022)x103. We fix P in the remainder of
the study to enable a fair comparison of QoS sckeme

The PLR of this Best Effort (BE) Jitter Tolerant itsh, PLRsg 57 iS
shown vs. the number of FDLs in the contention ltg&m pool, Pep,
(Prwe=P-PrpL) for different delay unitsDgp, in Fig. 5.18 b). The
simulations confirm the existence of an optimumicd®f bothPgp_ and
Dep. to reach the minimurRLRse 57 [p21]. OptimumPep, signifies that
with a port-constrained contention resolution paidthough TWCs are
very efficient to resolve contention, some FDLs aeeded to better
resolve those types of contention that TWCs canesdlve, i.e. lack of
free OWLs on the output fibre. However, not all trtion should be
resolved in the time domain. The optimubip, reflects a trade-off
between increased buffer capacity with incred3ggl on the one hand,
and decreased time granularity and decreased £fi€8oftRSV+scheme
on the other hand [p21]. For clarity, we only shibw curves wittDgp,
up to 3 m.p.d, which yields near-optimum perforngnehilst limiting
total FDL length.

110



CHAPTER 5. QOS DIFFERENTIATION

For Dep =3 m.p.d., the minimunPLRse yris situated aPgp =16, which
respects the space constraints discussed in SdctibnHowever, each
FDL circulation induces signal quality degradatj®f], and increases the
maximum jitter. Limiting the number of buffer cidetions combats these
drawbacks. By simulations, we assessed the infi@idche maximum
number of buffer circulations, and we found thatydye Byax=3,
PLRse st does not decrease further. This parameter is eiaed in this
study, resulting in a maximum jitter for an optiqgacket switch of 9
m.p.d. This results in a maximum jitter below 0.4 im a network with a
m.p.d. of 1us, even for the very unlikely case of a packet ggpeing a
maximum delay ofByax X Dep. in all nodes along a 10-node long path.
The minimum PLR for a BE switch withPep =16 is termed
PLPBE_JT_M.Ntl.SOxlo“, and is used as a reference value in the penalty
definition (5.6).
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D. Quiality of Service differentiation by Access Res triction
Packet of CoS 'CoSX’, Packet arrival from buffer
arriving from input fiber at IWL A, at A, after D
requesting outp\ut fiber F. Jommemen- Kooeeee N FoL
'
Is OWL A, at F free? i SoftRSVOWLA,atF.
{ Buffer packet in free FDL for Deo
YES NO . A
Allocate packet at OWL AX atF Now (F>ARG,. .CUD 1
no TWC used ' H
( ) & NTWC >ARTWC,‘COSX' ’) Y E
D) [
Allocate packet at the free OWL YES N & - _"l:l-O"$ ________ i
at F with the least SoftRSV's " s AR S
(using a TWC) P - Is 'CoSX' a JT CoS ~E E
H H
)'s - E & Nep >ARpp cosxe i :
“/“ & Beounter<Buax ? ,-\"l ,:
< ___________________________________ -
NO YES

Fig. 5.19. QoS differentiation algorithm. Dotted e¢dments are
replaced by the red, stippled line for bufferlesswitches.

OPS approaches to QoS differentiation can rougtdydivided into
dropping-based, Access Restriction (AR)-based, amé-emptive
techniques [p4]. A quantitative comparison of themsghods is out of the
scope of this article, but will be addressed inugToming overview
article [p25]. In short, the pros and cons of thee¢ techniques can be
summed up qualitatively:

e The dropping based technique discards low-priorjtgckets
randomly, in order to decrease PLR of the high#gdCoS, which
results in a high overall PLR. The random discanticg gives it a
low scheduling complexity. The optical hardware ptewity is low
since it only requires being able to discard cerfaickets arriving at
the inputs.

 The AR based technique results in an improved padace since
packets are only dropped when the switch is stdaifibe scheduling
IS more complex, since it has to take current nesoallocation into
account before deciding whether a low priority pEckhould be
discarded when arriving at the input. The opticardware
complexity is similar to that of the dropping basggbroach.

* The lowest overall PLR results from the pre-emp#peroach, which
only discards a low-priority packet, when a higiegty packet
would otherwise be lost. However, this techniquguies more
complex scheduling, since it should track the tlme-of allocated
packets to choose the best packet to pre-empthdtumbre, pre-
emption calls for being able to detect and eraseeptpted packets.

We believe the AR approach to be a good compronbistveen
performance and complexity. In this study, we fartdevelop our AR-
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based approach [p19], by adapting the QoS algosithmnan optical
packet switch with FDLs. The algorithm is detailadrig. 5.19, using the
QoS and CoS parameter definitions in Table 5.3pdisted out in earlier
work [p19], satisfying performance of the AR methedjuires correctly
setting the relevant access threshold parameterghair values. In the
ideal case, any loss of the lower priority CoS padhould be rewarded
by avoidance of loss of a higher priority CoS packdéowever, in
asynchronous operation, as opposed to slotted tigrerthe scheduling is
done without knowing future effects of the allooati Indeed, the
mismatch of static AR threshold settings with thatistical nature of
packets’ arrival time, duration, CoS and requestgghut, results in sub-
optimum resource usage. A good operation point rvese enough
resources for the high priority CoS to ensure a RiMR of this CoS. On
the other hand, it should not reserve excessiveuress, to avoid an
unnecessarily increase in the PLR of the low-pito@0S, when being
deprived of accessing a high portion of switch veses. This point will
be evidenced by a minimum increase in total PLRS BPLRsgna 1y fOr
the desired difference in the isolation ratio af fALRS,PLRsoLaTion S
defined in (5.4)-(5.6), in which ‘CoSX’ and ‘CoSYenotes the two
considered CoS. According to (5.8LRsoiation iS equal to or larger
than unity. (5.6) quantifies the cost of the scheiméerms of the overall
PLR, compared to what can be achieved when FDLsecessible for
both CoS, in the BE case, i.e. when no PLR diffegaéon is desired.
Note that the penalty also includes the effectarhes traffic being jitter
free, thus being deprived of FDL access, since) (z66s thé’LRse s win
as denominator, as explained in Section C.3.

PLRsoLamiol C0SX,'COSY) = MaxPLR.ysx, PLRxgsy)/ MIN(PLR.ysx, PLRyssy) (5:4)

PLRyyerau((COSX,'COSY) = 05(PLR 6 + PLR ygy) (5.5)

PLRDENALTY = (PLR)VERALL/ PLRSE_JT_MIN ) (56)

The penalty and isolation parameters are essetdiafjuantify the
performance of different QoS differentiation schem&he higher the
isolation, and the lower the penalty, the morecidfit the scheme is. To
exemplify the values of the parameters, consideo t@oS, with
PLRsoLaTioNF100 andPLRsena 1+=10. Then the PLR of the low-priority
CoS would be ~20 times that BILRse s winv thus ~3x10, whilst the
PLR of the high-priority CoS would be a ~100 tinkeser than the low-
priority CoS, thus equal to ~3x®0which is a reduction of a factor of 5
compared tdPLRse st minv IN Sections E - G, the proposed schemes are
assessed, before comparing their performance itio8ed.
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E. QoS by AR in bufferless OPS nodes: Jitter Free
Scheme

In bufferless OPS nodeB£74=Pr ), the jitter tolerance does not have
to be considered. The drawback is that comparethédPLRse st min
reference value, which benefited from FDLs, thisigie suffers a penalty
even before introducing QoS differentiation of theLR, i.e.
PLRDENALTY_‘(136&014) for PLRsoLaTionF1. To achieve QOS
differentiation of the PLR of two jitter free Co&rmed JF_CoS1 and
JF_Co0S2, one applies access restriction on OWLg #ds only for the
JF_Co0S2 packets. In the algorithm, this means BafiRow ¢ cosz0
andARmwe, sk cosz0, WhilstARowL, sk costARrwe 3 costO.

This scheduling algorithm is detailed in Fig. 5.0%h the simplification
of replacing the dotted boxes by a “discard statalicated by the red,
stippled line. This scheme decrea$¥isRy: .51 at the expense of an
increased PLRy cos2 Fig. 5.20 a) plots resultingPLRegnacty VS.
PLRsoLaTionCUIVES. Increasing the AR thresholds for JF_CaSases
the PLRsoLation but alsoPLRsgna 1y The values of the AR parameters
are not the main point here, but many values akided to make the
point of [pl9]: to obtain a certaifPLRsoation With a minimum
PLReenaLTy @n optimum choice of both TWC and OWL AR threskold
should be made. However, a highRsoLationCan only be obtained for a
high PLRegnaLTY

PLR a1y VS PLR o0 arion fOr JT Scheme
PLR e\ 7y VS PLR o sri0n fOT JF Scheme Symbol Legend
904 Colour legend: Symbol legend: 4 IRECDN ARFDL T CD52:0 %
AROWLJacasz:O ° ARYWCJF,CUSZZO’ 104 v AR T -
801 & Moy cosl — MRpucr cos™h 7z
- JF_CoS2 ol o AR -4 L
o] ¢ e e To e #
PLRoea Ty ARowL g cos2™3 HH . < AR:DL‘JT,CDsz’G
601 = ARGy e cos™ PLR e Ty [ Colour Legend
50l " AR wLaF_cos2™> / 6 u AR e ot coss=1
5+ T
40 s a ARTWC‘J'LCDSZ_Z /’N_?\
" ARpyc it cos2™3
30 3 "
20 Ay~ 2;
AV ] .
10K EHH S
2 1 10 10° 10°
1 10 PLR 10 PLR

ISOLATION ISOLATION

F|g 5.20. a.)PLRpENALTY VS.PLRsoLaTion for the JF Scheme.
Confidence intervals are omitted for clarity, but ae well within the
SymbOI size. bPL ReenaLty VS. PLR soLaTiON for JT Scheme.

F. QoS differentiation in OPS node with FDL buffers
Jitter Tolerant Scheme

For QoS differentiation of two jitter tolerant CH_CoS), JT_CoS1 can
have a lower PLR than JT_Co0S2, by applying AR tho&ts >0 for
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JT_CoS2 packets. However, both JT_CoS1 and JT_@a&&ts can use
FDLs, provided that they respect the AR thresholds.

The performance will depend dfp, and on the three AR thresholds,
ARep 37 cosz ARrwe gt cosz@Nd ARowi gt cose A parametric  simulation
scan, varying the numbers of FDLs in the pool, all as the three AR
parameters, showed thBip =16 gave low penalties compared to other
PrpL values, over a wide isolation range, and this eadumaintained in
this section. More parametric scans were conducstmwing that
ARowL T cos2Was the least efficient AR parameter; it generaliyes
higher penalty for a given isolation than what dam obtained by
modifying the other two AR parameters. To limit frerameter space, we
thus maintainARowi st cosz0 in this section, which would also simplify
the AR parameter setting in a real switch. Fig0O™®2 shows that e.g. a
PLRsoLaTion Of (690G£109) is obtained by reserving 6 out of the 16 FDL
inputs, and by reserving 1 out of the 58 TWCs foPleR-gnaLty Of
(6.7#0.1). Moreover, PLRsoationv5000 can be obtained for
PLReenaLT<12.

G. QoS in OPS nodes with FDL buffers: Partially Jit  ter
Free Schemes

In the two former QoS differentiation schemes, bGWS were either
jitter free or jitter tolerant. The Partially JittEree (PJF) schemes aim at
offering jitter free CoS (JF_CoS) and jitter toleraCoS (JT_CoS)
simultaneously. Hence, in a network with one JF_@n& one JT_CoS,
the service provider should be able to offer a Ritfhe JF_CoS that is
either equal, higher or lower than that of the JASCThis can be realised
by the four Partially Jitter Free (PJF) schemesudised in Section G.1 —
G.4, and summed up in Table 5.4. All of them openraith only the
JT_CoS having access to the FDL buffers. There then three
parameters that govern the performaneg;., ARmwc and ARow.. In
addition, Section G.5 proposes a PLR- and jitteodpled PJF scheme,
termed PJF_DCP Scheme, where packets are mappedranbdf 4 CoS,
depending on the desired PLR level and jitter tolee.

Table 5.4. Summary of Partially Jitter Free (PJF)Schemes.

PJF Scheme Relative PLR Pgp.  JF_CoS AR settings JT_CoS AR settings
ARmwe, 3r_cos ARowt, 3F_cos ARrwe, 31_cos ARowt, a1 _cos
BE_PJF Scheme PLRy cos~ PLRt cos >0 =0 =0 >0 >0
PJF Scheme 1 PLR]F_(;D5> PLR]T_CDS >0 =0 =0 =0 =0
PJF Scheme 2 PLR¥ cos™> PLRyT cos >0 >0 >0 =0 =0
PJF Scheme 3 PLRyr_cos< PLRyr_cos >0 =0 =0 >0 >0
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G.1. BE_PJF Scheme

Given aPrp, and with all AR parameters set to ‘0’, the PLRaqfT_CoS
will be lower than that of a JF_CoS. When the Qiffér@ntiation should
be based only on jitter tolerance, one should lelahe PLR of the
JT_CoS with that of the JF_CoS, to obtain a sirigldR parameter,
termedPLRse par

To this end one applies AR on TWCs and on OWLstlfer JT_CoS
packets. This increaseBLRyr cos and reduces utilisation of node
resources, which in turn lowerBLRe cos A parametric scan was
conducted to identify optimum choice of parametéos minimise
PLReenaLty ChoosingPro=12, ARrwe g1 co54 andARowL i1 cos3 gives a
difference inPLR]F_Cosand PLRJT_CosbGIOW 3 %, henC@LRSOLAﬂo[\T‘l.
This was achieved foPLRsena 1+(4.3:0.07), which corresponds to a
penalty reduction by more than a factor of 3, comgao that of the
BE_JF scheme, c.f. Section E. Hence, the BE_PJEnszioffers an
attractive approach of lowering the PLR through o$d=DL buffers,
when no PLR differentiation is required, but whemyosome of the
traffic tolerates jitter.

G.2. PJF Scheme 1

PJF Scheme 1 exploits the PLR differentiation olgti when only
allowing FDL access to the JT_CoS. No other AR p&tars are used,
and thereforePrp. governsPLRsoLation @S shown in Fig. 5.21 a). As
expected, atPrp =0, both CoS have the same PLR, confirmed by
PLRsolationFl, and the penalty is that of bufferless nodes, i.
PLR-enaL7+(13.66:0.14). Increasing Pep.  increases the buffering
capacity of JT_CoS packets, which decreases; Pt and also the
PLReenaLTy- HOWever, sincdPryc is reduced accordingly, and since the
JF_CoS packets more often will find the OWLs ocedpby a JT_CoS
packet, the JF_CoS is penalised. Initially, thedfieof buffering lowers
overall PLR, but atPgp =3 this trade-off yields a minimum
PLRDENALTY_—(B.G&O.].B), for PLRSOLATION:(lol:I-—l-OZl) Further
increasingPrp. increase$LRsoation but at the expense of an increased
PLReenaLTY
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a) PLRcyaiy VS- PLR 5o ati0n fOr PJF Scheme 1
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Fig. 5.21.PLRpenaLTy VS.PLR soLaTiON fOr: @) PJF Scheme 1, b) PJF
Scheme 2 foPrp =4-10 and PJF Scheme 1 for comparison (black
line), ¢) PJF Scheme 3 foPgp =10.

G.3. PJF Scheme 2

PJF Scheme 2 enables the network operator to RaRsoation DY

fixing a moderate value oPrp, and then increas€LRsoiation by

applying AR on OWLs and TWCs for JF_CoS packetsndde this
sceme is not dependent on hardware modificatiomppgosed to PJF
Scheme 1.
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A simulation scan revealed that the best paramediage was for
ARmwe F cos Values of 0 to 3, andh\Row, i cos Values of 0 and 1,
depending onPrp,. Fig. 5.21 b) plots the results for AR parameters
within this range. The results are plotted Rgp, values of 4 to 10 by
steps of 2; in each series tlRLRsoLation Value increases with the
incrementedARmwc o codvalues (starting at ‘0’). We confirm that the PJF
Scheme 2 curves intersect with the PJF Scheme \E dindicated by
black line), at the correspondifyp. value, when all AR thresholds are
0. For Pep 26, the curves withARowi sk cosl suffer from a higher
penalty than what can be obtained by maintaimyw. s cosO0 and
instead incremem\Rrwc ir cos HeENce, in practice, only th&Rmwc sk cos
parameter is needed to control the isolation degngech simplifies
operation. Using e.(P:p =8, enables a wide range of isolation degrees
by adjusting ARrwc sk cos ONly, although the isolation granularity is
somewhat limited.

G.4. PJF Scheme 3

In the PJF Schemes 1-2, we haW&Ry coPLRir cos In contrast,
applying sufficiently high AR thresholds to TWCs dar©OWLs for
JT_CoS packets will give a JF_CoS with lower PLRnthhat of the
JT_CoS, in spite of its lack of FDL access. TheClS then becomes a
‘super-priority CoS’, in which packets have noditnd the lowest PLR
of the two CoS.

The performance of PJF Scheme 3, was studied ffarelt values of
ProL. It was found thaPrp =10 enables a very good performance for
PLRsoLation in the 10-300 range, by choosing suitable values f
ARmwe 1 _cosaNdARowL 37 cos It Was to be expected that this optimal FDL
count is lower tharPep =16 (optimum for the BE_JT case) since high
values ofPrp, penalises the JF_CoS through reduced TWC coufitritn
this would require AR on an excessive amount obueses for JT_CoS
packets. The results are plotted in Fig. 5.21 @&.Mvserve that to obtain
the samePLRsoation @ higher number of TWCs and OWLs should be
reserved, compared to PJF Scheme 2.

G.b. PJF_DCP Scheme: Decoupling jitter and PLR.

Jitter tolerance and PLR are orthogonal valuegHerclients, in that the
client should ideally be able to choose these ieddpntly. This
PJF_DCP scheme is a partially jitter free schermat tecouples jitter
and PLR, to enable offering delay-jitter and PLR aathogonal QoS
parameters. We assume that two PLR thresholdse@aend, each offered
as ajitter free and a jitter tolerant CoS. The @Ga®es and properties are
given in Table 5.5. One seeks to obtain the cagéiaoh:
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(PLR1 cosi~ PLRE cos) < (PLRyr cosz PLRyT cos) (5.7)

Although strictly speaking there now are four Ct&re are only two
PLR levels, so that (5.4)-(5.6) applies for thecakdtion of PLRsoLaTiON
andPLR-gnaLTy FOr each level, we only consider the value of RaRies
of (PLRJF_Cosl JT_COSbv and of (PLBF_COSZ PLRJT_COS) that give the worst-
case for the calculation ®LRsoationanNdPLReenaLTY

Table 5.5. CoS and AR thresholds for PJF_DCP Schem@gp =11).

CoSs Delay-jitter ARrwc ARow. ARkpL PLR
JF_CoS1 0 0 0 N/A (1.14+0.03)x10*
JT_CoS1 max 3 m.p.d. 4 4 0 (1.21+0.05)x10*
JF_CoS2 0 2 2 N/A (3.72£0.05)x10°
JT_CoS2 max 3 m.p.d. 4 4 4 (3.45:0.05)x10°

In addition toPrp, a total of three AR parameters can be used to
differentiate the PLR for each CoS, resulting inAR threshold values to
determine. HoweverAR-p, thresholds are Non Applicable (N/A) for
JF_CoSiland JF_CoS2. Moreover, intuition suggests settimgesof the
JT_CoS1 and JF_Co$AR thresholds to ‘0’, as indicated in bold in
Table 5.5. This reduces the parameter space ttuéssdNevertheless, the
target of obtaining the lowest overall PLR, givemlesired ratio of the
two PLR levels, becomes a complex optimisation lemob This is out of
the scope of this article, but a simulation stuthpveed a parameter
setting, indicated in Table 5.5, proving the fe#igypbof the DCP_PJF
Scheme, since resulting PLR values respect (5. BLRsoLaion Of 28.6
was reached fdPLR-gnaLTyOf 12.3.
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H. Comparison and Discussion
H.1. Comparison of the schemes

Fig. 5.22 sums up the performance of all proposéédrses, by plotting a
selected set OPLRsgnalty VS. PLRsolation curves from the above
presented results. Since the aim is to compar®peaince between the
schemes, we omit a detailed legend for clarity, ifier the reader to the
corresponding section of each scheme for the ddtpihrameter setting.

First, we study the jitter-free, partially jitterele and jitter tolerant BE
schemes, namely BE_JF, BE PJF and BE_JT, whichhalle a

PLRsoLation Of 1. The penalties of the BE_JF and the BE_JEemes

vary by more than a decade whilst the BE_PJF schisnsituated in

between. Clearly, the less tolerant the traffidagitter, the worse the
performance. This can be expected, since FDLssa@néal to minimise
PLR in our SPN based node design with limited popé, cf. Fig. 5.18
b).

When it comes to the QoS schemes with PLR diffeaaah, we limit the

region of interest to below the threshold penaft3 corresponding to a
PLR value of the lowest priority CoS of ~1 %.

Let us first consider the extreme cases of the die®e and the JT
Scheme: The former has the highest penalty foisalation values, and
the 1 % low priority PLR threshold limits the istitan degree to around
20. In contrast, the JT Scheme has a decade decirapenalty,
throughout the studied isolation range. Furthermibiean reach isolation
ratios above 5000 without violating the penaltyedirold value.

PJF Schemes 1-3 has roughly the same penaltiésofation ratios from
10 and up to 30, after which the performance of dffeme 3 detoriates.
Still, it outperforms the JF Scheme. Hence, empigykDLs enables a
PLR reduction even when the traffic that shouldeh#tve lowest PLR
does not tolerate jitter. However, its poor perfante compared to PJF
Scheme 1 and PJF Scheme 2, shows that offeringastaiper priority
CoS/, i.e. a jitter free CoS with low PLR, is marestly than letting the
CoS with the lowest PLR be the jitter tolerant C&mparing PJF
Scheme 1 and PJF Scheme 2, the latter has lowaltyahhigh isolation
rates, due to the increased flexibility enabledt®/ AR thresholds. This
flexibility can also be exploited to adjust the l&@mn range while
maintainingPrp, fixed, i.e. not having to replace any TWCs by FDLs
Such physical intervention in a switch is unatikactfrom a network
operator’s point of view, since manual labour isto and since it may
disrupt network operation for a non-negligible time
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Finally, the PJF_DCP Scheme has the highest CoSwigrity,
effectively operating with 4 CoS. Being able toelgechoose between the
two offered PLR levels, and between jitter toleramtd jitter free
switching, comes at the expense of a relatively pignalty. Since half of
the jitter free traffic should have a low PLR, @rcbe expected that the
penalty is above PJF Scheme 1 and PJF Scheme 2attite the
scheme’s increased penalty compared to PJF Schemis3higher CoS
granularity, although the scheme should be studisl an increased
isolation range to draw decisive conclusions.

PLR benacty VS PLR oo arion fOr all schemes

102

PJF Scheme 1

é) VY PJF Scheme 3
o°
& _— PJF Scheme 2

PLR

PENALTY|
1044
'BE_PIF v/v/v v
»~
e Zaid
BE_JT '/v/'
o~
1 10 10? 10°

PI'RISOLATION

Fig. 5.22.PLRpenaLTy VS.PLR soLaTiON fOr sSelected values of all
proposed schemes. The dotted line indicates PLR &% for the
lowest priority CoS.

H.2. Discussion

Penalty and isolation parameters are suitable danparing the relative
performance of the schemes, and their individuatupeter setting.
However, most network designers are interestethénPLR values that
can be offered to both CoS. Therefore, we plotRh& values of the
lower-priority CoS vs. the PLR of the higher-prtgriCoS in Fig. 5.23.
Note that these values can be adjusted by adjuskiagsize of the
contention resolution pool, or other parameteithig study. Hence, these
values cannot be more than a mere example, but tlesgrtheless
highlight how AR can be applied to provide effidi€LR differentiation.
Section B suggested that the most demanding net®bF should be
~10°, which means that the PLR in a single node shbeldvell below
that, depending on the path hop count. Taking #@mele of a single
node high-priority CoS PLR of 5xPQFig. 5.23 shows that the resulting
PLR of the low-priority CoS can be below 1 % onty the JT Scheme,
the PJF Scheme 1 and PJF Scheme 2. Hence, inxémgpke, these PLR
thresholds can only be met when either both CoSherhigh-priority
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CoS exclusively, is jitter tolerant. Fig. 5.23 aklighlights the benefit of
QoS differentiation: Even the BE_JT scheme canmaath PLR values
below 10°, whilst all QoS schemes that tolerate some jittam have a
high priority CoS with a PLR as low as 6xX1@ithout violating the 1 %
PLR threshold of the lower priority CoS.

It is not possible to foresee the QoS requiremefitapplications and
protocols at the time of OPS network implementatipatentially still

many years down the line. Moreover, the impact & surrounding
network must also be taken into account, and weatd&now what it will

look like. However, the general trends provides sday results that we
believe to be of general interest for optical neking research: The
work supplements that of [p21], in showing that tise of simple FDL
buffers enables a significant performance improvania an optical

packet switch with a port-constrained SPN contentiesolution pool,
compared to the bufferless approach, also when d&entiation on

PLR and on jitter is offered. Moreover, the relatistrong difference in
performance between the different schemes higlslighe strong impact
jitter tolerance has on OPS performance, and thatintimately related
to the PLR differentiation in a QoS differentiatiparadigm.

PLR of high-priority CoS vs. PLR of low-priority Co S for all Schemes

|
10 *L‘vﬁ*; T :
+ F i
PI_RLow-Pri @ f‘ $§ %:é{
10 i % #ﬁ»—#
1
| ¥ ¥ <4 PJF Schemel
o BE_JF Scheme ## B PJF Scheme2
o BE_PJF Scheme A JF Scheme ¢ PJF Scheme3
10° o BE_JT Scheme % v JT Scheme * PJF DCP Scheme
10°® 10* 10° 10°

PLR

High-Pri

Fig. 5.23. The PLR of the lower priority CoS vs. te PLR of the
higher priority CoS, for all studied values for all QoS schemes. Note
the inverse scale of the x-axis.
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l. Conclusion

Future higher-layer networks being served by ancaptlayer may
benefit from being able to choose between CoS dhatjitter free and
CoS that tolerate a bounded jitter, in additiorPtdR differentiation. We
have proposed and evaluated several Access Riestr{éR) based QoS
differentiation = schemes enabling such two-dimeraionQoS

differentiation for use in a SPN optical packettstvi

The study shows that very large isolation valueshmobtained, but that
overall PLR detoriates with reduced jitter toleranof the traffic,
guantified to a decade decrease in overall PLRPfdR isolation values
ranging from 1 to above 10Moreover, when having a jitter free CoS and
a jitter tolerant CoS, overall PLR increases byaetdr of ~2-4 in the
isolation range from 100-700, when offering a ‘supegority CoS’ with
low-PLR and jitter-free operation, as opposed tdow-PLR, jitter-
tolerant CoS. Finally, a decoupled scheme withéased CoS granularity
also detoriates performance. Still, all these s@seare better than the
QoS scheme that does not employ FDLs. These prepestiggest that
both the PLR and jitter properties of the netwod&pected traffic matrix
should be carefully analysed before dimensioning tiptical packet
switch and selection of a QoS differentiation sceem

The potential benefit of applying QoS differentiattiis to support a wider
range of services, which in turn may increase therator's income,
provided that the cost of implementing the QoS edéhtiation is

sufficiently low. Since our schemes are of reldtidew-complexity, and

since they are suitable for asynchronous OPS segtaminimising

contention resolution hardware resources, we beltbey are attractive
candidates to realise a future optical statistjcalliltiplexed network.
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6. Metro

Networks

6.1.Introduction

The Metropolitan Area Network (MAN) is increasinglseen as a
potential application of OPS. Both IST DAVID andridial Department 2
(VD2) of e-Photon/One address this segment. Arésteng point is that
since this segment experiences less aggregation ttie core of the
network, the traffic is expected to be more satiisir in this area.
Covering a geographically limited area, the metreaamay also be a
realistic segment to introduce OPS [26].

Chapter 6.2 incorporates a Photonics in SwitchiBg32conference
paper [pl4]. It reports a novel node design, whiskes AA-MZIs
both to switch and wavelength convert the packetetforwarded
Chapter 6.3 incorporates an OSA JON 2005 articl23][p It
investigates the performance of an interconnectetic&@l Packet
Switched Ring Network (OPSRN) when applying the posed
“Asynchronous Insertion Priority Scheduling with dri®n
Threshold (AIPSwIT) MAC protocol, which enables support of
VLP.

Chapter 6.4 incorporates an article submitted se#er Journal on
Optical Switching and Networking [p26]. This arécladdresses
fairness in OPSRNs, by extending tAREPSwITto also include this
feature. First, it highlights the good performamégehe OPSRN, by
comparing it with a Static Wavelength Routed Optiatwork, for
uniform traffic. Then, for unbalanced traffic ma#s, it highlights a
fairness-throughput trade-off. Nevertheless, tleysishows that the
combination of a flexible node architecture and MESwIT MAC
protocol supports high loads even for a quite wnhedd traffic
matrix.
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6.2. Demonstration of Ring Node Designs

This chapter incorporates a Post-Deadline papenfittie Photonics in
Switching conference 2003 [p14].

Novel strictly non-blocking Node Designs for
asynchronous OPS MAN

M. Nord *? S. Bjernstad®®, M.L. Nielsen?, B. Dagens'

(1) Research Center COM, Technical University ofifdark, B-345V, DK-2800 Lyngby,
Denmark.
(2) Telenor R&D, N-1331, Norway.
(3) Norwegian University of Science and Technol@d®1, Trondheim, Norway
(4) Alcatel R&l, Route de Nozay, 91460 Marcoudsiance

Abstract: We propose novel designs for strictly non-blckimg nodes
and ring interchangers, suited for asynchronougalppacket switched
networks. The designs enable ring interconnectiwhiaterface to a wide
area network. Combining optical multicast, full Hamdth sharing,
wavelength conversion and space reuse maximisksutitisation. We
demonstrate viability of forwarding functions by opf-of-principle
experiments.

A. Introduction

Metropolitan Area Networks (MANs) aim to intercomhedifferent

access networks and high-end users, possibly ogssiltiple MANs or

even Wide Area Networks (WANSs). Optical Packet $hiitg (OPS)

appears to be a good candidate for MAN applicatifil]. Ring

architectures are prominent candidates for OPS MAMNBRImising

overall fibre length and reducing node complexitgmpared to mesh
networks, which requires switching between a highemnber of fibres.
Work on MAN OPS networks have focused on slotteeration [25]. To

avoid complex synchronisers, minimise packet owehand increase
freedom in packet assembly, we here consider asynachs, variable
length packets.

The paper is organised as follows: Section B disesislesign issues for
single-ring and multiple-ring OPS MAN networks. 8ex C describes

Ring Node and Ring Interchanger designs. SectioeBcribes set-up,
reports experimental results and compares withxistimg design. The

study is concluded in Section E.
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B. Design of OPS MAN networks
B.1. Ring network parameters

Table 6.1 identifies four ring features that haignisicant influence on
ring throughput and node complexity. The designicg® made in this
paper are indicated in bold.

Table 6.1. Main throughput-related OPS MAN ring fedures.

Ring Feature Lower throughput Higher throughput

Space Reuse No Yes

Directionality Uni-directional Bi-directional

Transfer type Unicast only Multicast enabled
Full BW sharing NO Yes

Space reusencreases link utilisation by enabling nodes tasee ring
wavelengths, instead of them being reserved fortalevround on the
ring. In a slotted OPS MAN unidirectional ring nefti, link wavelength
count was reduced by a factor of around 2-3, ddpgrah traffic [133].

In bi-directional rings the possibility of choosing the shortest path
between two nodes may improve bandwidth utilisatibilowever, to
avoid collisions between counter-directional paskeequires either
centralised scheduling, which increases delayseparation of the two
directions, increasing node and/or transmissiorerlagomplexity by
dictating use of space switches or bandwidth pamntitg.

Full link bandwidth sharingncreases statistical multiplexing gains, as
opposed to bandwidth partitioning for waveband ept€ or bidirectional
networks. To exploit this requires Wavelength Caosian (WC). Whilst
slotted operation enables non-blocking Ring Nodes fer-slot
reallocation of wavelength used for packet insarti@asynchronous
operation requires wavelength conversion also ofvdoded packets to
avoid internal blocking.

Multicast enables traffic from a single source to be senmtdtiple
destinations. This forwarding paradigm reduces tiftal number of
packets transmitted, thereby saving link bandwidthis particularly
interesting for distribution of bandwidth intensiservices such as video
conferencing, Video on Demand (VoD) and online gani

Fig. 6.1 represents a unidirectional ring netwarkyploying multicast

and space reuse. Different packet transfer scenarm distinguished by
different line patterns, and wavelength allocatoneach link is denoted
by A : [source] -> [destination(s)].For simplicity, only one multicast and
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two unicast packet transfers are illustrated, udinigs with only two
wavelengths. We will consider the benefit of WCotlgh an example:
Any node may start inserting a packet (here: ter&]->[A]), at an idle
wavelength. When a packet using the same waveleagites (here:
multicast transfer [C]->[D,A]), node E must use W& avoid internal
blocking during forwarding. Hence, the only conalitifor successful
packet transfer is having a free wavelength (btinesessarily the same)
at each link between source and destination(s).

e 7T TN
ol A [A>F \

A, void

A, [CI->[B5A]
A, void

A, : [CI->[DA]
A, :void

Fig. 6.1. Intra-ring unicast and multicast transfers.
B.2. Ring interconnection and MAN/WAN interface

A
RING INTERCHANGER ‘\..._.
with MAN/WAN interface

Fig. 6.2. Interchanger enables inter-ring connectias.

To increase network size requires both ring inteneetion and an
interface to the WAN. This can be achieved by agRimerchanger with
MAN/WAN interface. Fig. 6.2 illustrates how a mughist packet from
node A on ring 1 now can reach node D on ring 2yels as node C on
ring 1. The MAN/WAN interface is assumed to include O/E/O
conversion, enabling 3R regeneration and adapt&gioew signal format
and bitrate. Furthermore, this enables monitorind policing of WAN
ingress and egress traffic, required to realiseicerlevel agreements
between different operators.
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C. Node design
C.1. Design Rationale

Introducing advanced ring features, requaiesve nodearchitectures, in
general increasing node complexity. However, spaase, multicast and
full bandwidth sharing decrease the required nunalbevavelengths per
fibre. This reduces WDM transmission layer CAPEXd &aDPEX (by
decreasing size and/or number of transmitters, ivee EDFAS,
multiplexers, couplers, performance monitors, disjpg compensators)
and it decreases the size of the switches in thes)aing interchangers
and MAN/WAN interfaces. Hence, active nodes areclieial whenever
these savings outweigh the additional cost of dhioing more active
components in the nodes.

We propose active node designs that combine WCsaiitdhing, using
an All-Active Mach Zehnder Interferometer (AA-MZBnd associated
tunable lasers as the only active components, fayma Tunable
Wavelength Converter (TWC). The TWC configuratiensuch that it
keeps a copy of the input signals, enabling muticBhe high integration
level of the AA-MZI enables compact devices.

This study only considers the data plane, and assuinat the devices are
configured by an OPS control unit that implemehtsdesired scheduling
policy, based on packet control information readaooontrol channel
[25].

c.2. Ring Node Design

For comparison, we show in Fig. 6.3 a) an existiegign of an active
node without optical WC capability and without whaed separation
[133]. The design is intended for slotted operatamd synchronisers will
thus be required at some or all ring nodes. ThelnRing Node design in
Fig. 6.3 b) is suitable for asynchronous operatod has full WC
capability. It works as follows: The TWCs drop ialbut packets from the
ring to the receiver (Rx) array, which selects wihpackets to send to the
access network interface. If the packet shoulddoedrded on the ring,
the TWC laser is tuned to the wavelength to be wgethe next link,
avoiding internal blocking with existing packetrisfers (forwarded or
inserted); otherwise it is erased by turning off thser, or by tuning to a
specific “dump” wavelength, as discussed in D.2rral packets to be
forwarded are coupled with the inserted packets filwe transmitter (Tx)
array, which forms the output interface of the asceetwork. It can be
realised by fixed lasers and modulators. We compasign component
counts in D.4.
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a Forwarding at Forwarding at
) « SAVE wavelength / NEW wavelength
Esy il
[soAlis
=T T e
" LN Ring ‘ Output
Input {soah Output '

o I SR -
Ri,g/ =[] [ \Ri AT\ A
drop Rx array Tx array inSZ?t Tx array nsert

Access Network Interface Access Network Interface

Fig. 6.3. a) Ring Node w/o WC, b) Proposed Ring Nedv/ WC.
C.3. Ring Interchanger design

~— Intra-Ring forwarding

werl—— 1} \

™We 2 f—

Ring 1

wewh 9} { Output
Iy — M.
Dual-ing  ping 1—1LIF2-I ~[w[1][2] - F’I"-| SN .
MANMWAN =~ WAN input f WAN output ZNTERRIT
INTERFACE Ring 2_1‘J|_2J IlNJ L1J|_2 —Tw %/’forwardlng
L3 — A )
TWCw I t Ring 2

Output

Twe 2

N Intra-Ring forwarding

Fig. 6.4. Proposed Ring Interchanger MAN/WAN interfce.

The proposed ring interchanger is illustrated i Bi4. In addition to the
drop output and the Intra-Ring packet forwardingpoty the TWC
should also be able to output a third copy of tiut packet at a freely
selectable wavelength, for strictly non-blockindeinRing forwarding.
Such a novel TWC design is depicted in Fig 6.9\mte also that access
network interface is replaced by the MAN/WAN inteé€, but this does
not change its optical interface.

D. Experiment and Results

The experiments deal with the operation of the AZiMbeing the
critical part of the node design. We hence emutai appropriate
scenarios for operation both for the ring node #@&dring interchanger.
An important feature of these designs is that @ASurrents in the AA-
MZI are maintained during operation, even for chagdunctionalities,
the AA-MZI control is thusall-optical.
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D.1.

Fig. 6.5 illustrates the experimental set-up. Thangmitter module
emulating ring input uses tunable external cawisets (ECL) and MZI
modulators (MOD), driven by 10 Ghit/s NRZ pulsetpat generators
(PPG), with PRBS word lengths of-2. ECL 2 and 3 provide continuous
wave (CW) light for the AA-MZI inputs, needed fartia- and inter ring
forwarding, respectively. The signal quality inrter of bit error rate
(BER) is measured by the preamplified receiver (RERolarisation
controllers, amplifiers and attenuators, used fiimaisation at beginning
of experiment are omitted for clarity.

For the Ring Interchanger experiment, depictedign 6.5 b), a Tunable
Bandpass Filter (TBF) was used to select betwetar-Ring signal or
Drop signal. In a final Ring Interchanger desigme oshould instead
exploit that the input wavelength is fixed, by @phg the TBF by a
Fixed Reflection Filter (FRF). Hence one receives Ring Drop signal
at an added arm of the circulator, C1, and thedRteg signal after the
FRF. Note that this prevents using same Inter-Rintput and input
wavelength.

Experimental Set-up

RING
a) INPUT PPG1 )‘INTRA—RING
ECL 1 — ECL 2
— SOA
INTRA-RING
( OUTPUT ) z: Sor = @
DROP
OUTPUT
REC + BERT
b) X
INTRA-RING
RING -
INPUT PPG1 ECL 2
ECL1_ HMOD
|—
INTRA-RING = REC + BERT TBF DROP OUTPUT
OUTPUT

Fig. 6.5. Experimental set-up of a) Ring Node, bnterchanger.
D.2.

In this experiment, we have a ring input signall&45 nm, which is
received and measured at the Drop output, andcdrabe forwarded to
the Intra-Ring output at a the ECL 2 wavelengthehget to 1550 nm.
BER of drop signal is measured both when input déagmultaneously
forwarded and not, termed Ring Drop | and Ring DHopespectively.
The results are expressed by the BER curves andliageams of Fig.
6.6.

Ring Node experiment
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a) BER measurements
1E-3 5
E 4\ + — Back-to-back
1E-4 E ‘L ) - Intra-Ring output
1E-5 5 = had -~ Ring Drop |
1E-6 3 N A \ - Ring Drop Il
o ™ 3 -
] \ N A Ne
w 1E-7 n = ~
I RN N
169 2 N = .}
1E-10 = N
A [

-42 -41 -40 -39 -38 -37 -36 -35 -34 -33 -32 -31 -30 -29 -28 -27
Received Power (dBm)

Ib) H

3 3 3

Fig. 6.6. a) BER curves. Eye diagrams of b) Intra-Rg output,
c¢) Ring Drop | and d) Ring Drop II.

Comparing sensitivities at BER of ‘{0with back-to-back receiver
sensitivity reveals penalties of around 2, 3 ardB5 for the Intra-Ring,

Ring Drop | and Ring Drop I, respectively. Thessults indicate that to
limit penalty to 3 dB, the design should be impmb\®y always having
ECL 1 on. Packets can instead be erased by turliigEto a “dump”

wavelength, which is subsequently filtered outhat $witch output, thus
shared by all TWCs.
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D.3. Ring Interchanger experiment

Sensitivities, resulting from the Ring Interchang&periment, of the all
three outputs simultaneously on are expressed ieT@&.2, and eye
diagrams are depicted in Fig. 6.7 (with x-axis exugd level). Penalties
up to 5 dB suggest that regenerators may be needed ring. However,
all results are obtained with AA-MZIs not originaltlesigned for the
applications described here, and signal qualityhinige improved by
optimising the design for this purpose.

Table 6.2. Sensitivities at BER of 18

Output signal Sensitivity

Drop @A:=1545.0 nm -36.1 dBm
Intra-Ring output @\;=1547.5 nm -32.0 dBm
Inter-Ring output @\;=1555.0 nm -35.4 dBm

Fig. 6.7. Eye diagrams of a) Ring-Drop, b) Intra-Rig,
and c) Inter-Ring.

D.4. Hardware comparison

Table 6.3 sums up the components needed for thee &ing Node w/o
WC, active Ring Node w/ WC and the Ring Interchangesing a
componentcount (port) notation. To compare identical capacities, the
Ring Interchanger only includes components belanggnone ring.

The Ring Node’s compatibility with multicast and yashronous
operation mainly comes at the expense of repladirg0A gates wittW
AA-MZls and tunable lasers. For the passive comptsea total ofwW
coupler ports can be removed, Mtcirculators must be added. On the
other hand, the design avoids complex packet sgniders, required in
slotted operation. The combined ring interchanged &MAN/WAN
interface requires onlW additional lasers, FRFs, circulators antvd
coupler, compared to the Ring Node w/ WC.
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Table 6.3. Component count of discussed designs.

Comp. AA-  Tun.

Tx Rx SOA Mux Coupler FRF Circ
Design MZI  Las.
Ring Node . .
wio WC w w w 0 0 2 1) 2W (2:1) 0 0
Ring Node . . .
wwe W ow o w W 1W1)  W(2:1) +1 1) 0 W (3)
Ring

Interchanger W W 0 W 2W 1wy wEl)+2 w1y W W(3)+W(4)

E. Conclusion

The proposed designs enable strictly non-blockbigS MAN multi-ring
networks in asynchronous operation with WAN inteefa Full space
reuse, bandwidth sharing and multicast minimise& ICAPEX and
OPEX. The added functionality is obtained by rejpigcsynchronisers
and SOA gates by AA-MZI's and associated tunadseis. The viability
of the concepts were verified by demonstrating riaguired AA-MZI
functionalities. Further studies should focus ogidal performance and
performance/complexity trade-offs.
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6.3. Supporting VLP in OPS Metro Rings

This chapter incorporates the OSA Journal of Optidatworking 2005
article [p23].

Distributed MAC Protocol for Optical Packet
Switched Ring Network Supporting Variable Length
Packets

M. Nord
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Abstract. We propose a distributed medium access contrabpob for
an asynchronous, optical packet switch architectsrétable for an
efficient, scalable and flexible interconnectedyrimetwork. We compare
the complexity of our proposal with existing teafures to support
variable length packets and with node architectthes enable spatial
wavelength reuse. Simulations quantify the throughipcrease enabled
by the MAC protocol, and show that moderate hardwasources are
sufficient to offer low Packet Loss Rates with lovaximum delay and
delay jitter. Finally, we show that the networkiggntly supports bursty
traffic.
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A. Introduction

Optical Packet Switching (OPS) is an excellent @até for the future
Metropolitan Area Network (MAN), which will be muamore dynamic
and demanding than today’s networks [131]. The M&Na critical

network segment, subject to an emerging gap betweerhigh-speed
local networks and the very high-speed backbonworks, termed the
“metro gap” [132]. The Optical Packet Switched Rigtwork (OPSRN)
architecture may overcome this gap, when the foligwdesign criteria
are respected [132]:

« Efficientuse of wavelength resources through spatial wagéte
reuse: The destination nodes remove packets framritig,
freeing bandwidth for other transfers, thus indregghroughput.

« A scalablenetwork: This requires ease of upgradeability tuad
the node count is independent of the WDM channehtovhich
is closely connected to the node architecture.

« A flexible network: to support varying traffic loads and petck
formats, in particular support of Variable Lengtackets (VLP),
which increases the range of acceptable protocaid a
applications that can be supported by the network.

To meet these requirements, we proposeAagnchronous Insertion
Priority Scheduling with Insertion Thresho{dlPSwIT) MAC protocol
and associated node architecture. It is a flexiddsign that enables
spatial wavelength reuse for VLP. The remainderthi§ article is
organised as follows: Section B describes the nétwarchitecture,
reviews existing VLP techniques and introduces AlPSwIT MAC
protocol. Section C compares the complexity of #nehitecture with
existing proposals. Section D analyses networkoperdnce as a function
of hardware resources. Section E concludes theearti
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Optical Packet Switched Ring Network Design
B.1. Network overview

Ring Interchanger
with WAN-Inten‘ace

AN-I"._“ANI

AN-I

AN-| AN| ANI

AN-| e AN-I
AN Ring Nodes ** AN !
with AN-Interface
Fig. 6.8. The studied MAN architecture: two intercmnected rings
with AN- and WAN interfaces.

Fig. 6.8 depicts the network architecture assumeithis study: a MAN
network with two unidirectional WDM rings Each rilgs 8 Ring Nodes
(N=8), interconnected by a Ring Interchanger. EactgRlode serves an
Access Network, connected by an electrical Accessvbrk Interface
(AN-I). The Ring Interchanger enables communicatimmoss a WAN
through its electrical Wide Area Network Interfa@&AN-I). The ring
network signal path is purely optical. O/E convensi are needed only at
network interfaces, enabling electrical ingresddrsfwith random access
times for inserting traffic on the ring, and fatEdting adaptation between
AN and WAN signal protocol, format and bitrate.

The use of two rings, instead of a single ring vidshRing Nodes and a
node for the WAN-I, reduces mean hop distahtefrom 8.5 to 6.61 for
uniform traffic. This reduces required network libandwidth and the
mean end-to-end delay. The benefit increases wherratio of traffic
going to the WAN-I increases, eld=5.4 with the traffic matrix assumed
in Section D.2. However, the ring interchanger sesdace switching
functionality. This is not needed in Ring Nodes,ickheither insert
packets from their input interface, forward packatsthe ring, or drop
packets to their output interface.
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B.2. Distributed MAC Protocols supporting Slot Reus e and VLP

In OPSRNSs, contention can be avoided whilst supgpNLP, by using
areservation protoco[134], or aMulti-Token Interarrival TimgMTIT)
protocol [135]. Reservation protocolsequire significant resources to
realise the communication between the nodes. Fuontive, they add a
delay, equal to the sum of the ring’s Round Trim&i(RTT) and the
reservation processing delay, to the packet's graijien delay. The RTT
is ~100-1000 ps for rings with lengths of 20-200. Krhis prevents
“immediate access”, which we consider to be aclievben the ingress
buffer delay is well below ring RTT. On the otheand, theMTIT
proposal has low access delay, but throughput @iced by not
employing spatial wavelength reuse [132].

To enable immediate access, spatial wavelength eremsd low
complexity scheduling, we studjistributed MAC protocols. The main
candidates are “empty-slot” protocols, which switisied-length packets
synchronously [132]. By giving priority to packétstransit, contention
is resolved by only inserting packets from the @sgrbuffer when there
are free slots on a suitable wavelength on the. rirflgs wavelength
availability control information can be obtainedbrr either in-band
packet headers, or from an out-of-band control obhkrn this study we
do not specify any particular method, since it @eaign choice that does
not intrinsically impact performance. Note thatbioth casesprocessing
FDL is required to delay the optical data packets sthihe control
information is processed.

These MAC protocols are typically posteriorischemes, where each of

the node’s accessible ring wavelengths are asedciaith a Virtual

Output Queue (VOQ) in the ingress buffer [134]. Twavelength

availability and scheduling policy govern which VQQ insert packets

from. This increases the node’s chance of insefigackets on available
slots, and it avoids Head Of Line (HOL) blockingowkver, such

schemes require faster scheduling thgriori schemes, which selects a

packet to insert before knowing wavelength avalikghj132]. Different

techniques, listed below, have been proposed tendxtempty-slot
protocols to support VLP, and these are compardti wiPSwIT in

Section B.3:

« Preemption The scheduler starts inserting a packet on artyeshpt,
but aborts the insertion attempt if the packet as fully inserted
before the channel contains a non-empty slot [1B6if calls for use
of optical gates in the transmission path to erthse pre-empted
packet at the next downstream node, to avoid batibwivastage
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[136]. Moreover, the scheme is unfair to long pagksince nodes
with long packets have less access to the ringvoialtial

» Segmentation And Reassem{AR: Segments packets with length
above a slot into fixed length segments, and realsles them at the
destination. However, segments from a packet maptedeaved by
segments from other packets [137], and each ratsh@uld have a
VOQ per source node to reassemble the segments [88eover,
since each segment has a header, or MAC fr&AR& suffers from
increased overhead [136]. Again, the scheme isimunfa long
packets, since nodes with long packets have higfenhead.

e SAR-On DemandSAR-OD: Combines pre-emption an8AR to
reduce overhead and packet length unfairness, lyysegmenting a
packet when a non-empty slot interrupts its inear{iL38]. Still, the
nodes must handle the compl8ARprocedure which ideally should
be avoided [134, 139].

* Multiple Slot Size¢MSS: Operates a slotted ring with multiple slot
sizes per wavelength, suitable to the expectedegsgtraffic [136].
However, performance suffers from HOL blocking it a
destination VOQ), when the first packet in a VOQslaot fit the
size of the free slotMSS aggravates the problem of global slot
synchronisation and detection of slot boundariég[1An efficient
implementation depends on an accurate predictiorihef packet
length distribution, and since the RTT is the uppeund of all slot
sizes on a wavelength, MSS has a limited packejttewell below
the RTT.

» Look-ahead:Increases scheduling horizon to equal the maximum
packet length, by increasing therocessing FDL length
correspondingly. Input packets are sorted into VO§ysa pre-
classification scheme [139], based on their patagth. However,
acceptablerocessing FDUength and scheduling complexity limits
maximum packet length.

« FDL based register insertion techniqgue (FDL Regs.)nGives
priority to inserted packets, using a set of svatlh FDLs to delay
in-transit packets during contention [137]. Howevéne coarse
granularity of the FDLs decreases bandwidth efficie[134]. The
bulkyness of FDLs may limit the maximum packet lénagnd use of
optical switches in the set makes it a complex comapt.

Note that slotted operation prevents the MAC to gletely fill up all
accessed slots when the input packets are VLP.d{d¢he Slot Filling
Ratio (SFR) is sub-optimal, which reduces bandwalficiency.
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B.3. Proposal for MAC protocol with Insertion Prior ity and
Insertion Threshold

We here describe ouksynchronous Insertion Priority Scheduling with
Insertion Threshold (AIPSwIT) MAC protocol. It operates
asynchronously and gives priority to packets culyeheing inserted,
thereby enabling “unlimited” VLP length without awscrimination of
longer packets. The MAC protocol exploits the wawgth domain for
contention resolution, similar to the principle dse mesh networks, as
studied by [95]. To this end, it converts packetbé forwarded, which
find their own channel occupied, to other free wengths on the next
hop. Simultaneously, the MAC protocol optimises th@bability of
finding such a free wavelength, by only insertingckets when the
number of free wavelengths on the next-hop linleb®ve an insertion
threshold.

Table 6.4. Comparison of empty-slot MAC protocolsgpporting VLP
and AIPSWI T MAC protocol.

Packet

MAC \L/JSgTelgeg(ih fle?ngth ov'\tﬂaﬁcead SFR confg;sxity clcr;;i)rl’g?(irly C';(r)r:\pl)vlzzgty
airness
SAR Yes No High Sub-Opt. High Low Low
PreEmption Yes No Low Sub-Opt. N/A Low High (SOA)
SAR-OD Yes No Medium/Low  Sub-Opt. High Low Low
MSS No Possible Low Sub-Opt. N/A Medium Low
Look Ahead No Possible Low Sub-Opt N/A High Low
FDL Reg. Ins. No Yes Low Sub-Opt. N/A Low High (FDL)
AIPSWI T Yes Yes Low N/A N/A Low  High (TWC)

Regarding the performance, the insertion threspaoiaciple has earlier
proven beneficial for output scheduling from eleetk contention
resolution buffers in OP&eshnetworks [140]. We show in Section D
how it greatly increases network throughput. Theedaling complexity
is low, since the allocation of wavelength both forwarding and
insertion of packets is based on first-fit searcireghe scheduler's
wavelength allocation table, and since the insgrtiecision is based on a
simple counter - threshold comparison. Moreoves AP SWITMAC can
operatea priori without HOL blocking, since the packet to be insdris
strictly FIFO based, and does not depend on whiabelengths that are
free. This alleviates processing time requiremefitsally, note that the
insertion threshold can also be employed to enfsimeess, which is the
focus of an ongoing study, beyond the scope ofdttisle.
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Table 6.4 sums up the qualitative comparison of éhwpty-slot VLP
adaptations andIPSwIT The former suffer from a combination dfnot
supporting unlimited VLP lengthi) discrimination of long packetsi)
sub-optimal SFR,iv) increased MAC overhead, and) increased
electrical or optical hardware complexity for irts@m, forwarding or
reception of packets. In contrasiPSwITavoidsi)-iv), but does require
a TWC for forwarding. However, as we will see incien C, such an
active device is needed also to enable spatial lwagth reuse in a
flexible network design, and we combine these twocfionalities to
reduce component count. This partly compensatedrdngback of using
aTWC.
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C. Node architectures
C.1. Generic Ring Node Architectures

The following discussion on node architecture usesconventional: FT
TT- FR™ TR" notation scheme [132], meaning Fixed Transmitter,
Tunable Transmitter, Fixed Receiver, Tunable Rewgeivhe indices
denote the number of each type used in each Rirdg Nomitted only
when the index is ‘1’.

OUTPUT to Ring 1

TWC
!
downstream node N, Input = [We H—
coupler -
¥
a 1

a) b)
e — Channels 1-W, exceptw | — Forwarding at SAME wavelength
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Fig. 6.9. Generic node designs of: a) TT-FR Ring Ne, b) SOA gate
based FT'-FR" Ring Node, c) TWC based FY-FR" Ring Node, d)
Proposed Ring Interchanger.

Many empty-slot protocols assume a TT-FR node tachire with the
number of WDM wavelength®V, being equal to the number of nodis,
[132], such as [137, 141]. This enables simple captdemultiplexing
hardware to receive the channel, since all nodeshar termination point
of one WDM wavelength. The resulting generic nodsigh is illustrated
in Fig. 6.9 a). The architecture enables spatialelength reuse, since all
packets are removed from the ring at their destinatwhen the
wavelength is terminated in the fixed receiver. ldoer, the constraint
on the relation between network channels and numbeodes prevents
network scalability. Furthermore, the TT-FR arctiitee only enables the
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node to insert packets on one channel at the time to receive packets
on a single, fixed channel. To insert a packetsttfeeduler tunes the TT
to the wavelength of the (non-empty) VOQ associateith the
wavelength of a free slot, according to the MAC eslilling policy.
However, if the VOQ of all free slots are emptye thode cannot insert
any packet, even though other VOQs may contain giacK his static
architecture thus limits bandwidth sharing, therdigiting network
throughput, in particular when the traffic matrikamges dynamically.
E.g. if the relative traffic rate to any node irases, the wavelength used
for reception at this node becomes oversubscribedn though other
wavelengths will be undersubscribed. Another drakhba the fairness
problem of node starvation i.e. the throughput between sources and
destinations is lower than average for source ndusare close to the
destination node [132].

A flexible network has improved bandwidth sharimwghich calls for
accessibility of reading data from more wavelengésswell as increased
capacity of inserting data. The optimum flexibility obtained for F¥-
FR" architectures, in which any node can use any weagth to
communicate with any destination. Alternativelyflexibility trade-off is
obtained for TTW-TR™W architectures, possibly using waveband
approaches [133]. To avoid TRs, i.e. tunable opfitars, TTW-FRY
architectures are often preferred, such as [139)]. 1% illustrated in Fig.
6.9 b), each node receives a copy of all packeitdray on their upstream
link, which makes it compatible with multicast [13Z20 enable spatial
wavelength reuse, the scheduler chooses which fgatkéorward to the
downstream node, by using eitir 2x2 switches [142], AV sets of 1:2
coupler with an optical gate in the forwarding path

As described in Section B.3, our propogdBSwITMAC protocol gives
priority to packets under insertion. Contentionofe8on then requires
wavelength conversion of the packet to be forwartlech currently
unused wavelength. To save components, we promos®rbine the
wavelength conversion with the optical gate furmidy required for
spatial wavelength reuse. The TWC then eithershiift wavelength of
the packet to be forwarded, or remove the packah fthe ring, as
detailed in Section C.3.

Most slotted ring networks assume slot alignmertictv requires either
complex optical synchronisers at (at least in soRiey) Nodes, or careful
dispersion compensation [138], depending on thes’sfiuard band. For
multiple rings, synchronisers are at the very laastded at the ring
interconnection, since different fibres may expace different
environmental conditions, known to impact propawgatidelay. In

145



CHAPTER 6. METRO NETWORKS

addition, when using a separate control channel,stiould be
synchronised to the corresponding data slots. Tdas be done
electronically, simply by adjusting the timing dfiet control channel,
provided that the data slots are aligned [136]. @ndjit of the
asynchronous operation KIPSwiITis that it does not need any alignment
between data, only between data and control. Thables electronic
synchronisation when using a control channel, aneh eremoves the
problem altogether when using packet headers.

Table 6.5 compares these three node architectima®ased flexibility

comes at the expense of use of active componetheg ioptical path, and
an increased TT and FR count per node. Comparedotio Slotted

designs, our design eases synchronisation, andeimite supports VLP.

However, the equally bandwidth-flexible slotted igasuses SOA gates
instead of TWCs. Hence, the attractivenes®\BISwIT increases with
decreased TWC/SOA cost ratio and with increasegtetif the potential
drawbacks of the VLP adaptations, summed up ineTélbl

Table 6.5. Comparison of designs that allow spatiavavelength reuse.
(Component count is given per Ring Node).

. # Active | Slot-by-Slot .
VLP support Bandm{l_dth #TTs #FRs Devices for| Synchr- MU|tIC§St
Flexibility . . Compatible?|
Forwarding | onisation
Slotted
Inflexible | Not inherent Low 1 1 N/A Required No
TT-FR
Slotted
Flexible | Not inherent High 1<j<w w W SOAs Required Yes
(TTI-FR%)
AIPSWIT . . )
(TTI-FRY) Inherent High 1<j<w w W TWCs [Not Require Yes

c.2. Ring Interchanger Design

The Ring Interchanger should switch inter-ring sk in addition to
forwarding of intra-ring packets, similar to thenBi Nodes. Hence,
blocking may occur in the Ring Interchanger, whepaaket should be
forwarded to a ring which has no free wavelengtHewever, the
AIPSwIT wavelength insertion threshold on packets from WAN
increases the probability that all forwarded paskean find a free
wavelength also at the Ring Interchanger outpgt. &0 d) illustrates the
generic ring interchanger design.

C.3. Realisation issues

Both the Ring Node and the Ring Interchanger agchires can be
realised using conventional components, such aglemuand TWCs, as
illustrated in Fig. 6.9 ¢) and d). TWCs supportdigs of 40 Ghit/s, as

demonstrated in [p5], and TWCs are soon expectdik toommercially
available [131]. Combining TWC and optical gate dimonality,
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discussed in Section C.1, calls for possibilityenfising packets in the
TWC. This is feasible by either) converting it to a drop-wavelength
(subsequently filtered out using a fixed filtetla@ node output interface),
i) turning off the laser probe signal, o) modulating the SOA bias
current (as in a SOA gate).

Alternatively, the optical functionalities requiréd the Ring Node and
Ring Interchanger, can be realised in a more radesign, based on an
All-Active Mach Zehnder Interferometer (AA-MZI) thacombines
switching and wavelength conversion, demonstratddi4]. This avoids
one coupler in the Ring Node design, and enablesofis single TWC
per channel in the Ring Interchanger design, piatiinreducing overall
component complexity. The choice of which desighédreficial does not
impact the logical behaviour of the network, andegond the scope of
this study.
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D. Network Performance
D.1. Simulation Parameters

Network performance depends both on input traffind anode
dimensioning. Regarding the input traffic, we véagth the traffic load
and arrival statistics. Regarding the node dimens@® we first evaluate
the FTV-FRY architecture. We then evaluate the"f¥IFR" architecture,
including impact of limited buffer resources. Toduee buffer- and
scheduler complexity, we model the ingress bufferoae large FIFO
buffer storing up tdB packets. When the ingress buffer is full, thetfirs
packet is discarded. Table 6.6 sums up main siioalgbarameters,
further detailed below. The mean packet duratiorl igs. Since the
packet format is technology- and protocol dependesst do not take
packet overhead into consideration.

Table 6.6. Main MAC, performance and hardware paraneters.

Symbol Parameters
N=8 Number of Ring Nodes in each of the two rings.
W=32 WDM channel count, each channel is assumed to tgpatd 0 Gbit/s.
H=5.4 Mean hop distance in the offered traffic matrixeessed in number of links).
BLink, nw=5.76 Thit/s Total bandwidth of all linksByink, nw=2 X (N+1) X W x 10 Gbit/s).
LoadagsoLute Total traffic (measured in bits) offered by ANs ané\N per s.
L oadnormaLiseED LOADggsoLutenormalised tdBW nknw taking mean hop distance into account.
RT Relative Throughput: Ratio of successfully receiaed offered bits per. s
T Mean ingress buffer delay of received packet.
WeReE AN AIPSWITMAC free wavelength insertion threshold, usechie Ring Nodes.
WeReEwan AIPSWITMAC free wavelength insertion threshold, usechim Ring Interchanger.
jan Tunable laser count of the AN-I in the Ring Nod, the TT notation).
jwan Tunable laser count per WAN-I in the Ring Interchan(cf. the TTnotation).
B Max number of packets in the ring node ingressesuff
D Max delay of packets in ingress buffers. Corresgdndnax packet inter-arrival jitter.

D.2. Traffic Matrix

Of the total input traffic, 20 % goes from the WAdIthe 2N ANs, and

an equal amount goes from thd ANs to the WAN. The remaining 60
% is AN-to-AN traffic, of which 2/3 is intra-ring-affic and 1/3 is inter-

ring traffic. The source- and destination noderigarmly distributed for

all these traffic types, and the traffic is balathciee. evenly distributed
over all links, withH=5.4.
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We first model the ingress packet stream from tiNs Aand from the
WAN by a Poisson arrival process, with exponentidistributed packet
lengths. Whilst the Poisson arrival model may bgresentative for the
highly aggregated traffic in the core network [1382], the traffic closer
to the edge is expected to be more self-simila2]18Ve assess this
scenario, by an approximation of self-similar ANpun traffic, termed

“Bursty” in the following. It is modelled accordingp [143], using

independent traffic generators, generating pack@tads according to a
Pareto distribution with Hurst parameter of 0.8.

Assuming 10 Gbit/s channel rates in our 18 linkmoek with W=32, the
total network link bandwidthB nk nw iS 5.76 Thit/sLoadsgsoLuteis the
total amount of data that the ANs and WAN offerthe network per
second, whilstLoadyormaLisen represents a normalisation of the offered
bandwidth to total link bandwidth, taking the meaop distance, into
account (6.1).

LoadyormaLiserrL0a0hgsoLuteX H / BLink,nw = LOaGhgsoLutex 5.4/ 5760 Gbit/s (6.1)

D.3. Performance parameters

The network operator is interested in operating high load, to increase
revenues. The network users are primarily intecesiethe PLR, delay
and jitter. The required level of each parametepedds on the
application. For the purpose of this study, we foon achieving a mean
network PLR of 10%, which is similar to [115], deeming it sufficiefur
acceptable TCP throughput. However, we also shawaRLR of ~10°
and below can be reached for relatively small letlictions. Similar to
many network studies we evaluate throughput vsd.ld&e use the
Relative ThroughputRT, which is a measure of the fraction of input
traffic that is received at its destination. In 8teady-state, it is related to
the PLR by PLR=1-RT, henceRT should be above 0.99 to respect the
PLRrequirements.

ris a measure of the ingress buffers’ contributmthe mean end-to-end
delay of successfully received packets. This coimeaddition to the
propagation delay, which depends on the hop distdostween source
and destination node. Each fibre link is modellsd5akm long, thus
giving a propagation delay of 25 us per link, whigities a single ring
RTT of 225 us. Takingl into account gives a mean propagation delay of
135 ps. As discussed in Section B.2, to obtain “gdiate access”,
interpreted as a delay significantly lower thart thiaprotocols imposing
an RTT access delay, we should have<225 us. The propagation delay
will then be the dominant part of the total delayt it is constant for
packets belonging to the same stream. On the btoad, 7 varies from
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packet to packet. Many network applications andiquas are better
served with a bounded packet interarrival jitteBdb To achieve a
maximum jitter equal td, we imposeD as the maximum time in the
buffer. Older packets are discarded.

D.4. Simulation Results

We use discrete event-driven simulations in OPNBETevaluate the
network. Our simulations confirmed that the probgbof blocking is
independent of the packet length. Results are gim#n95% confidence
intervals, calculated using 10 independent simaatiruns with different
random generation seeds, ignoring the transitigelod, and using
results from the steady-state period. A parametdan of different
Wereewan @nd Wereean €nables us to identifyoptimum insertion
thresholdsto maximiseRT, respecting the steady-state requirement and
obtaining a lowr. These insertion thresholds balance risk of blogki
with under-utilisation of the ring bandwidth. Theer the load, the more
conservative can the insertion threshold be withidlitg up the buffers,
which in turn reduces blocking and increaRds

Fig. 6.10 shows th®&T (lid lines, left axis) andr (stippled lines, right
axis) vs. load, for both Poisson- and Bursty inpatffic, using the
optimised insertion thresholds. To achi@&/Eabove 0.99.0adyormaLisep
can be up to 0.78. The Poisson scenario obtairtseehRT than bursty
traffic. For both traffic typesy =0-6 us, which is orders of magnitude
below the RTT, and comparable to e.g. [142].

Fig. 6.10 also showRT when not applying an insertion threshold (dotted
lines, left axis), i.e. when the MAC inserts paskeh the ring as soon as
there is a free wavelength. Compared to this ctee MAC protocol
using optimum insertion thresholds enables roughl¥-50% increase in
acceptable load to obtain the saRE The gain is highest faRT close to
unity. For lowerRT, significant blocking occurs per hop, which rediuice
mean hop distance, thus reducing the observahte Naite that without
insertion thresholds, we havec<1 ps, and this parameter is thus omitted
from Fig. 6.10 in this case.
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Relative Throughput and Mean Ingress Buffer Delay v s. Load
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Fig. 6.10.RT and T for optimised MAC insertion threshold (“Opt.
Ins. Thr.”), and w/o MAC insertion threshold (“No I ns. Thr.”), for
Poisson and Bursty traffic.

D.5. Hardware savings for TT I.FRY architectures

In this section we maintaihoadyormaLises=0.78 and 0.84, since they
enableRT around 0.99, thuBLR around 16. When reducing TT count,
as a minimum there must be enough TTs to inseridhé from each
node continuously. However, to enable a more flextuffer insertion
policy, we relax this minimum TT count by increasiit by 50% and
round to the closest integer. These values arengivdable 6.7, both for
jan and jwan, as a function ofLoadyorwauses The overall transmitter
count is then reduced from AWHW) to 2X(NXjantjwan), Which is
almost an 80% reduction. Assuming that commercied @are less than
twice as expensive as commercial FTs [136], this the potential to
decrease transmitter cost by ~60%.

Using these transmitter counts, we stiR¥yversusB, shown in Fig. 6.11.
Note that the buffer size of the Ring Interchanigdaken a£B, since it
has higher load than the Ring Nodes. At the same tire imposé&=16
pHs andD=64 us to bound jitter. For Poisson input traffid, has only
negligible influence foD>16 ps, and is therefore maintainedst16 ps.
We observe thaRT decreases when going frdroadyormaLisen0f 0.78 to
0.84. There is a performance-complexity trade-affweenRT and B,
giving the network designer some flexibility. Fboadyormauises=0.84,
RT converges below 0.99. Fhpadyormauises=0.78,RT increases from of
0.975 to 0.997, by increasing from 16 to 64, where it reaches its
asymptotic value.
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RT of Bursty traffic was found to increase wiih, and D=64 us is
therefore included. Again, there is a trade-offalBsnRT and load, and
betweenRT and B. However, we observe that Bursty traffic requires
larger B to reach the samRT as Poisson traffic, and that increasibg
makes thdRT be closer to Poisson traffic, when sufficientlgrieasingB.
This confirms [132], in that that self-similar tfiafis more demanding
than Poisson-like traffic, but it also indicatesitthhe effects are not
detrimental, since they can be overcome by modgratducing the load,
or by increasing buffer dimensions.

Table 6.7. Transmitter reduction enabled by the TTarchitecture.

L oadnormaLiseD jan Jwan Overall TX count reduction
0.78 6 12 79.2%
0.84 7 13 76.0%

Relative Throughput vs. B, for different D

1.00 Jj___; ——— 4 _;é%:
B e

0.98 ’ N
2 Hs T
/ I = 77777
0.97 _ K
0.96 é Poisson, D=16 Bursty, D=16 Bursty, D=64
] v | —HE Loadyoryauizen=0.78 £ LoatoruaLizep=078  —<I— LoathoruaLizep=0-78 |
=& - Loadyoruauizen=084  ~\7 - Loadyoruauizen=084  ~ [> - Loadyomuauizen0.84
0.95 : : : : 1 : : :
0 32 64 96 128 160 192 224 256 512
B

Fig. 6.11.RT vs.B for different Loadyormacisen and different D. Note
the break along the x-axis.
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E. Conclusion

We have proposed a distributed MAC protocol thagffgsient, scalable
and flexible. Similar to flexible slotted designgtiwspatial wavelength
reuse, the associated node architecture requirése adevices for
forwarding. The added complexity of using a TWCtéasl of an SOA
gate may be compensated by the inherent suppoviacéble Length
Packets (VLP), since it does not have any otherthef discussed
drawbacks of the empty-slot VLP adaptations. Furtloee, being a
distributed control, based am priori scheduling, the scheduling speed
requirement is relaxed comparedatposteriorischeduling.

In a dual ring network with 32 WDM channels opedas 10 Gbit/s, an
absolute load of 832 Gbit/s can be supported wiRT @above 0.99. This
is obtained both for an F'FFR" architecture, as well as for an T
FR" architecture with a transmitter reduction of altr83 %, when using
buffers supporting up to 32 packets per node witbwnded jitter of only
16 ps. It is hence an immediate access protocol. Foe roarsty traffic,
the network obtains the sarRd by doubling the buffer size. Even higher
throughputs are reached when either increasingbsite, up to a load-
and jitter defined limit, or when decreasing load.

Given the above discussed properties, we believis tietwork
architecture to be a promising candidate for an @2®, and current
work investigates fairness support for differeaffic matrices.
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6.4. Supporting Fairness in OPS Metro
Rings

This chapter incorporates an article submitted teelwier Journal of
Optical Switching and Networking [p26], (revisedsien resubmitted).

Fairness Support in Flexible Asynchronous Optical
Packet Switched Ring Networks

M. Nord *2

Mail: mn@com.dtu.dk, Tel: +45 45256604.
(1) Research Center COM, Technical University ofidark, DTU-B 345V, DK-2800
Lyngby, Denmark

(2) Telenor R&D, N-1331, Fornebu, Norway
Abstract. This article studies performance of an asynchrenOptical
Packet Switched Ring Network (OPSRN) that usesébently proposed
AIPSwWIT MAC protocol to efficiently support the Metropalit Area
Network. This study addresses relative throughmitnéss between
source-destination pairs, whilst guaranteeing merindelay and delay
jitter. Event-driven simulations are used to asséss OPSRN
performance. First, its efficiency is highlightedy comparing its
throughput with that of a Static Wavelength Rou@gpltical Network
(SWRON) for a uniform traffic scenario. Then, itéexibility is
emphasised, by showing that it can also efficientlpport non-uniform
traffic scenarios in a fair manner. We concludet thi@s fairness
technique for OPSRNSs is particularly promising fian-uniform traffic,
since it increases acceptable network load, withgoliating specific,
source-destination throughput levels.

A. Introduction

Optical Packet Switching (OPS) is an excellent @até for the future
Metropolitan Area Network (MAN), which will be muamore dynamic
and demanding than today’s networks [131]. Curyendeployed
Synchronous Digital Hierarchy (SDH) technologies aot suitable to
accommodate the increasing amount of data traffithe Metropolitan
Area Network (MAN) [132]. The MAN bandwidth bottleok prevents
high-speed clients and service providers in ANsnfrapping into the
vast amounts of bandwidth available in backbone/owds.
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AN/MAN interface |”" |
(O/E/O) 9

Fig. 6.12. A WDM-based OPSRN with 8 nodedNES), each serving an
Access Network (AN).

Optical Packet Switched Ring Networks (OPSRNSs) tuts a long-
term solution to bridge this widening “metro-ga3R]. They benefit
from attractive properties of optical and electoonéchnologies, by
combining flexible electrical buffers to store peatk from the AN in
ingress buffers until insertion on the ring is da&lsie, with cost-effective

WDM transmission. Ideally, OPSRNs should have tliewing features:

« Bandwidth-efficiencyHigh loads can be supported by combining low
MAC overhead withspace reuse.e. that destination nodes remove
packets from the ring [132].

« Scalability Combine node architectures that decouple ringenadd
WDM channel count, with a distributed MAC protod¢bht has less
delay and complexity than centralised schedulirdy]1

» Flexibility: Use a flexible node architecture to increaserémge of
supported protocols, applications and traffic sdesaby supporting
Variable Length Packets (VLPs), Quality of Servi@oS) and
fairness [132].

It is at present not clear what the QoS requiremeiit be at the time of
OPSRN deployment. In this study we address howppart the part of
the traffic that tolerates a relaxethtistical QoSwith a certain PLR and
delay-jitter. Very loss sensitive traffic and/or idtant Bit Rate (CBR)
traffic, can be better supported by a circuit shéd network, which

enableguaranteed QoSThe potential for the statistical QoS paradigm is

economic use of resources by high bandwidth effeyein particular for
dynamic traffic. In order to increase the amounttraffic that can be
supported by the OPSRN, we study an “immediatesstd@PSRN with
an ingress delay below the ~0.2 ms ring Round Tiipe, (RTT). This
article extends earlier research on a distributesiCMprotocol, termed
Asynchronous Insertion Priority Scheduling with drtion Threshold
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(AIPSwIT) [p23], to includefairness Fairness is a prerequisite to provide
network-consistent QoS, but we do not address Qti&ehtiation. To
highlight the fundamental properties of ring netkgyrwe investigate a
single unidirectional ring [133, 136, 139, 141, 1445]. This is an
important step before expanding the study to ireledy. bidirectionality
[138], increased connectivity, or interconnectiohrimgs [p23, 146],
which all may improve network resilience and sciitgb

The remainder of this article is organised as ffloSection B details the
node architecture and MAC protocol, and comparestiwith existing
solutions featuring space reuse, VLP support airddss mechanisms.
Section C formalises the simulation parametersti@ed compares
OPSRN performance with that of an SWRON for unifamaffic, and
Section E studies OPSRN performance for non-unifvaffic scenarios.
Section F concludes the article.

B. The AIPSwIT Node Architecture and MAC Protocol
B.1. Blocking in ring networks

To facilitate the analysis throughout this artiele list the different types
of blocking that may occur in a ring network. Ag tist shows, blocking
during contention between in-transit packets (ptcka the ring) and
packets under insertion depends on whether the NdAgocol gives
priority to the former or the latter packet typendtedTra-PRI andIns-
PRI, respectively.

« “Buffer Discards” D), take place when the ingress buffer of an
OPSRN node suffers from buffer overflow, or whee buffer delay
timer of a packet expires.

* “Reception Blocking” RB), takes place when a node does not have
capacity to receive all time-overlapping packetgtanring, destined
to this node.

» Contention between in-transit and inserted packessilts in either:

* ‘“Insertion Blocking” (B), for Tra-PRIMAC protocols.
* “Forwarding Blocking” £B), for Ins-PRIMAC protocol.
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B.2. Node Architecture

a) Static FTN1-FRV architecture b) Passive TT-FR architecture

OUTPUT to INPUT from

Waveband downstreamnode n+1 upstream
WaveBands WB, - WB,, (except WB,

demux, SLED Weheliny Gz Wan) \ node n-1

Channels w,-wy (except w)

—pe
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WaveBand W8
with N-1 channels
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demux
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node -1 RX array (fxed lsers) buffer
MAN/ AN N[ 2]f 1 FR /N1 VO
(W channels, interface. | FFOingress (Fied Receiver) MAN/ AN W Qs
dividedin N MAN/ AN buffers interface MAN / AN
interface

Ring Node * n' interface

c) Active FTW-FRW architecture for Slotted operation dActive  FTW-FRY architecture for Asyncrhonous operation

Forwarding at SAME wavelength Forwarding at NEW wavelength

INPUT from
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node n-1

OUTPUT to

OUTPUT to
downstream node  n+1

downstream node  n+1

Wavelength
demux

Ring /L}

drop --[2][1 1] [2]=f w drop {2 [1 1 [2]f w
TXarray TX array
MAN / AN Ingress FIFO (WFTsor j TTs) MAN / AN Ingress FIFO (WFTsor j TTs)
RX array interface buffer RX array interface buffer
- MAN/ AN Single shared FIFO MAN/AN | [\Single shared FIFO
Ring Node 'n’ interface ingress bufer Ring Node 'n’ interface ingress buffer

Fig. 6.13. Generic node architectures of: a) StatieT " -FR™™"",
b) Passive Slotted T-FR, c) Active SlottedF T~ "-FR™",
and d) Active AsynchronousF T-"-FR™Y,

Node architectures are described using the corrai®T-TT-FR™TR’
notation scheme [132], meaning Fixed Transmittenable Transmitter,
Fixed Receiver, and Tunable Receiver. The indies®tE the number of
each type used in each node, omitted only wheinttex is ‘1’. We only
include architectures that enable space reusestriied in Fig. 6.13.
Their features and complexity are summed up beb@sed on our study
in [p23]:
« Static FT "-FR ™" architecture:
This architecture is suitable for a Static Wavethnigouted Optical
Network (SWRON), which exploits WDM transmissiorctiaology,
by only using passive multiplexers and demultipiex® route the
wavelengths to their destination node. AvoitB and RB, by
allocating separate channels for reception andmtnégsion for each
node. Benefits include destination stripping, eimgplspace reuse,
and that the complexity with respect to packetrinze and reception
is low. However, there is no spectral bandwidthrisigabetween
packet transfers with different source-destinafiairs. MoreoverN
and W should be related: Full bidirectional connectivigquires a
FTVLFRY! architecture, withtV=WswroeN(N-1)/2 wavelengths per
link. However, such a relationship between nodent@nd WDM
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channel count limits network flexibility, thus sabhllity, and prevents
support of dynamic traffic.

« PassiveFT ™W-FR ™V and TT *"-FR ™W architectures.
Again, all nodes use demultiplexers to terminate(sat of)
wavelengths, enabling space reuse, which avéi@és However,
multiple sources share the same wavelength to ssidiee same
destination, which potentially caus&3 or FB, depending on the
MAC. Use of TT architectures, such as [136, 141], are motivated b
reduced transmitter count, potentially enablingst ceduction, since
already commercial tunable semiconductors laseréeas than twice
the cost of conventional semiconductor lasers [13]pport for
variations in node input load distribution withogexcessiveBD is
straightforward in theeT~" architecture, whilst th@T architecture
then requires equipping nodes with a high TT codiuet, highj.
However, neither is robust to destination distiifivariations, since
wavelengths leading to popular destinations maguegsubscribed.

« Active FT™-FR™" and TT!-FR ™" architectures:
These architectures use same insertion principlealzave, but
operating with full receiver accessibility maximssedestination
distribution flexibility and enables multicast. Botenable full
bandwidth sharing. Similar to the Passive archite, theF_T':W—
FR" is fully flexible to node input load variation, st TT-FR"
requires a sufficiently higl. Space reuse is enabled by an active
optical device in the transmission path to remoaekpts from the
ring, similar to [133].

Table 6.8 compares these alternatives, highlightihgt increased

flexibility comes at the expense of use of actiseponents in the optical

path and an increased TT and FR count per node.Atliee Slotted

design assume an SOA for this purposdia-PRI empty-slot MACs,

and the Asynchronous Flexible design usinglttsePRIAIPSWITMAC,

replaces the SOA by a TWC [p14, p23], to supporP¥land to minimise

FB, as detailed in Section B.3.

Compared to the Passive Slotted design and theséA&lotted design,
our Active Asynchronous design eases synchronisaiad inherently
supports VLP [p23]. Assuming that an Active designrequired, the
attractiveness of theAlPSwiTbased Active Asynchronous design
increases with decreased TWC/SOA cost ratio ant initreased need
for VLP support, without the drawbacks of VLP acdns needed in
slotted operation, as studied in Section B.3. Smaay TWCs are SOA
based, the main cost-difference may be the addititanable laser
required for the TWC.
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Table 6.8. Comparison of node architectures and ass

ociated control protocol

Type Node Operation MAC W and N VLP Band_vv_igth # Ac_tive Synchronisation Multicz_:lst Caus_e of
mode constraint support Flexibility — Devices Compatible? Blocking
Static FT™1.FR™ N1 Asynchronous SWRON N\’(v'jﬁ';fz”i) Inherent  Low N/A Not Required No BD
Passive  TT-FR™ Slotted E.E';%EI? W=cxN @ inhNeOrtem Medium N/A Required No E?g
Active  TTI-FR™W Slotted Echg%';ft N/A inf’:‘eortent High S\évAs Required Yes E?g
Active  TTI-FR™"Y  Asynchronous ﬁ:]F;S;NFIJ N/A Inherent High T\\/,\/st Not Required Yes ?:g

(1)- Needed for full bidirectional connectivity amunidirectional ring.

(2)- 'c' is a network-defined integer constant,i¢gly c=1, forTT-FRarchitectures.

SHHOMLIN OH13dN "9 431dVHD
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B.3. Network Control
B.3.1. Combining Centralised- and Distributed Netwo  rk Control

As illustrated in Fig. 6.12, we assume in this gttltht each MAN node
is directly connected to a single client entityg.ean Access Network
(AN). A Service Level Agreement (SLA) covers theicprg and
performance aspects between the MAN- and AN operalde
performance specifications describe AN output icaBfuch as acceptable
load range and traffic statistics, and the Qualityservice (QoS) values
offered by the MAN operator.

[146] proposed to decouple the temporal dynamidsudf switching and
node access, to simplify operation of a multi-rimgwork. Similarly, we
propose to decouple network dynamics into a cdynahnaged coarse
MAC setting process, and a local high time-resolufpacket scheduling.
This is motivated by the time-scale difference leswmain categories of
network events:

» Changes in average behaviour, such as foreseeapglanie load
variation, or due to a popular broadcast of multlimecontent on a
specific server, happen on a large time scale>»RTT.

» Packet arrivals from the AN or on the ring happensmall time
scale, i.e. << RTT.

The first type of events can be responded to byetwark central
controller, which collects policy information from management
interfaces, and user behaviour information, suchvasage input load at
the nodes, by means of a control channel. It ttedoutates the MAC
parameter settings that enable the desired netperiormance, before
distributing them to the ring nodes. Consequertlig, time to react to a
change is as a minimum bounded by the ring RT Rdulition comes the
time needed to perform measurement in the nodesttengbrocessing
time in the network controller. Hence, short pesiddetween stable
conditions, during which the network does not behaptimally, must be
tolerated in this statistical QoS paradigm. Themoek central scheduler
is also responsible for ensuring the relative tghquut fairness, because
the performance experienced by a user should degefitdle as possible
on the other users of this AN, and with which AN hants to
communicate [138]. There is no universally acceféduhess definition;
we quantify fairness by the Fairness IndeK (147], which was applied
in [145], in Section C.

The second type of events calls for fast distributecesscontrol
decisions, i.e. allocation of packet insertion d@odvarding. This is
achieved by an electronic scheduler in each nod&hwmakes decisions
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by combining information on packet arrivals and aloavavelength
availability with the MAC settings. The former cée obtained from
either in-band packet headers, or from an out-afib@ontrol channel. In
this study we do not specify any particular methgidce it is a design
choice that does not intrinsically impact perforcanin both cases,
processing FDLmust delay the data packets until the schedulenfade
a decision.

B.3.2. Distributed MAC protocols
Asynchronous Insertion Priority Scheduling with Insertion Threshold MAC

Our distributed MAC protocolAIPSWIT optimises throughput by

controlling under which conditions to insert paskdtom the node

ingress buffer. The network operates asynchronpasig the scheduler
avoidsIB, by applying arins-PRIscheme to resolve contention between
inserted and in-transit packets. It exploits thevelangth domain to
minimise FB, by converting packets to be forwarded to otheye fr
wavelengths on the next hop. Simultaneously, the CMArotocol
optimises the probability of finding such a freevetength, by only
inserting packets when the number of free wavelengn the next-hop
link is above an insertion threshold. This thredhisl denotedNqre(N),

for each noden. In summary, main node scheduler tasks consist of:

e Track number of free wavelengths on its downstréaky and of the
transmitters.

« Forward packets by a first-fit selection of ondha# idle wavelengths
on its downstream link, and discard packets if nisrfeund (prevent
use of input wavelength, to avoid in-band converksio

« Insert packet from the ingress buffer FIFO queug,abfirst-fit
selection of one of the idle wavelengths, if mdrantWere(n) are
idle and a transmitter is free.

« Discard packets that have exceeded a maximum s¢ueter delay,
D.

» Discard oldest packets if the buffer limitBfpackets is exceeded.

Comparison with other MAC protocols supporting VLP

“Empty-slot” protocols constitute the main type distributed MAC
protocols allowing space reuse [p23]. They switged-length packets
synchronously, and typically appla posteriori scheduling [132],
combined with a'ra-PRIscheme to resolve contention, by only inserting
packets from the ingress buffer when there are d$tets on a suitable
wavelength on the ring. Their fundamental probleith\wupporting VLP

is that when the scheduler starts inserting a pabke is longer than the
slot length, it cannot know whether it will be bked by a packet in a
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later slot on the same wavelength. Different teghes extend empty-slot
protocols to support VLPs [136-139], which were pamed with
AIPSwITin [p23]. Common drawbacks include a sub-optinhatl lling
ratio, that synchronisation may be more complex tfuat asynchronous
operation, and that tha posteriori scheduling tightens the scheduling
time requirements. Other drawbacks, depending enetthnique, include
complexity and overhead increase associated wigmestation and
reassembly, a hardware induced maximum VLP lertiflcyrimination of
long packets, and high optical complexity by useswitchable FDLs or
SOAs.

In contrast, the asynchronous nature APSwIT inherently supports
VLPs, thereby avoiding these drawbacks, exceptoiptical hardware
complexity. However the drawback of using a TWCaasactive optical
device for forwarding, is mitigated by also makihgarry out the optical
gate functionality required to support space renseandwidth flexible
architectures, cf. Section B.2.

AIPSwIT appliesa priori scheduling, in which the next packet to be
inserted is chosen before knowing ring bandwidthilatility. Still, since

it has full bandwidth accessibility, it does noffeufrom Head-Of Line
(HOL) blocking, which is a drawback of empty-sktpriori schemes.
Combined with moderate scheduling complexity, {fiits searches in
tables of deterministic size), this limits the packet processing time.

Providing Fairness in OPSRNS

Empty-slot MACs typically assume destination-stiigp TT-FR"
architectures. A drawback is that nodes that aosecito a channel’s
destination may be starved for bandwidth, sincetrepm nodes may
have already filled up a large ratio of the slatglee wavelength [132]. A
fairness technique is then needed.

In the Synchronous Round Robin (SR#iRotocol, nodes keep a VOQ per
destination, which the scheduler scans cyclicallfind a packet to insert
[144]. Only if the deterministically chosen VOQ ésnpty, a packet is
chosen from the longest VOQ. This compensates atarv of VOQs
with low posititional priority, which can be parttywercome with uniform
traffic scenarios. However, even with only one sudscribed channel,
SRR is unfair, and some network global fairnesdrobmlgorithm must
be introduced [132, 144]. This calls for exchanfiaformation between
nodes, which increases complexity, and for reguadif their bandwidth
access, introducing a fairness and channel utdisatade-off [132].

Such bandwidth access regulation can be providedcregit-based
techniques. No node sends more than their predetregit allows, until
all other nodes are satisfied, i.e. has spent ttredit, or has nothing
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more to send. This information is conveyed usinthegi a token
circulating on each wavelength, as in the Multi-M&ing Multiple SAT
(MMR-MS) [144], or by using the slot headers, astle Multiple-
Asynchronous Transfer Mode Ring, (M-ATMR) [148]. g Iistributed
Queue Bidirectional Ring (DQBR) represents an adigve approach,
and aims at obtaining one distributed First-ConiestfServed (FCFS)
queue in the network [136]. Each node signals &ir thpstream nodes
when new packets arrive in their VOQ, by use obatl channel. A
counting system then ensures that packets ararsém order in which
they arrived in the network [148].

The Longest Queue First with Random Routing (LQP-BRtocol aims

at improving fairness without information exchangean asynchronous
network supporting VLPs [145]The node scheduler selects a packet
from its longest VOQ (of those associated with avel@ngth that
contains empty slots), to counteract node stamafidis is combined
with a random routing algorithm, in order to allEe channel
overloading, by routing a fraction of the packdisotigh intermediate
nodes. However, this increases average hop coumchwdecreases
bandwidth efficiency, leads to additional O/E/O weersions of packets,
and causes loss of packet sequence integrity.

This study shows how a network-glob&IPSwIT parameter setting can
provide fairness and high throughput for an asyoobus MAC protocol.

Communication between nodes and the central sobiedubnly required

when significant changes in input load or netwookfturation occurs.

Hence, the distributed scheduler complexity is Hane as without
fairness. On the other hand, the centralised gettifi the insertion

thresholds becomes more complex, since the cnitef@@ choosing

insertion thresholds now depends on both throughgnd fairness.

However, since this is a central control task, Wwh&not so time-critical,

and since relative coarse parameter granularityblesasatisfying

performance, we deem the scheduling complexityetadzeptable.
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C. Network study formalisation
C.1 Input Traffic formalisation

The result of any network study depends on the ortwlimensioning
and traffic. E.g., given an absolute network ingata rate| yw ags it is
much more difficult to obtain a high throughput wwhanks have a small
bandwidth, or when the traffic has a high averagp-tount,H. We
capture this by introducing a load parametkfuwnorw Which is
normalised to the total ring bandwidth and the agerhop count. We
assume that the central controller prevents netwawdrsubscription.
However, even fobywnorvel, Network performance depends heavily on
the traffic matrix. Uneven link load distributioteads to some links with
high loads, and even link oversubscription, thgghhoss probability. We
introduce thelink Load Uniformity Index (LLUI)n (6.2) to quantify the
uniformity of the link load distribution. It is ocallated using theN
different values for thd.ink Network Traffic Share (LNT$)arameter,
applied in Section E. However, note that the netwisr much more
tolerant to avoidlink oversubscription, being the aggregate of many
channels, than thET-FRis towardschanneloversubscription.

LLUI = (EILNTE(n)jZ (6.2)

N(z': (LNTS(n))zj

Table 6.9. Performance Input Parameters of this stly.

Input Parameter Comment
N=8 Number of nodes in the network.
W=28 Number of WDM channels per link.
Cgitrate=10 Ghit/s Bitrate per WDM channel.
H Average hop count of transfetd=N/2 for uniformdistributions.
Lnw,aBs Average absolute amount of data offered to the owtywer second.
L Normalised load, describing the average (offereiliyation of links for the traffic matrix.
NW. NORM Lnw, norm = Lnw,assX H / (WX N X Cgirrate
Node Load Server Relative Load Fact¢®RLF: Ratio of the server load and load of other nodes
Distribution Uniform node load distribution: All nodes have the same load
Destination Uniform: The node’s packet are uniformely destined to theronodes.
Distribution Server-biased:Node sendSRLFtimes more data to Server than to other nodes.

In this study we cover both Poisson and Paretogidnter-arrival distribution,
with negative exponential packet length distribotio

Link Load Link Network Traffic Share, LNTS(rfratio of load at noden] downstream link antyw ass
Distribution Link Load Uniformity IndeXLLUI): Quantifies the offered traffic’s link load didtution.

Traffic Distribution
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We investigate performance for both a uniform tcadtenario, as well as
two server scenarios, listed in Table 6.10. In theformTS all nodes
have same input load, and the link load distribbutie balanced. The
SymSrvT8orresponds to the server node serving an AN 8RhFtimes

as many users, which nevertheless exhibits samavioel as users in
other ANs. However, symmetry can only be achievadaf server load
smaller than what can be generated by the othezsnodmbined, hence
SRLK(N-1). The AsySrvTScorresponds to the server node containing
e.g. a content distribution centre, respondingetpuests by high data rate
transfers.

Table 6.10. Traffic Scenarios studied.

Input Load Destination

Traffic Scenario Distrib. Distribution LNTS (n) Link Load Distrib.
(ULrJﬂr}icf)?rrnrr%S) Uniform (SRLF=1) Uniform N Balanced [(LUI=1).
Foments R Unominsenen MM Balancedi(UI=1)
ASyr(nAn;jgi\(I:TSS;an/er S(ng\zlE'r:—;ylge Uniform Cf. Section E. Unbalancedl(UI<1)

c.2.  TTV architectures

To have enough transmitters for the nod&Th" architectures, one must
dimensionj properly depending on the node’s input load. 183]p we
defined both a minimum limit ofyn (6.3), and a relaxed valu@g axeo
(6.4), for theUniformTS The former corresponds to having just enough
transmitters to let the node transmit its entiradlowhilst the latter is
more tolerant the stochastic packet arrival proeass the varying link
utilisation. FOH_NW,NORM——O.S,jMW:G andeELAXED:g.

jmn = RoundUpicoadnw, normx W/ H) (6.3)
jreLaxep = RoundDown(1.5 jwin ) (6.4)

C.3. QoS parameters

Table 6.11 sums up the performance parameters. Rbkative
Throughput (RT) defines how much of the total input traffic is
successfully transmitted to its destination nodeteNthat the overhead
caused by packet headers and guard times is t@gfyadependent, and
not accounted foRTis related td°LR, by PLR=1-RT.

95 % confidence intervals are shown for main penforce graphs,
obtained by 10 independent simulation runs witfiedént random seeds,
omitting the transient.
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This study assumes mean packet durations of inkgpropagation delay
of 25 ps (5 km link distance), ardl between 1-64 ps. Hence, the ring
propagation time will typically be the main delagntribution. However,

it is constant for each source-destination padmg), whilst the ingress
buffer delay varies between packets. Hence, ligitimee maximum time
spent in the bufferD, has the beneficial effect of limiting maximum
delay jitter.

To quantifyrelative fairness, we adapt the “Fairness Index!) (proposal

of Jain [147]. We use th&T(nsnp) of all z=N(N-1) connections to
calculate FI, which is bounded by O (completely unfair) and 1
(completely fair). As we will see in this studyl, should be very close to
unity (>0.999), before we intuitively would desailit as “fair”. E.g.,
[145] characterisels1=0.9995 as “good fairness”.

o (z RT(n, My ).)2

& (6.5)
i=z 2
2RT(ny 0y )
i=1
Table 6.11. MAC protocol- and QoS Parameters
Symbol Parameters
Wegee (D) AIPSWITMAC protocol defined free wavelength insertioretstnold at noda.
B Max number of packets in the ring node ingressesuff
D Max delay of packets in ingress buffers (expressgds). Corresponds to maximum packet jitter.
RT Relative Throughput: Ratio of successfully recdiamd offered packets per s
RT(ns,np) RT of packets going from source noalgto destination nodep.
Fl Quantifies variations iRRT(nsnp), as defined in (6.5).
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D. OPSRN performance in Uniform Traffic Scenarios
D.1. Network analysis

Recall from Section B.1, that in olms-PRIscheme with zer&®eceiver
Blocking Probability(RBP), any reduction irRT is due to either a non-
zero Buffer Discards Probability (BDP), or Forwarding Blocking
Probability (FBP). Maximum RT is achieved when the sum of these
contributions to packet loss is minimised. The paers governin@DP
andFBP are listed in Table 6.12, as illustrated throughbis section.

Table 6.12. Analysis of packet loss causes usingims-PRI based
AIPSWI T MAC protocol in a TT-FT" architecture

Parameter Category BDP increases with: FBP increases with:
Node Architecture Decreased andj Increased andj]
QoS Decreased Increased
AIPSWIT MAC settings IncreasedNVeree DecreasetVrree

Fig. 6.14 illustrates the impact of t#dPSwIT MAC protocol’'s use of
insertion thresholds, by showirl@T(n,np) of the 56 different source-
destination pairs. The projections on the SourcstiDation plane, and of
the RT values on the plane parallel with tR-Source plane, facilitate
reading the graph. Fig. 6.14 a) shows performancetfe SymSrTS
without insertion threshold&T (n;,np)=1.0 between a source node and its
downstream node, which means thHBDP=0. However, RT(nnp)
decreases with increasing hop count, meaning bieseBP is relatively
high. The network is thus unfair, sin&T(rs,np) depends on the hop
count between source and destination. Fig. 6.1dhbs performance
using the insertion threshold that maximises oVeRal (Wre=6 in all
node$. RT(n5,np) is close to unity for all sources and destinatiddence
both overalRT and fairness is improved.

Fig. 6.15 and Fig. 6.16 give further insight inte teffect ofB, D, j and
Weree On RT and Fl. For theFTY architecture, the value &ffree that
maximisesRT increases with increasinD. FI converges withWrree
towards unity. Interestinglyi| has almost converged at the saWigee
that maximiseRT, for sufficiently highD. Hence, the network is fair
without throughput penalty. This shows that whefffdsuresources are
sufficient to enable the MAC to postpone packetitisn until local
wavelength utilisation is low without increasiBfpP, decreases the hop-
count dependentPB. For higherWereg RT decreases, bl remains
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high. This represents a “collective misery” phenoore in whichFBP is
low, but all nodes suffer equally from hi@DP.

RT(ng,Np) for UniformTS , w/o Insertion Thresholds , for Lyw,norm =0-8-

RT(ng,np) for UniformTS , With Insertion Thresholds, ~ for Lw,norm =0-8

Fig. 6.14.RT(ns,np) for FTY—FRY architecture with B=64 andD=16
ps. a) without- and b) with insertion threshold Wgree=6).

a) RTVS. Wepge I OPSRN with FTW-FRW architecture.
For B=64, UniformTS-Poisson, with Ly noru=0-8
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RT vs. Wipee in OPSRN with TT-FRW architecture with — j=jyy .
For B=64, UniformTS-Poisson,  with Ly norw=0-8.
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FIVS. Wegee inOPSRN with FTW-FRW architecture.
For B=64, UniformTS-Poisson,  with Ly norw=0-8.
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FIVS. Wegee in OPSRN with TTI-FTW architecture with — j=jyyy.
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Fig. 6.15.RT and FI vs.Weree, for B=64. a)FT"-FR", b) TT-FR"
with j:jMIN1 and C)TT]'FRW with j:jRELAXED.

169



CHAPTER 6. METRO NETWORKS

Similar results are obtained for tA@ architecture, using bofrjyn=6
and j5jreLaxes=9. Of these two, the latter case obtains a slighitjher
maximumRT, for a higheWWrree This can be expected, since a higher
TT count enables higher parallel insertion capghbithus waiting longer

in buffer for beneficial insertion moments, withobeing penalised,
similar to above. However, the former case obthigherRT andFI for
low Wiree (for sufficient buffer resources), since the ligdittransmitter
count in fact acts as an insertion limitation.

Maximum RT vs. B for different OPSRN architectures,
for UniformTS-Poisson  with Ly norm=0.8-

1.00
0.98 N
0.96 C)
0.94
'_
X 092 | M
I o | =
0.90 TO-FRY, =iy TO-FRY, jSjpgiaxep FTW-FRW
088 —-=-D=1 —--D=1 —A—D=1
’ —=-D=4 —©—D=4 —A—-D=4
0.86 —B—D=16 —6—D=16 —A—D=16

0 16 32 48 64 80
B

Fig. 6.16. MaximumRT vs. B, for different node architectures andD.

Fig. 6.16 includes the impact Bf and shows how maximuRT (RT for

the optimumWireg converges towards an asymptotic value governed by
the node architecture aridl with increasingB. For sufficiently highB,
usingjreLaxenin theTT architecture has the same performance aETife
architecture, whilst using,n requires a largeb to reach the sameT.
Conversely, folD=16 us, we see that usijign requiresB=64, instead of
B=16 for jrecaxen tO reach the samBT as theFTY architecture. The
importance of having enough transmitters is hemeatgr for smalB and

D. In the remainder of this Sectigajreaxep

Fig. 6.17 quantifies thBRT andFI improvement achieved by tAdPSwIT
MAC insertion threshold, for a large range fwnorv Values. We
assumeD=64 us, and study four values Bf Without the insertion
threshold, performance does not increase Bjthe. ingress buffers are
not exploited. On the other hand, with the inserttbreshold, a high
performance depends on sufficient buffer resourdesbe able to
postpone insertion to a period with low link utiiion. For
Loadwwnorw0.6, the insertion thresholds improeT, and Fl in
particular, since it reducéBP.
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a) RT vs. Lyywnorw for OPSRN with and w/o insertion threshold,
for different B, for D=64, UniformTS-Poisson
1.00 ‘
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0.90 S
f g5 OPSRNW/ InsThr. OPSRN wio Ins.Th. vy
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b) FIvs. Lywynorw for OPSRN with and wio insertion threshoid,
for different B, for D=64, UniformTS-Poisson
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Fig. 6.17. Performance forD=64 ps and differentB, with and w/o
insertion thresholds. a) MaxRT vs. Lywnorv, @nd b)FI vs. Lyw, norm-

D.2.
D.2.1. Complexity

We start by noting that the choice\WEWswroeN(N-1)/2=28 forN=8, is
beneficial for the SWRON, cf. Section B.2. Regagdihe node design,
we study four values @ between 7 and 252. In the SWRON, each node
has a FIFO ingress buffer per FT, which stores gimckom the AN,
before packets are inserted on the ring, when this Fee.

Fig. 6.18 compares transmitter count in the SWREIN"" and OPSRN
TT architecture, with=jre axen Vs.N, for differentLywnoru We observe
that forN=8, OPSRN enables a transmitter count reduction.g@r norm
<0.7.

Comparing OPRSN and SWRON performance

ireLaxep and SWRON FT count vs. N for different - Load \y norm

14 v AT JreLaxen
=12 — ‘ Z,\A — Loadyy norm=0-4
= %% — ' —
) g = S —‘—LoadNW‘NORM—O.G
E ’ kT A— Loadyy, norv=0-8
'3 Z M S i i i i —v—LoadNW’NORle.O
o 3 — —

2 — P

1 — - ! ! } } } } } —%— SWRON FT count

1 2 3 4 5 6 7 8 9 10 11 12
N

Fig. 6.18. SWRON FT count and OPSRN TT count, USINjgFjreLaxep-
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D.2.2. Performance

The SWRON has complete isolation between all sedestination pairs,
and it is therefore completely fair in thidniformTS Moreover, this
enables assessing network performance by studyingsirale

unidirectional communication. It also enables weni§ our simulation
results for the SWRON in the extreme cases, withnite” buffers, and
with no buffers. In the former case, we find tHRT equals 1 for
Lnwnorvel. This confirms that in a non-oversubscribed Flb@fered

system, no packets are lost for sufficiently labgéfers and without any
limit on storage time. In the latter case, Be0, RT was confirmed to be
equal to the value provided by the Erlang-B formula

Poisson input traffic

Fig. 6.19 shows that the OPSRN has a hidgkiethan the SWRON for
Lnw, norne0.9 andB<63. Recall from Fig. 6.17 that the OPSRN has a
FI1>0.9999 forLyw, norne0.8, forB>21. Hence, the OPRSN is very fair in
this range. On the other hand, with a sufficiehityh B, the SWRON has
higherRT.

RT vs. Lywnorm for OPSRN and SWRON, for different B,

1.00
oy

0.95

OPSRN TTI= RELAXED

= L - =
0900 - —— B=252

0.85 - - - f -@-B= 7

0.80 e -+ -
0.4 05 06 07 08 0.9 10
I‘NW,NORM

Fig. 6.19. Comparing OPSRN and SWRONRT vs. Lywnorwm , fOr
D=64 s, for differentB.

Fig. 6.20 details the impact of buffer dimensioniimgluding the impact

of D, for Lywnorve0.8. It confirms that for lowB, the OPSRN clearly
outperforms the SWRON, and the difference increasgsdecreasingp.

E.g. forD of 1 and 4 pus, th®&T of the SWRON converges towards
asymptotic values of 0.72 and 0.9, respectivelyernels the OPSRN can
reach 0.96 and 0.98, f@ras low as 16. We attribute this advantage to the
increased bandwidth sharing of the OPSRN and tbeagay of scale of
operating a large buffer, instead of a buffer geanmel. Both factors are
most beneficial when buffer capacity is scarce. tlm other hand, for
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B>96, the SWRON is able to reach higRarfor D>16 us, sinc&B does
not take place at all.

a) Maximum RT vs. B for OPSRN and SWRON, for different D,
for Lwnorw=0-8, UniformTS-Poisson
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05 —6-D=4 —#D=64 -O D=4 -37 D=64 |
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B
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b) Maximum RT vs. B for OPSRN and SWRON, for different D,
for Ly norm=0-8, UniformTS-Poisson
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Fig. 6.20. RT vs.B, for Poisson arrival with Lyw norv=0.8, for
different D. a) overview, b) zoom-in on highRT region.
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Bursty input traffic

Whilst the Poisson arrival model may be represemtdor the highly
aggregated traffic in the core network [132, 136¢ traffic closer to the
edge is expected to be more self-similar [132]. &¥sess this scenario,
by an approximation of self-similar AN input traffitermedburstyin the
following. It is modelled using independent traffienerators, generating
packet arrivals according to a Pareto distribut[@43], with Hurst
parameter of 0.8. Compared to the Poisson arrivelg 6.19, Fig. 6.21
shows thatRT decreases moderately both for the OPSRN and the
SWRON, using the same node architecture, yitke axep The OPSRN
can supportywnorv Up to 0.8 withFI>0.999. Hence, the network is
rather robust to self-similar traffic, but note ttHagher Hurst values
further detoriates performance. However, this carsdived by reducing
the network load.

a) RT vs. Ly norw fOr OPSRN and SWRON, for different B,
for D=64, UniformTS, Hurst =0.8.
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b) FIVS. Lyynom for OPSRN and SWRON, for different B,
for D=64, UniformTS, Hurst =0.8.
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Fig. 6.21. a)RT for OPSRN and SWRON for bursty input traffic,
b) FI for OPSRN for bursty input traffic.
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D.2.3. Summary of OPSRN-SWRON comparison for unifor ~ m traffic

We observed that for theniformTS the AIPSwIT MAC protocol and
associated active node architecture enabled a cafipafairness and a
higher throughput than the SWRON for a wide loatgea for eitheri)
low-to-moderateB, or ii) low-to-moderateD. However, the transmitter
reduction is not significant, and the optical coexgly is significantly
higher for the OPSRN, since it uses a TWC per vemgth per node.
Hence, unles® is a very important cost factor, @ is a critical QoS
requirement, the SWRON is probably the more cdsietfe solution.
However, as discussed in 2.2, the SWRON node anthite is static, and
cannot easily adapt to changing traffic matriceghauit channel
oversubscription, thus unfairness. Moreover, itsst@int betweeN and
W makes it cumbersome to insert nodes on the ring.

We conclude that OPSRN is very bandwidth efficigout that its
opportunity lies in non-uniform traffic, which isydamically changing.
The remainder of this study assesses the suijabifithe OPSRN for
these scenarios.
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E. Performance for Non-uniform traffic

We aim to show that the network can be efficientl dair both for
SymSrvTSand AsySrvTS with Poisson input traffic. For maximum
flexibility, we assume &T"-FR" architecture, which means that any of
the nodes can be the server node, without hardwaodifications.
Moreover we maintain buffer resourcesB#64 andD=16 pus, to limit
hardware usage, and to be compatible with string@o® delay-jitter
requirements.

E.1. Symmetric Server Traffic Scenarios

Recall from Section C that this scenario is limitedSRLK7. Fig. 6.22
showsRT(r,np) for the SymSrvTSwith the server in node ‘1’, without
thresholds, and witAlPSwITinsertion thresholds that maximises overall
RT. In the former case, similar to tHgniformTS BDP=0. However,
RT(ns,np) decreases with increasing hop count, meaningthiesfEBP is
relatively high. There is a steeper decreasBTiin;np) when a transfer
passes node 1, which means that the riskBis particularly high at the
server, due to its high input load. This decreasele easily observed by
studying the “gap” inrRT(n;,np) projections. The network is thus unfair,
since RT(n;,np) depends on the hop count between source and
destination, and also whether the transfer passesdrver or not. Fig.
6.22 b) shows that that th&lPSwIT MAC protocol significantly
improves both throughput and fairness. The insertimesholds which
maximise overalRT also correspond to a very high fairneR3(n;,np) is
close to unity for all sources and destinations.

Fig. 6.23 shows that withAIPSwIT one achievesRT>0.999 and
FI>0.99999, fol.yw,normup to 0.7, fOISRLF=6. For comparison, without
insertion thresholds, one neddgy norv< 0.6 to haveRT>0.99, even for
SRLF=1. Note that &ywnorv=0.8 can be supported f&®&T>0.99 and
F1>0.99997, folSRLFE6.
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RT(ng,np) for SymSIvTS , wio Ins. Thresholds , for Ly norw=0.7, SRLF=6  RT(ngnp) for SymSTS, Maximum RT policy, for Ly norw =07, SRLF=6
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Fig. 6.22.RT(ns,np) for SymSrvTS with Lywnorv =0.7 andSRLF=6.
a) w/o Ins. Thresholds, and bMaximum RT policy.

RT and Flvs. SRLF for Maximum RT policy , SymSnTS

RT
1.000 %Z@::\Eﬁ 10 =5 Lyw,Norm =060
0.999 _
0.998 ‘ ©— Lyw,norm =0-70

3 0.99999
 0.997 - A —A— Lyworw =080
@ A L

0.996 — - T 0.99998 Fl

0.99% A "B Ly oy =060

0.994 / 0.99997 !

0.993 X % - @ Lywnorw =070

' =25 AL =0.80

0.992 = 0.99996 NW,NORM .

1 2 3 4 5 6
SRLF

Fig. 6.23.RT and FI for SymSrvTSvs.SRLF, for different Lywnorwm,
in the Maximum RT policy.
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E.2. Asymmetric Server Traffic Scenarios

LinkNorm V- SRLF for different  Load yy norm
and LLUI vs. SRLF, in AsySivTS
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Fig. 6.24. Normalised link load vsSRLF for different Lyw,norm
(primary axis), and LLUI (secondary axis) vsSSRLF, for AsySrvTS.

Whilst link oversubscription is avoided fdniformTSand SymSrvTS
whenLoadyw norvel, this is not the case fésySrvTSwhere we have an
unbalanced link load distribution. Fig. 6.24 illkeges the link bandwidth
normalised load of all 8 linkd,, inknorMN), @S a function oSRLE for
the three studied.nwnorw We observe that link ‘1’, which is the
downstream link of the server, has the highest .lobidte that
LunknorM1)>1 inevitably results in a sub-uniiyT. Hence, the network
suffers when bottsRLFandLyw norvare high. Fig. 6.24 also quantifies
this unbalanced distribution of offered traffic time links by thelLink
Load Uniformity Index LLUI. As stated in [132], challenging traffic
scenarios require a network-wide control, to linmisertion, which
generates a throughput-fairness trade-off. We obsethe same
phenomenon for asymmetric traffic with high loaceride, the network
operator has flexibility between prioritising faéss, or high overall
throughput, by varying the MAC parameter settinge \Wopose two
scheduling policies to govern the MAC protocol paeter setting,
namely Maximum RT and Balanced RT-FEI The former aims at
maximising RT, and the latter aims at achieving a higf, whilst
maintaining a highrl.

We consider the case dfywnor0.7 and SRLE8, which gives
oversubscription of link 1. Fig. 6.25 a) shows thédthout insertion
thresholds RT(n;,np) suffers dramatically when a packet transfer passes
the server node. Fig. 6.25 b) shows performancth@Maximum RT
policy, which maximises overaRT and to a certain degree improves
fairness. Fig. 6.25 c) shows that tBalanced RT-Flpolicy further
improves fairness, by increasing the lowr “floor”, at the expense of
decreasing theRT of transfers from the server. This slightly lowers
overall RT, since these connections constitute more than dfathe
network load. This difference in performance is thua slight increase in
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insertion threshold for the server, compared td¢ tfidhe Maximum RT

policy.

=8

RT(ng,np) for AsySVTS , Maximum RT policy, for - Lyyynorm =07, SRLF

RT(ng,np) for AsySVTS , wio Ins. Thresholds , for LMM norv =0-7, SRLF=8
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RT(ng,np) for AsySTS , Balanced RT-FI policy, for Lyyynomy =0.7, SRLF=8
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Fig. 6.25. MAC protocol’s impact on fairness in aroversubscribed

a)w/o I nsertion

Threshold, b) Maximum RT policy, and c)Balanced RT-FI policy.
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link scenario, for Lywnorw =0.7 andSRLF
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Fig. 6.26 quantifies the performance for <D.fwnore0.8 and
1<SRLKS8. In particular, for the above example lgfy nor0.7 and
SRLFE=8 it confirms that theBalanced RT-Flachieves a significarfl
improvement (from 0.987 to 0.998), for a mimdF decrease (from 0.946

to 0.935), compared to tidaximum RTpolicy.

The two policies yield the same parameter settingoa loads, i.e.
maximumRT coincides with a higlil, just as for theSymSrvTSThese
graphs illustrates that the performance detormattfsincreasing load and
increasingSRLF,as listed below for thBalanced RT-Fpolicy. There is
hence a trade-off between acceptable network loadflexibility with
respect to traffic scenarios.
Lanw.norv<0.6 andSRLK8 enablefRT>0.995 and-1>0.99997.
Lanw.norv=0.7 andSRLE3 enablefRT>0.995 and-1>0.99999.
I—NW,NORM:O-B andSRLE1 erIdSRT<099
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Fig. 6.26.RT and FI for asymmetric server scenarios, both for
Maximum RT policy and for Balanced RT-FI policy.
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F. Conclusion

Fairness is a crucial, but often overlooked issue siatistically
multiplexed network studies. Envisaging a scenavltere the MAN
operator offers minimum relative throughput leve&tween all source-
destination pairs, fairness techniques enable a MpA&rator to increase
the network load, which potentially increases resen

The high flexibility and bandwidth efficiency of éhAIPSwIT MAC
protocol and associated node architecture enabl@P8RN with a higher
throughput than a SWRON, for moderate loads andtddnbuffer
resources. However, its use of more sophisticapéidad technology will
probably only be justified when traffic is non-umifn and dynamically
varying. In this case, maximum overall throughpot dairness can be
achieved simultaneously for symmetric server séesafl he asymmetric
server scenarios result in a more demanding unbtadadink load
distribution. However, even in this scenario, coltitng the insertion
thresholds enables controlling the throughput-E8sn trade-off.
Considering its use of distributed access contmdlmoderate complexity
centralised threshold settings, we deem AteSwIT MAC protocol a
promising fairness technique for OPSRNSs.
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CHAPTER 7. CONCLUSION

/. Conclusion

This thesis has reviewed the rationale for OPS idmain design
options. We conclude that OPS is a promising switglparadigm for a
future optical network. Its main benefit is the donation of high

capacity optical switching and the efficiency aditstical multiplexing.

Additional benefits include compatibility with paek based traffic
engineering and capability for advanced networktuies, such as
Quality of Service differentiation and Fairnesswdwoer, further research
and development efforts are required to make OPfraatical and

attractive candidate for the optical layer. ThisOPhproject has worked
towards this target, mainly through the OPS researontributions

summed up in this chapter.

It was highlighted that the OPS and OBS concemsapproaching each
other. Both may use the same packet handling schemierecent works
on OBS employ buffering for contention resoluti@s, opposed to the
assumptions in early works on OBS. However, somegoitant
differences remain: The relatively large OBS paglloalaxes its timing
constraints on both scheduling and switching opmrat Hence, OBS
may be more suitable in the short term. This pidj@s focused on OPS,
which has the higher flexibility. However, due tdet assumed
asynchronous operation and the abstraction of tbhetra plane
communication, most of the achieved results camfjgied also in an
OBS context.

The overview of optical switching technologies itiéed Array

Waveguide Grating Routers (AWGR) and Broadcast@elgct (B&S)

as the two most promising types of switches. Thetential is clear by
having demonstrated Thbit/s capacity. However, eaathitecture has
different complexity challenges, e.g. with respertcomponent count,
maximum parameters and the number of interconnectio a switch.
Progress in integration is therefore a prerequisiteenable realistic
switch designs. The technological maturity and abstermine which
architecture is the most suitable at a given pioitime.

Regarding other aspects of node design, it wadigighd that a number
of the proposed OPS switching matrices, headeregeitg schemes and
regenerator designs apply wavelength converterseWagth converters
also enable contention resolution and adaptatitwesan switch internal

183



CHAPTER 7. CONCLUSION

and WDM channel wavelengths. It was stressed thatbming several
functionalities in the wavelength converters canduoe overall
component count, and a proposal for such a designmade.

To obtain a sufficiently low PLR for a reasonablighh load, it is
necessary to efficiently resolve contention. Thiesis has focused on
contention resolution pools, where TWCs and/or FBiesshared among
the packets at different input ports. This enableg. ~30-40 % reduction
in the TWC count, for a load of 0.7. Moreover, tBeftRSValgorithm
was proposed and shown to increase the efficiefaysing FDLs in a
port-constrained SPN pool. Compared to a pure T\W@, @ mixed pool
containing TWCs and FDLs enables either reducing Bz a decade, or
replacing half of the TWCs by FDLs without any Pp&nalty. This gives
the network designer increased flexibility to fitiee most attractive mix
of FDLs and TWCs for SPN pools.

Optical packet switches face several scalabilityst@ints. The proposed
Shared Per Waveband Plane (SPWP) switch design ogancome
scalability constraints, by using parallel switahiplanes, with passive
separation and recombination. Additional benefitellide modular
upgrade scenarios, QoS differentiation, hybrid G8 OPS networks,
as well as OCS to OPS migration scenarios. Dimeirgidflexibility was
further improved by introducing WP-internal QoSfekiéntiation, in the
SPWP+ design.

Hybrid OCS/OPS networks may constitute an attracsiwlution to offer

transfer guarantees to a fraction of the traffityilst benefiting from

statistical multiplexing gains. This project hasiributed to development
of the hybrid network concept. In particular, theewf a Polarisation
Beam Splitter and an AA-MZI based TWC for inputeriace processing
was proposed. This design combines the segregafiawo CoS, the

separation of packet header and payload, as weth@aswavelength
conversion needed in the first stage of an AWGRchwinatrix. The very
high functionality level obtained by relatively feactive components
makes it a potentially very attractive input ingexé design.

QoS differentiation enables support of a wide raafjservices, whilst
maintaining low overall resource usage. Howeveffebbased Active
Queue Management (AQM) algorithms are not suitafie QoS

differentiation in OPS. Therefore, bufferless Qdffetentiation schemes
were evaluated with respect to performance and ity The Pre-
emptive Drop Policy (PDP) is the most efficieng. igiving the least
throughput penalty for the same isolation, esplyciatportant at high
system loads. The Intentional Packet Dropping (IBEheme suffered
from very poor performance, whilst the Wavelengttodation (WA)
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based scheme represents a performance-complexitpromise. Note
that WA is a special case of Access Restriction)(AR

The proposed two-dimensional AR-based QoS diffeaanh for SPN
designs, decreases the PLR of the high-priority Bp$oughly an order
of magnitude (for the same PLR of the low-prioi@pS), compared to
when applying AR on TWCs or wavelengths, exclusivéhe algorithm
was shown to scale well with increasing fibre- araelength count, and
to be robust towards overload situations. In anotddR QoS
differentiation study, the overall PLR was redubgcadding FDLs in the
SPN pool. However, FDLs induce jitter, which may he tolerated by a
number of applications. This motivates includintgji tolerance as a CoS
aspect, in addition to PLR. A number of schemesewproposed,
depending on the desired CoS granularity. The pempalid to obtain a
given isolation increased with increasing CoS glauity, with
decreasing jitter tolerance of traffic, and whea oS with the lowest
PLR threshold should be jitter-free. These reshilghlight the need for
careful analysis of the input traffic requiremetasboth jitter and loss,
when dimensioning QoS differentiated networks.

Optical packet switched ring networks are promisiagdidates to bridge
the metro gap. This project proposed ring node- aimdy interchanger
designs, using AA-MZI| based TWCs for dropping awmdwarding of
packets. The designs represent a new approach pporsuVariable
Length Packets (VLP) in Optical Packet SwitchedgRNetworks. The
flexibility of the TWC enables using it as an optigate to enable space
reuse, as well as a wavelength converter to resmméention when VLP
are inserted. The scheduling is controlled by ttopasedAsynchronous
Insertion Priority Scheduling with Insertion Thredtis (AIPSwIT)
distributed MAC protocol. Its use of insertion tsihelds improved the
load supported by the network by roughly 10 - 50@&6Jow PLR values.
Extensions toAIPSwIT enable combining high throughput with high
fairness, both for balanced and unbalanced traféitrices.

In addition to these studies, this project has ridomied to lab-
demonstrations of optical wavelength conversiotraté conversion and
optical logic processing, not described in detaithis thesis. Progress in
this field paves the way for increased use of agticOPS networks.

This thesis may be used as a fundament for a nuamibérture OPS
research studies. Regarding hardware aspects, ringoged optical
designs would benefit from scalability/cascadapilitanalysis,
investigation of integration potential, and asses¥mof power
consumption. Of particular interest are new desitpaé combine data-
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and control plane functionalities. Regarding perfance studies,
interesting topics for future work include networlevel QoS
differentiation performance for the WAN. Moreovarywaveband concept
can be applied to the proposed OPS ring networkh&MAN to reduce
the TWC count. To optimise performance during dyicaity varying
traffic for the proposed QoS differentiation schemas well as for the
MAC protocols, algorithms for optimally setting schuling parameters
should be devised. Finally, to identify when OP$nigre attractive than
OCS, quantification of statistical multiplexing gaiof OPS, including
the benefit of packet-level traffic engineeringpgld be combined with
techno-economic studies, when prices can be mareaely assessed.

The results from this Ph.D. project have been digsated through
publications in international journals and confees) combined with
participation in European projects. Hence, thiggatohas contributed to
the progress of OPS research through analysisisfirex solutions, and
proposals for new designs and methods for advaneasork features,
such as QoS differentiation, support of VLP andr&ss. The continuing
effort from both the academic and the industriatld/avill increase the
maturity and viability of the OPS networking padi which may
eventually unleash the power of packet switchisg @h the optical layer.
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