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Summary

The importance of computer simulations in lipid bilayer research has become
more prominent for the last couple of decades and as computers get even
faster, simulations will play an increasingly important part of understanding
the processes that take place in and across cell membranes.

This thesis entitled Computer simulations of lipid bilayers and proteins
describes two molecular dynamics (MD) simulation studies of pure lipid bi-
layers as well as a study of a transmembrane protein embedded in a lipid
bilayer matrix. Below follows a brief overview of the thesis.

Chapter 1, Introduction: This chapter is a short introduction, where
I briefly describe the basic biological background for the systems studied in
Chapters 3, 4 and 5. This is done in a non-technical way to allow the general
interested reader to get an impression of the work.

Chapter 2, Methods: In this chapter the background for the methods
used in the succeeding chapters is presented. Details on system setups,
simulation parameters and other technicalities can be found in the relevant
chapters.

Chapter 3, DPPC lipid parameters: The quality of MD simulations
is intimately dependent on the empirical potential energy function and its
parameters, i.e., the force field. The commonly employed CHARMM27 force
field reproduces fluid phase bilayer properties only when a tension is applied
in the simulations. Without this tension the simulated bilayers become too
ordered. To allow for more realistic lipid bilayer simulations in the ten-
sionless isothermal-isobaric (NPT ) ensemble, we reparameterized a part of
the CHARMM27 force field by assigning new partial charges to the lipid
head group atoms. Our modified CHARMM27 force field was tested in lipid
bilayer MD simulations and was found to improve the phase properties of
the simulated bilayers significantly. Thus, the improved force field makes it
possible to simulate the biologically relevant fluid (Lα) phase in an NPT
ensemble, which is an important prerequisite for taking full advantage of
the predictive power of MD simulations since the area per lipid need not be
known prior to simulation.

Chapter 4, Pressure profile calculations in lipid bilayers: A lipid
bilayer is merely ∼5 nm thick, but the lateral pressure (parallel to the bi-
layer plane) varies several hundred bar on this short distance (normal to the
bilayer). These variations in the lateral pressure are commonly referred to
as the pressure profile. The pressure profile changes when small molecules
partition into the bilayer and it has previously been suggested that such
changes may be related to general anesthesia. MD simulations play an im-
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portant role when studying the possible coupling between general anesthesia
and changes in the pressure profile since the pressure profile cannot be mea-
sured in traditional experiments. Even so, pressure profile calculations from
MD simulations are not trivial due to both fundamental and technical issues.
We addressed two such issues namely the uniqueness of the pressure profile
and the effect of neglecting pressure contributions from long range electro-
static interactions. The first issue is addressed by comparing two methods
for calculating pressure profiles, and judged by the similar results obtained
by these two methods the pressure profile appears to be well-defined for
fluid phase lipid bilayers. For the second issue, we developed a method that
allows pressure contributions from long range electrostatic interactions to
be included in pressure profile calculations.

Chapter 5, Structural transitions in the ABC transporter BtuCD:
In this chapter, we present a study of the transmembrane protein BtuCD.
BtuCD belongs to the adonesine triphosphate (ATP) binding cassette (ABC)
transporter family that use ATP to drive active transport of a wide vari-
ety of compounds across cell membranes. BtuCD accounts for vitamin B12

import into Escherichia coli and is one of the only ABC transporters for
which a reliable crystal structure of the whole transporter has been deter-
mined. The (dys)function of ABC transporters accounts for cystic fibrosis
and multi-drug resistance, for example tumor cell resistance to anticancer
drugs. Hence, the mechanism facilitating substrate translocation in ABC
transporters is of both fundamental and medical interest. It is commonly ac-
cepted that substrate translocation relies on binding and hydrolysis of ATP
and maybe also on the release of hydrolysis products; however, the global
structural rearrangements induced by these events remain largely unknown.
To investigate these structural rearrangements in BtuCD we employed per-
turbed elastic network calculations and biased MD simulations. Comparing
the results of these calculations with two transport models proposed in the
literature, we are able to favor one over the other. Our observations for
BtuCD may be relevant for all ABC transporters, owing to the conservation
of ATP binding domains and the shared role of ATP in ABC transporters.

Chapter 6: This chapter contains a more technical summary of the thesis
and some general conclusions.

Chapter 7: This chapter contains a compilation of supplementary material
relating to the subjects discussed in the preceding chapters.
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Introduction 1

1.1 Life, model systems & computer simulations

1.1.1 Cells & biological membranes

All living organisms consist of cells. Single cell organisms, which are ar-
guably the smallest units of life, include bacteria and achaea, while multi-
cellular organisms, such as plants and animals, consist of billions of cells.
Fig. 1.1(b) shows an artist’s rendering of a typical animal cell which could
come from the grazing wapitis in panel (a). The shape, size and composi-
tion of cells vary according to their function, but one ubiquitous motif is the
plasma membrane. Plasma membranes consist of different phospholipids ar-
ranged in a bilayer, which encapsulates the cytoplasm. In eukaryotic cells,
like the one shown in Fig. 1.1(b), the cytoplasm contains different functional
sub-compartments known as organelles. The bilayer matrix of the plasma
membrane contains vital components such as cholesterol or hopanoids as
well as integral proteins such as the one shown in Fig. 1.1(d). Additionally,
the surface of some plasma membranes are decorated with glycolipids and
glycoproteins [cf. Fig. 1.1(c)]. Thus, the plasma membrane is a quite com-
plex system, a ”mosaic” of different molecules, and owing to lateral fluidity
of the bilayer matrix it is commonly referred to as a ”fluid mosaic” [133].

1.1.2 Phospholipids & bilayers

Glycero phospholipid bilayers are commonly used as model systems for fully
dressed biological membranes and have been studied intensively in experi-
ments (see for example Refs. [115, 116, 124, 132]). Glycero phospholipids,
or just phospholipids, consist of a triglycerol backbone where the first and
second carbons each are attached to an aliphatic chain through an ester
linkage. The third carbon is bound to a polar phosphate derivative which is
referred to as the lipid head group. Fig. 1.2(a) and (b) illustrate lipids with
the phosphatidylethanolamine (PE) and phosphatidylcholine (PC) head-
groups, respectively. In bilayers, the aliphatic acyl chains of each mono-
layer face each other, while the head groups face the aqueous phase on
both sides of the hydrophobic core. In Fig. 1.2(c) we have shown a bilayer
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Figure 1.1: Different levels of viewing life. (a) Two wapitis grazing Leucanthemum near
Banf, Alberta, Canada (photograph by Jacob Sonne) (b) Illustration of a typical animal
cell. The red arrow points to the cytosol part of the cytoplasm while the blue arrow points
at the plasma membrane. The thin black arrows point to different organelles (modified
from image by Magnus Manske http://en.wikipedia.org/wiki/Biological-cell). (c)
Plasma membrane (illustration by Dana Burns [23]). (d) Snapshot from a molecular
dynamics (MD) simulation of an integral protein (orange surface representation) sitting
in a lipid bilayer (blue licorice) surrounded by water (gray angles). The illustration was
prepared using VMD [73].

patch and schematically illustrated the aqueous region(s), the head group
regions, and the hydrophobic core region. To supplement the schematic
lipids in Fig. 1.2(a) and (b), panel (c) shows a typical PC lipid configura-
tion from a computer simulation of a lipid bilayer. The two acyl chains in
a phospholipid need not be identical; their length and degree of saturation
may vary. The lipid palmitoyloleonylphosphatidylethanolamine, for exam-
ple, has one double bond in one of the acyl chains which is 18 carbon atoms
long (oleonyl). The other chain, palmitoyl, is fully saturated and contains
16 carbon atoms. A compact notation for palmitoyloleonylphosphatidyl-
ethanolamine is (16:0/18:1c9)-PE or simply POPE. POPE is the lipid used
in Chapter 5. Dipalmitoylphosphatidylcholine [(16:0/16:0)-PC or DPPC] is
probably the most well-characterized lipid and is used in Chapters 3 and 4.

Above the main phase transition temperature Tm, lipid bilayers are in
the fluid (Lα or liquid crystalline) phase, which is the physiologically rel-
evant state of a pure bilayer [116, 146]. In the fluid phase trans-gauche
isomerization occur relatively frequently (∼0.1 ps−1) and the acyl chains
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(a) (b)

(c)

Figure 1.2: Lipid structures. (a) Schematic PE lipid moieties: glycerol (black),
ethanolamine (violet), phosphate (red), The Rs (green and blue) symbolize the aliphatic
acyl chains. (b) Schematic PC lipid moieties: Same as (a) except that ethanolamine is
replaced by choline (violet). (c) Snapshot of a PC lipid from a MD simulation of a lipid
bilayer. The whole bilayer is shown in the background with an indication of different
regions.

are disordered. Lateral (in-plane) diffusion is fast, and two lipids would
swap positions on a time scale of tens of nanoseconds [4, 121, 146] At tem-
peratures below Tm, lipid bilayers are in the gel (Lβ′) phase. Here, the acyl
chain are highly ordered, tilted and lateral diffusion is slow. Below Tm, bi-
layers can also exist in a ripple phase and a crystalline phase, but these are
not relevant for this thesis and will not be considered further.

1.1.3 Computer simulations of bilayer systems

The importance of computer simulations in lipid bilayer research has in-
creased for the last couple of decades (see for example Refs. [115, 146, 150]).
In molecular dynamics (MD) simulations of pure bilayers, DPPC is often
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used and is considered a benchmark lipid (see for example [4, 51, 82, 98,
137, 143, 158]). POPE bilayers are commonly used to mimic the outer
membrane of Escherichia coli (E. coli) [141, 142, 144], but should represent
the plasma membrane equally well [118]. Most MD simulations have focused
on the biologically relevant fluid (Lα) phase although a few MD simulation
studies have (deliberately) simulated gel phase bilayers [92, 154]. Obtaining
realistic fluid phase properties of pure lipid bilayers in MD simulations is far
from trivial, but is a prerequisite for studying more complex bilayer systems.
In Chapter 3 we address this problem.

For the past decades, the models and algorithms in MD simulations
have improved and in turn made it possible to simulate large and complex
systems. Now, bilayers doped with fatty acids and cholesterol [33], surfac-
tants [12] and hexane [106] have been studied. Carrillo-Tripp and Feller
[33] showed that when cholesterol molecules partition into the membrane,
the distribution of lateral pressures (the pressure profile) in the membrane
changes. Similar changes in the pressure profile have been suggested to be
related to general anesthesia [30, 32]. Pressure profiles cannot be measured
experimentally and therefore they have to be evaluated from computer mod-
els such as MD simulations. There are several fundamental and technical
issues associated with pressure profile calculations from MD simulations,
some of which are addressed in Chapter 4.

MD simulations of membrane proteins in atomistic detail are also acces-
sible and such studies can provide unique insights into the details of protein
function and protein-bilayer interactions [5, 79]. In Chapter 5 we focus
on the integral protein BtuCD which is a so-called adenosine triphosphate
(ATP) binding cassette (ABC) transporter. This family of transporters
uses ATP for driving direct active transport of a wide variety of specific
compounds and so there are 80 different ABC transporters in the gram-
negative bacterium E. coli and 48 in humans [40, 71]. BtuCD is respon-
sible for importing vitamin B12 into E. coli [103]. The relevance of ABC
transporters in health research is dramatically illustrated by the fact that
the ∆F508 mutation (phenylalanine deletion) in the cystic fibrosis trans-
membrane conductance regulator (CFTR) accounts for most cystic fibrosis
cases [44, 126]. ABC transporters are also responsible for multidrug resis-
tance [22], for example human tumor cell resistance to cytotoxic drugs used
in chemotherapy [59, 72]. The motivation for studying an ABC transporter
such as BtuCD using MD simulations, is that experiments have not yet fully
uncovered the mechanism by which they facilitate transport. Understanding
this mechanism has fundamental interest and could potentially be important
in drug design.
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2.1 Molecular dynamics simulations

In molecular dynamics (MD) simulations of bio-systems, the need for speed
encourages most scientists to use highly optimized software packages such as
AMBER [123], CHARMM[24, 108], GROMACS [18, 100] and NAMD [89],
rather than writing the simulation code themselves. In the following, some
of the background behind MD simulations is outlined. A more complete
description of some of these subjects can be found in Refs. [64] and [2].

2.1.1 Time propagation

The total instantaneous total energy H in a constant energy simulation
containing N particles reads

H = K + U(r). (2.1)

r is a 3N dimensional vector describing all atomic positions and U(r) is the
potential energy evaluated from the potential energy function (see Sec. 2.1.2).
K is the kinetic energy given by K =

∑N
i=1miv

2
i /2, where vi and mi are the

velocity and mass of the i’th particle, respectively. The instantaneous tem-
perature T can be calculated from K = 3NkBT/2 if no constraints are used
in the simulation. kB is Boltzmann’s constant. Providing initial positions
and velocities for all particles i, allows for integrating Newton’s equation
of motion fi = −∇riU(r) = mid

2(ri)/dt
2 giving the time dependence of

particle positions (r), velocities (v) and forces (f).

There exists a host of integration algorithms designed for integrating
the equations of motion and they have different merits and drawbacks. One
choice is the Verlet half-step (leap-frog) algorithm, which propagates the
position ri and velocity vi of atom i from time t to t+ δt according to the
scheme:

vi(t+ δt/2) = vi(t− δt/2) + fi(t)δt/mi

and

ri(t+ δt) = ri(t) + vi(t+ δt/2)δt.

(2.2)
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fi is the force acting on atom i and is evaluated from the potential energy
function. The velocity at time t is obtained as (vi(t+ δt/2)+vi(t− δt/2))/2
and the total instantaneous energy of the system at time t can be calculated
using Eq. (2.1). In, e.g., isothermal-isochoric or isothermal-isobaric simula-
tions, the expression for the total energy and the integration scheme become
more involved.

2.1.2 The potential energy function

The most central part of an MD simulation is arguably the potential energy
function and its parameters. This combination is often referred to as the
force field. The force field describes the multi dimensional potential energy
surface of the system, and so for any configuration r, the potential energy
function gives the total configurational energy of the system. Note that
electrons are not accounted for explicitely and therefore MD simulation is a
classical approach.

As an example the CHARMM all-atom energy function [24] which was
used for the bilayer studies in Chapters 3 and 4 is presented. The energy
function consists of seven terms each accounting for different types of inter-
actions:

U(r) = Ubond + Uangle + UUB + Udihedral + Uimproper + ULJ + UC

=
∑

bonds

Kb(b− b0)2

+
∑

UBs

Ks(s− s0)2

+
∑

angles

Kθ(θ − θ0)2

+
∑

dihedrals

Kχ(1 + cos(nχ− δ))

+
∑

impropers

Kφ(φ− φ0)2

+
∑

non-bonded pairs ij

εij



(
rmin
ij

rij

)12

− 2

(
rmin
ij

rij

)6



+
∑

non-bonded pairs ij

qiqj
4πε0εrrij

.

(2.3)

For clarity we have omitted full indexing in the summations, and the curious
reader may find a more thorough description in Refs. [24, 109]. The bond
energy Ubond is calculated as a sum over covalent bonds in the system. Each
bond is treated as a harmonic spring with a specific force constant Kb. b
is the actual bond length and b0 is the equilibrium length of that specific
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bond. Note that the harmonic potential does not allow bonds to break.
Uangle is the valence angle energy, which increases harmonically when the
angle between two neighboring covalent bonds θ departs from its equilib-
rium value θ0. The Urey-Bradley term UUB is a harmonic spring connecting
atoms separated by two covalent bonds. s is the distance between those two
atoms and s0 is their equilibrium distance. Not all atoms separated by two
covalent bonds are assigned a Urey-Bradley type interaction. A part of the
torsional energy surface is accounted for by the dihedral interaction energy
Udihedral. When four atoms (a1-a2-a3-a4) are connected by three successive
covalent bonds (b12,b23,b34) without branches, χ is the angle between the
two planes spanned by the b12 and b23 bond vectors and the b23 and b34

bond vectors. n is the symmetry of the rotor i.e. the number of minima for
a 360◦ rotation in χ and δ is the phase. As a brief example, consider the
torsional rotation around the central C2-C3 bond in butane, which has a
global energy minimum in the trans configuration (χ = 180◦), whereas the
gauche configurations (χ = ±60◦) have a higher energy. The highest energy
is found in the cis configuration (χ = 0◦). The total dihedral energy for this
rotation has contributions from three types of dihedral interactions, namely
C-C-C-C, H-C-C-H and H-C-C-C. The contribution from each of these dihe-
dral types may be a sum of multiple terms of the form Kχ(1 + cos(nχ− δ)).
This sum of cosines sets the approximate locations of minima and maxima
on the torsional potential surface, but does not appropriately lift the gauche
energy relative to the trans energy. The increase in the gauche energy is
introduced by non-bonded (ULJ and UC) interactions primarily between C1
and C4. Uimproper is the energy of the improper, out-of-plane, torsions. The
potential is harmonic and is for example used to assure a planar configura-
tion around the ester linkages in phospholipids. ULJ models van der Waals
interactions between pairs of atoms through a 12-6 Lennard-Jones (LJ) po-
tential. rij is the distance between atoms i and j and the parameter rmin

ij is
the distance in which the LJ energy for pair ij attains its minimal value −εij.
The LJ parameters for the pair ij are obtained by the Lorentz-Berthelodt
combination rules: rmin

ij = (rmin
i + rmin

j )/2 and εij =
√
εiεj. Electrostatics

interactions between partial point charges q are evaluated from Coulomb’s
law. ε0 is the permittivity of vacuum and εr is the relative dielectric con-
stant. In all-atom MD simulations a value of 1 is usually adopted for εr,
since all atoms are present explicitely and so electrostatic screening should
be accounted for directly. The force field does not explicitely account for
electronic polarization, and so εr should in principle be higher than 1 to
emulate this effect. However, instead of adjusting εr, the polarization effect
is incorporated into the partial charges [56, 107]. A similar approach has
been used in other force fields [49, 143]. Usually non-bonded interactions
(Lennard-Jones and Coulomb) are only evaluated between atoms separated
by more than two covalent bonds.
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2.1.3 Technicalities

Force fields

The CHARMM force field has been parameterized several times to reproduce
experimental data for water, ions, alkanes, DNA, proteins and lipids [24, 51,
56, 94, 107, 130]. CHARMM22 and later versions represent all atoms ex-
plicitely and should always be used with the TIP3P water model [87, 107].
In Chapters 3 we describe a reparameterization of the CHARMM force field
that aims at obtaining more realistic fluid phase bilayer properties in MD
simulations at ambient pressures. In Chapter 5 we use the GMX3.2.1 ffgmx
force field distributed with the GROMACS suite [18, 100]. The protein force
field is based on a modified GROMOS87 force field [151]. Water is repre-
sented by the simple point charge (SPC) model [17]. Lipids are described by
GROMOS bonded parameters, head group LJ parameters from OPLS [88]
and special LJ parameters in the acyl chains [19]. Polar hydrogens in lipids
and proteins are explicit, while non-polar groups containing hydrogen are
represented by united atom particles. The united atom representation for
the methyl(ene) groups in the lipid acyl chains significantly reduces the num-
ber of force evaluations and therefore gives a tremendous speedup compared
to simulations with all-atom lipids.

Non-bonded interactions

The long range nature (r−1) of Coulomb interactions indicates that these re-
quire extra care in MD simulations. Indeed several studies have documented
structural artifacts in bilayers when using different cutoff-based strategies
for evaluating electrostatic interactions [122, 154, 158].

In Ewald summation techniques, the electrostatic potential is not trun-
cated and therefore such artifacts are not introduced, however, for large sys-
tems the method is computationally expensive. The Particle Mesh Ewald
(PME) summation technique [39, 50] has almost linear scaling properties
for large systems (N logN) and has similar precision to the standard Ewald
method if the grid spacing in the interpolation mesh is below 1 Å. Wohlert
and Edholm [158] showed that the area per lipid is insensitive to system
size and hydration level when using PME which is not the case when us-
ing an electrostatic cutoff. Thus, PME summation is the preferred method
for evaluating electrostatic interactions in bilayer simulations. The Ewald
summation is treated in some detail in Chapter 4, where we resolve a techni-
cal problem introduced when calculating pressure profiles from simulations
conducted with Ewald summation.

Lennard-Jones interactions are treated with a cutoff in the range 1.0 to
1.4 nm. To avoid numerical problems associated with a truncated (discon-
tinuous) potential, the Lennard-Jones 12-6 potential is often modified by
a switch/shift function that assures that the energy smoothly goes to zero
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when approaching the cutoff.

Macroscopic boundary conditions - ensembles

In the literature there has been an ongoing debate on, which ensemble is
the most appropriate in lipid bilayer simulations. Setting up realistic MD
bilayer simulations in the canonical ensemble NV T , where the number of
particles N , the temperature T and the simulation box volume V is constant,
is difficult since the correct box dimensions have to specified [121, 143].
In the isothermal-isobaric NPT ensemble, the simulation box adjusts its
volume so that the internal pressure balances the external pressure P . In
this thesis, the NPT -notation indicates that the simulation box length in
the direction normal to the bilayer z is coupled to the barostat independently
from the lateral directions x and y. Further Px = Py = Pz and therefore
the surface tension γ is zero [53]. As explained by Berger et al. [19], flaccid
bilayers in experiments are able to adjust their area per lipid A. Minimizing
the contact between the acyl chains and water and maximizing the acyl
chain entropy creates a free energy minimum, which together dictate the
equilibrium area per lipid Aeq, i.e., (∂G/∂A)A=Aeq = γ = 0. Therefore,
it has been argued that the (tensionless) NPT ensemble is appropriate for
simulating lipid bilayers [19, 77, 110].

Bilayer simulations with a non-zero γ are either carried out in theNγPzT
ensemble where γ is specified directly or in theNAxyPzT ensemble where the
simulation box xy-area Axy is specified. These two ensembles have been used
in bilayer simulations since it has been argued that a positive surface tension
should be applied when simulating small bilayer patches [37, 51, 52, 53]. The
applied surface tension in an MD simulation is given by γ = 〈Lz(Pz − PL)〉
where Pz is the pressure in the direction normal to the bilayer, PL is the
average pressure in the lateral directions (x and y) and Lz is the z-dimension
of the simulation box. Thus, applying a positive tension stretches the bilayer
laterally and is thought for countering artificial lipid ordering in small bilayer
patches where long wave length bilayer undulations are suppressed [53]. A
theoretical study by Marsh [112] confirms this idea, but his estimate of
the surface tension required to counter the artificial lipid ordering is smaller
than the one suggested by Feller and Pastor [53]. More recently, Wohlert and
Edholm [158] reported a relatively small finite size effect in MD simulations
of a DPPC bilayer when using particle mesh Ewald summation for evaluating
electrostatic interactions.

Hence, there seems to be little consensus in the ensemble discussion, but
from a practical view, the NPT ensemble is more convenient since the area
per lipid need not be known prior to simulation. This issue becomes more
prominent when studying complex systems for example lipid mixtures, lipid
bilayers with cholesterol and bilayers with embedded proteins.
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2.1.4 Time scales and enhanced sampling

The time scales in lipid bilayers span 16 orders of magnitude from the
bond vibrations (∼ 1014 s−1) to lipids flip-flopping between the two leaflets
(∼ 0.01 s−1). To integrate the fast bond vibrations in MD simulations cor-
rectly, the equations of motion are usually propagated with a time step of
one femtosecond. Therefore, accessing for example the flip-flop time scale
is not possible. Constraining all bond lengths using e.g. LINCS [67] and
SETTLE [113] eliminates the fastest modes of vibration, and therefore the
time-step can be increased to ∼5 fs without affecting the equilibrium prop-
erties of the bilayer [4]. A speedup can also be obtained by using multiple
time stepping schemes, where some interactions are updated less frequently
than others [138]. At the present state of development, near-atomic detail
lipid systems have been simulated for more than 100 ns, which is enough to
observe self assembly of small vesicles from a random mixture of water and
lipids [43] and to obtain reliable estimates for the lateral diffusion coefficient
from pre-assembled bilayers [4, 99].

In protein simulations there is also a huge separation of time scales rang-
ing from the fastest bond vibrations to the slow rearrangements in the ter-
tiary structure. In between these regimes, changes in the secondary struc-
ture, such as helix unfolding and folding, has been simulated on a microsec-
ond time scale in conventional (equilibrium) MD simulations [114]. For
larger proteins, however, we cannot expect such an exhaustive exploration
of the conformational space, partly because of the increased system size and
partly because this would require sampling of slow structural deformations
in the tertiary structure (global deformations). In Chapter 5 we investigate
such global deformations in the ABC transporter BtuCD. To probe the large
amplitude (∼long time scale) dynamics of the protein, devoid of sampling
problems, we used MD simulations with essential dynamics sampling. In
GROMACS [18, 100] different essential dynamics sampling algorithms are
implemented. The input for all of them is a set of directions {x} in which the
sampling should be increased. These directions are usually defined only for
a subset of atoms for example all Cα atoms with initial positions rCα

0 . Here
we outline the fundamental idea behind two of these algorithms: 1. In each
time step the atoms in the subset are displaced by a fixed increment in the
input directions and the rest of the system is then relaxed in a regular MD
integration step. In principle, this approach resembles a constant velocity
steered MD simulation with an infinitely stiff spring attached to each atom
in the subset. 2. After each regular MD step i, the displacement vector for
the whole subset of atoms relative to the initial structure is projected onto
the subspace span({x}) and the norm of this projection Ri is calculated. If
Ri > Ri−1 we have moved away from the initial structure and the MD step
from i − 1 to i is accepted. A new regular MD integration step brings the
system to step i+1 where we check if Ri+1 > Ri. If we, at some step k, find
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Figure 2.1: Enhanced sampling. (a) Schematic illustration of the expansive radial accep-
tance algorithm (see text for details). Two trajectories (cyan and blue lines) projected
on the subspace spanned by the two input directions x and y. The Rs are the distances
between the structure at step n and the initial structure (n=0) in the span(x,y) sub-
space. (b) Two MD simulations of the periplasmic binding protein BtuF. The graph
shows the trajectories projected onto two directions in the Cα subspace, which corre-
spond to a opening/closing motion (blue/red) and a twisting motion of the two domains
(green). The orange line is the projection of an 80 ns direct MD simulation (courtesy of
Christian Kandt). The black line is the projection of a 600 ps simulation using expansive
radial acceptance sampling (see text for details) where the expansion point was reset ev-
ery 15 000th step. The inset schematically illustrates the opening, closing and twisting
motions in BtuF.

that Rk < Rk−1, the positions of the atoms in the subset at step k are scaled
uniformly so the new positions (rCαk′ ) fulfill Rk′ = Rk−1. The scaled coordi-
nates are used for further propagation of the system. Algorithm 2 is known
as acceptance based expansive essential dynamics sampling and is schemat-
ically illustrated in Fig. 2.1(a). The cyan trajectory starts at n = 0 and the
regular MD integrator yields Rn=1 = Ra < Rn=2 = Rb < Rn=3 = Rc and so
the essential dynamics algorithm does not interfere. The blue trajectory, on
the other hand, contracts toward the initial structure from n = 1 to n = 2
(Rn=1 = Rb > Rn=2 = Ra). Therefore, the expansive radial acceptance al-
gorithm scales the positions at n = 2 to n = 2′ so that Rn=2′ = Rb is fulfilled.
The n = 2′ positions are used for further propagation to n = 3. Protein
configurations from trajectories, generated with these enhanced sampling
algorithms, are not Boltzmann weighed, which makes the interpretation of
averages and fluctuations non-trivial. Nevertheless, the algorithms are very
appealing due to the effectiveness by which they sample the outskirts of the
essential phase space. To illustrate this effectiveness, we simulated the aque-
ous protein BtuF in a water box. BtuF contains two domains in between
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which there is a binding pocket specifically designed for binding vitamin
B12 [91]. The opening/closing motion involving the two BtuF domains is
functionally relevant for binding vitamin B12 in the periplasm of E. coli
and releasing it into the ABC transporter BtuCD [101, 103]. Fig. 2.1(b)
shows the dramatic increase in the sampling of the large amplitude motion
associated with the functionally relevant opening/closing motion as well as
the twisting motion in a 600 ps trajectory with expansive radial acceptance
sampling compared to an 80 ns simulation with direct MD integration.

The input directions for the enhanced sampling algorithms can be taken
from a set of experimentally determined protein structures, from a principal
component analysis of a short direct MD trajectory or from coarse grained
normal mode analysis [16, 84]. The essential dynamics sampling employed
in Chapter 5 is based on experimentally determined protein structures.

2.2 Normal mode analysis

In a normal mode analysis (NMA) the multidimensional potential energy
surface is expanded to second order around an energy minimum. The re-
sulting matrix of second order derivatives, also known as the Hessian, is di-
agonalized which gives a set of eigenvalues and corresponding eigenvectors.
Each eigenvector describes a direction in space along which the molecule
(protein) vibrates with a frequency equal to the square root of the corre-
sponding eigenvalue. Thus, modes with low eigenvalues correspond to mo-
tions taking place on long time-scales and in directions in which there is a
low energy cost for deformation. Interestingly, it appears that proteins have
evolved so that the directions of functionally important structural changes
correspond to deformations in low frequency directions. In these directions,
the intrinsic flexibility of the protein facilitates deformation at a low en-
ergy cost [105]. Thus, NMA is a useful tool for characterizing functionally
relevant structural changes in proteins.

2.2.1 Elastic network models

In all-atom potentials, the large dimension of the Hessian matrix and the re-
quirement that the protein structure should be in an energy minimum makes
NMA computationally expensive for large proteins [16, 148]. Tirion [148]
proposed that, in the folded state of a protein, detailed atom-atom inter-
action potentials can be replaced by harmonic potentials all with the same
force constant. This approximation significantly reduces the computational
burden and increases the stability of NMA for proteins. Tirion’s one param-
eter model evolved into the so-called elastic network model [6, 7, 8, 9, 10, 70],
where proteins are modeled as an elastic network of springs connecting Cα

atoms within some cut-off [cf. Fig. 2.2(b)]. All atoms except Cαs are dis-
carded from the calculation. This coarse graining smoothens the energy
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Figure 2.2: Illustration of two aspects of the elastic network model. (a) Schematic illus-
tration of an (all-atom) potential with local maxima and minima and the coarse grained
(elastic network) global potential. (b) In the elastic network model Cαs within some cutoff
distance rcut are connected with a spring.

surface as illustrated in Fig. 2.2(a). Since local anharmonicities, that create
the local maxima and minima in the all-atom potential, are not necessarily
important for the global vibrations of the protein, the coarse grained po-
tential may suffice for describing long time scale collective vibrations in a
protein. In the elastic network model, the Cα-Cα springs are assumed to
have their equilibrium length in the X-ray structure and are all assigned the
same force constant γ. The same value for γ is used for all proteins and
this universal value has been determined by fitting the magnitude of posi-
tional fluctuations of the Cαs in the network to experimental data (crystal-
lographic B-factors). For a protein with N residues, diagonalization of the
contact matrix H in the Anisotropic Network Model (ANM) yields 3N − 6
non-zero eigenvalues (Ω2

i ) with 3N −6 corresponding eigenvectors (ui). The
diagonalization allows us to write the potential energy of the network V en

in two equivalent forms:

V en =
γ

2
∆RcH∆RT

c =
γ

2
∆RuΩ∆RT

u , (2.4)

where ∆Rc and ∆Ru give the displacement from the crystal structure in
Cartesian basis and eigenvector basis, respectively. Ω is a diagonal matrix
with diagonal elements Ω2

i and from these, the vibrational frequency ωi of
mode i can be calculated as ωi =

√
γΩi. The eigenmodes from the ANM

analysis can be visualized and correlations between residue displacements
can be represented in two dimensional correlation maps. The elastic network
model has repeatedly proved successful in reproducing crystallographic B-
factors, which are readily available from the method [6]. As an example
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Figure 2.3: Comparison of crystallographic B-factors as determined in experiments (red)
and in the anisotropic elastic network model (black) for (a) the membrane spanning domain
(MSD) and nucleotide binding domain (NBD) parts of the ABC transporter BtuCD [103].
The B-factors of the NBDs are shifted by +300 Å2 to increase clarity. The BtuCD
structure is shown in Fig. 5.1 (Chapter 5.1); (b) MalK which is the NBD part of the
maltose ABC transporter [36]. The MalK structure is shown in Fig. 2.4(b).

of the level of correspondence with experimental data, Fig. 2.3(a) shows
the B-factors for the ABC transporter BtuCD and Fig. 2.3(b) shows the
same for MalK, which is the nucleotide binding domain (NBD) part of the
maltose ABC transporter. Overall, there is a good agreement between the
theoretical and experimental B-factors for both proteins. Elastic network
based modeling of these two proteins is an important part of Chapter 5.
Note that changing the value of γ does not change the direction of the
eigenvectors, only the amplitude of the vibrations. Consequently, the B-
factors for all Cαs are scaled uniformly (B-factor ∝ γ−1). In addition to
reproducing experimental B-factors, also estimates of H/D-exchange free
energies and NMR order parameters have successfully been reproduced [11,
63]. Further, the low frequency modes predicted by the network have also
been shown to be in good agreement with principal component analyses
from MD simulations as well as normal mode analysis in all-atom force
fields [47, 93]. On a standard PC the ANM calculation takes 10-20 hours
for a ∼ 103 residue protein such as the vitamin B12 transporter BtuCD.

2.2.2 Ligand binding & normal mode analysis

In elastic network calculations, and NMA in general, only vibrations around
an energy minimum are predicted and non-equilibrium events such as ligand-
induced structural deformations cannot be accounted for directly. Here, the
term ”ligand” covers any molecule that interacts with the protein triggering
a structural transition. Since the intrinsic protein flexibility, provided by
a few low frequent normal modes, often constitute the minimum energy
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path between two functionally relevant states, NMA is nevertheless a useful
tool for characterizing the directions that are functionally relevant [105].
This is illustrated in Fig. 2.4(a) where the schematic protein (dark blue)
vibrates around the global energy minimum (1) in the ligand free state. In
principle, it can access the (unstable) closed configuration (2) via vibrations
in low frequent (equilibrium) normal modes. Ligand binding changes the
energy landscape and so the global energy minimum shifts along the reaction
coordinate so that the closed configuration (2) is stabilized. Fig. 2.4(b)
shows an example of a ligand-induced structural transition in a real protein;
in this case it is the ATP induced transition in MalK which plays a central
role in Chapter 5.

1

reaction coordinate

2

I II

(a) (b)

Figure 2.4: The effect of ligand binding. (a) Schematic illustration of changes in the
free energy surface (along the reaction coordinate) and protein structure upon ligand
binding. The dark blue protein structures and curve correspond to the ligand-free state
while the cyan protein structures and curve correspond to the ligand-bound state. The
ligand is symbolized by the filled black square. In the unbound state (dark blue) the
average (minimum energy) configuration is denoted 1. The reaction coordinate is a linear
combination of a few low frequent eigenmodes derived from NMA in the unbound minimum
energy configuration (1). The red arrows indicate that when a ligand is introduced in
configuration 1, (I) the energy surface changes from the dark blue to the cyan. On the
cyan energy surface configuration 1 is no longer the minimum energy configuration and
consequently (II) the protein relaxes to configuration 2, which is the new energy minimum
structure. (b) ATP induced structural transition in MalK [36]. The two domains of MalK
are rendered in orange and gray tubes, respectively. The two ATPs, which are bound in
a sandwich between the two MalK domains, are rendered in blue and red van der Waals
representation, respectively.

For determining the functionally relevant linear combination of low fre-
quent eigenmodes from NMA, Zheng and Brooks [160] proposed a pertur-
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bational variant of the elastic network. For the discussion of this method,
let us denote the ligand-bound minimum energy configuration as the target
state and the unbound minimum energy configuration as the initial state.
In the perturbed elastic network approach it is assumed that the effect of
ligand binding can be accounted for by knowing the distance changes of a
few (say M) Cα pairs going from the initial to the target state. The target
Cα pair distances can for example be obtained from experiments. The dis-
tance changes for the M Cα pairs going from the initial to the target state
are introduced in the elastic network energy as M Cα-Cα harmonic distance
constraints:

V = V en + V pert = V en +
M∑

m=1

keff
m

(
d(ij)m − d

target
(ij)m

)2
. (2.5)

dtarget
(ij)m

is the distance between Cαs i and j in the m’th residue pair in

the target state and d(ij)m is the current distance for that pair. keff
m is

the effective force constant for the mth distance constraint and is given by
1/keff

m =
∑3N

k=7 δd
k
(ij)m

/Ω2
k where δdk(ij)m is the change in the pair distance

d(ij)m associated with mode k. The summation starts at k = 7, to exclude
the six modes with zero eigenvalues. The M distance constraints perturb
the elastic network energy, which in effect moves the energy minimum away
from the crystal structure. The method then predicts the response to this
perturbation, i.e., the direction of the relaxation of the whole protein struc-
ture in this modified energy landscape. This is in essence very similar to
the illustration of the effect of ligand binding in Fig. 2.4(a). The response
vector from the perturbed network approach is a linear combination of the
unperturbed ANM eigenmodes, favoring low frequency modes, and therefore
the response will have the character of a global rearrangement of the protein
rather than a local deformation. Since the output is only one (3N dimen-
sional) response vector that describes how all Cαs in the protein respond
to changing M Cα-Cα pair distances, the method resolves the problem of
finding functionally relevant vibrations among 3N − 6 eigenmodes.

Zheng and Brooks [160] tested the perturbed elastic network method on
22 proteins for which two crystal structures, that represent two conforma-
tional states, are known. They chose ten Cα pairs for the perturbation for
which the Cα pair distance in initial and the target state lie on mutually
opposite sides of the network cutoff. Among these pairs they, essentially,
choose the ten pairs with the numerically largest distance change between
the two structures. For most of the 22 proteins tested, the perturbed net-
work approach predicts the experimentally determined structural transition
better than any unperturbed eigenmode. Therefore, the method seems very
promising for predicting the reactions coordinate between two functionally
relevant configurations of a protein. In Chapter 5 we use the method for
modeling the ATP induced structural rearrangements in MalK and BtuCD.
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Based on: J. Sonne, M.Ø. Jensen, F.Y. Hansen, L. Hemmingsen and G.H.
Peters. A parameter study of dipalmitoylphosphatidylcholine lipids. Submitted.

3.1 Introduction

In molecular dynamics (MD) simulations of biological membranes, lipid bi-
layers are the most common model system, and with the increase in com-
puter power, simulations of larger and more complex bilayer systems are be-
coming accessible [5, 12, 33, 106]. In order to represent bilayers accurately
in MD simulations, it is important to have a well-parameterized force field
in combination with appropriate macroscopic boundary conditions (ensem-
bles). Although, these topics may seem somewhat technical in a biological
context, the functional importance of cell membranes should not be over-
looked. For example it has been shown that phospholipase activity change
the mechanical properties of bilayers [26], which could have therapeutic ap-
plication in delivery of cytotoxic anti-cancer drugs [3]. Further, bilayer prop-
erties affect mechanosensitive gating in McsL [38, 62, 139], phospholipase C
activity [78] and have been suggested to be related to anesthesia [29, 32].
See Jensen and Mouritsen [79] for a recent review of bilayer influence on
protein function.

Commonly used united atom force fields produce fluid (Lα) phase di-
palmitoylphosphatidylcholine (DPPC) bilayers in the tensionless (γ = 0)
isothermal-isobaric NPT ensemble provided that the correct electrostatic
cutoff strategy is used [4, 122, 158]. In contrast, DPPC bilayers simulated
using the all-atom CHARMM22 force field [107, 130] in the NPT ensemble
show a dramatic lateral contraction and overly ordered lipid acyl chains [53].
Despite optimizations in both the head group and the acyl chains in the
subsequent CHARMM27 parameter set [51, 56], the area per DPPC lipid
molecule is underestimated by at least 0.15 nm2 [82] compared to experimen-
tal data [117]. In fact, the area per DPPC lipid in NPT simulations [82] is
close to that of the gel phase [116]. Recently, the CHARMM27 force field was
further optimized [94], but the revised parameters for the acyl chains do not
produce fluid-like bilayers in the NPT ensemble [135]. Thus, to mimic the
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biologically relevant fluid phase, most bilayer simulations using CHARMM
parameters apply a positive surface tension [33, 51, 53, 62, 82, 94, 95]. It
has been suggested that the gel-like properties in NPT simulations can be
attributed to finite size effects and therefore applying a positive surface ten-
sion, that stretches the bilayer to the experimentally determined area per
lipid, is appropriate [51, 52, 53]. However, finite size effects seemingly ac-
count for an area contraction of less than 1 Å2/lipid [158], yet, the area
per lipid is underestimated by at least 15 Å2 compared to experimental
data for a DPPC bilayer (72 lipids) simulated in the NPT ensemble with
CHARMM27 parameters [82]. Thus, even though MD simulations of bilay-
ers are subject to finite size effects, these can by no means account for the
gel-like bilayer properties in NPT simulations using CHARMM27 parame-
ters. It appears that the gel-like properties are mostly a result of the force
field not being optimized for lipid bilayer simulations in the NPT ensemble,
but for simulations with an applied surface tension.

Although, there is no agreement on whether or not applying a surface
tension is appropriate when simulating lipid bilayers [19, 51, 52, 53, 77, 110],
tensionless NPT simulations are appealing from a practical view since the
area per lipid need not be known prior to simulation, if the parameters are
optimized for this ensemble. The advantage of having parameters that are
optimized for NPT simulations becomes more prominent when studying for
example lipid mixtures and bilayers with embedded proteins where exper-
imental data is scarce. Therefore, realistic NPT bilayer simulations have
been one ultimate goal for MD force fields [15, 94].

Along these lines, a reparameterization of the CHARMM phosphati-
dylcholine (PC) lipid parameters that permits simulations of fluid phase
DPPC lipid bilayers in the NPT ensemble is the purpose of this study.
The lipid head group charges is the target for our reparameterization. This
chapter is structured as follows: In Sec. 3.2 we describe the parameterization
strategy and in Sec. 3.3 we give the technical details of our calculations
and simulations. We present and discuss our results in Secs. 3.4 and 3.5,
respectively, and summarize our findings in Sec. 3.6. The partial charges
resulting from our study are provided in Appendix 7.1.

3.2 Methods

We start this section by outlining relevant aspects of the CHARMM opti-
mization strategy before we describe the methods used in this study.

3.2.1 CHARMM27 parameterization strategy

In the CHARMM force field electrostatic interactions are accounted for by
partial point charges located at the atomic centers [24, 51, 56, 108, 130].
Since electrons are delocalized, this representation cannot be exact and there



3.2 Methods 19

is no rigorous way of determining such atomic charges. Nevertheless, finding
suitable partial charges that, with reasonable precision, account for molecu-
lar properties is one task in parameterizations of this force field. Complying
with the CHARMM strategy, Foloppe and MacKerell, Jr. [56] optimized
the CHARMM partial charges of dimethylphosphate to reproduce quantum
mechanical interaction energies with a strategically placed water molecule
using a Mulliken population analysis to propose the initial partial charges.
The optimized charges are now used for the phosphate moiety in the head
group of phospholipids [51].

In the optimization of the CHARMM27 parameters, Foloppe and MacK-
erell, Jr. [56] distinguish between macromolecular target data and small
molecule target data. The ability of the CHARMM27 force field to re-
produce the former has the highest priority. In the case of lipid bilayers
macromolecular target data would be bilayer properties such as lipid densi-
ties, electron densities and order parameters, whereas small molecule target
data would be, e.g., torsional energy surfaces in the lipid headgroup and
water-lipid interaction energies.

3.2.2 Our parameterization strategy

Pressure profile calculations for lipid bilayers suggest that the equilibrium
area per lipid is determined by a delicate balance between large and oppos-
ing forces originating from bonded and non-bonded interactions [98, 137].
Therefore, reparameterization of any of the terms in the energy function
could, in principle, affect the area per lipid. NPT and NPzγT simulations
of a crystalline (all-trans) C36 alkane showed good agreement with experi-
ments [81, 83], which indicates that the alkane-alkane interactions are well
parameterized. With the recent refinement of the torsional potential for
CHARMM27 alkanes, the parameters for the acyl chains of phospholipids
also seem highly optimized [94]. Our attention therefore turns to the lipid
head group region. The inter-headgroup interactions are determined by the
Lennard-Jones parameters and the partial charges. We believe the latter
to be a more promising optimization target, since numerous united atom
force field bilayer simulations have shown that the bilayer properties are
quite sensitive to details in the treatment of the electrostatic head group in-
teractions [4, 122, 158]. Moreover, pressure profiles derived from atomistic
simulations, indicate that electrostatic attractions significantly contribute
to the positive surface tension in the head group region. This indicates that
the electrostatic forces in this region are, on average, contractive [98, 137].
Therefore, the lipid head group charges will be the target of our reparame-
terization.

We determine initial partial charges of the whole lipid head group and
upper acyl chain from ab initio data using (I) a Mulliken population analy-
sis and (II) a restricted electrostatic potential (RESP) fitting approach [14],
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i.e., we adjust the partial atomic charges to fit the quantum mechanical elec-
trostatic potential (see Sec. 3.3 for further details). Since the RESP charges
generate a realistic electrostatic potential around the molecule of interest,
the method is optimal for reproducing intermolecular interactions [14]. The
RESP method has been shown to be superior to Mulliken population anal-
ysis [134, 159], but since determination of the Mulliken charges does not
add any significant overhead to the calculation of the quantum mechanical
electrostatic potential, we include both methods in the present study.

In the RESP method, the derived charges are known to be strongly de-
pendent on the conformation of the molecule. Reynolds et al. [125] addressed
this problem by deriving RESP charges from different conformers and then
estimated the final set of partial charges as the Boltzmann weighted average
of the charge sets found for the different conformers. We adopt a similar
approach by extracting 69 dipalmitoylphosphatidylcholine (DPPC) config-
urations from a 15 ns MD simulation of a DPPC lipid bilayer, where the
area was fixed at the experimental value of 62.9 Å2 per lipid [117]. This
experimental estimate was later adjusted to 64 Å2 [116], but for extracting
lipid conformations, this adjustment should be of minor importance. These
69 DPPC molecules were capped to form dipentanoatephosphatidylcholine,
DPePC, shown schematically in Fig. 3.2. Since numerous studies have shown
that the CHARMM alkane parameters are highly optimized [51, 81, 83, 94]
we did not include the complete acyl chains in our ab intio calculations.
From the 69 DPePC configurations we determined the Mulliken and RESP
charges and calculated the final charges as a simple average over the con-
formers, which are already Boltzmann weighted from the MD simulation.
Thus, our approach bypass the issue of the Boltzmann weights being differ-
ent in vacuum and in condensed phases [14].

When changing the atomic partial charges, the remainder of the force
field parameters could be readjusted iteratively to maximize accordance
with, e.g., ab initio potential energy surfaces and vibrational data, i.e.,
small molecule target data [56]. However, our main motivation for assign-
ing new partial charges to DPPC lipids is to obtain fluid-like properties
of DPPC bilayers, i.e., to optimize the macromolecular (bilayer) properties
only. Therefore, testing whether our new charges reproduce small molecule
target data is beyond the scope of this work. Our new DPePC partial
charges were therefore transferred to DPPC without modifying the force
field further. We used two schemes for this transfer: (A) All charges from
DPePC were used in DPPC except for the terminal C26 methyl groups (see
Fig. 3.2). (B) All charges from DPePC were used in DPPC except for the
terminal C24-C26 ethyl groups. Excluding the methyl and ethyl groups in
schemes (A) and (B), respectively, leaves DPePC, and therefore also DPPC,
with a non-zero net charge. To obtain a neutral DPPC molecule we com-
pensated this net charge with small counter charges on each non-acyl atom
in DPPC. We choose not to cluster our charges in charge groups, with in-
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tegral values for the group charges, since most membrane simulations using
the CHARMM force field evaluate electrostatic interactions by PME sum-
mation rendering charge clustering superfluous. The lack of charge groups
abrogates transferability of our charges to other phospholipids such as phos-
phatidylethanolamines.

3.2.3 Testing the new parameters

Combining the Mulliken population analysis (I) and RESP (II) with trans-
fer schemes (A) and (B) yields four sets of partial charges, which we subse-
quently tested in four MD simulations of a DPPC lipid bilayer. The simula-
tion results, referred to as I.A, I.B, II.A and II.B, were compared with NPT
and NPzγT experimental data and with simulations using the CHARMM27
parameters.

As benchmark properties for the comparison we resorted to the volume
and area per lipid, the order parameter profile and the electron density
profile. The volume per lipid is calculated by subtracting the water volume
nwVw from the box volume [54], where nw is the number of water molecules
and Vw is the average volume of one bulk water molecule in the simulation.
The area per lipid is obtained as the area of the simulation box xy-plane
divided by the number of lipids in one leaflet. The order parameter for the
ith acyl methyl(ene) group |SCD,i| is calculated as |SCD,i| = |〈3/2 cos2 θi −
1/2〉| where θi is the angle between a C-H bond vector in the ith methyl(ene)
group and the bilayer normal, i.e., the z-axis. The brackets denote averaging
over the C-H bonds in the ith methyl(ene) group, lipids and time. The
electron density profile was calculated by binning the difference Z − q for
all atoms along the z-axis, where Z is the atom number and q is the atomic
partial charge. Thus, we neglect bilayer undulations and assume that the
electrons are located at the atomic centers, thereby ignoring variations in
the atomic form factors. Both assumptions are reasonable when simulating
a small fluid bilayer patch [95].

3.3 Simulation details

3.3.1 Atomic partial charges

From an MD simulation of a DPPC lipid bilayer where the area was fixed
at 62.9 Å2 per lipid, we extracted 69 DPPC configurations after ∼15 ns (see
Sec. 3.3.2). These 69 DPPC molecules were capped to form dipentanoate-
phosphatidylcholine (DPePC) by (a) cutting off the lower decanyl parts of
the two acyl chains, (b) replacing the last carbon (C6) in the hexanoate acyl
chains with hydrogen and (c) adjusting the new C5-H bond length accord-
ingly. Without geometry optimization the quantum mechanical electrostatic
potential around each DPePC configuration was evaluated at the RHF/6-
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31G(d) level in ∼100 000 points using Gaussian98 [57]. In addition to the
electrostatic potential, we also calculated the atomic charges from a Mulliken
population analysis. From the quantum mechanical electrostatic potential,
atomic partial charges were determined by two successive restricted electro-
static potential (RESP) fits as described by Bayly et al. [14]. In the first fit
we used the CHARMM27 charges as the initial guess and used no symmetry
constraints. The charges were restrained by a hyperbolic penalty function
with weight 0.0005 au to avoid large charge separation. In the successive fit,
the output charges from the first fit were used as input, and the hyperbolic
penalty weight was increased to 0.001 au. In the second fit we enforced sym-
metry constraints for equivalent atoms (see Fig. 3.2). The same definition
of equivalent atoms was used to symmetrize the charges from the Mulliken
population analyses. Lastly, we averaged partial charges over the 69 DPePC
configurations to give the average partial charge distribution in the DPePC
molecule from the Mulliken and RESP procedures, respectively. The RESP
fitting was performed using Amber 4.1 with the Restrained ESP Fit package
2.3 [123].

3.3.2 MD simulations

The DPPC lipid bilayer, from which we extracted the lipid conformations for
the atomic charge determination, consists of 72 lipids solvated with ∼2 000
water molecules resulting in a total of ∼16 000 atoms. This corresponds
to ∼29 water molecules per lipid [117]. The water molecules were placed
around the bilayer using Solvate [60] and subsequently the water layer sur-
rounding the bilayer was cropped to a rectangular, periodic simulation box.
The water molecules were represented by the TIP3 water model [87]. The
bilayer system was equilibrated in the CHARMM27 force field for 15 ns with
the area fixed at the experimental value, 62.9 Å2 [117]. After this equili-
bration, we changed the partial charges to sets I.A, I.B, II.A and II.B in
four simulations, which were then continued. We also carried out two ref-
erence simulations, referred to as III and IV, where the original CHARMM
charges were used. For simulations I.A, I.B, II.A and II.B and III we used
the NPT ensemble, thus allowing the three dimensions of the simulation
box to adjust independently to the relevant target pressure components.
Simulation IV was carried out in the NPzγT ensemble with γ = 61 mN/m
and Pz = 1 atm. In all simulations we used a time step of 1.0 fs and the
target temperature of the Langevin thermostat was 325 K with a damping
coefficient of 5 ps−1. The pressure P =1 atm was controlled by the Nose-
Hoover Langevin barostat [55] with a piston oscillation time of 100 fs and a
damping time of 50 fs. Electrostatic interactions were evaluated using the
PME method [39, 50] with a grid spacing below 1 Å. MD simulations were
carried out using NAMD [89]
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Figure 3.1: Overview of the obtained partial charges for dipentanoatephosphatidylcholine
(DPePC). Average values and standard deviations for the new RESP charges (red) and
new Mulliken charges (green). For comparison, we have included the charges from the
CHARMM27 force field (black). The atom IDs used on the abscissa axis are defined in
Fig. 3.2

3.4 Results

3.4.1 Atomic partial charges

From the different configurations of DPePC we calculated the Mulliken and
RESP charges for each configuration. In Fig. 3.1 we present average charges
and standard deviations for Mulliken and RESP procedures. The charges
are compiled in Table 7.1 in Appendix 7.1. To get a better overview of
the charge distribution, the obtained charges are mapped onto DPePC in
Fig. 3.2 with only two decimals, which leaves DPePC with a non-zero net
charge due to round-off errors. With six decimals the new charges fulfill
electroneutrality (cf. Table 7.1 in Appendix 7.1). Qualitatively, there is a
good agreement between the CHARMM27 atomic charges and the charges
obtained from the Mulliken method. This agreement is expected since the
initial CHARMM partial charges were taken from a Mulliken population
analysis [107]. In general the same is true for the obtained RESP charges,
however, the RESP charges for N3, C6 and C24, have the opposite sign
compared to the corresponding CHARMM27 charges. A similar sign inver-
sion relative to CHARMM27 is not observed for our Mulliken charges and
therefore this prediction appears to be specific for the RESP method. Com-
paring the error bars on the charges from the two methods, we see that the
RESP charges exhibit a larger configurational dependence than the Mulliken
charges. This is a commonly known difference between the two methods [14]
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Figure 3.2: Schematic
structure of dipentanoate-
phosphatidylcholine (DPePC)
with indication of the average
atomic charges determined
by (a) Mulliken population
analysis and (b) the RESP
procedure. Atoms in the lipid
’backbone’ are black. The
atoms in the three methyl
groups on nitrogen (N3) have
identical charges but for clarity
only one methyl group is shown
explicitly. A bar indicates that
the charge is negative. The
atom labels also indicate the
symmetry constraints that
were used. For example the
two atoms labeled H5 have the
same charge by definition. The
CHARMM27 charge group
definition is shown with grey
boxes and the total charge of
the groups are given by the
qXs (X is the group number
I-VII). The CHARMM27
group charges are shown in
parentheses. The two dashed
lines indicate transfer schemes
A and B (see Sec. 3.2.2 for de-
tails). Note that the precision
of the charges leaves DPePC
with an apparent non-zero
net charge due to round-offs.
This is not the case when all
six decimals are included (see
Table 7.1 Appendix 7.1).
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and was part of our rationale for using several DPePC configurations.
Even though we do not make use of charge groups in our simulations,

we calculated the net charge of the CHARMM27 charge groups for the
new charge sets. These are shown in Fig. 3.2 by the grey boxes and the
corresponding group charges are denoted qX (X is the group number I-VII).
The group charges for CHARMM27 are shown in parentheses. Even though
the RESP method predicts that N3 has a positive charge, the direction and
magnitude of the NP-dipole moment is similar to that predicted by the
Mulliken method. Comparison of qI and qII indicates that the new charges,
both Mulliken and RESP, give a smaller NP-dipole moment compared to
CHARMM27 charges. Interestingly, the methylene group charges (qV and
qVI) are no longer neutral and therefore do not have alkane properties as in
the CHARMM27 parameter set.

Since there is no rigorous definition of atomic partial charges, any of the
three charge distributions in Fig. 3.1 can be valid and we need to test their
quality in lipid bilayer simulations. Therefore, the charges found for DPePC
were transferred to DPPC using schemes A and B (see Sec. 3.2.2). To obtain
a neutral DPPC molecule after the charge transfer we balanced out the net
charge with small counter charges on each non-acyl atom in DPPC. These
counter charges are numerically smaller than ∼ 10−3 e, which is less than the
standard deviation of the new charges (error bars in Fig. 3.1). Table 7.1 and
Fig. 7.1 in Appendix 7.1 provides an overview of our charges after transfer
to DPPC.

3.4.2 Testing new partial charges

We tested parameter sets I.A, I.B, II.A and II.B in MD simulations of a
DPPC lipid bilayer. For reference we have also included results from two
simulations using the CHARMM27 force field, one with no applied surface
tension and one with an applied surface tension of 61 mN/m [82]. These
reference simulations are referred to as III and IV, respectively. All six sim-
ulations are summarized in Table 3.1. In the following we compare the area

Sim. ID Parameters γ length
(mN/m) (ns)

I.A New Mulliken charges assigned down to the 3rd acyl carbon 0 2
I.B New Mulliken charges assigned down to the 2nd acyl carbon 0 2
II.A New RESP charges assigned down to the 3rd acyl carbon 0 17
II.B New RESP charges assigned down to the 2nd acyl carbon 0 2
III CHARMM27 0 15
IV CHARMM27 61 10

Table 3.1: Overview of MD simulations. Simulations I.A, I.B, II.A, II.B use new atomic
partial charges, whereas simulations III and IV use the CHARMM27 partial charges. The
simulation lengths are shown in the rightmost column. Simulations with γ = 0 mN/m
correspond to the NPT ensemble with Px = Py = Pz =1 bar.

per lipid, the volume per lipid, the order parameter profile and the electron
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Figure 3.3: Area per lipid as function of time for six simulations using different parameter
sets and ensembles (see Table 3.1). The curves are 200 point running averages of the area
per lipid calculated every 0.5 ps. The numbers on the right ordinate axis are experimental
values for the area per lipid [116].

density profile for these six simulations mutually and with experiments.

Area and volume per lipid

From Fig. 3.3 we see that the areas per lipid in simulations I.A, I.B and II.B
monotonically decrease to ∼55 Å2 within the first 2 ns of the simulations,
resembling the behavior of the first 2 ns of simulation III. In simulation III,
the area per lipid reaches the experimental value for the gel phase [116] after
15 ns and is still decreasing moderately. Based on the immediate decrease in
the area per lipid observed in simulations I.A, I.B and II.B we decided to end
these three simulations after 2 ns and to discard them from further analysis.
In contrast, the area per lipid found in simulation II.A is stable and the
average value of 60.4±0.1 Å2 compares favorably to the commonly accepted
experimental value of 64 Å2 [116]. As previously reported, it is necessary
to apply a surface tension of 61 mN/m in order to obtain an area per lipid
of 64.5±0.3 Å2 using the CHARMM27 force field (simulation IV) [82]. The
error estimates for the area per lipid are obtained as the standard error of
the mean area calculated in 250 ps data blocks.

Simulations II.A, III and IV give lipid volumes of (12.0±0.3) · 102,
(11.7±0.6) · 102 and, (12±1) · 102 Å3/lipid. The experimental estimate is
∼ 12.30 · 102 Å3/lipid and varies a few Å3/lipid depending on the technique
used [116]. Thus, all the simulation results agree with the experimental data
within the statistical uncertainty in the simulations. In the determination
of the lipid volume, the water volume was calculated from the water elec-
tron density in Fig. 3.5(a). Simulation III is not completely equilibrated
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simulation III, the order parameters are calculated from the last 3 ns. The error bars
represent the standard error of the mean and were estimated from the variations in the
average order parameter profiles calculated in 250 ps time blocks.

(cf. Fig. 3.3) and therefore we used only the last 3 ns to estimate the lipid
volume in this simulation. In the following sections we also use only the last
3 ns of this simulation for the data analysis.

Order parameters

In Fig. 3.4 we show the order parameter profile for the sn2-chain from sim-
ulations II.A, III and IV as well as experimentally determined deuterium
order parameters at 41 ◦C and 50 ◦C [48, 132]. The experimental profile
measured at 50 ◦C is close to the simulation conditions. The profile obtained
at 41 ◦C is the upper limit for |SCD| in a fluid phase DPPC bilayer, since the
main phase transition temperature is 41 ◦C [132]. In the region from C7 to
C16, the profile from simulation II.A resembles most closely the experimental
profile for the fluid phase found at 41 ◦C. In the region nearer to the glycerol
backbone (C3-C6) the order parameters in simulation II.A are lower than the
experimental values at 50 ◦C and therefore the chains are less ordered than
expected. Such deviations are not found in simulation IV (CHARMM27
parameters with γ = 61 mN/m), which resembles the experimental profiles
at 50 ◦C quite closely. As reported by Feller and MacKerell Jr. [51], the
order parameter for the second acyl carbon (C2) is underestimated in the
CHARMM27 force field. Simulation IV confirms this result and the same
underestimation is found in simulation II.A (data not shown). The order pa-
rameter profile calculated from simulation III (CHARMM27, γ = 0 mN/m)
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clearly indicates highly ordered acyl chains characteristic for the gel phase.

Electron density profile

In Fig. 3.5(a) we show the average electron density profile from simulation
II.A, III and IV. The overall shapes of the three profiles are similar and the
characteristic methyl troughs in the bilayer center and the headgroup peaks
are apparent in all three simulations. The profile from simulation III, has
more sharp features than the two other profiles, but the differences between
simulations II.A and IV are more subtle. To obtain the bilayer form factors
F sim(q), we Fourier transform the real space profiles in Fig. 3.5(a), which
yields the F sim(q) curves in Fig. 3.5(b) [95]. We have also included estimates
of the absolute bilayer form factors from X-ray scattering experiments [117]
and fitted these to our simulated F (q). For the fitting, we scaled the ex-
perimental first order (h=1) form factors F exp(qexp

h=1) to the simulated form
factors F sim(qexp

h=1) and scaled the higher order form factors of the same ex-
perimental sample by the same amount. For h ≥ 2 the experimental F (q) is
larger than observed in both simulations. The root mean square deviations
of the fitted experimental data points from the corresponding simulated
F (q) are 0.4, 1.1 and 0.2 e/Å2 for simulations II.A, III and IV, respectively.
Judged by the form factors, simulation IV therefore exhibits the best agree-
ment with the experimental data. Figure 3.5(c) shows new and improved
X-ray results from the laboratory of John F. Nagle.

3.5 Discussion

MD simulations of DPPC lipid bilayers using the all-atom CHARMM27
parameter set yield highly ordered bilayers with gel-like properties in the
NPT ensemble [53, 82]. Since finite size effects only account for a part of
the bilayer ordering, it appears that the CHARMM27 lipid parameters need
optimization provided that one resorts to NPT simulations.

In this study we determined four new sets of partial charges for the
DPPC lipid headgroup from Mulliken population analysis and from the
RESP fitting procedure. These procedures do not comply with the tra-
ditional strategy used for optimizing partial charges in the CHARMM force
fields [51, 56, 107, 108, 130]. To this end we note that Foloppe and MacK-
erell, Jr. [56] explains that the CHARMM27 parameters are ”primarily opti-
mized to reproduce macromolecular target data while maximizing agreement
with small molecule target data”. In our opinion, the macroscopic target
data are the key properties of the bilayer and consequently a correct rep-
resentation of these must be the ultimate goal of any simulation deploying
CHARMM lipid parameters. Thus, even though the methods we used to ob-
tain the new atomic partial charges deviate from the traditional CHARMM
parameterization strategy, this should be of minor importance if the new
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Figure 3.5: Electron density
data. (a) Electron density
profiles from simulations
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blocks. (b) Absolute form
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50 ◦C (courtesy of John F.
Nagle). The black crosses
are the old experimental
results which were used for
the fit in panel (b).
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parameters represent DPPC bilayers more accurately than the conventional
CHARMM27 parameters.

We tested the four new sets of partial charges in MD simulations us-
ing the charges presented in Table 7.1 in Appendix 7.1, i.e., with six deci-
mals. Using atomic partial charges with six decimals in the MD simulations
should not be crucial for the properties of the bilayer. However, keeping
this precision was convenient since the round-off errors introduced to fulfill
electroneutrality were found smaller than the configurational dependence of
the atomic charges.

3.5.1 Which parameter set?

Figure 3.3 shows that within 15 ns, the area per lipid in simulation III
decreases to ∼48 Å2, which is close to the experimental value for the DPPC
gel phase [116]. Based on the similarity of the first few nanoseconds, the
same behavior is expected for simulations I.A, I.B and II.B. Thus, further
equilibration of these simulations would most likely give bilayers with gel-
like properties. Since the goal of this study is to develop a new parameter
set that gives more fluid-like bilayers in the NPT ensemble, we stopped
simulations I.A, I.B and II.B after 2 ns. The area per lipid in simulation II.A
oscillates around an average value of 60.4 Å2 and considering the variations
in the area per lipid as determined from different experiments [116], this
value is satisfactory. The area per lipid from simulation II.A is also in
excellent agreement with the results of MD simulations using other force
fields [4, 19, 158]. In order to obtain an area per lipid that is close to
the experimental value of 64 Å2 using the CHARMM27 parameters, it is
necessary to apply a surface tension of 61 mN/m (simulation IV) [82]. The
volume per lipid is comparable to the experimental value of 1230 Å3 [116]
for all three simulations.

The acyl chains in simulation III were found to be highly ordered when
compared to the experimental data for a fluid (Lα) phase bilayer, which is
consistent with the underestimation of the area per lipid in this simulation.
The chain order data are similar to results from bilayer simulations using
the CHARMM22 parameter set with zero applied surface tension [53]. The
order parameter profiles for simulations II.A and IV indicate that these sim-
ulations are in the fluid phase. In simulation II.A, the lower part of the
acyl chains is slightly more ordered than expected from experiments, but
is still fluid-like when compared to simulation III. In the region C3-C5 the
chain order is underestimated and although this underestimation is small
compared to the overestimation in simulation III, it is evident that the II.A
order parameter profile is not practically constant from C3 to C8−11 as found
in experiments [48]. Simulation IV resembles the experimental profiles at
50 ◦C and reproduces the plateau from C3 to C8−11. This indicates that the
non-constant order parameter profile from C3 to C8−11 in simulation II.A
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is an artifact of the II.A parameters and is not a consequence of melting of
the acyl chains. Since we assigned new charges to the first four carbons of
the acyl chains (C1-C4) in the II.A parameter set without readjusting the
dihedral parameters accordingly, it seems likely that the new parameters
have lowered the gauche energy in the C-C-C-C torsional potential in the
upper acyl chain region. However, this is not the case, since we find that the
torsional potential shows a slight increase in the gauche energy for rotation
around the C2-C3 and C3-C4 bonds of the pentanoate chain in ethylpen-
tanoate with II.A parameters (data not shown). Seemingly, the unscreened
charge of the fourth acyl carbons (C4) engage in intra and/or inter lipid
electrostatic interactions that are not accounted for in the torsional energy
surface of the ethylpentanoate.

Compared to simulations II.A and IV, the electron density profile from
simulation III shows sharp head group peaks, a deep narrow methyl trough
in the bilayer center and plateau regions in between. These well-defined
features indicate that the positions of the head group phosphate moiety and
the terminal methyl groups are relatively well defined, which is consistent
with the overall picture of a very ordered bilayer structure in this simula-
tion. The sharp features in the electron density profile of simulation III are
also reflected in the form factor F III(q), which is non-zero for q > 1 Å−1

and resembles the experimental gel phase F (q) [116]. However, the bilayer
in simulation III is not in a fully developed gel (Lβ′) phase since the acyl
chains are not tilted relative to the bilayer normal. The difference between
the electron density profiles from simulations II.A and IV are subtle and
these are compared with experimental data in Fourier space. Fitting the
experimental estimate for the absolute form factors to the simulated factors
we find that the experimental data points consistently lie slightly higher
than predicted by both simulations II.B and IV which, except for the third
order data, is consistent with the findings of Sachs et al. [128]. Overall,
the comparison of absolute form factors indicates that simulation IV con-
forms more closely to X-ray scattering experiments [117] than the results
from simulation II.A. For this comparison we used the currently available
experimental data, however, the new and improved X-ray results for DPPC
shown in Fig. 3.5(c) agree much better with both simulations II.A and IV
than the data used for comparison in Fig. 3.5(b). For example, it appears
that the experimental form factors we have used for the fitting in Fig. 3.5(b)
are overestimated by ∼ 0.3 e/Å2 and ∼ 0.5 e/Å2 for h = 3 and h = 4, re-
spectively, compared to the new data in Fig. 3.5(c). Until the new DPPC
X-ray data is published, we cannot carry out a more thorough comparison
to determine which one of simulations II.A or IV reproduce the new exper-
imental data the best. The new experimental X-ray data is obtained by
the methods previously used for dilauroylphosphatidylcholine (DLPC) and
dimyristoylphosphatidylcholine (DMPC) bilayers [96].

The II.A parameters were previously used in a pressure profile study [137].
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The pressure profiles reported in that study qualitatively resemble pressure
profiles calculated from other atomistic force fields [62, 98]. Since pressure
profiles cannot be measured experimentally we will settle with this qualita-
tive agreement.

In summary, our investigations of the area and volume per lipid, the
order parameter profile and the electron density profile for DPPC clearly
indicate that, in the NPT ensemble, the II.A parameters reproduce fluid
phase bilayer properties better than the CHARMM27 parameters. The vol-
ume per lipid compares favorably with experiments for simulations II.A, III
and IV. Further we find that for a pure DPPC lipid bilayer simulated with
CHARMM27 charges, excellent fluid-like properties can also be obtained by
applying an appropriate positive surface tension which, however, requires
that the area per lipid has been pre-determined experimentally.

3.5.2 The origin of the fluid phase properties.

For future optimizations studies of the CHARMM lipid parameters, it is
useful to pin down why the II.A parameters improve the bilayer properties.
It is likely that simulations I.A, I.B and II.B would eventually attain gel-
like properties as does simulation III, which indicates that area per lipid is
relatively insensitive to most of the changes that we have made in the head
group, such as the inversion of the sign on the N3 and C6 charges in parame-
ter set II.B. Apparently, the reduction of the group charge of the choline and
phosphate moieties (reduction of the NP-dipole moment) in simulations I.A,
I.B and II.B does not affect the area per lipid either. Essentially the only
difference between simulations II.A and II.B is the partial charge of the C4

methylene group. Since only simulation II.A is able to maintain fluid phase
properties of the bilayer, the C4 methylene group seems to be responsible
for the fluid phase properties of the DPPC bilayer in that simulation.

This extreme and unexpected sensitivity to the charges in the C4 methy-
lene group stresses the importance of fine tuning the lipid parameters in the
glycerol backbone region. Since the glycerol backbone is a common motif
in all glycero phospholipids such a fine tuning could be useful also for other
lipid systems.

3.6 Summary and Conclusion

As previously described in the literature, we confirm that dipalmitoylphos-
phatidylcholine (DPPC) lipid bilayer simulated in the NPT ensemble using
the CHARMM27 force field have gel-like properties and that excellent fluid
(Lα) phase properties can be obtained by applying an appropriate positive
surface tension [51, 53, 82, 94]. Since the applied surface tension has to be
adjusted based on experimental data [53, 82], we believe that this approach
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makes it difficult to take full advantage of the predictive power of MD sim-
ulations. In an attempt to obtain fluid phase properties of DPPC bilayers
simulated in the NPT ensemble using the CHARMM energy function, we
assigned new partial charges to the head group and upper acyl chains of
DPPC using Mulliken population analysis and a RESP fitting procedure.
The new Mulliken partial charges do not have an immediate effect on the
bilayer properties, but the RESP charges do. Using the new RESP charges,
we find a dramatic improvement of the bilayer properties compared to sim-
ulations using the CHARMM27 charges with zero applied surface tension.
Thus, the new RESP partial charges presented in this study for the first
time allow for simulating a DPPC lipid bilayer in the fluid phase at con-
stant pressure and zero applied surface tension using the CHARMM energy
function.





Pressure profile calcu-
lations in lipid bilayers

4

Based on: J. Sonne, F.Y. Hansen, and G.H. Peters. Methodological problems
in pressure profile calculations for lipid bilayers. Chem. Phys., 122 124903
(2005).

4.1 Introduction

A system consisting of two or more phases will have interfacial regions that
separate the bulk phases. The properties of interfacial regions can be char-
acterized through macroscopic variables such as the surface tension, surface
free energy, bending modulus, saddle splay modulus etc.. These properties
can be determined from the pressure distribution through the interfacial
region [127, 129, 140] (the pressure profile). Therefore, pressure profiles
provide a microscopic interpretation of interfacial phenomena allowing for
instance determination of the viscosity profile [2, 80], which is of great in-
terest in materials and polymer science.

Pressure profiles are not available experimentally [111], but can be cal-
culated from e.g. molecular dynamics (MD) simulations (see e.g. Refs. [1,
58, 61, 98, 157]). Early MD studies of simple liquid-gas interfaces [1, 157],
explored methods for calculating the local pressure and provided insight into
the microscopic properties of the surface tension. In biological systems, such
as cell membranes, the pressure profile plays a central role since the function
and survival of living cells is tightly coupled to the mechanical properties
of the membrane [21]. Moreover, it has been suggested that the pressure
profile in cell membranes undergoes changes in the presence of anesthetic
compounds and that this change might be a key step in general anesthe-
sia [29, 31]. Changes in the pressure profile and lateral stress in lipid bilay-
ers, which is a common model system for cell membranes, have also been
shown to affect the function of mechanosensitive channels [38, 61]. Com-
puter simulations [58, 61, 62, 98] of lipid bilayers indicate that bilayers have
regions with negative lateral pressure trying to minimize the interfacial area,
and regions with positive lateral pressure trying to expand the bilayer. The
mentioned MD bilayer studies, as well as less detailed models [76, 111, 140].
predict lateral pressure variations in these regions of several hundred bar.
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In order to determine the pressure profile one needs to calculate the lo-
cal pressure. The local pressure is not uniquely defined since the expression
for the local pressure involves an integral along an arbitrarily chosen con-
tour [131]. In previous studies, two contours have been employed leading
to two different expressions for the local pressure tensor, namely the Irving-
Kirkwood [74] (IK) and the Harasima [65] (H) local pressure tensors. An
obvious dilemma in pressure profile calculations is that it is not possible to
rule in favor of either of these expressions. In most bilayer studies the IK
expression has been preferred [58, 61, 62, 98].

The IK expression is applicable for interactions described by m-body
potentials, where m is finite [58], which makes it possible to include local
pressure contributions from e.g. valence angle and dihedral interactions.
There is no problem in including electrostatic interactions when these are
calculated directly from the Coulomb potential (m = 2). For computational
reasons, calculating electrostatic interactions directly from the Coulomb po-
tential requires the use of a cutoff and due to the long-range nature of
electrostatic interactions, the cutoff should be fairly long. However, even
when the cutoff is long, structural artifacts may be introduced in the sys-
tem [122, 152] and therefore the use of an electrostatic potential cutoff is not
always an optimal choice [2]. One way to avoid this is to evaluate the elec-
trostatic interactions by the Ewald summation technique (see e.g. Ref. [2]),
in which the electrostatic interactions are split up in a real and reciprocal
space contribution. The real space contribution is still pair-wise additive
with m = 2, while m is formally infinite in the reciprocal space sum. Con-
sequently, it is not possible to include the contribution from the reciprocal
space part of the Ewald sum in the pressure profile using the IK expression
for the local pressure tensor. One approach [61, 98] to this problem has been
to calculate the pressure profile by the IK expression, using a large cutoff
for the electrostatic interactions. When the simulations are conducted using
a cutoff, the pressure profile should also be calculated using the same cutoff
for consistency. However, when the simulations are conducted using Ewald
summation while the pressure profile is calculated with a finite cutoff, the
long-range electrostatic interactions are neglected in the latter calculation.
The neglected contribution to the lateral pressure may be relatively small,
but one should keep in mind, that the local lateral pressure may vary several
hundred bar through the bilayer even though bulk pressure in the simula-
tion is merely 1 bar [58, 61, 62, 98]. Thus, a small contribution to the total
simulation pressure might not be negligible in pressure profile calculations.
A method for including the reciprocal space contribution was developed by
Alejandre et al. [1] in a study of a water-vapor interface. In this method,
they used different expressions for the real space and reciprocal space elec-
trostatic contributions to the pressure profile and their method was only set
up to handle systems with one kind of molecules that were assumed to be
rigid.
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The present chapter addresses two central problems in pressure profile
calculations. The first problem is the arbitrariness in the choice of integra-
tion contour. We will investigate this problem by comparing the pressure
profiles obtained with the two different contours that lead to the IK and H
expressions for the local pressure. The second problem is how to include the
electrostatic contribution to the local pressure tensor when Ewald summa-
tion is used in a multi-component system with flexible molecules.

The chapter is organized as follows: First, in Sec. 4.2, we summarize
the theory of local pressure calculation and show how the H expression can
be used to calculate the local pressure contribution from the Ewald sum
evaluation of electrostatic interactions in systems with different and flexi-
ble molecular species. In Sec. 4.4.1 the differences between pressure profiles
calculated according to the IK and H expressions are investigated for a
dipalmitoyl-phosphatidyl-choline (DPPC) lipid bilayer. Based on these in-
vestigations, we discuss the uniqueness of the pressure profile for the system
in consideration. In Sec. 4.4.2, the pressure profile including all electrostatic
interactions as determined by the Ewald summation technique, is compared
to pressure profiles calculated with varying cutoffs for the electrostatic in-
teractions. From this comparison, we discuss the long-range electrostatic
contribution to the pressure profile. The results in Sec. 4.4.2 is followed by
a summary and the conclusion. In Sec. 4.3 we describe the system setup
and other simulation details.

4.2 Theory

4.2.1 Bulk pressure tensor

The bulk pressure tensor for a system is a sum of kinetic and configurational
contributions i.e. Ptot = Pkin + Pconfig. In this chapter, only the configu-
rational part of the pressure tensor is of interest and for simplicity it will
be denoted P. The αβ-element of the configurational part of the pressure
tensor is obtained from the virial theorem [2]

Pαβ =

〈
1

V

∑

i

fαi r
β
i

〉
=

〈
− 1

2V

∑

i6=j
fαijr

β
ij

〉
, (4.1)

where V is the volume of the system, fi the total force on particle i and
ri its position. The brackets denote time averaging. In the second part
of the equation we have used rij = rj − ri and have assumed that the
interactions in the system may be written as a sum over pair-interactions,
that is fi =

∑′
j fij where fij is the force on particle i due to particle j. The

prime in the summation indicates that j 6= i.
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4.2.2 Local pressure tensor

By setting up a microscopic momentum balance and relating this to the
corresponding continuum expression one arrives at the following expression
for the configurational part of the local pressure tensor [131, 156, 157]:

Pαβ(r) =

〈∑

i

fαi

∫

C0i
δ[r− l]dsβ

〉
. (4.2)

The contour integral runs along an arbitrary path C0i from a reference posi-
tion R0 to the position of the i’th particle ri. s is a line element on C0i and l
is the position vector of the line element. δ[r− l] is the Dirac delta function.
Equation (4.2) expresses that the pressure tensor near the point r is a sum
of contributions coming from all particles {k} for which the corresponding
contours {C0k} pass through the region around r.

For a pair-wise additive potential, Eq. (4.2) can be expressed as [127,
131, 156, 157]:

Pαβ(r) =

〈
−1

2

∑

i6=j
fαij

∫

Cij
δ[r− l]dsβ

〉
. (4.3)

In the derivation of Eq. (4.3) from Eq. (4.2), the contour C0i is forced through
rj and the integral is split into an integral over C0j minus an integral over
Cij . The integral along C0j is zero no matter how the contour is chosen due
to the translational invariance of the potential, while the integral along Cij
in general depends on the path chosen [58].

In the following we present the local pressure expressions based on two
different choices of Cij. The expressions for the local pressure will be written
for a system of planar geometry and will be discretized to slabs of finite size
which makes the expressions suitable for implementation in an MD program.
Note that the bulk pressure tensor in Eq. (4.1) is a simple average of the local
pressures in all slabs. This is used as a consistency check of the calculations.

Irving-Kirkwood contour

The IK expression for the local pressure tensor [74] is obtained by choosing
the contour Cij as a straight line connecting the particle pair ij [127, 131, 156,
157]. This contour (IK-contour) is illustrated in Fig. 4.1 (open arrows). In
planar geometry (rotational symmetry around the z-axis) the configurational
contribution to the lateral pressure, PL ≡ (Pxx+Pyy)/2, in slab s, extending
from zsl to zsu with volume Vs, is given by

PL(s) =

〈
− 1

2Vs

∑

i6=j

fxijr
x
ij + fyijr

y
ij

2
Fs(zsu, zsl, r

z
i , r

z
j )

〉
, (4.4)
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Figure 4.1: Illustration of the contours leading to the IK and H expressions for the local
pressure tensor (open and filled arrows, respectively). The bold part of the IK-contour
indicates the fraction of the full virial from the interaction between i and j that is assigned
to slab s according to Eq. (4.4). The bold part of the H-contour indicates that the virial
of the interaction from i to j is assigned to slab q according to Eq. (4.6).

where Fs is the fraction of the connecting line between i and j that is located
within slab s i.e. between zsl and zsu. In Fig. 4.1, Fs is given by the ratio
between the length of the bold part of the IK-contour and the length of the
full IK-contour which can be expressed as

Fs = |zsu − zsl|/|rzj − rzi |. (4.5)

The expression in Eq. (4.4) can be generalized to m-body interactions with
m finite [58] and it is therefore straight-forward to include local pressure
contributions from valence angles (m = 3) and dihedral interactions (m =
4). Electrostatic interactions can also be incorporated using Eq. (4.4) if all
electrostatic interactions are evaluated directly from the Coulomb potential.
However, using the Ewald summation technique [2] introduces a problem in
the pressure profile calculation since the reciprocal space part of the sum
can not be expressed as m-body interactions with m finite and it is therefore
not possible to determine Fs in Eq. (4.5).

Harasima contour

The contour leading to the Harasima expression for the local pressure ten-
sor [65] goes from particle i at ri = rxi êx + ryi êy + rzi êz to particle j
at rj = rxj êx + ryj êy + rzj êz via straight lines through the intermediate
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point r′ = rxj êx + ryj êy + rzi êz (H-contour, lines marked with filled arrows
in Fig. 4.1). The resulting expression for the lateral pressure in slab s
is [65, 131, 156, 157]

PL(s) =

〈
− 1

2Vs

∑

i6=j

fxijr
x
ij + fyijr

y
ij

2
Θ (zsu − rzi ) Θ (rzi − zsl)

〉
, (4.6)

where Θ(x) is the Heaviside step function. Equation (4.6) expresses that
half of the lateral pressure arising from the interaction between i and j is
assigned to the slab where i is located (cf. bold part of the H-contour in
Fig. 4.1). The other half of the lateral pressure from this pair is assigned to
the slab where j is located.

Properties of the IK and H expressions

At this point we have two expressions for the local pressure and when m is
finite both Eqs. (4.4) and (4.6) can be applied with almost equal simplicity.
However, there are two important differences between the expressions that
will be discussed in the following:

(1) The IK expression distributes the virial evenly on the connecting line
between two interacting particles and therefore the contribution to the local
pressure from this pair is the same in all slabs in the region between the two
particles. Further, the local pressure is independent of the number of slabs
when the slab width is smaller than the distance between the two particles
(”range of interaction”) except for the slabs with the particles. There, the
connecting line between the particles does not cross the entire slab. If the
lateral contribution to the virial from this interaction is W12, then the lateral
pressures in all seven slabs are the same and equal to ( 1

7W12)/(Ah), where
A is the xy-area of the simulation box and h is the slab width. If we were
using only one slab of height 7h (as indicated to the left in Fig. 4.2(a)) the
lateral pressure in this slab would also be (W12)/(7Ah). To the right in
Fig. 4.2(a) the corresponding pressure distributions are shown and the IK-1
and the IK-7 profiles (IK-profile using 1 and 7 slabs, respectively) coincide.
This property can also be seen from Eq. (4.4) where the slab volume Vs and
the fraction of connecting line in the slab Fs both scale linearly in the slab
width. Thus, the pressure in a slab is independent of the slab width. These
simple considerations also indicate that, for one pair, the IK expression will
not predict local pressure variations on length-scales that are shorter than
the relevant ”range of interaction”. Therefore, it is reasonable to use a
slab width which is comparable to the shortest ”range of interaction” in the
system.

The local pressure distribution from the H expression is also shown in
Fig. 4.2(a). With one slab, the lateral pressure distribution, is identical
to the IK-profiles as illustrated by the H-1 profile. This illustrates that
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Figure 4.2: Properties of the IK and H methods for evaluating the pressure profile (a)
Schematic illustration of the local pressure distribution coming from the IK and H ex-
pressions (solid and dotted line, respectively) when varying the slab width. See text for
details. (b) Four particle system. The virial contributions from particle 1 (half of W12,
W13 and W14) all contribute to the local pressure in the slab where particle 1 is located.
The sum of these contributions is identical the half of the total virial associated with par-
ticle 1 (W1). Likewise, virial contributions from particle 2 (e.g. W21 = W12) contribute
to the local pressure in the slab where particle 2 is located, however, this is in principal
not important when considering particle 1.

the local pressure is independent of the choice of contour and therefore well-
defined on the length-scale of the ”range of interaction”. This is true for any
contour that is confined to the region between the particles. When the slab
width is decreased to h, i.e. we are using seven slabs, the H expression gives
the pressure ( 1

2W12)/(Ah) in the two slabs where the particles are located
and zero elsewhere (H-7 profile in Fig. 4.2(a)). Increasing the number of
slabs (thereby reducing the slab width) will cause the H-pressure, in the two
slabs with the particles, to increase which is illustrated by the H-14 profile
in Fig. 4.2(a) (14 slabs between the particles). The pressure peaks in the
H-profile can be smeared out by the motions of the two particles and for a
homogeneous particle density, the IK and H profiles are identical [131]. The
invariance of the local pressure to the slab width favors the use of the IK
expression over the H expression, but does not imply that IK-profiles are
more correct.

(2) As described in Sec. 4.2.2, the IK expression cannot be used to cal-
culate the local pressure contribution from the reciprocal space part of the
Ewald sum. This is, however, possible with the H expression: If the virial
from the interaction from particle i to particle j is known, one need not
know rzj in order to use the H expression in Eq. (4.6). Although the recipro-
cal space sums are not expressed in terms of pair interactions, it is possible
to derive an expression for the pressure contribution coming from interac-
tions between particle i and all particles represented in the reciprocal space
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part of the Ewald sum (see the following section). This contribution can
be considered as sum of many pair-wise additive contributions (between i
and different j’s) which should all be assigned to the slab where i is located
[cf. Fig. 4.2(b)], and therefore the sum of these pair-contributions can be
assigned to the slab where i is located. This approach will be referred to as
the Harasima-Ewald-method.

Since the vertical part of the H-contour (cf. Fig. 4.1) passes through all
slabs between the interacting particles, like the IK-contour, the zz-element
of the H pressure tensor depends on two particle positions in a similar way
as the IK expression in Eq. (4.4) does. The expression for the zz-element
of the H local pressure tensor is obtained by substituting the superscripts
x and y with z on f and r in Eq. (4.4) [131, 156, 157]. Therefore, it is not
possible to calculate this component of the local pressure tensor from elec-
trostatic interactions evaluated by Ewald summation using the HE method.
This, however, does not present a problem since the zz-element of the lo-
cal pressure tensor (including all interactions) is equal to the bulk pressure
everywhere in the simulation box for a system in mechanical equilibrium
(∇ ·P = 0). The fact that the H expression allows the reciprocal space part
of the Ewald sum to be included in the lateral pressure profile favors the H
expression over the IK expression.

4.2.3 Ewald summation and local pressure

In the previous section we argued that the H expression in Eq. (4.6) can
be used for distributing the lateral pressure contribution from the reciprocal
space part of the Ewald sum, if the pressure contribution from the interaction
between particle i and all particles represented in the reciprocal space sums
PK,i is known. Such an expression is derived in the following.

Using periodic boundary conditions, the Coulomb energy UC of N par-
ticles with partial charges {q} and positions {r} can be expressed by the
Ewald sum [2]:

UC =
1

2V ε0

∑

kn 6=0

Q(kn)S(kn)S(−kn)

+
1

4πε0

∑

i<j∈I
qiqjerfc(κrij)/rij

− 1

4πε0

∑

i<j 6∈I
qiqjerf(κrij)/rij

− κ

4π3/2ε0

∑

i

q2
i .

(4.7)

ε0 is the vacuum permittivity, rij is the distance between particle i and j, κ
is a parameter that shifts the energy contribution from the real to the recip-
rocal space as κ increases. I is the list of particle pairs for which the energy
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is evaluated. erf is the error function and erfc is the complementary error
function. V is the volume of the simulation box which, for an orthogonal
box, is given by V = LxLyLz where Lα is the box length in the α-direction
(α = x, y, z). kn is the reciprocal lattice vector given by

kn = 2π(nx/Lx, ny/Ly, nz/Lz)




êx
êy
êz


 , (4.8)

with nα = 0,±1,±2,±3.... S(kn) is given by

S(kn) =
N∑

j=1

qj exp(ikn · rj), (4.9)

with i2 = −1. Q(kn) is given by

Q(kn) = exp(−k2
n/4κ

2)/k2
n. (4.10)

Note that Eq. (4.7) assumes that κ has been chosen so that the real space
part of the energy has converged within the central simulation box. In
practice κ is chosen such that the real space energy converges within a
specified distance that is smaller than half the length of the simulation box.
The first term in Eq. (4.7) is the reciprocal space contribution UK to the
total Coulomb energy UC From Eq. (4.7) one can extract the energy UK,i
which represents the energy of particle i due to all other particles represented
in the reciprocal space sum. When this energy satisfies UK = 1

2

∑
i UK,i it

is given by [68]:

UK,i =
qi
V ε0

∑

kn 6=0

Q(kn)Re [exp(−ikn · ri)S(kn)] . (4.11)

Re denotes the real part of the argument. For a rectangular simulation
box, the diagonal elements of the instantaneous configurational contribu-
tion to the pressure tensor are given by [25, 119] PααV = −(∂U/∂Lα)Lα.
Using the energy expression in Eq. (4.11) gives the following expression for
the instantaneous reciprocal space pressure contribution from particle i (see
Appendix 7.2).

PααK,iV =
qi
V ε0

∑

kn 6=0

Q(kn)Re

[
exp(−ikn · ri)S(kn)

]

×
[
1− 2kαnk

α
n

(
1

k2
n

+
1

4κ2

)]
,

(4.12)

half of which should be assigned to the slab where particle i is located
according to Eq. (4.6). Note that choosing UK =

∑
i UK,i instead of UK =
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1
2

∑
i UK,i yields an expression for PαβK,i, which deviate by a factor of 1/2

compared to Eq. (4.12). However, in that case the whole of Pαβ
K,i should be

assigned to the slab where particle i is located and therefore one obtains the
same pressure profile (and bulk pressure).

4.3 Simulation Details

The lipid bilayer in the present study consists of 72 dipalmitoyl-phosphatidyl-
choline (DPPC) lipids solvated with 2 000 water molecules resulting in a
total of approximately 16 000 atoms. The water molecules were placed
around the bilayer using the program Solvate (by H. Grubmüller) and sub-
sequently the water layer surrounding the bilayer was cropped to a rectangu-
lar, periodic simulation box with average xyz-dimensions of approximately
49 Å×45 Å×68 Å. The water molecules were represented by the TIP3 water
model [87]. The system was equilibrated for 15 ns with the area fixed to
the experimental value (62.9 Å2 as suggested by Nagle et al. [117]). Data
for the pressure profile calculations were collected from the next 17 ns of
propagation in the NPT -ensemble. In all simulations we used parameter
set II.A presented in Chapter 3. All simulations were carried out using the
MD software NAMD [89] with a time step of 1.0 fs. Both bonded and non-
bonded interactions were updated every time step. The simulations were
conducted at 325 K and an average isotropic pressure of 1 bar. The pres-
sure was controlled by the Nose-Hoover Langevin barostat [55] with a piston
oscillation time of 100 fs and a damping time of 50 fs. The three box lengths
of the simulation box were allowed to adjust independently to the relevant
pressure components. Electrostatic interactions were evaluated using the
Particle Mesh Ewald (PME) method [39, 50] with a grid spacing below 1 Å.

Pressure profile calculations were carried out by post-simulation analysis
of the trajectory using a program developed by the authors. The program
uses routines from the programs Mindy [89] and CatDCD (developed by
the Theoretical and Computational Biophysics Group University of Illinois,
Urbana-Champaign). In Appendix 7.3 we have included a brief user guide
for the program. The profiles were calculated with 70 slabs corresponding
to an approximate slab width of 1 Å. The width was adjusted during the
calculation according to the fluctuations in the size of the simulation box.
In the following the z-axis is defined as normal to the bilayer and z = 0 is
defined as the z-component of the bilayer center of mass. The statistical
analysis was carried out between data blocks averaged over 250 ps which
were found to be uncorrelated.
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Figure 4.3: Total pressure profiles from the IK and H expressions (4-point running av-
erage). Both are calculated with a cutoff of 20 Å for the electrostatic interactions. The
z-coordinate is defined normal to the bilayer with origin in the bilayer center of mass. To
indicate the dimension of the bilayer, the z-values corresponding to the maximal phos-
phorus density are marked with the letter P on the top axis of the graph. The solid grey
lines show the upper and lower standard deviation [SE(IK)] of the average IK-profile.

4.4 Results and Discussion

4.4.1 Comparing IK and H pressure profiles.

In this section we compare the pressure profiles obtained by the IK and H
expressions.

We have shown the total pressure profiles in Fig. 4.3 as calculated by
the IK and H expressions with a electrostatic potential cutoff at 20 Å. In
the pressure profile calculations the cutoff is limited to 20 Å; a restriction
imposed by the box dimensions. Although it is possible to include the re-
ciprocal space contribution in the H-profile, we have chosen to use a finite
cutoff to make a direct comparison with the IK-profile possible. We note
that both pressure profiles qualitatively resemble the profiles calculated from
mean field [13], coarse grained [58], united-atom [98] and all-atom [33, 61]
models for lipid bilayers. The small asymmetry in the pressure profiles is
probably caused by long wave length membrane undulations with correla-
tion times of more than 5 ns [97, 110]. For completeness we also include
Fig. 4.4 that shows all five contributions to the H pressure profile in Fig. 4.3.
From Fig. 4.3 we see that the IK and H profiles deviate by less than ±50 bar
in most regions and very importantly that the profiles have the same qual-
itative features. Pressure profiles calculated with electrostatic cutoffs at 8,
12 and 16 Å (not shown) give the same qualitative resemblance between
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Figure 4.4: Five pressure profile contributions calculated by the H expression for the
bonded, valence angle, dihedral, van der Waals and electrostatic interactions in a DPPC
lipid bilayer (4-point running average). The sum of these contributions give the total
H pressure profile in Fig. 4.3. The z-coordinate is defined normal to the bilayer with
origin in the bilayer center of mass. To indicate the dimension of the bilayer, the z-values
corresponding to the maximal phosphorus density are marked with the letter P on the top
axis of the graph.

the two ways of defining the local pressure. The similarity of the profiles in
Fig. 4.3 suggests that the qualitative features of the pressure profiles for this
system is rather insensitive to the choice of contour and therefore the pres-
sure profile appears to be well-defined, at least, within a margin of ±50 bar.
The similarity between the IK and H profiles can probably be ascribed to
the almost homogeneous particle density throughout the bilayer, with vari-
ations of only 10% from the average particle density. Since we only have
demonstrated the invariance of the pressure profile to the choice of contour
with the IK and H expressions for a DPPC lipid bilayer, we cannot claim the
invariance to be universal. For example, in systems with density oscillations,
such as liquids near a solid surface [75], qualitative discrepancies between
the IK and H pressure profiles have been reported [153].

With that uncertainty in mind, we recommend that the pressure profile
in a given system is calculated using both the IK and H expressions to
check the uniqueness of the profile. Computing both profiles will not add
significantly to the computation time.

Note that if we are only interested in calculating the surface tension γ for

an interface (γ =
∫ Lz/2
−Lz/2(PN−PL)dz), the IK and H expressions will always

give the same result [131, 157]. Therefore, irrespective of the nature of the
system, the surface tension can be rigorously estimated from the pressure
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profile.

4.4.2 Cutoff vs. Ewald summation.

In the previous section we concluded that the pressure profiles obtained from
the IK and H expressions are qualitatively similar using cutoffs ranging from
8 to 20 Å. When the Ewald summation technique is used, the energy can
no longer be expressed in terms of m-body interactions with m finite as
discussed in Sec. 4.2.2, and the electrostatic contributions to the lateral
pressure can therefore only be obtained by the H expression (using the HE
method). As long as the IK and H expressions lead to the same pressure
profile, the HE method allows us to make a unique determination of the
pressure profile when the Ewald summation technique has been used in the
simulations. In the following pressure profiles calculated by the HE method
will be referred to as Ewald-profiles.

As for the electrostatic energy calculated by the Ewald summation tech-
nique, the pressure profile should be independent of κ i.e. independent
of how the calculation of the profile is partitioned between the real and
reciprocal spaces. Thus, we compared two Ewald-profiles calculated with
κ = 0.14 Å−1 and κ = 0.40 Å−1 (data not shown). At κ = 0.14 Å−1, the
reciprocal space contribution to the total electrostatic pressure is very small,
whereas it accounts for 9% at κ = 0.40 Å−1. Still, the κ = 0.14 Å−1 and
κ = 0.40 Å−1 profiles are identical in all regions which indicates that the HE
method correctly deals with electrostatic pressure contributions evaluated
by Ewald summation.

Then, let us compare the pressure profiles obtained with the HE method
and with different cutoffs of the electrostatic potential. The profiles are
based on the 17 ns simulation where the Particle Mesh Ewald (PME) tech-
nique was used. Figure 4.5 shows the total pressure profiles (PL − PN)
calculated using cutoffs of 8, 12, 16 and 20 Å as well as the Ewald-profile.
Note that the pressure in the aqueous phase (|z| > 26 Å) is not isotropic
in any of the profiles, which indicates that the simulation does not contain
enough water for the aqueous phase to obtain bulk properties away from
the bilayer. In Fig. 4.5 we see that the profile obtained with a cutoff of 8 Å
deviates from the Ewald-profile by up to -400 bar in the aliphatic part of the
bilayer (|z| < 14 Å), and in the aqueous phase (|z| > 26 Å) the deviations
amount to about 100 bar. One expects that by increasing the cutoff, thereby
including electrostatic interactions at larger distances, the cutoff-profiles will
approach the Ewald-profile. This is indeed the case in all regions when the
cutoff is increased from 8 Å to 12 Å, but surprisingly, Fig. 4.5 also shows
that increasing the cutoff further to 16 Å and 20 Å causes an increase in
the deviations from the Ewald-profile in some regions, while other regions
only show small deviations. Thus, the electrostatic pressure profile does not
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Figure 4.5: Total pressure profiles (4 point running average) calculated using cutoffs of
8, 12, 16 and 20 Å as well using HE method (Ewald). The maxima in the phosphorus
density are marked with the letter P on the top axis of the graph. The standard error for
all the pressure profiles are of the same magnitude as the standard error for the IK-profile
in Fig. 4.3.

simply converge, in a monotonic fashion as the cutoff is increased. The pres-
sure profiles in Fig. 4.5 result in surface tensions (γ) of 20±6 mN/m (cutoff
8 Å), 28±4 mN/m (cutoff 12 Å), -8±4 mN/m (cutoff 16 Å), -22±4 mN/m
(cutoff 20 Å) and -6±2 mN/m (Ewald). The surface tension is calculated

using γ =
∫ Lz/2
−Lz/2(PN − PL)dz and the standard error for the average sur-

face tension is estimated from the surface tensions in uncorrelated 250 ps
time blocks. These values also reflect the non-monotonic convergence be-
havior in the system. A similar cutoff dependence is found for the energy of
an ionic crystal, where it is well known that the electrostatic energy oscil-
lates strongly as the cutoff is increased due to radial charge ordering. The
analogy to ordered ionic structures is substantiated by the existence of a
non-uniform lateral charge profile qL(r) in the bilayer (cf. Fig. 4.6(a)). The
lateral charge profile at r = r′, calculated for any reference atom, gives the
total charge in a cylindrical slab of height h, extending laterally from r ′ to
r′ + δr away from the reference atom. Thus, oscillations in qL(r) indicate
lateral (or ’in-slab’) charge ordering in the system which suggests that the
energy and pressure from ’in-slab’ interactions will oscillate with increasing
cutoff. In Fig. 4.6(a) the solid line shows the average lateral charge profile
calculated for aliphatic carbon atoms with |z| < 14 Å. In the calculation of
qL(r) the region |z| < 14 Å was divided into 14 slabs of width 2 Å and for
all carbons in each slab, qL(r) was calculated with contributions from all
other atoms in the slab. In each slab the qL(r)’s around all carbon atoms
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Figure 4.6: The solid line is the lateral radial charge profile measured from aliphatic
carbon atoms (|z| < 14 Å). The dotted line is the lateral radial charge profile measured
from phosphorus atoms in the region 24 Å> |z| > 16 Å. See text for details. As in the
simulations, the electrostatic interactions between atoms that interact through covalent
bonds or valence angle interactions were excluded in the calculation of the lateral charge
profile.

were averaged to give one qL(r) for that slab and these qL(r)’s were then
averaged over the 14 slabs to give the solid line in Fig. 4.6(a). The figure
shows that the bilayer possess lateral charge ordering which persists over
the whole range considered. This explains why the cutoff-profiles converge
toward the Ewald-profile in an oscillatory manner as seen in Fig. 4.5. Al-
though ’in-slab’ electrostatic interactions give an important lateral pressure
contribution since the lateral components of both fij and rij are relative
large and the whole pressure is assigned to one slab, the ’out-of-slab’ elec-
trostatic interactions may also have significant lateral components which
are governed by qL(r) in other slabs. The dotted line in Fig. 4.6(a) shows
qL(r) for phosphorus calculated in the region 24 Å> |z| > 16 Å using a slab
width of 2 Å. Comparing qL(r) for aliphatic carbon atoms with qL(r) for
phosphorus atoms (Fig. 4.6(a) solid and dotted lines, respectively) we see
that qL(r) varies through the bilayer which is reflected in the quite complex
cutoff dependence of the pressure profile. Adding to the complexity of the
cutoff dependence of the pressure profile, one should keep in mind that the
’out-of-slab’ contributions also contributes to PN. These may add or cancel
contributions in PL and therefore, the cutoff dependence of PL − PN may
be different from the one of PL.
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Note that qL(r) for phosphorus converges towards a negative charge
which means that the charge density in the phosphorus-rich region of the
bilayer is negative. This indicates a non-uniform charge density in the di-
rection normal to the bilayer giving rise to the electrostatic potential profile
(see e.g. Refs. [19] and [143]).

We have found that increasing the electrostatic cutoff will not necessar-
ily make the cutoff-profile approach the Ewald-profile. This behavior can
be explained in terms of charge ordering in the system which, as for ordered
ionic systems, means that the results are sensitive to the cutoff distance.
By using e.g. charge-group based cutoff one can accommodate for some of
the shortcomings of the brute force cutoff method. The charge-group based
cutoff method would be straightforward to implement in pressure profile
calculations both for the IK and H expressions, and would, in effect, damp
the oscillations in the lateral charge profile. Therefore, pressure profiles cal-
culated using the charge-group based cutoff are expected to be less cutoff
dependent compared to the brute force cutoff profiles. A thorough investi-
gation of different methods for treating electrostatic in MD simulations was
carried out by Anézo et al. [4].

We would like to emphasize that although the cutoff-profiles in Fig. 4.5
deviate from the Ewald-profile, all the qualitative features of the Ewald-
profile are conserved in the cutoff-profiles when using a reasonably long
electrostatic potential cutoff (16 and 20 Å). However, since the simulation
is conducted with Ewald summation, the cutoff-profiles are approximations
to the Ewald-profile. Thus, even though we have found that pressure pro-
files in the DPPC lipid bilayer, calculated with a large cutoff from Ewald-
simulations, are qualitatively correct, other systems may have a different
charge structure and therefore may have a different cutoff dependence which
is not known a priori.

In addition to allowing for calculating long range electrostatic contribu-
tions to the pressure profile, we would like to propose another interesting
application of the H expression. Some MD simulation codes, such as GRO-
MACS [18, 100], calculate the contribution to the bulk pressure from non-
bonded (pair) interactions in a single loop over particles (see the GROMACS
manual www.gromacs.org/documentation/paper_manuals.php). As de-
scribed by Lindahl and Edholm [98], pressure profile calculations using the
IK expression make the simulation (in GROMACS) several times slower
since the IK expression has to be evaluated in the inner loop, where the po-
sitions of both particles in a pair are known. This requirement is, in essence,
the reason why we cannot use the IK expression to calculate the reciprocal
space contribution to the pressure profile. However, as we have seen above
this is not an issue when using the H expression, since we only need the
total virial contribution from particle i and the position of i in order to
calculate the H pressure profile. Thus, the H expression should also allow
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for calculating the pressure profile contributions from pair interactions in
the outer loop (or a separate single loop) of an MD code. This should be
an attractive alternative to the current pressure profile implementation in,
e.g., GROMACS.

4.5 Conclusion

In this chapter we have addressed two central issues concerning pressure
profile calculations, namely the arbitrariness in the choice of integration
contour and the treatment of long-range electrostatic interactions.

Regarding the choice of integration contour we find that the Irving-
Kirkwood (IK) and Harasima (H) expressions give qualitatively very similar
pressure profiles for a DPPC lipid bilayer. The deviations between the IK
and H profiles are below ±50 bar in most regions. However, in systems
with strong density oscillations, such as liquids close to a wall, it has been
reported that the IK and H pressure profiles have regions where they devi-
ate qualitatively [153]. Therefore, in such regions, the local pressure is not
uniquely defined and a detailed interpretation of the local pressure must be
encumbered with great uncertainty. Thus, with a given system, a compari-
son of the pressure profiles obtained by the IK and H expressions is advisable
in order to check the uniqueness of the pressure profile.

Concerning the treatment of long-range electrostatic interactions, we
have shown how the H expression for the local pressure can be used to
include the electrostatic contributions to the lateral components of the lo-
cal pressure tensor calculated from the Ewald sum through the so-called
Harasima-Ewald-method (HE method). We used the HE method to calcu-
late pressure profiles for a DPPC lipid bilayer and the pressure profile is
found to be independent of the partitioning between the real space and the
reciprocal space contributions to the Ewald sum.

The pressure profile can also be calculated using a finite cutoff for the
electrostatic interactions. This approach is consistent if the simulations are
also conducted with the same cutoff, but if the simulations are conducted
using Ewald summation, such a pressure profile is inconsistent. The effect
of this inconsistency was investigated by comparing pressure profiles calcu-
lated with different electrostatic potential cutoffs (8, 12, 16 and 20 Å) with
the Ewald-profile. We found that the cutoff-profiles approach the Ewald-
profile in a non-monotonic fashion which was attributed to the existence of
long-range charge ordering in the bilayer. Even though the variations in the
pressure profile with cutoff are found to be rather subtle, the qualitative fea-
tures of the cutoff-profiles are similar to the Ewald-profile when a relatively
large cutoff is used (16 and 20 Å). Further, considering the uncertainty in
the pressure profile caused by the arbitrariness in the choice of integration
contour, the deviations between the cutoff-profiles and the Ewald-profile are
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not serious as long as a relatively large cutoff is used. However, other sys-
tems may have a different charge structure compared to a DPPC bilayer
and therefore the cutoff dependence of the pressure profile may be different.

For systems that are simulated using Ewald summation, the HE method
can be used for pressure profile calculation without investigating the cutoff
dependence of the pressure profile, regardless of the charge structure in the
system. Thus, calculating the pressure profile by the HE method has great
advantages compared to calculations using an electrostatic potential cutoff.
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5.1 Introduction

ABC transporters are membrane spanning proteins containing the ATP
Binding Cassette (ABC) [69]. They use energy from adonesine triphosphate
(ATP) binding and hydrolysis to drive active transport of a wide variety
of compounds across biological membranes. There are 48 different trans-
porters in humans and 80 in the gram-negative bacterium E. coli, transport-
ing different compounds such as anions, lipids and amino acids [20, 40, 71].
Malfunction of ABC transporters can have dramatic pathological conse-
quences [44, 126] and account for multidrug resistance [22], e.g., human tu-
mor cell resistance to cytotoxic drugs used in chemotherapy [59, 72]. Thus,
it is of great interest to understand in detail how ABC transporters use ATP
to facilitate transport.

ABC-transporters have two membrane spanning domains (MSDs) and
two ABC domains, which are often referred to as nucleotide binding do-
mains (NBDs). The ATP hydrolysis takes place in an NBD dimer sandwich
where highly conserved sequences from both NBD monomers contribute to
nucleotide binding and hydrolysis. These sequences are the Walker A motif,
Walker B motif, the H loop, Q loop and the LSGG motif [40, 86]. The
latter sequence is so specific to ABC transporters that it is referred to as
the ABC signature motif [71, 103]. Four crystal structures of E. coli MalK,
the NBD part of the maltose transporter, provide insight into the rearrange-
ments induced in the NBDs of ABC transporters by binding and hydrolysis
of ATP [36, 104].

In all ABC transporters, such rearrangements are expected to propagate
to the MSDs thereby facilitating transport. The basis of this propagation
is not well understood [102] since the only transporter structure that has
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Figure 5.1: Crystal structure of the E. coli vitamin B12 transporter BtuCD. Side view
of the BtuCD crystal structure [103] with a schematic illustration of the membrane and
the periplasmic binding protein BtuF with bound vitamin B12. The cytoplasmic and
periplasmic side of the membrane are indicated by ”cp” and ”pp”, respectively. The two
transmembrane domains (MSDs) are rendered in a tube representation and colored in
blue and cyan, respectively. The nucleotide binding domains (NBDs) are also rendered in
a tube representation and are colored in red and brown, respectively. The L-helix motifs
of the MSDs that make important non-covalent contacts to the NBDs are rendered as
yellow tubes. Several other structural elements are highlighted for later reference: The
C-terminal helices of the MSDs are shown as green cylinders. The fifth transmembrane
helices of both MSDs (TM5s) are shown as violet cylinders. The eighth transmembrane
helices of both MSDs (TM8s) are shown as pink cylinders. The orange tubes show the
extended pore-lining motifs connecting the TM2 and TM3 helices (pore loops). The pu-
tative translocation path of vitamin B12 goes in between the two transmembrane domains
along the e1-axis into the central cavity (transparent gray sphere). The cytoplasmic gate
is thought to be comprised of the cytoplasmic ends of the two TM5 helices [101, 103].
The three gray arrows denoted e1,e2 and e3 show the principal components of the inertia
tensor of the two MSDs. e1 will also be referred to as the pore axis. The illustration was
prepared using VMD [73].

been solved in both an open and a closed state is the lipid transporter
MsbA [34, 35]. In both MsbA structures, however, the fold and orientation
of the NBDs suggest that these structures are subject to crystallization ar-
tifacts [40, 86, 149]. Another ABC transporter for which the full structure
(MSDs and NBDs) is available is the E. coli vitamin B12 importer BtuCD
[PDB 1L7V, [103]] shown in Fig. 5.1. The BtuCD crystal structure is deter-
mined at a 3.20 Å resolution and has cyclovanadate bound in both catalytic
sites.

The BtuCD structure inspired the development of the so-called BtuCD-
based transport model [101, 103], which is illustrated in Fig. 5.2(b). This
model assumes that the BtuCD crystal structure is close to the physiological
resting state in which the cytoplasmic gate is closed. In this resting state



5.1 Introduction 55

the periplasmic gate is open such that the substrate can enter the pore upon
release from the binding pocket of the periplasmic binding protein BtuF (see
Fig. 5.1). ATP binding brings the NBDs into a tight dimeric configuration,
and through a toggle switch motion, the cytoplasmic gate is opened and the
substrate is translocated. The cytoplasmic gate closes when the hydrolysis
products are released and transporter returns to its resting state.

Figure 5.2: Two proposed transport models in ABC transporters. (a) The MalK-based
model: ATP binding closes the cytoplasmic gate [36]. (b) The BtuCD-based model: ATP
binding opens the cytoplasmic gate through a toggle switch motion [103]; The MSDs are
colored in red and white. The red ends of the MSDs correspond to the closed end of the
transporter pore, while the white ends correspond to the open end of the transporter pore.
The NBDs are yellow. The solid black squares symbolize ATP, the solid white squares
symbolize cyclo-vanadate and the solid gray squares in the background symbolize the
membrane. The dashed boxes mark structures that are known from X-ray crystallography
and therefore structures outside these boxes are hypothetical. We have illustrated the
MalK-based model differently from previous reports [36, 40] to stress that the similar fold
of the MalK and the NBDs of BtuCD suggests that ATP binding occurs in equivalent
regions [40, 86].

The so-called MalK-based model, illustrated schematically in Fig. 5.2(a),
is founded on crystal structures of two ATP-free and one ATP-bound confor-
mations of E. coli MalK [36]. This model predicts that ATP binding induces
the NBDs to go into the closed MalK configuration (PDB 1Q12, resolution
2.60 Å), but in contrast to the BtuCD-based model, this closes the cytoplas-
mic gate while opening the periplasmic gate. Opening of the periplasmic
gate allows the substrate to enter the transporter. Subsequent release of hy-
drolysis products translocates the substrate and resets the transporter into
the resting state (open MalK configuration, PDB 1Q1E, resolution 2.90 Å).
The crystal structure of semi-open MalK (PDB 1Q1B, resolution 2.80 Å) is
thought to correspond to a reaction intermediate in the ATP hydrolysis. Ir-
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respective of which transport model applies to BtuCD, it is unclear whether
the structural rearrangements in the MSDs are large enough for the trans-
port substrate to leave the transporter by diffusion or if peristaltic forces,
generated by the MSDs on the substrate, are necessary for transport [103].

The transport mechanism in ABC transporters has previously been in-
vestigated by molecular dynamics (MD) simulations. Since structures of
full ABC transporters are scarce, some studies simulated the NBD part of
different transporters and focused on rearrangements in these NBD dimers
upon ATP binding and hydrolysis to ADP [27, 28, 85]. Oloo and Tiele-
man [120] simulated the full BtuCD transporter in its native membrane
environment with and without ATP and found that ATP binding draws
the NBDs closer to each other. At the same time the TM5 helices moved
closer together at the periplasmic side, but no significant opening of the
cytoplasmic gate occurred. The purpose of this computational study is to
characterize the nucleotide induced rearrangements in the MSDs of BtuCD
to better understand the mechanism that drives substrate transport. In con-
ventional MD simulations, the atomic positions are propagated with a time
step of a few femtoseconds, which limits the total simulation time to 10-100
nanoseconds for transmembrane protein simulations [5]. This timescale is
often not long enough to probe biologically relevant processes, such as the
domain rearrangements we are looking for in BtuCD. To allow for a more
exhaustive exploration of global protein conformations in MD simulations,
essential dynamics sampling techniques have been developed [42]. Another
method for gaining insight into the long time scale conformational dynam-
ics of proteins in computer simulations is the elastic network model, which
has proved successful in reproducing experimental data despite its simplic-
ity [6, 9, 11, 47, 63]. Within the elastic network model, Zheng and Brooks
[160] showed that structural transitions between two states of a protein,
for example induced by ligand binding, can be modeled in a perturbational
variant of the elastic network model.

To simulate conformational transitions in proteins, both the essential
dynamics and perturbed elastic network methods require some knowledge of
the target structure. This is inherently problematic in BtuCD since only one
crystal structure has been solved [103]. In order to circumvent this problem,
we assume that the three E. coli MalK crystal structures each corresponds
to a physiological state also occurring in the physiological function of E. coli
BtuCD, and in turn derive from these structures two directions that take
MalK from the semi-open to closed and semi-open to open state. We then
use these directions as a bias in our MD simulations of BtuCD. Similarly,
the structures of MalK are used as guidance for the perturbations in the
BtuCD elastic network. Using these approaches, the nucleotide induced
transitions in BtuCD are simulated devoid of sampling problems, however,
we cannot interpret the rearrangements found in the NBDs since these are
closely coupled to the simulation input. Therefore, our analysis is focused
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on the response of the MSDs quantified in terms of changes in the distance
between the L-helix motifs of each MSD domain, changes in the MSD-MSD
tilt angle and structural rearrangements in the cytoplasmic gate region.

Our results indicate that transition to the loose dimeric state, which
we think is equivalent to nucleotide release, increases the distance between
the L-helix motifs, decreases the tilt angle between the two MSDs and opens
the cytoplasmic gate in BtuCD. Transition to the tight dimeric state has the
opposite effect. Comparing with the mechanisms schematically illustrated
in Fig. 5.2, the MalK-based transport model appears to be valid also for
BtuCD and the idea of a toggle switch motion in the MSD-NBD transmission
interface, as suggested in the BtuCD-based model, cannot be confirmed.
The structural rearrangements in the cytoplasmic gate region, induced by
simulated nucleotide release are, however, not large enough to allow vitamin
B12 to diffuse into the cytoplasm. Therefore we speculate that peristaltic
forces, generated by the MSDs, could play an important role when B12 is
excluded from the central cavity to the cytoplasm.

5.2 Simulation details

5.2.1 Elastic network calculations

Equilibrium vibrations in MalK and BtuCD were modeled in the anisotropic
network model (see Sec. 2.2.1). In our elastic network calculations we used a
cutoff distance of 13 Å and a spring constant of 1 kcal/(mol Å2) as suggested
in previous ANM studies [6].

The transient influence of ATP was investigated using a perturbational
variant of the elastic network [160] (see Sec. 2.2.2). In this approach the
effect of ligand binding is accounted for by introducing a low number of
Cα-Cα distance constraints as a perturbation to the network energy. This
perturbation gives a response vector that describes how all Cαs in the pro-
tein respond to changing a few Cα-Cα pair distances. Zheng and Brooks
[160] tested the method on 22 proteins for which two crystal structures,
that each represent one conformational state, are known. They chose ten
Cα pairs for the perturbation that cross the network cutoff and have the
most significant distance change between the two structures. This approach
is not viable for BtuCD since only one crystal structure is available. There-
fore, we find the relevant Cα pairs from crystal structures of MalK. From
the alignment table presented by Davidson and Chen [40] we map the per-
turbation sites from MalK to the equivalent sites in the NBDs of BtuCD.
The perturbations in the NBDs of BtuCD then mimic nucleotide binding
and release events and the response in the MSDs can in turn be monitored.
The perturbation sites in MalK were confined to regions conserved among
the NBDs in ABC transporters and therefore the same is true after map-
ping the sites onto BtuCD. In MalK, analysis of the Cα-Cα pair distance
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changes between the semi-open and the open form suggests that this transi-
tion should be modeled by introducing perturbations between the signature
motif and the Walker A motif in the opposing NBD. The transition from
the semi-open to the closed form of MalK, require perturbations between
the Q-loops in the two NBDs, the signature motif and the Walker A motif
in opposing NBDs as well as between the Q-loop and the signature motif in
the same NBD. By introducing these perturbations, we tested and confirmed
that the predictions of the structural transitions in MalK significantly im-
proved compared to the unperturbed elastic network which is the success
criterion proposed by Zheng and Brooks [160]: Going from the semi-open to
the open form of MalK, the dot product between the normalized response
vector and the normalized (experimental) structural transition vector is 0.7.
For the transition from the semi-open to the closed form of MalK, corre-
sponding dot product is 0.6. For both transitions the biggest overlap with
any eigenvector from standard elastic network and the structural change is
0.4 (eigenvector 1) which is much lower than the overlaps of the perturbed
network. Therefore both the opening and closing transitions in MalK are
successfully modeled by the perturbed network when the perturbations are
introduced in functionally relevant regions only.

Confining the selection of Cα pairs to the functionally relevant regions
did not reduce the performance compared to selecting the pairs from the
whole protein. We have implemented the perturbed network method in the
elastic network code currently available for download at the website of the
Jernigan group (http://ribosome.bb.iastate.edu/software.html).

5.2.2 Molecular dynamics simulations

For the molecular dynamics (MD) simulations, the crystal structure of E. coli
BtuCD (PDB 1L7V) was placed in a palmitoyloleonylphosphatidylethanol-
amine (16:0/18:1c9, POPE) lipid bilayer consisting of 326 united atom lipids
and solvated with 25 000 simple point charge [SPC [66]] water molecules as
described by Kandt et al. [90]. 20 chloride ions were added for electroneu-
trality. The full system contained ∼ 100 000 atoms and mimics the plasma
membrane of E. coli [144]. All residues were protonated according to the
standard protonation scheme in GROMACS [18, 100]. The MD simulations
were performed in GROMACS using the GMX3.2.1 ffgmx force field for the
protein. Constant pressure was maintained by a Berendsen barostat with
a time-constant of 4 ps, a compressibility of 4.5 · 10−5 bar−1 and a target
pressure of 1 bar. The pressure coupling in the direction parallel to the
bilayer normal was carried out independently from the two other directions.
A Berendsen thermostat, with a time-constant of 0.1 ps, assured an average
temperature of 310 K. The temperature bath was independently coupled to
the protein, the bilayer and the water plus chloride ions. The LINCS algo-
rithm [67] was used to constrain all bond lengths except water where the
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SETTLE [113] algorithm was used. Constraining the bonds allowed us to
use an integration timestep of 2 fs. Electrostatic interactions were evaluated
using three dimensional Particle Mesh Ewald summation [39, 50] and van
der Waals interactions were evaluated directly from the 12-6 Lennard-Jones
potential using a cutoff of 1.4 nm. The Lennard-Jones potential was mod-
ified by a switching function in the whole interaction range. The BtuCD
system was equilibrated for 8 ns after which the Cα Root Mean Square
Deviation (RMSD) of BtuCD converged at 0.23 nm relative to the crystal
structure. Equilibrium data was collected during the succeeding 4 ns.

5.2.3 Essential dynamics sampling

We used linear acceptance essential dynamics sampling [41, 42] to explore
the directions that are relevant for nucleotide binding and release more effi-
ciently. The input is a direction in which the algorithm should increase the
sampling. For this input direction we calculated the transition vectors from
the semi-open to the open and from the semi-open to the closed structures
of MalK and used the (x, y, z)-elements for the Cαs close to functionally
important and highly conserved regions, i.e., residues 30-44, 77-83, 124-138,
153-161 and 188-194 in both NBDs of BtuCD. The efficiency of the essential
dynamics sampling technique allowed us to run ten simulations biasing in the
direction corresponding to nucleotide binding and ten simulations biasing in
the direction corresponding to nucleotide release. The essential dynamics
simulations were started from the same system configuration extracted af-
ter 12 ns of equilibration of the system described in Sec.5.2.2. Velocities
were reassigned from a Maxwell-Boltzmann distribution with a temperature
of 310 K in each simulation. The transitions to the tight dimeric struc-
ture took ∼75 ps, while the transitions to the loose dimeric structure took
∼150 ps. These simulation times are artificial since the MD simulations are
biased to speed up sampling.

Both the perturbed network and the essential dynamics simulations only
give the direction in which the protein deforms upon the simulated nu-
cleotide binding and release, but not the amplitude of the motion. Thus,
we define the tight/loose dimeric structure of BtuCD as having the low-
est RMSD from homologue parts of the closed/open MalK structure. The
RMSD between the equilibrated BtuCD structure and homologue parts of
the closed and open MalK crystal structures are 4.8 and 9.0 Å, respectively.
In the biased MD simulations, the minimal RMSD between BtuCD and
homologue parts of the closed MalK crystal structure, defining the tightly
dimerized state of BtuCD, is ∼3.8 Å. Correspondingly, the minimal RMSD
between BtuCD and homologue parts of the open MalK crystal structure,
defining the loose dimeric state, is ∼4.5 Å.
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5.3 Results

5.3.1 Overall response of BtuCD

The idea of using MalK as a template is illustrated in Fig. 5.3 and the
main results of this study are contained in Fig. 5.4, which summarizes the
overall response in BtuCD. In Fig. 5.3 the start and end structures of BtuCD
taken from one representative MD simulation for the loose and tight NBD
dimerization transitions. The corresponding MalK crystal structures, used
to model these transitions, are also shown. The structural overlay illustrates
that, on a global scale, essential dynamics sampling in MD simulations can
be used to mimic the effect of nucleotide binding and release. Figure 5.4(a)

Figure 5.3: Simulated nucleotide binding and release in BtuCD as predicted by MD sim-
ulation with essential dynamics sampling. Visualization of the overall structural rear-
rangements in BtuCD for the transition from the ”intermediate BtuCD” to the ”loose
dimeric BtuCD” structure and the transition from the ”intermediate BtuCD” to the ”tight
dimeric BtuCD” structure. The ”intermediate BtuCD” structure is the X-ray structure
equilibrated for 12 ns in a POPE bilayer with water on both sides of the bilayer (see
Sec. 5.2.2). The BtuCD is rendered in black and white cartoon and tubes except for the
L-helix motifs which are blue. The tight and loose dimeric structures of BtuCD are defined
as the trajectory frames having the lowest root mean square deviation from homologue
parts of the corresponding closed and open MalK structures (see Sec. 5.2.1). The BtuCD
structures are overlayed with the corresponding MalK crystal structures (orange, red and
green tubes). The regulatory domains of MalK (green) are not present in the BtuCD
structure. The filled yellow circles schematically illustrate the centers of mass of each
NBD in BtuCD and the yellow arrows marked eA and eB are inertia (long) axes for each
MSD. The illustration was prepared using VMD [73].

shows the distance between the two NBDs in BtuCD during the transition
to the loose and tight dimeric state. As expected, both the elastic network
and the MD simulations predict that the transition to the loose dimeric
state of BtuCD increases the NBD-NBD distance and that this distance is
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decreased upon transition to the tight dimeric state. The perturbed elastic
network calculations start from the BtuCD crystal structure while the biased
MD simulations start from a BtuCD structure equilibrated for 12 ns. This
accounts for the mutually different initial values in the perturbed elastic
network calculations and MD simulations.

The rearrangements in the NBDs are thought to propagate into the
MSDs via the L-helices located in the NBD-MSD interface [101, 103]. The in-
ter L-helix distances for the two transitions in BtuCD are shown in Fig. 5.4(b).
Comparing with Fig. 5.4(a), the distance between the L-helices in opposing
MSDs is seen to be strongly coupled to the NBD-NBD distance. Both the
perturbed network and the MD simulations predict that a transition to the
loose dimeric state, corresponding to nucleotide release, increases the L-helix
distance. Nucleotide binding has the opposite effect. Figure 5.4 (c) shows
the response in the MSD-MSD tilt upon nucleotide binding and release. The
MSD-MSD tilt, defined as the angle between the MSD inertia (long) axes
shown in Fig. 5.3, increases upon tight NBD dimerization (nucleotide bind-
ing) and decreases upon transition to the loose dimeric state (nucleotide
release).

5.3.2 Response in the cytoplasmic gate region

To monitor the response in the cytoplasmic gate region we will first char-
acterize the putative translocation path (pore) through the transmembrane
part of BtuCD in the crystal structure. We find two possible cytoplasmic
exit paths and in Fig. 5.5(a), the pore radii for these are shown as a func-
tion of x1, i.e. the position projected onto the pore axis (e1 in Fig. 5.1). In
Fig. 5.5(b) we have visualized the two pores corresponding to the plots in
panel (a) and the surrounding BtuCD structure. The gray pore, referred to
as the TM5 exit, corresponds to the dotted curve in Fig. 5.5(a). It essentially
lies parallel to e1 sandwiched between transmembrane helices 5 (TM5) of
the two MSD monomers. The other exit path, referred to as the C-terminal
exit, departs from the TM5 exit path at x1 = −0.6 nm and exits into the
cytoplasm sandwiched in between the pore loop, the TM5, TM8, and the
C-terminal helices. The rotational symmetry of the MSD dimer allows for
a second C-terminal exit at the other side of the TM5 exit path, providing
two equivalent C-terminal exits in BtuCD. In the following, all descriptions
of the response in the C-terminal exit region refer to both these exits.

The structural response of BtuCD around the two possible cytoplasmic
exits as predicted by the perturbed elastic network is shown in Fig. 5.6.
Panels (a-b) and (c-d) illustrate the transition from the crystal structure to
the loose and tight dimeric structures of BtuCD, respectively. For illustra-
tional purposes we have extrapolated the response beyond the structure that
has the lowest root mean square deviation (RMSD) from the correspond-
ing MalK structure. Thus, the dramatic deformation of the L-helix motifs
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Figure 5.4: Coupling be-
tween NBD motions and MSD
response. Structural re-
sponses associated with nu-
cleotide binding and release
in BtuCD. (a) The distance
between the two NBD cen-
ters of mass. (b) The dis-
tance between the centers of
mass of the two L-helix motifs.
(c) The tilt between the two
MSDs defined as the angle be-
tween the inertia axes of each
MSD ( eA and eB in Fig. 5.3).
The insets illustrate the mea-
sured quantities in the protein
structure. In all panels the
solid black curves correspond
to the transition to the loose
dimeric structure, while the
transition to the tight dimeric
structure are shown in dashed
lines. The circles mark re-
sults of the perturbed elas-
tic network (PEN) which, to
ease the comparison, were ad-
justed to the same timescale
as the MD simulations. The
error bars on the MD results
are the standard deviations
obtained from ten simulations
carried out for each of the
two transitions. There are no
error bars on the perturbed
elastic network results, since
the method is deterministic
and only one starting structure
was used (the crystal struc-
ture). The perturbed elas-
tic network calculations start
from the BtuCD crystal struc-
ture (int.) while the biased
MD simulations start from an
equilibrated BtuCD structure
(int.). The abscissa axes have
the unit of time which is some-
what artificial since the MD
simulations are biased to speed
up sampling and the notion of
time is absent in the perturbed
elastic network calculations.

(a)

(b)

(c)
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Figure 5.5: Two possible cytoplasmic exits in BtuCD. (a) Pore radii as a function of the
position projected on the pore axis e1. The graph shows the radii for two possible pores
through the crystal structure of BtuCD: The TM5 exit path (dotted) and the C-terminal
exit path (solid). We have indicated the dimensions of B12 by the vertical line at Rmin

g

which is the minimal radius of gyration of B12. The pore radii are calculated using the
program Hole [136]. (b) Visualization of the two pores and key structural elements of
the surrounding protein: The gray surface is the TM5 exit path, the black surface is the
C-terminal exit path. The protein is rendered as follows: TM5 helix (purple tube), TM8
(pink tube), pore loop (orange tube) and C-terminal helix (green tube). We represent the
molecular hinge residues G313 and P315 [147] as blue spheres. The inset between panels
(a) and (b) shows the two pores in the full BtuCD structure. The gray arrows show the
principal components of the inertia tensor of the MSDs. e1 is the pore axis referred to on
the ordinate axis in panel (a). The rectangle shows the part of the protein magnified in
panel (b). Panels (a) and (b) are approximately aligned. The visualizations were prepared
using VMD [73].

in panels (c-d) is merely a consequence of this exaggeration and the end-
structures in Fig. 5.4, that fulfill the minimal RMSD criterion (see Sec. 5.2)
do not show such unphysical behavior. Fig. 5.6 shows that the TM5 helices
(purple cylinders) change their tilt relative to the pore axis upon nucleotide
binding and release. The change in the tilt primarily takes place in the
e3-direction, but not the e2-direction. The transition to the loose dimeric
structure causes the TM8 helices (pink cylinder in Fig. 5.6) and the pore loop
(orange tubes) to retract from the pore center line. Transition to the tight
dimeric structure has the opposite effect. The response of the C-terminal
helix upon transition to the loose dimeric configuration does not affect the
size of the C-terminal exit (see Fig. 5.6). However, upon transition to the
tight dimeric configuration of BtuCD, the C-terminal helix moves into the
C-terminal exit path, thus contracting the pore.

Rupture of the MSD-NBD interface in the MD simulations prevents
us from exaggerating these responses and consequently the structural re-
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Figure 5.6: Nucleotide induced structural response in the cytoplasmic gate region. Illus-
tration of the transitions from the BtuCD crystal structure (intermediate) to the loose
and tight dimeric states as predicted by the perturbed elastic network in side view and
cytoplasmic view. The transitions are shown as an overlay of the BtuCD crystal structure
with the loose and tight response structures. Transition to the loose dimeric state: (a)
Side view; (b) Cytoplasmic view. Transition to the tight dimeric state: (c) Side view;
(d) Cytoplasmic view. The key structural elements in the cytoplasmic exit regions of the
intermediate BtuCD structure are rendered as purple cylinder (TM5), green cylinder (C-
terminal helix), pink cylinder (TM8) and orange tube (pore loop). The L-helix motifs are
rendered as yellow tubes. The corresponding structural elements in the loose and tight
dimeric structures are all rendered in blue. To increase clarity, not all structural elements
are shown in both the side view and cytoplasmic view panels. To show the key structural
elements more clearly, the MSD crystal structure is rendered in semi-transparent gray
tubes, while the loose and tight dimeric structures are rendered in semi-transparent cyan
tubes. For clarity the NBDs are not shown. Note that the amplitude of the responses are
exaggerated as to illustrate the motions of the different structural elements more clearly.
(e) Distance changes for five Cα-Cα pairs for the transition from the tight to the loose
dimeric configurations as predicted by the perturbed elastic network (PEN) and the bi-
ased MD simulations (MD). For the MD simulations, we have indicated estimates of the
standard deviations of the mean distance changes. For this analysis, the tight and loose
dimeric structures of BtuCD are defined as the trajectory frames having the lowest root
mean square deviation from homologue parts of the corresponding closed and open MalK
structures (see Sec. 5.2.1). Thus, we do not use the exaggerated structures shown in (a-d).
The protein structure essentially has the same orientation as in Fig. 5.5(b) as also illus-
trated by the three principal components of the inertia tensor for the MSDs (gray arrows).
Illustrations were prepared using VMD [73].
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arrangements are too subtle to show visually.
In principle, we could have quantified the changes in the pore dimensions

using Hole as in Fig. 5.5. However, this approach would not make it possible
to compare the predictions of the MD simulations with the perturbed elas-
tic network calculations, since the latter technique only contains Cα atoms.
Thus, we analyzed the structural rearrangements numerically by monitoring
changes in Cα-Cα distances in the two cytoplasmic gate regions. For this
analysis we choose Cα atoms belonging to pore-lining residues in the bottle-
neck regions below the central cavity (cf. Fig. 5.5). Further, we choose the
Cα atoms so that the line connecting the Cα atoms in a pair approximately
crosses the pore center line in the crystal structure. With these choices we
believe it is reasonable to use the Cα pair distances as indicators of the pore
dimensions and of the directions of the responses in key regions of the pore.
The distance analysis for the MD simulations and the perturbed network is
presented in Fig. 5.6(e) for the transition from the tight dimeric state to the
loose dimeric state, thus excluding the intermediate structure used for the
modeling. For pairs 1 and 3, we present the e2 and e3 components of the
distance change, which allows for a more fruitful rendering of the response
than would be provided by monitoring the net distance changes. Pairs 1
and 2 are located just below the central cavity, but before the C-terminal
exit path splits from the TM5 exit path. The distance changes for pair 1
indicate that upon nucleotide release, the two TM5 helices approach each
other in the e2 direction and that their separation increase in the e3 di-
rection. The distance changes in the e3 direction are larger than in the e2

direction. The results obtained for pair 2 indicate that the two pore loops
retract from the pore center line upon transition to the loose dimeric state.
Pair 3, measures the TM5-TM5 helix distance in the TM5 gate region. For
this pair, the response in the e3 direction clearly dominates the response in
the e2 direction and interestingly the MD simulations do in fact predict that
there is no significant response to the nucleotide (un)binding events in the
latter direction. Pairs 4 and 5, located in the C-terminal exit region, clearly
indicate that transition to the loose dimeric state increases the distance be-
tween the TM5 helix and the pore loop and between the TM5 helix and the
TM8 helix. Note that the above interpretations of the distance changes re-
main unchanged even when the confidence is increased to, e.g., a 95 % level.
The distance analysis for the perturbed elastic network confirms the overall
picture of the response presented in Fig. 5.6(a-d), which indicates that the
pairs chosen for the analysis describe the response consistently with visual
inspection of the perturbed elastic network trajectories. Further, since the
distance analysis from perturbed elastic network calculations and the MD
simulations agree qualitatively and the changes in the pairs distances are
significant in the MD simulations, Fig. 5.6(a-d) should also illustrate the
average effect of the transitions as predicted by the MD simulations.

Thus, in summary, the predictions of MD simulations and the perturbed
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elastic network agree qualitatively. The response of the TM5 exit region can
best be described as a tilt motion of the TM5 helices in the ±e3 directions.
Therefore, it appears that nucleotide (un)binding does not facilitate opening
of the TM5 exit. In contrast, the transition from the tight to the loose
dimeric state of BtuCD appears to be coupled to opening of the C-terminal
exit. However, the largest distance increase in the C-terminal exit is merely
∼2 Å.

5.4 Discussion

It is commonly accepted that tight dimerization of the NBDs in ABC trans-
porters is induced by ATP binding, whereas the transition to the loose
dimeric state may be coupled to release of hydrolysis products [36, 40, 103].
These transitions are thought to cause structural rearrangements in the
MSDs that facilitate transport, however, this coupling is not well under-
stood [102]. In this chapter, we study such global structural rearrangements
in the E. coli vitamin B12 importer BtuCD by computer simulations. Due
to the long time scales involved, global rearrangements are difficult to cap-
ture in conventional MD simulations. Therefore, instead of including the
nucleotides explicitly in MD simulations, as previously done by Oloo and
Tieleman [120], we modeled the effects of nucleotide binding and release in
a perturbed elastic network model and in biased MD simulations. We used
experimentally observed transitions in MalK as templates for perturbing
and biasing the NBDs in BtuCD and then monitored the response of the
MSDs.

5.4.1 Which transport model?

When the NBDs of BtuCD dissociate into the loose dimeric configuration,
the distance between the L-helix motifs, connecting the two MSDs to the
NBDs, increases and the tilt angle between the two MSDs decreases (cf.
Fig. 5.4). The transition to the tight dimeric state has the opposite effect.
Comparison with Fig. 5.2 indicates that these results are consistent with
the MalK-based transport model [36, 40]. Hence, the BtuCD-based model
and the concept of a toggle-switch mechanism cannot be confirmed. The
results of the perturbed elastic network and the biased MD simulations
are qualitatively similar, which shows some universality in our prediction
and establishes the usefulness of the computationally efficient perturbed
network approach. However, compared to the elastic network, the atomistic
MD force field includes important anharmonic effects [47] and accounts for
the properties of the individual residues. Modeling the transition in MD
simulations could therefore give information on specific interactions across
the transmission interface and allow for testing mutations. We focused on
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comparing the MD results with the perturbed elastic network and with
proposed transport mechanisms in the literature.

Recently Vergani et al. [155] reported that the tightly dimerized NBD
conformation of human epithelial cystic fibrosis transmembrane conductance
regulator (CFTR) channels corresponds to the CFTR-channel open state.
In ABC exporters and importers, this state is thought to be equivalent to an
MSD configuration where the periplasmic gate is open while the cytoplasmic
gate is closed [155]. Using site directed spin labeling and electron param-
agnetic resonance spectroscopy on the E. coli lipid exporter MsbA Dong
et al. [46] found that ATP binding closes the cytoplasmic gate. If there is
a common transport mechanism among ABC importers and exporters as
suggested by van der Does and Tampe [149], these experimental results sup-
port the MalK-based transport model and hence also our results. It should
be noted, however, that such a common mechanism among ABC importers
and exporters has not been confirmed yet [20]. In the BtuCD MD study
by Oloo and Tieleman [120], the periplasmic side of the translocation path
closes when introducing explicit ATP in MD simulations, while little hap-
pens in the cytoplasmic gate region. The latter result is consistent with our
observations, while the closing of the periplasmic side is not. The discrep-
ancy could reflect a sampling problem in the work of Oloo and Tieleman,
since limitations in computer time allowed the authors to carry out only
one ATP binding simulation. Alternatively, the discrepancy could indicate
a problem in our approach.

Since our study confirms the MalK-based transport model, a valid con-
cern is to what extend the transitions we find in BtuCD are biased by the
MalK-like input. To this end it is important to note that MalK and the
NBDs of BtuCD have almost complete sequence identity in the regions that
are involved in ATP binding and hydrolysis, i.e., the Walker A, Walker B,
signature motifs as well as the H and Q loops. Further, the similar folds
of the BtuCD NBDs and MalK assure that the architectures of the bind-
ing sites in the two proteins are almost identical. Thus, the consensus in
the literature is that the structural changes in the above mentioned re-
gions, induced by nucleotide binding and release, are the same in the two
transporters [40, 86, 103]. If the maltose transporter and BtuCD facilitate
transport in different ways, it must therefore be a consequence of differences
in the overall protein structure since the local events in the binding sites are
the same. To minimize the MalK-like biasing we therefore confined the per-
turbation sites and the elements of the displacement vector to functionally
relevant regions, i.e., the Walker A, Walker B, signature motifs as well as the
H and Q loops [40]. This ensures that the perturbations and the biasing the
MD simulations in BtuCD are localized to regions involved in the physico-
chemical events that account for the structural changes in MalK. Since the
same physicochemical events take place in BtuCD, the bias introduced by
the MalK-like input is minimal.
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5.4.2 Cytoplasmic gate opening.

Our analyses of the putative transport pore in Sec. 5.3.2 suggest that there
may exist two types of cytoplasmic exit paths, which we refer to as the TM5
exit and the C-terminal exit, respectively (cf. Fig. 5.5). If nucleotide binding
or release were responsible for opening the TM5 exit, one would expect the
response in the cytoplasmic ends of the TM5 helices to be directed in the
e2-direction (cf. Fig. 5.1). Such a motion is, however, observed in neither
the perturbed network nor the biased MD simulations, which is consistent
with the MD simulations of Oloo and Tieleman [120]. The structural ele-
ments that make up the C-terminal exits, on the other hand, are found to
retract from the pore center line upon transition to the loose dimeric state
of BtuCD in both the perturbed elastic network model and in the biased
MD simulations. Therefore, release of hydrolysis products, which could reset
the transporter to the resting state, seems to be responsible for opening the
C-terminal exit. However, the observed gate opening is not large enough to
accommodate vitamin B12. Thus, it is interesting that the C-terminal he-
lix, which lines the C-terminal exit, contains a molecular hinge, i.e., a GXP
motif [147] [see Fig. 5.5(b)]. This hinge (G313-P315), located just below the
central cavity at x1 ∼ −0.2 nm, could provide considerable structural flex-
ibility in the C-terminal exit region. Indeed, the crystallographic B-factors
do increase down through the C-terminal helix, but it is not possible to at-
tribute this increase to the GXP motifs or to the function of BtuCD without
further investigations.

5.4.3 Two transport scenarios

Compared to the schematic transport models presented in the literature [36,
40, 103, 149], the magnitude of the cytoplasmic gate opening we find is
strikingly small. Moreover, the structural changes in the C-terminal exit
are not large enough to allow B12 to diffuse from the central cavity and out
into the cytoplasm. This finding points to one of the following two transport
scenarios:

(I) The structural response from nucleotide binding and release are in
fact as small as predicted here. In this case, the modest opening indicates
that peristaltic forces from the MSDs pushing B12 towards the cytoplasm
could be important. The changes in the MSD tilt upon nucleotide release
drive the periplasmic ends of the MSDs, which could generate a force pushing
B12 towards the cytoplasm via the C-terminal exit. In the lines of these
speculations, the C-terminal helix could act as a ”passive hatch”, which
moves to the side as B12 propagates through the C-terminal. The term
”passive hatch” refers to the fact that such a motion of the C-terminal helix
is not seen in the present study and is therefore expected to be independent
of nucleotide binding and release. If this is true, and the C-terminal helix is
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simply pushed to the side by B12, it is important that the C-terminal helix
is moved easily, which could suggest a possible hinge role of the GXP-motifs
in the C-terminal helices.

(II) The structural rearrangements we find are too small and larger re-
arrangements, coupled to events that are not accounted for in the present
study, control transport. For example, the structural responses to nucleotide
binding and release could be altered by the presence of the periplasmic bind-
ing protein BtuF. The presence of binding proteins stimulate ATPase ac-
tivity [40] and in the schematic transport mechanism presented by Locher
[101], BtuF sends a ”signal” from the periplasmic side of BtuCD to the hy-
drolysis sites which triggers ATP hydrolysis. The signaling between BtuF
and the hydrolysis sites could involve changes in the transporter structure
that in turn could change the response to nucleotide binding and release.
This hypothesis could be tested by the same techniques as employed in the
present study once the structure of the BtuF-BtuCD complex is solved ex-
perimentally or modeled.

The findings of the present study are consistent with scenario (I) but we
cannot rule out scenario (II) without further investigations.

5.5 Conclusion

We have studied the response in the BtuCD structure upon nucleotide bind-
ing and release with computer simulations techniques. We find that the re-
sponses to nucleotide binding and release in BtuCD are consistent with the
schematics of the MalK-based transport model, which therefore could apply
for BtuCD. Hence, the BtuCD-based model and the notion of a toggle-
switch motion cannot be confirmed from our simulations. The observed
coupling between the nucleotide binding domains and the membrane span-
ning domains may be relevant for all ABC transporters, because of the
conservation of nucleotide binding domains and the shared role of ATP in
ABC transporters. The structural rearrangements we find in the cytoplas-
mic exit region, however, do not provide enough space for B12 to diffuse
from the transporter pore out into the cytoplasm. We therefore speculate
that peristaltic forces, generated by changes in the tilt of the membrane
spanning domains, are needed to exclude B12 from the central cavity of the
transporter pore. In future work it would be interesting to study the in-
fluence of the periplasmic binding protein BtuF on the nucleotide induced
rearrangements in BtuCD. Further, to better understand how the structural
rearrangements in the NBDs propagate across the NBD-MSD interface, it
would be interesting to carry out biased MD simulations, as described in
the present study, where residues in the transmission interface have been
subject to mutations.
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This chapter is, in part, based on abstracts for manuscripts A, B and C (see
Manuscripts & publications page 75).

In this thesis, computer simulation techniques were used to study three
different aspects of the nature of cell membranes. Since these three aspects
follow the sectioning of the thesis in chapters, I have found it natural to
structure the conclusion in the same manner and at the end discuss some
more general aspects of simulating biosystems.

In Chapter 3 we demonstrate that molecular dynamics (MD) simulations of
dipalmitoylphosphatidylcholine (DPPC) lipid bilayers using the commonly
employed CHARMM27 force field reproduces fluid (Lα) phase bilayer prop-
erties only when a positive surface tension is applied. The tension required
to obtain fluid phosphatidylcholine bilayers is not universal and has to be
adjusted based on experimental data such as the area per lipid. Therefore,
bilayer simulations in the tensionless isothermal-isobaric (NPT ) ensemble
are appealing since they do not rely on experimental input data, provided
that the force field is optimized for simulations in this ensemble. Unfor-
tunately, NPT simulations using the CHARMM27 force field give highly
ordered, gel-like bilayer structures at temperatures and pressures, where the
bilayers should be in the biologically relevant fluid phase [53, 82]. After
15 ns the area per lipid for DPPC bilayers is in fact close to that of the
DPPC gel phase [82], i.e., ∼48 Å2. We argue, that the bilayer ordering
cannot solely be attributed to finite size effects and is therefore largely a
consequence of shortcomings in the force field for NPT bilayer simulations.
To obtain fluid phase properties of DPPC lipid bilayers represented by the
CHARMM energy function in the NPT ensemble, we reparameterized the
atomic partial charges in the lipid head group and the first three acyl chain
methylene groups. The new charges were determined from a quantum cal-
culation of the electron structure using both the Mulliken method and the
restricted electrostatic potential (RESP) method, where partial charges are
determined by a fit to the electrostatic potential as calculated from the elec-
tron distribution. The new partial charges were tested in MD simulations
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of fully hydrated DPPC lipid bilayers together with otherwise unchanged
CHARMM27 force field parameters in the NPT ensemble. The replace-
ment of the CHARMM27 partial charges with the new Mulliken charges
had no significant effect on the area per lipid. In contrast, simulations with
the new RESP charges show significant improvements compared with simu-
lations using the original CHARMM27 force field, manifested in a resulting
area per lipid of 60.4 ± 0.1 Å2, which conforms closely to the experimen-
tal value of 64 Å2 [116]. Also, the simulated order parameter profile and
electron density profile are in better agreement with experiments than simu-
lations using the original CHARMM27 force field. The results also indicate
that there is room for additional optimizations of out new parameters and
that such optimizations should focus on the glycerol backbone and upper
acyl chain regions. In any case, our new CHARM27 based parameters make
it possible, for the first time, to simulate the biologically more interesting
fluid phase of DPPC bilayers in all-atom simulations in the NPT ensemble.

In Chapter 4 we address two central and unresolved problems in pres-
sure profile calculations. The first problem is that the pressure profile is
not uniquely defined since the expression for the local pressure involves an
arbitrary choice of an integration contour. We investigated two different
integration contours leading to the Irving-Kirkwood (IK) and Harasima (H)
expressions for the local pressure tensor. For these choices we find that the
pressure profile is almost independent of the contour used, which indicates
that the local pressure is well-defined for a fluid DPPC bilayer represented
by the new parameter set found in chapter 3. For the comparison it was nec-
essary to truncate the electrostatic interactions energies and describe them
as a sum of pair interactions, which is required in the IK method. This re-
quirement naturally introduces the second problem we address, namely how
to include electrostatic interactions in pressure profile calculations when the
simulations are conducted using the Ewald summation technique for the elec-
trostatic interactions. Based on the H expression, we present a method for
calculating the contribution to the lateral components of the local pressure
tensor from electrostatic interactions evaluated by the Ewald summation
technique. Using this new expression, we show that pressure profiles cal-
culated with an electrostatic potential truncation (cutoff) from simulations
conducted with Ewald summation depend on the cutoff in a subtle man-
ner which is attributed to long-range charge ordering in the system. We
also find that the pressure profiles calculated with relatively long cutoffs
are qualitatively similar to the Ewald-profile for the DPPC bilayer studied
here. The properties of the H expression that allow us to calculate the local
pressure contribution from the Ewald sum should also allow for single loop
pressure profile calculations. This should represent an attractive alternative
to the current pressure profile implementation in, e.g., GROMACS [18, 100],
which is based on the IK expression and slows down the simulations consid-
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erably [98].

In Chapter 5 we simulated the transmembrane protein BtuCD in a pal-
mitoyloleonylphosphatidylethanolamine (POPE) lipid bilayer thought for
mimicking the plasma membrane of Escherichia coli (E. coli). BtuCD is
an adonesine triphosphate (ATP) binding cassette (ABC) transporter that
uses ATP to drive active transport of vitamin B12 into the cytoplasm of E.
coli [103]. The (dys)function of ABC transporters accounts for, e.g., cys-
tic fibrosis and multi-drug resistance, for example tumor cell resistance to
anticancer drugs [40, 44, 126]. Unfortunately, the mechanism facilitating
substrate translocation in ABC transporters, which is of both fundamental
and medicinal interest, is largely unknown. To study the nucleotide induced
rearrangements in BtuCD, the effect of the nucleotides on the structure on
the binding sites were modeled using perturbed elastic network calculations
and biased MD simulations. These two techniques assure better sampling
of the nucleotide induced configurational transitions in BtuCD than pro-
vided by conventional MD simulations. Both the perturbed elastic network
calculations and the biased MD simulations predict that nucleotide release
decreases the tilt between the two membrane spanning domains and appears
to open the cytoplasmic gate. Nucleotide binding has the opposite effect.
These findings are consistent with the MalK-based transport model, which
therefore also appears to apply to BtuCD. The observed rearrangements in
the cytoplasmic gate region do, however, not provide enough space for B12 to
diffuse passively from the transporter pore into the cytoplasm, which could
suggest that peristaltic forces, generated by changes in the tilt between the
two membrane spanning domains, are needed to release B12 from the trans-
porter pore. Owing to the conservation of nucleotide binding domains and
the shared role of ATP in ABC transporters, the observed coupling between
the nucleotide (un)binding events and the rearrangements in the membrane
spanning domains may be relevant for all ABC transporters. The results of
the perturbed elastic network calculations and the biased MD simulations
are qualitatively similar, which shows some universality in our prediction
and establishes the usefulness of the computationally efficient perturbed
network approach.

In MD simulations of biological systems, there are three major chal-
lenges, namely to continously improve the force fields, to sample for longer
times and to increase the system sizes. The enormous span of time/length
scales in biological systems introduces a tradeoff between simulating in full
atomistic detail and sampling long time/length scales. Thus, describing
mesoscopic and macroscopic phenomena in a simulation often requires that
the atomistic system description is abandoned with the consequence that
some details are lost. This tradeoff, as well as the empirical nature of the
force field, implies that there is no such thing as a perfect MD simulation and
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therefore one may ask what is a good MD simulation? Except for obvious
issues such as correct system setup, a good simulation should be designed
to sample the time/length scales that are relevant for the phenomenon one
wishes to study. Therefore, the design of the simulation includes choosing
the appropriate level of detail in the model, developing or finding a cor-
responding force field as well as choosing the simulation type. Thus, any
simulation inevitably ignores some (unimportant) aspects of the studied phe-
nomenon (on either short or long time/length scales) and therefore there will
always be properties that are represented reasonably well in a simulation,
while others are not. This implies that not all quantities that can be calcu-
lated from a simulation have a sound interpretation and therefore one should
be careful that the analyses of a simulation are consistent with the choice
of model, the simulation type and the sampled time/length scales.

Since the discussion in the preceding paragraph may be somewhat ab-
stract, I will use the results from chapter 5 to illustrate some of the points
stated above. Recognizing that the timescale of nucleotide induced rear-
rangements in BtuCD are on the limit of those accessible to MD simulations,
we mimic the effect of nucleotide binding and release instead of introduc-
ing the nucleotides explicitely. In terms of the tradeoff between time/length
scales and simulation detail, this approach prioritizes the former. The disad-
vantage is that the nucleotides are ”man made” and therefore the rearrange-
ments in nucleotide binding sites are controlled by the simulation input, not
by explicit atomic interactions. Therefore, in the quest for better sampling
of the global rearrangements in BtuCD, we sacrifice the detailed information
on the rearrangements in the nucleotide binding sites that simulations with
explicit nucleotides would provide. Obviously, this implies that interpreting
the rearrangements in the nucleotide binding sites would be inappropriate.
Further, the methods employed to mimic the effect of the nucleotides con-
found the time scales in the simulations and therefore estimating kinetic
data directly from the simulations times would not yield sound results. The
advantage of our approach is mainly that it allows us to carry our multi-
ple simulations of the (un)binding events. Thus, we can carry out statistical
analysis on the simulations and avoid interpreting events observed only once.
For this discussion, it is interesting that our predictions, based on multiple
simulations with modeled nucleotides, on some points contradict the predic-
tions of Oloo and Tieleman [120], which are based on a single MD simulation
where ATP was introduced explicitely. At the present time it is not possible
to determine, which results are more correct, that is, whether the contra-
dictions are caused by artifacts in our modeled nucleotides or by insufficient
sampling in the simulation of Oloo and Tieleman [120]. In either case, this
example illustrates that it is not trivial to choose between two simulation
types for a given phenomenon.
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Dansk resumé

Molekyldynamiske (MD) computersimuleringer benyttes i dag i stor udstrækning

til at studere forskellige typer systemer p̊a submikroskopiske længdeskalaer. I denne

afhandling med titlen Computer simulations of lipid bilayers and proteins beskrives

MD simuleringer af biologiske membraner og proteiner. I en MD simulering lø-

ses Newtons bevægelsesligning numerisk for en samling af op til nogle hundrede

tusinde atomer. Hovedresultatet af en s̊adan simulering er tidsudviklingen af atom-

positioner og en analyse heraf, giver mulighed for at studere bl.a. protein-dynamik

og -funktion i atomar detalje. Arbejdet kan naturligt opdeles i tre hovedemner:

Modelparametre: MD simuleringer er baseret p̊a et sæt empirisk bestemte mod-

elparametre, som beskriver atomare vekselvirkninger. Kvaliteten af disse model-

parametre er bestemmende for, i hvor stor udstrækning simuleringerne repræsente-

rer virkeligheden. Den membrantype vi har studeret var for kompakt i MD simu-

leringer sammenlignet med eksperimentelle resultater og derfor er modelparame-

trene for fosfolipider, som udgør hovedbestanddelen af cellemembraner, blevet opti-

meret. Denne optimering har muliggjort simuleringer af membraner med realistiske

fysiske egenskaber, hvilket er en vigtig forudsætning for videre studier af komplekse

biologiske membraner.

Trykprofiler i membraner: En membran er ∼5 nm tyk, og p̊a denne korte afs-

tand varierer trykket med flere hundrede bar. Disse variationer i trykket betegnes

som membranens trykprofil. Der er fremsat teorier om, at nogle anæstesifremkald-

ende stoffer virker ved at ændre trykprofilen i cellemembranen. Denne hypotese er

svær at verificere, da trykprofiler ikke kan bestemmes eksperimentelt. MD simu-

leringer er derfor et vigtigt redskab til at undersøge trykprofiler og deres relation

til anæstesi. I den sammenhæng er et analyseprogram, der kan beregne trykprofiler

fra MD simuleringer, blevet udviklet. Programmet benytter en ny beregningsme-

tode, der tillader en mere præcis bestemmelse af trykprofilen i forhold til tidligere

benyttede metoder.

Transportmekanismen i ABC transporteren BtuCD: ABC transportere,

s̊a som BtuCD, udnytter energi fra adenosintrifosfat (ATP) til at transportere en

række molekyler ind og ud af levende celler. Størstedelen af cystisk fibrose patienter

bærer defekte ABC transportere, som derfor ikke er i stand til at varetage deres

transportfunktion. ABC transportere er desuden bestemmende for celleresistens

imod antibiotika og imod celledræbende lægemidler som benyttes i kemoterapi.

Det er derfor af stor fundamental og medicinsk interesse at forst̊a detaljerne i funk-

tionen af ABC transportere. BtuCD transporterer B12-vitamin ind gennem plasma

membranen p̊a E. coli bakterien og er en af de eneste ABC transportere, for hvilken

den rumlige struktur er kendt. Vores computersimuleringer har bidraget til en for-

st̊aelse af transportcyklusen i BtuCD, som kan være relevant for ABC transportere

generelt, grundet deres strukturelle og funktionelle ligheder.
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7.1 New partial Charges

Table 7.1 shows the average Mulliken and RESP charges obtained for dipen-
tanoatephosphatidylcholine (DPePC). The Mulliken and RESP methods are
denoted I and II, respectively. Also shown are the dipalmitoylphosphatidyl-
choline (DPPC) charges transferred from DPePC using transfer schemes A
and B described in Sec. 3.2.2. The CHARMM27 partial charges are shown
for reference. Figure 7.1 gives an overview of the new RESP charges listed

Mulliken RESP CH27
DPePC DPPC DPPC DPePC DPPC DPPC -

- I.A I.B - II.A II.B III&IV
partial charge (e)

H1 0.245051 0.244909 0.245140 0.153367 0.150668 0.154454 0.25
C2 -0.369004 -0.369146 -0.368915 -0.309918 -0.312617 -0.308831 -0.35
N3 -0.568717 -0.568859 -0.568627 0.246550 0.243851 0.247637 -0.60
C4 -0.198324 -0.198466 -0.198235 -0.188332 -0.191031 -0.187245 -0.10
H5 0.244430 0.244288 0.244519 0.129583 0.126884 0.130670 0.25
C6 0.002913 0.002771 0.003002 0.241392 0.238693 0.242479 -0.08
H7 0.201919 0.201777 0.202008 0.041252 0.038553 0.042339 0.09
O8 -0.750061 -0.750203 -0.749972 -0.482624 -0.485323 -0.481537 -0.57
P9 1.616817 1.616675 1.616906 1.303270 1.300571 1.304356 1.50

O10 -0.831387 -0.831529 -0.831298 -0.810549 -0.813248 -0.809462 -0.78
C11 0.003425 0.003283 0.003514 -0.066394 -0.069093 -0.065307 -0.08
H12 0.187542 0.187400 0.187631 0.100650 0.097951 0.101737 0.09
C13 0.108801 0.108659 0.108891 0.378280 0.375581 0.379367 0.04
H14 0.232980 0.232838 0.233069 0.062906 0.060207 0.063992 0.09
C15 -0.025576 -0.025718 -0.025487 0.060502 0.057803 0.061589 -0.05
H16 0.214057 0.213915 0.214147 0.085715 0.083016 0.086801 0.09
O17 -0.656842 -0.656984 -0.656753 -0.472576 -0.475275 -0.471489 -0.34
C18 0.839348 0.839206 0.839437 0.832059 0.829360 0.833146 0.63
O19 -0.597498 -0.597640 -0.597408 -0.598219 -0.600918 -0.597132 -0.52
C20 -0.433166 -0.433308 -0.433076 -0.285440 -0.288139 -0.284353 -0.08
H21 0.203865 0.203723 0.203955 0.089737 0.087038 0.090824 0.09
C22 -0.314846 -0.314989 -0.314758 -0.012362 -0.015061 -0.011276 -0.18
H23 0.177125 0.176983 0.177215 0.026467 0.023769 0.027554 0.09
C24 -0.316755 -0.316897 -0.180000 0.118557 0.115859 -0.180000 -0.18
H25 0.161482 0.161340 0.090000 -0.007909 -0.010607 0.090000 0.09
C26 -0.486578 -0.180000 -0.180000 -0.267435 -0.180000 -0.180000 -0.18
H27 0.160867 0.090000 0.090000 0.063956 0.090000 0.090000 0.09
O28 -0.663024 -0.663166 -0.662935 -0.535437 -0.538136 -0.534350 -0.34

Table 7.1: Partial charges for DPePC and DPPC in different parameter sets. See Table 3.1
for more details.

in Table 7.1 after the transfer to DPPC. To increase clarity in the figure, the
charges are shown with two decimals only. Due to round-offs, the molecules
have a non-zero net charge, which is not the case when all six decimals are
used (see Table 7.1).
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Figure 7.1: Overview of the new partial charges for the DPPC lipids as obtained from the
RESP method. (a) Transfer scheme A where the atomic charges of C1 to C4 in the acyl
chain were modified compared to CHARMM27. (b) Transfer scheme B where the atomic
charges of C1 to C3 in the acyl chains were modified compared to CHARMM27. In both
panels the atoms in the lipid ’backbone’ are drawn in grey. The atoms in the three methyl
groups on nitrogen have identical charges and for clarity only one methyl group is shown
explicitly. The solid zigzag line in the sn2 chain indicates that these atoms have been
assigned new charges, which are equal to the corresponding charges in the sn1 chain. For
clarity, the atoms are only shown explicitely in the sn1 chain. The dashed lines in the sn1
and sn2 chains symbolize the rest of the acyl chain where the CHARMM27 charges were
used. A bar indicates that the charge is negative. Note that due to the rounding of the
charges in the figure leave DPPC with a non-zero net charge, which is not the case when
all 6 decimals are included (see Table 7.1).
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7.2 Reciprocal space pressure profile contribution

For a rectangular box, the xx element of the configurational pressure con-
tribution can be written as [25, 119]:

P xxV = − ∂U

∂Lx
Lx, (7.1)

where Lx is the box length in the x direction and V is the simulation box
volume. U is the potential energy. The energy of the ith particle from the
reciprocal space part of the Ewald sum UK,i can be expressed as [68]:

UK,i =
qi
V ε0

∑

kn 6=0

Q(kn)Re [exp(−ikn · ri)S(kn)] , (7.2)

satisfying UK = 1
2

∑
i UK,i where UK is the first term in Eq. (4.7). The

reciprocal pressure contribution from this particle therefore reads

P xxK,iV = −∂UK,i
∂Lx

Lx =

− qi
ε0

∂

∂Lx

{ 1

V

∑

kn 6=0

Q(kn)Re [exp(−ikn · ri)S(kn)]
}
Lx,

(7.3)

and therefore

−P xxK,iV ε0
qiLx

=
∂(1/V )

∂Lx

∑

kn 6=0

Q(kn)Re [exp(−ikn · ri)S(kn)]

+
1

V

∑

kn 6=0

∂Q(kn)

∂Lx
Re [exp(−ikn · ri)S(kn)]

+
1

V

∑

kn 6=0

Q(kn)
∂Re [exp(−ikn · ri)S(kn)]

∂Lx
.

(7.4)

Since V = LxLyLz, the first term differentiates to:

∂(1/V )

∂Lx
= − 1

V Lx
. (7.5)

The second term differentiates to:

∂Q(kn)

∂Lx
=

∂

∂Lx

(exp(−k2
n/4κ

2)

k2
n

)

=
∂

∂kxn

(exp(−k2
n/4κ

2)

k2
n

) ∂kxn
∂Lx

=
(2kxn

4κ2

exp(−k2
n/4κ

2)

k2
n

+ 2kxn
exp(−k2

n/4κ
2)

k4
n

) 2πnx

(Lx)2

=
2kxnk

x
n

Lx
Q(kn)

[
1

4κ2
+

1

k2
n

]
.

(7.6)
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Since kxnr
x
i = 2πnx

Lx rxi = 2πnxsxi , where sxi is the scaled x coordinate of
particle i, the third term is zero as scaled coordinates are independent of of
the box dimensions. Inserting Eqs. (7.5) and (7.6) into Eq. (7.4) we recover
Eq. (4.12) of Sec. 4.2.3.
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7.3 prespro1.1 user guide

This is a brief user guide for the prespro1.1 code.

About the code

The code calculates the pressure profile in the z-direction according to three
different methods: (1) The Irving-Kirkwood method using a cutoff for the
electrostatic interactions. (2) The Harasima method using a cutoff for the
electrostatic interactions. (3) Harasima-Ewald method which includes the
contribution to the pressure profile coming from the reciprocal space part
of the Ewald summation (see Chapter 4 or Ref. [137]).

Installation

The distribution contains the files

- PPmain.C/h (main)

- Bonded.C/h (calculates bonded contributions)

- Nonbonded.C/h (calculates nonbonded contributions)

- profile.h (some constants)

- Complx.h (a complex class)

- Tensor.h (a tensor class)

- Makefile

- dcdreader.C/h (some dcd-reading functions)

- readdcd.C/h (some dcd-reading functions)

The files dcdreader.C/h readdcd.C/h are taken from CatDCD 2.0 without
modifications. CatDCD 2.0 is no longer available from http://www.ks.

uiuc.edu/Development/MDTools/ and therefore these files are included in
this distribution. The CatDCD 2.0 files comes with the following copyright
notice:

**************************************************************************

* University of Illinois Open Source License *

* Copyright 2003-2005 Theoretical and Computational Biophysics Group, *

* All rights reserved. *

* *

* Developed by: Theoretical and Computational Biophysics Group *

* University of Illinois at Urbana-Champaign *

* http://www.ks.uiuc.edu/ *

**************************************************************************
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The above listed files only make up a part of the pressure profile code.
Due to license agreements we cannot distribute the rest of the code, but it
is available from http://www.ks.uiuc.edu/Development/MDTools/. From
this site download Mindy 1.0, uncompress, and copy all files except

Integrator.C ComputeBonded.C/h ComputeNonbonded.C/h Makefile

to the ./src/ directory. Go to the ./src/ directory. The default force
field expected by Mindy is X-plore. This is easily changed to CHARMM by
adding the line

#include "profile.h"

in line 7 of Parameters.C and replacing the lines

paramType = paraXplor;

read_parameter_file(psf);

#ifdef MIN_CHARMMFORMAT

paramType = paraCharmm;

read_charmm_parameter_file(psf);

#endif

(i.e. lines 148-153) by the following:

#ifndef MIN_CHARMMFORMAT

paramType = paraXplor;

read_parameter_file(psf);

#endif

#ifdef MIN_CHARMMFORMAT

cout << "Using CHARMM parameters." << endl;

paramType = paraCharmm;

read_charmm_parameter_file(psf);

#endif

Note that the code has not been tested using X-plore parameters. In the
./src/ directory type ”make” and you will get an binary file called prespro_

g++.

Usage

Once compiled, you will need six input files before you can run the pressure
profile analysis:

1. pdb file

2. psf file
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3. dcd trajectory file

4. parameter file

5. temperature file; one column of temperatures. One temperature per
dcd-frame.

6. box file; three columns with the x, y and z dimensions of the box. One
line per dcd-frame

It is crucial that the frames in the box-file matches the frames in the dcd-
file exactly in order for the periodic boundary conditions to be correct. The
pressure profile program is executed as

prespro_g++ ncm pdb psf par dcd first last

skip nslabs kappa kmaxsq cutoff

swd box temp odir

The command line input parameters are:

- ncm: the number of atoms in the determination of the center for the
pressure profile. The program only considers the first ncm atoms, which
should therefore be the lipids.

- pdb: the pdb file

- psf: the psf file

- par: the parameter file

- dcd: the dcd file

- first: the first frame to read

- last: the last frame to read

- skip: stride (skip)

- nslabs: the number of slabs in the pressure profile calculation

- kappa: the shift parameter for Ewald summation. Increasing kappa

shifts the Ewald sum towards reciprocal space and therefore when
increasing kappa, kmaxsq should be increased and cutoff can be re-
duced.

- kmaxsq: squared cutoff in reciprocal space (i.e. max of kx2+ky2+kz2).
The value of kmaxsq depends on kappa and the box dimension.

- cutoff: the cutoff in real space
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- swd: switch distance in real space

- box: the box file

- temp: the temperature file

- odir: the output directory

Output

The output file names are put together from a prefix (p), the interaction
type (i) and the calculation method (m), as: p_i_m.dat.

Prefix (p)

There are five classes of pressure output indicated by the prefix p:

1. tpxx = xx element of the average simulation pressure

2. tlpt = time resolved local pressure tensor

3. appt = average pressure tensor profile

4. appN = average normal pressure profile (column 9) of 3.

5. appL = average lateral pressure profile (xx+yy)/2 (column 1 and 5)
of 3.

tpxx: The xx element of the total pressure (in bar) for each type of in-
teraction (i). These output files are mostly useful for debugging and for
adjusting the Ewald parameters. Format:

ptot_xx(frame_1)

ptot_xx(frame_2)

:

:

ptot_xx(frame_n)

tlpt: These output files are the complete, but confusing output. May be
useful for statistical analyses. However, we found that averaging the pressure
profile over 250 ps gives uncorrelated profiles as well a decent number of
profiles say from a 20 ns trajectory. Thus, the average pressure profile from
a 250 ps trajectory piece might be more convenient (see below). Format:
Each line holds the nine pressure tensor elements in the slabs 1,2...nslabs
(i.e. 9 × nslabs columns). Each line is a frame(1,2...n)

xx(1) yx(1) zx(1) xy(1) yy(1) xz(1) yz(1) zz(1) xx(2) yx(2) zx(2) .... zz(nslabs)

xx(1) yx(1) zx(1) xy(1) yy(1) xz(1) yz(1) zz(1) xx(2) yx(2) zx(2) .... zz(nslabs)

:

:

xx(1) yx(1) zx(1) xy(1) yy(1) xz(1) yz(1) zz(1) xx(2) yx(2) zx(2) .... zz(nslabs)
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appt: One line holds the nine element of the average pressure profile for the
trajectory in one slab. Thus, there are nslabs lines. Format:

pxx(1) pyx(1) pzx(1) pxy(1) pyy(1) pxz(1) pyz(1) pzz(1)

pxx(2) pyx(2) pzx(2) pxy(2) ....

:

:

pxx(nslabs) pyx(nslabs) pzx(nslabs) pxy(nslabs)

appN: One line contains the average normal pressure in one slab. Thus, there
are nslabs lines that should be identical to column 9 of the corresponding
appt-file. Format:

pzz(1)

pzz(2)

:

:

pzz(nslabs)

appL: One line contains the average lateral pressure in one slab. Thus, there
are nslabs lines that should be identical to the average of columns 1 and 5
of the corresponding appt-file. Format:

pL(1)

pL(2)

:

:

pL(nslabs)

Interaction types (i)

There are 11 interaction types (i):

1) bnd = valence bond

2) van = valence angle

3) dih = dihedral

4) imp = improper

5) vdw = van der Waals

6) ec = Electrostatic using cutoff (no shifting)

7) ecs = Electrostatic using cutoff and shift function

8) esr = real space electrostatics (Ewald)
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9) esk = reciprocal space electrostatics (Ewald)

10) kin = kinetic pressure

11) tot = 1) + 2) + 3) + 4) + 5) + 8) + 9) + 10)

Methods (m)

There are three methods for calculating the pressure profile (m): 1) ik =
Irving-Kirkwood 2) ha = Harasima 3) The HE-method is identical to the
standard Harasima method for all interactions except for the electrostatics.
Thus, for the ec and ecs interactions the ha indicates the use of a cutoff
whereas when dealing with esr and esk ha indicates the HE-method.

In addition to the pressure output, the slab width in each frame is written
to slab_width.dat. This is useful when converting slab numbers to actual
positions.

In the ./test/ directory the test.sh script will run a simple test-run
and compare the output to the original simulation output. The test script
assumes that you installed ’catdcd.LINUX’ and that it’s location is in your
path. The pdb and psf files are only meant for testing - do not use them for
scientific purposes!

Tricks, limitations and issues

- The total length of any outdir + outfile string should be less than
50 characters

- You’ll find a significant speedup if you’re using the Intel C++ compiler
instead of gcc

- The code does not run in parallel but you can use CatDCD to chop
up your trajectory in suitable bites and run each piece on a single
processor. This is also useful for statistical analyses. I used 250 ps per
piece, which gave uncorrelated pressure profiles

- The total force array returned to PPmain.C should not be trusted

- Don’t trust the off diagonal elements of the Harasima tensor

- The file appN_esk_ha.dat contains zeros since the reciprocal space
contribution to the normal pressure cannot be calculated in the HE-
method

- The code has not been tested using X-plore parameters

- You should use an update frequency for the nonbonded interactions
of 1 in NAMD. Setting the update frequency to e.g. 2 will give large
artifacts in the pressure profile: Especially the aqueous regions seems
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to be very sensitive and I find a lateral (and normal) pressure of plus
several thousand bar in these regions when using a update frequency
of 2! This artifact seems to be isotropic (at least in the aqueous re-
gions) and therefore it almost cancels in pN-pL. Reducing the update
frequency to 1 completely eliminates this artifact and the local pres-
sure in bulk water is close to 1 bar. Thus Nonbondedfreq=1. It seems
OK to use FullElectFreq=4.

- I didn’t implement twin range cutoff so if you want to calculate the
van der Waals and electrostatic interactions with different cutoff you
have to run the whole thing twice and combine the relevant output
files. Sorry about that!

- Always check if the prespro_g++ energies are the same as the energies
from the simulation. You will probably never get an exact match but
if there are big deviations some common user errors are:

– The cutoff and the switch distance are not the same as in the
simulation

– You may need to adjust some of the Ewald parameters: kappa,
kmaxsq

– Ensure that the box-file and the dcd file are ”aligned”

Versions

v1.1 - No bugs found since v1.0 , but polished the code a bit

- Made output file names more systematic as to allow other people
than the authors to understand the output

- Added the appN and appL files to output

- Removed calculation and output of P 2
ab

- The zz-component of Harasima tensor is now equal to the zz-
element of the IK-tensor

- Moved most constants to profile.h

- Output the slab width to slabwidth.dat

- Now we’re also reading the first frame in the frame loop.

v1.0 The version used in Ref. [137]




