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Abstract

This thesis presents different experiences rela&edrchitectures and
mechanisms for deployment of telephony servicederstood as especial
features complementing the basic voice service. ddrgext for these
experiences is the transition of telecommunicattetephony) networks
from circuit switched based systems towards pasased ones.

Service deployment in a specific hybrid PSTN/IN/Fo&rchitecture is
presented as well as a description of the enaldéingnologies. Discus-
sion on service implementation examples is provided

The convenience of network neutral service invacais introduced and
how this has been achieved, by means of Web Serbiased mecha-
nisms. A single-request / single response protfmrahvocation of a spe-
cific set of services is presented and a decouptieghanism between
signalling network protocols and service logic io&bon demonstrated.
Services, have been designed, implemented anddtestepart of this
demonstration. Performance characterization ofergfit service imple-
mentations is also provided.

Finally, a data model for an overlay network toséirig telecommunica-

tion (telephony) infrastructures, allowing operatibconvergence is de-
scribed.



Resumeé

Denne afhandling preesenterer forskellige erfaringateret til arkitektu-

rer og mekanismer til udrulning af telekommunikattenester ,

her forstdet som tjenester udover basal talekontation. Dette skal ses
i lyset af telekommunikationens (telefoniens) &tag fra kredslgbs-

kobling til pakkekobling.

Udrulning af tjenester i specifikke, hybride PSTNINoIP arkitekturer
praesenteres sammen med en beskrivelse af de migiekabende tekno-
logier. En diskussion af tienesteimplementeringnkliuderet.

Fordelene ved netveerksneutral tjenesteudrulningpdoteres sammen
med en beskrivelse af hvordan dette er opnaet vedngtte web basere-
de tjenester. En single-request / single-responstlml beregnet til in-

vocation af en specifik gruppe af tjenester praesestog der demonstre-
res en mekanisme, der kan ggre netveerkssignaledfigengig af ser-
vice-logic-invocation. Som del af denne demonsiragr tjenester blevet
designet, implementeret og afpragvet. Der fremleeggeformancekarak-

teristikker af forskellige tienesteimplementeringer

Slutteligt findes en beskrivelse af en datamodedttoverlay-netveerk til

eksisterende telekommunikationsinfrastrukturer, stwa datacentralise-
ring giver operationel konvergens.
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1. Introduction

“¢,Clalo semos? ¢Andne vinimos? ¢ Paqué tanto?
Alberto Calvo (“Supermafno”)

“Du skal ikke tro, du kan leere os noget”
Axel Samlemose (Janteloven, “En flygtning krydsesgor”)

Two excerpts from different sources are welcomimg teaders of this
introduction chapter. The first one, taken from twemic “Supermafio”

by Alberto Calvo, can well be used to describedietents of this thesis.
An English translation of the excerpt, though redyeto catch and reflect
the slight semantic differences of the on-purposeng use of the gram-
matical elements, could be the following:

What it are we? Where are we going to, from? Why thuch?

In order to provide a complete answer to the fifsthe questions in the
guote, this introductory chapter tries to give i@boverview on what this
thesis is about and where it fits in the currelgde@mmunication trends.

The thesis you are about to read deals with teleptservices, under-
stood in the whole of the document as additionatuiees to the basic
voice transport in telephony networks. During thetrof the document,
different experiences related to telephony serviogdementation and

deployment, are presented and discussed. Thisde®w description of a
likely evolutionary path in the telephony serviageslm, responding to
the second question of Supermafio’s quote and ttitthef this thesis.

The response to the third question of the quote,réasons behind the
choices taken and the conclusions achieved wilidygefully clear to the

reader when parsing over the different chaptersatOeast that was the
author’s intention. And here is where the secondtehosen for the
opening of this chapter needs to be explained. Tdf@m the Danish

novel “A refugee looping his track”, if | am allowdo translate like that
“En flygtning krydser sit spor”, by Axel Sandemoatere he sets the
Janteloven or basic rules characterising the wayeBdeel and behave.
An approximate translation of the sentence, tHedril last “command-
ment” of the Janteloven, could be the following:



Do not think that you can teach us anything.

This excerpt has been chosen to express the attaithe author while
writing the thesis and during the previous threeking years it summa-
rizes. The final aim has not been to outline neittemonstrate a defini-
tive, absolute way of proceeding in order to impemand provide te-
lephony services in current and future networksti@ncontrary, the the-
sis accounts for the problems faced and the sositalopted during dif-
ferent experiences while working on telephony smwvirelated projects.
Two european information society technologies (IBfgjects, GEMINI
and FlexiNET, have provided the ground for thegeeernces.

For more than a decade, telecommunication operass been provid-
ing advanced features as an “intelligent” supporbdsic voice commu-
nication. This allowed increasing the span of tetayy services (i.e. call
forwarding, toll free calls, etc.) and differentieg their offers from com-
petitors. The increase of investment from telecomigation operators in
their telephony network infrastructure in orderstgpport these services
in traditional telephony networks, has witnessqeheallel growth in the
use of packet networks, being its use and deploytoelay almost ubig-
uitous due to the access to the Internet and letéProtocol (IP) based
applications. It is, at this point, where teleconmigation operators need
to accommodate the existing infrastructure andstment already made
to these new trends and make a non-disruptiveiti@mg$rom their cur-
rent systems to the new possible architecturesdd ¢hat, they should
foresee the most effective strategies and solufienthe implementation
and provision of the new services, that Interneteldlaenvironments al-
low.

This is the context where this thesis finds itsgitesenting the evolution
from traditional services in public switched telepk networks (PSTN)-
intelligent network (IN) architectures towards taas hybrid PSTN-IN /

IP ones and as an evolutionary step towards totaltwerged IP net-
works.

1.1. Thesis structure

Chapter 2 presents the initial technical conceg¢scribing briefly the
fundamental architectural structure and signallimgchanisms behind
conventional telephony and telephony services. vaiutionary descrip-
tion of the use of Internet and the current stdteoice over IP (VolP)
technologies is provided in brief. With that, tHeapter establishes a con-
ceptual base for the rest of the thesis.



Chapter 3 presents the two main architectural nsodibbwing today’s
Internet telephony, H.323 and SIP architecture® dbncept of hybrid
architecture, as a cooperative merge between ctiomahPSTN / IN and
H.323/SIP architectures follows. After that the ofea deals with the
work carried out by the author to provide SIP-basedices within a hy-
brid PSTN-IN / IP telephony architecture developgdhe GEMINI con-
sortium. The technology chosen for development, &®lets, is intro-
duced and two basic services, developed for demaiimst purposes of
the potentials of the GEMINI architecture, are dised.

Chapter 4 introduces the need for protocol / agchiire independent ser-
vice invocation, current alternatives and how this achieved, in the
context of the GEMINI project, by a web servicesdxh middleware ap-
proach. Architectural implications within GEMINI erdiscussed and a
Simple Object Access Protocol (SOAP)-based mechmartise GEMINI
IN (GIN) protocol and resulting GIN API, developég the author as a
network neutral technology for implementation ofvadced telephony
services, are discussed.

Chapter 5 provides a focus shift to the telephoenywises discussion.
Based on an analogy with information technologymea(corporate net-
works) and a description on the data storage &waliib those environ-
ments, the chapter presents the need for user emites data conver-
gence in future telecommunication networks, asaesgary step for op-
erational convergence, regardless of the level rohitectural-network
integration. The FlexiNET architecture, an overdaghitectural layer in
telecommunication networks for data storage andagement, is intro-
duced as well as an early work carried by the authithin the FIexiNET

consortium, to define a data model for user andeeprofiles.

Finally Chapter 6 provides the closing for the thes






2. Telephony:
Voice and
Services

This chapter intends to be an overview to the publitched telephone
network (PSTN), presenting its signalling mechamsissnd architecture
with the Signaling System #7 (SS7) support. ltsl@i@n, from basic
voice provision architecture to a service enablegl lmased on the Intelli-
gent Network (IN) concept and architectural mo@eé presented after-
wards. A brief introduction to service mechanismariobile telephony
networks is also provided when presenting the Quistad Applications
for Mobile Networks Enhanced Logic (CAMEL) an augrtaion to
Global System for Mobile Communications (GSM) netikgoenabling
IN-like service deployment. The means and reason#Pfbased teleph-
ony are introduced afterwards.

2.1.Conventional Telephony Architec-
ture.

Current public switched telephone networks (PSTaNs)the result of a
century evolution from the earliest telephone syste

The terminals, telephones, connect to the netwardugh the so called
central offices (COs) or local exchanges. In thdyedays of telephony,
these COs were manually operated and telephonyections were es-
tablished by manually switching circuits on a crassinected setup of
input and output local lines, with very limited tpiistance service. The
growth in the demand for telephony service mads frimitive setup
evolve in a two folded way. To improve reacheapilietween different
areas, the interconnection between exchanges weartthically ar-
ranged. On the other hand the need to cope wittowilgg number of
subscribers in an efficient way, led to the substh of the manual op-



erator firstly by electromechanical switches, folenl afterwards by elec-
tronic and digital switches. Today switches areedasn specialised com-
puters located within different exchanges in a-feaxel hierarchy that
classifies switch locations as central or locaid&m or toll, primary, sec-
tional and regional exchanges.[2.1][2.2]

PSTN functionality is achieved by the cooperatifferes of two different
networks, a circuit-switched trunk network, hanglimedia connections
and a packet-switched network handling the siggdlivat manage these
media connections.

ITU's Signaling System #7 (SS7) [2.3] is the packesed signalling
network for PSTN. ITU-T Study Group 11 is respotesitor the Switch-
ing and Signalling (Q.xxx) series of recommendagitrat define the sig-
nalling mechanisms in today’s telecommunicationmogks. In the mid
60’s ITU-T, then known as CCITT, developed a digdignalling stan-
dard called Common Channel Interoffice Signallingt8m #6 (CCIS6).
CCIS6 later evolved into C7, known as SS7, whick b@come the sig-
nalling standard for the telephony world [2.4].

SS7 defines two different entities, Signaling Pei(BPs) sending or re-
ceiving signaling messages and Signaling Transbent® (STPs) routing
these messages within the network. Figure 2.1 shiavggeen colour, the
set of SS7 entities in a basic PSTN network. Duéhéoreliability re-
quirements for the telephony signalling networkPS3ntities and signal-
ing links in SS7 networks use to be replicatedéolundancy.

SS7 functionality is spread in a layered proto¢atls [2.3] as shown in
Figure 2.2.

i PS_TI\_I/:S_‘*_XClm“ge Signaling Links
i [ s — 5
\ e N
< _ —
SP A A SP
_>£ Bearer X X

Switch Connection Switch

<

Figure 2.1 SS7's basic entities [2.2].

The SS7 protocol stack is briefly explained asofef: The Message
Transfer Part Layer 1 (MTP-1R.5] is equivalent to OSlI's Physical
Layer. The Message Transfer Part Layer 2 (MTP-ZB][i® an OSI Data-



Link Network Layer equivalent, providing for signahit delimitation,
alignment and error-detection and correction.dbahonitors and reports
up to MTP-3, error rates and congestion parametr® Layer 3 (MTP-
3) [2.7] is a network-layer process providing fuosalities for message
discrimination and distribution as well as for frafmanagement, link
management and routing. The Signalling Connectiomti©l Part
(SCCP) [2.8][2.9] layer provides addressing mecérasito route mes-
sages to databases and other network entitieagaai a layer-3 protocol
for them. The Transaction Capabilities Applicati®notocol (TCAP)
[2.10][2.11] layer provides a way for applicationghin network entities
in the SS7 network to access other applicationa peer-to-peer way,
allowing invocation of functionalities hosted irffdrent network nodes,
i.e. accessing to a database. The ISDN User &R [2.14][2.15] is
the ISDN-oriented augmentation of the TelephonerUBart (TUP)
[2.12][2.13]. They provide the functionalities feetting up and tearing
down the circuits involved in telephone calls i 8STN [2.4][2.2].

TUP ISUP TCAP
SCCP
MTP-3
MTP-2
MTP-1

Figure 2.2 Basic SS7's protocol stack.

2.2.Telephony Services.

Telephony, as we know it today, is much more thnkasic voice ser-
vice. A number of value-added features, i.e. aalvhrding, call waiting,
reversed charging, prime-rate numbers, etc, ardabl@in current PSTN
networks.

The set of services, as advanced features comptemgehe basic voice-
service, provided by telephony networks is whathia context of this
thesis is called telephony services. The architecthat enables the pro-
vision of these services is briefly presented ia section.



With the digitization of the switching systems ahd integration of com-

puters, operators tried to reduce the maintenaoses of the switches as
well as take advantage of the potential this cdwidg to their networks.

The resulting platform could not only provide aibagice service but

could also host and provide a number of advancauifes. This would

increase the operator’s revenue and allow difféggah from competi-

tors in the early deregulated environments of thie B USA.

The strategy of programming the network switcheprtwvide telephony
services proved soon to be burdensome. All thechedt hosting services
had to be upgraded in order to host dedicated ds¢abfor service-data
and program-storage dedicated memories. Furthermwinen service
modification was needed, due to errors or simpfenswe upgrades, the
modification should be done in all the network sWwés providing the
affected service and in order to provide homogeseservice in the
whole network. As a result the service deploymemiec from service
conception to deployment was too complex and siowalliow efficient
service modifications or simply service deployment.

Trying to cope with these problems by the end ef88'’s, the American
operator Telcordia developed its “Advanced Inteltig Network” archi-
tecture, basically by introducing a new type ofitgrit its SS7 network,
Service Control Points (SCPs), centralizing sergicé data logic in these
elements of the network and delocating it from g¢tétches as shown in
Figure 2.3 [2.2][2.4].

SSP
SCP SSP

SP SP SP
X T X
Switch / Switch

STP
SSP / SSP
SP SP

X STP X
Switch Switch

Figure 2.3 Centralizing service logic in a new gntsCP.

As a result a new functionality in the exchangbs, $ervice Switching
Function (SSF) controlling when and how signalingffic should be

routed towards an SCP in order to invoke a servies, colocated in the
switches. Telcordia’s successful experience leal $standardization effort
to allow interoperability between operators in @orti® access services
from different PSTN networks and between operatord vendors of



equipment. This effort resulted in the first Inigdint Network (IN) stan-
dards by ITU-T [2.16].

IN can be seen both as the addition of special s\tal¢he switching ar-
chitecture of SS7 and as a software architectueiging special appli-

cations, i.e. telephony services [2.2]. Both apphea converge in an or-
derly manner in the IN Conceptual Model (INCM). TiN Conceptual

Model, represents the IN architecture from foufedént points of view,

providing a representation plane for each of th2rh{].

Figure 2.4 displays these four planes and theioektbetween its ele-
ments as described in the following.

The top plane of the INCM is the Service Plane{Rdescribing the ser-
vices from the point of view of a user: which faatithe service is made
of. These Service Features (SFs) are the basis ahfunctionality and,
like pieces in a blocks-building game, can be presk and combined
differently to provide different services. SFs #re subject of standardi-
zation of IN, rather than services.

The next plane in a top to down description of HREM is the Global

Functional Plane [2.18]. This plane provides a dpBon of services

from an implementator’'s point of view as an aggtiegaof software

components termed Service Independent Building IBlIoSIBs). The

SIBs are the software implementation of one or nawice features of
the previous plane. A special SIB, the Basic CaticEBss (BCP), repre-
sents the call processing as a finite state maghimeeBasic Call State
Model (BCSM). The call processing can be interrdfte execute a ser-
vice program, being the Points of Initiation (P®@ig points in the finite
state machine where the control is passed to thvicedogic. When the
service logic executes the SIBs it is made of, @bns returned to the
BCP at the Points of Return (POR).

The next plane of the INCM is the Distributed Fumcal Plane [2.19],
providing a description of the services from théaek's point of view

as a distribution of functionalities across diff@rentities, functional en-
tities, in the network and the information flows @mg them. The main
functional entities of IN are the following:

= Call Control Function (CCF): provides call procagsand control.

= Service Control Function (SCF): hosts the serviogic and pro-
vides the processing capabilities to execute thHataracting with
other functional entities.



Figure 2.4 Intelligent Network's Conceptual Modelp].

Service Switching Function (SSF): extends the ladithe CCF to
include recognition of service control triggers anddify call proc-
essing in the CCF as a result of service execuidghe SCF. Man-
ages signalling between the CCF and the SCF.

Service Data Function (SDF): provides databasetifumality, host-
ing the service-related data.

Special Resource Function (SRF): provides speetliesources
required for the execution of IN services such Umyipg an-
nouncements, collecting digits, mixing for confares), etc.

10



= Service Management Function (SMF): deals with mansmt
functionalities like installing and modifying sece logic or updat-
ing service related data.

The lowermost plane of the INCM is the Physicalnel§2.20], where
the network operator's view is provided as a seplofsical entities
(PEs) hosting the functional entities of the presigplane: Serving
Switching Points (SSPs) host CCF and SSF functientties, Service
Control Points (SCPs) host SCF functional entiéied frequently inte-
grate also the database systems providing SDFitunadity, Intelligent
Peripherals (IP) implement SRF functional entitesl Service Man-
agement Points (SMP) hosts the SMF functionaliestiThe IN Physi-
cal Plane bases and augments the basic SS7 aratdtemd protocol
stack, i.e. a protocol, Intelligent Network Applicen Protocol (INAP)
defines the information flows between SCFs and S8FSRFs and is
transported over TCAP in the SS7 protocol stack.

As shown in Figure 2.4, a service formed by différservice features
from the point of view of a user, is implementedaasoftware applica-
tion (global service logic) that bases on differeatisable software
components (SIBs). The set of SIBs interact with special software
component representing the state of a telephohéB@P). The differ-

ent pieces of functionality of the application drested by different
functional entities, each of one located in likdi§ferent physical ele-
ments in the network.

2.2.1.IN evolution.

The standardization of Intelligent Network is a dgmc process. As a
result of this process, the IN standard has evosiece the first release,
providing increased capabilities. The differenteedes in the IN stan-
dardization time line provide new service capabsitto the network im-
plementing them and due to it they are termed Qhfyabets.

Capability Set 1 [2.21], published in 1993, is Htarting release. It pro-
vides the baseline IN framework and architecturedizployment of ad-
vanced, single-ended and single point of contilelpteony services, with
scope in fixed telephony networks and single opesatproviding no

support for services over operator boundaries. kibyaSet 2 [2.22],

released in 1997, introduces considerable imprownésmigke foreseeing
inter-SCF and inter-SDF communication, allowingvias control across
different operators networks. Multiparty call magleind service logic
affecting more than a single BCSM are other nevwufea introduced by
CS-2. It also introduces recursivity in the rigitBSnodels of CS-1, al-
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lowing improved service logic and provides guidetirto overcome fea-
ture conflicts between different services. Desflif2 is backward com-
patible with CS-1, the service, global and funatioplanes in CS-2 are
quite more complex and INAP was severely affeced][ Capability Set

3 [2.23], released in 1999, provides a re-speciboafor INAP as a solu-

tion to overcome ambiguities introduced by the rficdiions caused by
CS-2. Capability Set 4 [2.24], released in 2001dates INAP and the
distributed functional plane. CS-4 main new featusee those enabling
integration of IN operations and Internet, by meaha new functional

entity, the Session Manager, providing bridgingatalities between both
networks, SS7/IN and Internet based telephony amesits respective
protocols. Other protocols and architectures ftegration with Internet

telephony systems are introduced also in CS-4PINT and SPIRITS.

These architectures are described in the followhmapter of this thesis.

Due to ambiguities in ITU's CS-1 and CS-2 spectfmas, most equip-
ment manufacturers and vendors implemented their iNAP flavour,
and as a result, interoperability between differamtdors’ IN equipment,
i.e. interoperation of SSPs from vendor A with S@em vendor B, was
not possible by the mid 90’s [2.2]. In order to mame this problem the
European Telecommunication Standard Institute, ESi&cified ETSI's
core INAP [2.25][2.26][2.27][2.28] as a simplifiednambiguous version
of the basic INAP functionalities. ETSI’s core INA® a safe choice for
current manufactures to assure interoperabilityit®fequipment with
other vendors'.

2.3.Mobile Telephony and Advanced
Services.

Deployment of cellular telephony networks had algestarted when the
IN concept and architecture matured as ITU’'s CSDespite CS-2 and
CS-3 introduced features allowing IN services irbiteonetworks, ETSI
tried to adapt IN to the specific characteristi€<sG&EM networks. The
resulting effort was ETSI's Customized Applicatiofte Mobile En-
hanced Logic (CAMEL)[2.6].

CAMEL architecture resembles heavily IN's architeet Main differ-
ences come from a service execution point of vighere CAMEL dif-
ferentiates whether the service has been triggeoedthe GSM network
the subscriber belongs to, the home network, an faodifferent one, the
visited network, while roaming there. CAMEL sendcare always exe-
cuted in the subscriber's home network. CAMEL idtroes, as applica-
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tion protocol for communication between SCFs an@#sS8r SRFs, an
adapted version of the INAP protocol called CAMElpplication Part
protocol (CAP). Special purpose databases, the HomdeVisitor Loca-
tion Registers, keeping user vital information tbe operation of the
GSM network are accessed also by SCF entities died&cated protocol
termed Mobile Applications Part (MAP).

Figure 2.5 gives a simplified view of a CAMEL netkas a basic GSM
network were the mobile switching center (MSC) fimmality has been

enhanced with a SSF entity allowing the triggeghgervices hosted in a
SCF functional entity and communicating with it \@@P. Other func-

tional entities such as SRFs or SDFs have beeneahiar simplicity.

| % é CAP M mﬁ
\ fr— SSF ;
MS

1= Other MSCs,

BTS I
Wy~ X | «—> PSTN /SS7

BSC MSC

Figure 2.5 CAMEL elements as an overlay on a b@aSM network.

2.4.The advent of Internet Telephony.

The provision of real-time voice transport servisger packet networks
and the architectures and signalling mechanismah&e it possible are
not new at all: [2.29] documents the Network Volemtocol, imple-
mented back in December 1973 as part of the Net®edure Communi-
cations project of the US Advance Research Profegtsicy (ARPA). At
that time, Arpanet was formed by 23 hosts at mnjlitand civil research
locations and the term Internet, as a network dépendent subnetworks
was just coined and ready to be presented by @drKahn with the ini-
tial TCP/IP protocol definition five months late2.80]. During the fol-
lowing decade, Internet and its underlying mechasisnatured as the
realm of military and academic research institigiand activities. It was
not until 1989, when Tim Berns Lee at CERN impletadna hypertext
system to provide efficient information to the higihergy physics com-
munity [2.31], that the Internet jumped out thecspksed research envi-
ronments and its use generalised via the World Widd (WWW) and
harmonized utilization of web browser applicatiolmsjust a decade and
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fostered by the adoption of broadband access sgstdma Internet be-
come an environment ubiquitely pervading everymeail our lives.

Internet protocol (IP), provides a technology inelegent / content neu-
tral mechanism of transmitting digitalized informaat, regardless of its
source, destination or media characteristics. Vacpist one more of
these media variants and voice over IP (VolP) is ohthe applications
of this technology.

From an operator’'s point of view the transmissidrdigitalized voice
over IP packets maximizes the efficiency of itsada¢twork. There is no
need to maintain a separate network dedicated dimey with different
technology and its derived maintenance costs. Pleeator can reuse its
data infrastructure to provide the basic voiceisepnat increased capaci-
ties and reduced prices, since the use of audiecsodllow reducing the
needed bandwidth per voice channel and the staisthultiplexing
within the network maximizes its utilization. Foretuser, this is reflected
in a reduction in the overall price for the calthyihopefully, not substan-
tial quality degradation. The increased and inéngglsroadband capabili-
ties of the access networks with the proper Qo8rasse mechanisms
within the core network, allow today minimizing themmon degrading
effects of transmitting real time voice over IP l&de jitter and packet
lost) using specific techniques for transport oflréme data over IP
[2.32][2.33][2.34][2.35][2.36].

But, as in the case of conventional telephony, éRefhony is more than
the basic voice service. IP Telephony has growronbt as a multimedia
communication platform but as a solution for adeth¢VolP) telephony

services far beyond those initially envisioned btelligent Network and

thanks to the synergies that Internet allows. Maltiference calls, with
video communication, buddy lists with presence rimfation, file sharing

and even collaborative working spaces are possidlay with basic ap-
plications in almost every desktop computer. INeldervices incorporat-
ing these different media, and taken advantage eff-ased interfaces
for management and customization, as well as tihegal software plat-

forms allowing them, are the next wave of telephsensvices to come.

While first VoIP initiatives were far from commeadly blossoming, op-
erators felt confident about their traditional mesis models where te-
lephony services were provided via PSTN-IN basdwvarks. The still
limited use of Internet in home environments, thaowband capabilities
offered by the access networks and the race fomibigile cellular sys-
tems deployment and market share made them feétleahabout their
positions, neglecting the impact of VolP.
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The situation today is rather different. Broadbaegloyments in the ac-
cess networks allow real-time delivery of data olferand the public

Internet with voice quality comparable to that lo¢ tPSTN. Internet is a
ubiquitous tool, accessible in most households,usaas use it for any of
their daily activities. Considering Internet as aternative to the tradi-

tional telephone service is not just a quest feerof users but a mere
new use for the common tool Internet has becomeh&umore, when the

costs are comparatively lower (when not inexistémt) quality becomes
comparable and the broadness of services offenesidarably attractive.

While VolIP solutions start being attractive, seldmardles have to be

still overcome to guaranty its future success: ipuaf service assurance,
access to emergency services, call location & ingckapabilities, inter-

operator agreements, protocol and architecturearityaand national as

well as international regulation.

Nevertheless, today the future, though still distbooks quite bright for

Converged Architectures where IP is the solely dgitey technology.

Operators that do not acknowledge it will probatilyappear in the long
term, since the subscribers will demand to adagir tbommunication

experiences to the new environments and possasilsind will migrate
their subscriptions to those environments satigfimeir requests. As a
transitional step towards these converged envirotengnd as a way to
maximize the return of investment of the alreadplolged infrastruc-

tures, operators are starting to offer telephonyises through hybrid

networks, where traditional PSTN/IN and Internetepbony architec-

tures coexist and interwork.

2.5.Summary

This chapter has presented the technical poinepédure for this thesis,
introducing the concept of telephony services am@volution from con-
ventional telephony to Internet telephony. The ofghe thesis, bases on
the terminology and concepts presented herein.
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3. Hybrid
Telephony
Architectures
and Service
Deployment

While the signaling mechanisms in conventional getey are widely
standardized and mature to allow interoperabilitoag different PSTN
networks, both for connection management and seidéployment, this
has not been the case in VoIP environments dubeiméwness of de-
ployment initiatives and the lack of maturity oéthnabling protocols.

In this chapter the evolutionary path in VolP sigmais presented and
details of protocols and architectures enablingiserdeployment in hy-
brid architectures, those combining PSTN/SS7/IN #ndbased infra-
structures, are provided. Initially the two maimgocols for VolP signal-
ling are presented, H.323 and SIP, with their refspe architectures and
their potential for service deployment. After thdifferent initiatives
enabling hybrid telephony architectures are presenthe means of
transport of SS7/IN signalling over IP protocol athé mechanism to
translate traditional telephony addressing into loeged on domain name
and user name. Two seminal architectures, PINTSKRITS, demon-
strating interoperation between PSTN/SS7/IN netwaakd SIP based
networks are presented afterwards, as well asntegriation of a SIP
based infrastructure within the Universal Mobilelé®@mmunication
System (UMTS) network in order to allow deploymehtP-based mul-
timedia services.
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GEMINI, a hybrid architecture for telephony sendcmteroperation is
introduced. A SIP-based application server withi@ GEMINI architec-

ture, its enabling technology and demonstrationises the author de-
signed, developed and deployed on it are finalgsented. The work de-
scribed herein was presented by the author in[B21]

3.1.H.323

ITU's H.323 v.1 [3.3] was released in December 189@& standard for a
real-time video telephony system over non-guarahtgelity of service

local area networks (LANS). Since then, four moeesions of the stan-
dard have been released. H.323 v.5 [3.4] is defeed standard for
packet-based multimedia communication systems.

H.323 defines a set of functional entities:
= Terminalsthat terminate media and signaling for end users.

= Multi-point control units(MCUSs) that enable conferencing among
multiple terminals.

= Gatewayghat allow interoperation with other networks bgans of
conversion between different signaling protocolsl anedia for-
mats.

=  Gatekeepershat provide authentication, authorization andoaot-
ing, address resolution and routing services tdiestin their do-
main.

= Border elementghat provide public access to administrative do-
mains for access authorization or address resalutio

= Serverdedicated to specialized functionality such apkrpentary
servicesfieature servers

A view of the set of protocols which compound th€&28 umbrella is
depicted in Figure 3.1.

For real-time media transport, ITU-T adopted far th.323 specification
the industry accepted protocols standardized byF|EEmely RTP and
RTCP[3.5].

H.225.0[3.6] defines the signaling protocol to set-up and releasall. It
is derived from ISDN’s Q.9313.7]. H.225.0-Registration, Admission
and Status (RAS{lefines the signaling protocol for the communiaatio
between endpoints and gatekeepers. Annex G of HQ22%ines the sig-
naling between border elements in different adrri@iive domains.
H.245[3.8] defines the signaling protocol for endpoifterminals, gate-
ways or MCUSs) to exchange capabilities and comtredlia streams.
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Figure 3.1 H.323 protocol suite.

An example of H.323 basic call set-up mechanisnmmeapin Appendix
1.

H.235[3.9] defines the security mechanisms for authatitia, nonrepu-
diation, confidentiality and data integrity in H38etworks.

All H.323 protocol data units are specified andesbdvith ASN.1 nota-
tion [3.10]. In order to avoid the growth and madition of the ASN.1
definition for the H.323 protocols data units, angec extensible frame-
work was added to H.323v4 [3.11]. A number of neatfires have been
added in H.323v5 [3.4] based on these mechanismds uader the
H.460.x umbrella.

H.323 provides three different mechanisms for seryrovision as de-
tailed in the following section.

3.1.1.H.323 and Services

H.450 series defines a framework for deploymensugplementary ser-
vices in a H.323 architecture. H.450.1 [3.12] degithe generic signaling
mechanisms necessary for the execution of suppkamyeservices with-

out intervention of network entities apart from pathts and feature
servers. A number of service specific recommendatioave been pro-
duced as displayed in Table 3-1.
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Recommendation Service

H.450.1 Generic functions

H.450.2 Call transfer

H.450.3 Call diversion

H.450.4 Call hold

H.450.5 Call park / Call pick up
in

H.450.6 Call waiting

H.450.7 Message waiting indica-
tion

H.450.8 Name identification

H.450.9 Call completion

H.450.10 Call offering

H.450.11 Call intrusion

H.450.12 Common information

Table 3-1 H.450 standard services

Apart from detailing the common, generic functidns supplementary
services, H.450.1 defines the procedure to handfesupported H.450
data units. In such a way, interoperability betweedpoints with differ-
ent feature sets is assured and progressive setgiplyment across
networks allowed. H.450.12 [3.13] further suppdhis aim allowing the
exchange of feature capabilities among endpoinigereric extensibility
framework was added in version 4 of the H.323 djpation providing
also a mechanism for feature negotiation.

H.323 Annex L, Stimulus Feature Control defines signaling mecha-
nisms between a dumb terminal and a centralizeédrieaerver in charge
of controlling the features at the endpoints. Téreninal simply provides
stimuli corresponding to the service to be executed

H.323 Annex K, Application-Layer Feature Controfides an alternative
service plane above H.323'’s control plane so thatice control sessions
over HTTP can be established after the general3ip2@cedures. These
sessions can be used to access service logic thidTUNIL pages.

22



3.2.SIP and Service Provisioning.

Session Initiation Protocol, SIP is an applicatiaper control protocol
specified by the Internet Engineering Task ForEd H) in 1999 [3.14] to
create, modify and terminate sessions with one orenparticipants.
Based on other successful protocols such as HTGRSAIMP, the initial
simplicity of this text based protocol fostered ddoption and deploy-
ment by the Internet community as signalling medrarfor VolP ses-
sions. Updated in 2002 [3.15], SIP provides basit signalling func-
tionality as separate transactions, where a tréinsais defined as a se-
guence of a request and its responses. The déscript the media
streams within the session is not provided by #FPF suggests the Ses-
sion Description Protocol [3.16] for this aim, aasl content of the SIP
message body at the initial messages startingedsas.

SIP entities are basically clients and servers,raviaeclient is an entity
generating a request and a server an entity gémgnasponses. Regis-
trars are functional entities that bind the e-nhia# SIP identifier of a

user client with its IP address at the time of strgtion in the SIP net-
work. Special servers, proxy and redirection sexvprovide a location
service by consulting the current location of usera registrar and pro-
viding the proper routing services of the requésigards the location of
the request target. An example of SIP basic omeratppears in Appen-
dix 2.

SIP responses are grouped in ranges according $entantic content and
in 6 different groups: informational, success, mection, client error,
server error and global failure.

SIP defines six basic request typREGISTERo inform a registrar about
the current location of a uséNVITE to initiate a session and transport
the session descriptioACK to acknowledge the reception of a final re-
sponseCANCELto cancel pending transactio®YEto abandon a ses-
sion andOPTIONSto query a server about its capacities. The stiof
six requests, provides a global scale of interdplinafor common-basic
operations.

Soon this set of requests proved to be non-sufficie perform other
necessary operations such as providing informatlaring a session
without affecting the state of the session, indiigatcaller preferences,
provide asynchronous notification of events orwiim session transfer
or third party call control.

In order to solve these and other shortcomingsamegments to the SIP
core protocol have been defined in the form of nequests, new header
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or header fields into existing ones and/or new epackages. This has
increased the initial complexity of SIP based gysteas a trade-off to
broaden its applicability.

To solve interoperability problems, SIP incorposagienegotiation mecha-
nism (Require/Supported headers) that allow agraeorethe extensions
used in any given SIP session. This mechanism altovidentify the ex-
tensions supported by the participants in a sessidno determine those
that will be used for it. A list of the approvedPS¢xtensions, by Decem-
ber 2004, appears in Appendix 3.

Neither SIP nor any of its accompanying documepésisy services, like
it is the case for H.323 with the H.450.x seriel? Brovides the func-
tionality over which to build services without ctraéning the developer
to a model for the service behaviour.

This apparent anarchy in the service layer is dnie strongest points
for SIP, allowing flexibility for service developeand extensibility of the
protocol behaviour to satisfy functional needspafic services.

3.2.1.H.323 vs SIP

Despite H.323's H.225 signalling is easier to ioparate to PSTN/SS7
signalling, the binary encoding of H.323 messagssomplexity (num-
ber of different protocol-components) and lacklekibility (highly con-
strained standardized framework) affected H.323ptesce once SIP
gained maturity. The simplicity and light-weight 81IP, its text-based
encoding easing debugging (though reducing itsstregssion efficiency),
and its generality, based on the lack of constngiipplicability specifi-
cations, made soon SIP the preferred protocol fmiP\Vand multimedia
conferencing in Internet. These factors, togethdh vits scalability,
flexibility and extensibility have made it also tpeeferred protocol for
the so-called Internet Multimedia Subsystem [3fbr]Universal Mobile
Telecommunication Networks (UMTS) described infiiowing section
[3.18][3.19][3.20][3.21].

3.3.Hybrid Architectures

Hybrid Architectures, those based on interoperabieiiveen PSTN/IN an
IP-based infrastructures, are a necessary stepeimrchitectural evolu-
tion of telephony service provision. They are tla¢ural way for incum-
bent operators to compete with those new playesse/larchitectures are
solely based on packet technology, the so-callddPAbr Converged
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Architectures and a transitional phase allowingrthaeployment of IP-
based telephony services. By reusing a parallddgtdmased network, the
proper interoperation mechanisms with the legacyN#BI infrastruc-
tures and the creation of hybrid services is ptssiMeanwhile, the leg-
acy infrastructure is still in use and revenuesas®ured for the operator.
Different approaches toward hybrid solutions hagerbsubject of study
and standardization.

Within the Internet Engineering Task Force (IET&e to its flexible
and open mechanisms, soon solutions towards irgembpn between
PSTN/IN and IP domains were proposed.

The Signalling Transport (SIGTRAN) working group thie IETF ad-
dresses the transport of packet-based PSTN signaliar IP Networks,
taking into account functional and performance negoents of the
PSTN signaling. SIGTRAN defines the Stream Confiansport Proto-
col (SCTP) [3.22] and adaptation layer specificatiamsthie transport of
PSTN signalling protocols over SCTP: M2UA [3.23f tdTP2, M3UA

[3.24] for MTP3, SUA [3.25] for SCCP. SCTP arisesn the need to
transport a variety of PSTN protocols over IP nekspsolving the prob-
lems that existing IP transport protocols (TCP, Jf#e on doing so:
while UDP provides a non tolerable unreliability fbe transport of in-
formation such as telephony signalling, TCP presesgcurity vulner-
abilities, i.e. SYN flooding attack , and a headioé-blocking (HOL)

problent that might affect the delay and resilliance in tperation of a
signalling network based on it [3.26][3.27].

SIGTRAN proposals allow using IP networks as transmechanism for
the SS7 or IN signalling as displayed in Figure. 3t the figure, a
SS7/IN service switching point (SSP) communicat@sIMAP with an
IP-based service control point (SCP) thanks to S@id the adaptation
layer defined for users of SCCP as defined by SIGNR

Carrying SS7/IN signalling over SIGTRAN can be ubgdan operator to
alleviate signalling traffic from its conventionadetwork (PSTN or

PLMN) by means of diverging signaling traffic towlaran IP-based net-
work in the event of pick demands or failure inmatk segments.

! While devoting a TCP connection per signallingilis impractical, the
HOL problem might affect the performance of a designaling flows,
multiplexed within a TCP connection, in the eveha@roblem affecting
one single flow of those multiplexed. With SCTPe tHOL problem is
reduced to the scope of the individual flows withiSCTP association.
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Figure 3.2 IN signaling over IP and SIGTRAN stack.

Also, signaling over SIGTRAN can be used as a wajoiming inde-

pendent or geographically unconnected PSTN/SS7ankswwithout the
need of investment in dedicated infrastructure waeriP infrastructure
already exists, and can be used, among them.

Another study within the IETF towards hybrid PSTRN/nhteractions is
carried out by the Telephone Number Mapping (ENUWiyking group
of the transport area. ENUM defines [3.28] the nsdaywhich an E.164
number of the PSTN domain [3.29] is expressed fdlyaqualified do-
main name [3.30][3.31] in a specific internet istraicture domain de-
fined for this purpose.

The Session Initiation Proposal Investigation (8igpworking group of
the IETF deals specifically with applications oPSb different problems
related to telephony and multimedia and enhancesvier8IP to fulfil the
different needs. As a result of the work carrietlfoutelephony applica-
tions, different SIP-PSTN interoperation mechanisrage been studied
and mapping between ISUP and SIP specified [3.33]8.34][3.35].

The Services in the PSTN/IN Requesting InterneviSes (SPIRITS)
Working Group of the IETF Transport Area deals vilte mechanisms
by which IP-based services can be triggered fromN?IBl entities, as
well as the protocol mechanisms through which PS8N request ac-
tions to be carried out in the IP network in regmito events (IN Trig-
gers) occurring within the PSTN/INLhe SPIRITS Architecturg3.36]
was born as a response to a previous work in stpptre services initi-
ated in the reverse direction - from the InterogdPETN [3.37]: The Pub-
lic Switched Telephone Network / Internet Inter-Netking (PINT) ser-
vices combined the Internet and PSTN services ah suway that the
Internet is used for non-voice interactions, wtithe media (voice and
fax) are carried over the PSTN. The signalling raxtdon between a
PINT domain and a PSTN domain is shown in FiguBe 3.
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Figure 3.3 PINT architecture and interaction wiginR

SIP is used within PINT to carry requests for thlape service from the
PINT client to the PINT gateway. PINT clients aratvers are just SIP
clients and servers. The PINT Gateway that appeassSIP system as a
SIP server, must communicate to a telephone sy@aSWN/IN) entity,
termed Executive System. The means of communicéitmon the PINT
Gateway to the Executive System in the PSTN/INGs atarified. This
interface is implementation dependent.

On the other hand, SPIRITS aims to support sentftasoriginate in the
PSTN and require the interactions between the P&Td\the Internet. As
shown in Figure 3.4 the SPIRITS client is colocatétth the IN Service
Control Function (SCF) that behaves also as Exezifystem for the
PINT architecture.

PINT SIP PINT
Client Gateway <« O IP-based
Subscriber’s [ entities
Computer SS7/IN-based
SPIRITS | | SIP_[SPIRITS entaes
Server Gateway

SIP¢

.@ SPIRITS

Client
SSF NAP, SCF |«

Figure 3.4 Combined PINT and SPIRITS architecture.

Target services for the SPIRITS architecture assivaielP connectivity
is achieved by the subscriber via a dial-up conoedhrough its tele-
phone line. The SPIRITS services are invoked wharessage from the
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SPIRITS client arrives to the SPIRITS gateway. Afpeocessing the
message, the gateway passes it to the SPIRITS rS&emmunication
between SPIRITS elements is based on subscriptiomatification SIP
mechanisms.

Main service examples are Internet Call Forwardimigere a call to the

telephone terminal is forwarded to another numbtre line is busy dur-

ing connection to Internet, Internet Call Waitingeve a call to the sub-
scriber’s telephone line is set on hold while thbsgriber is connected to
Internet, the subscriber is notified of it and des how to handle it (for-
ward to another phone number, to a VolP connectioite mail or close

the Internet connection to answer it). It is obgidaday, with the exis-

tence of ADSL connections or HFC enabled, thatelsesvices are out-
dated.

Specific work has also been carried to define thepgr interaction
mechanisms between SIP and INAP, allowing the \wigking of net-
works and services based on these protocols, e iprevious architec-
tures: early in the development stages of SIPudysbf implementation
of IN services via SIP was performed in [3.38]. Magisms for interop-
eration between INAP and SIP were firstly analyzed
[3.39][3.40][3.41][3.42], works summarized and exded in [3.43].

The European Telecommunications Standard Institaie carried also
work towards hybrid networks and service architextuwithin their
technical committees for Services and ProtocolAdvanced Networks
(SPAN) and Telecommunication and Internet Protddalmonization
Over Networks (TIPHON). In 2003 SPAN and TIPHON gest to the
technical committee Telecoms and Internet Servared Protocols for
Advanced Networks (TISPAN) [3.44].

The 3° Generation Partnership Project (3GPP) [3.45] hefimed an ar-
chitecture for IP-based service deployment as tReMultimedia Core
Network Subsystem (IMS)” [3.46], a fundamental pafrtniversal Mo-
bile Telephony System (UMTS) network architecturattallows the de-
ployment of multimedia services. This architectigrbased on SIP.

A simplified diagram with the main functional ergg and interfaces of
this IMS service architecture appears in Figure 8&displayed in that
diagram, the central entity is the Call Sessiontbfunction providing
registration to endpoints accessing the systenpemding of SIP signal-
ing to / from the application servers. These hdBtl&ased service logic
or bridge to other service provisioning environnserite. CAMEL or
OSA (introduced in the following chapter). The Ho®wabscriber Server
is a data base accessible from the different semaintaining the unique
user profile for each end user.
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Figure 3.5 Service Architecture in 3GPP’s IMS

The functional elements of the IMS require the mmion of IP-
connectivity through the UMTS core network, via tietwork’s Serving
GPRS support node (SGSM) and Gateway GPRS suppadet (GGSN),
with UTRAN as radio access network towards/fromWhé¢TS terminals.

3.4. GEMINI Project

The European IST project Generic Architecture fastomised IP-based
IN services over hybrid Voice over IP and SS7 (GENlIwas launched
in spring 2002 and it ended successfully in sp2ag4.

Partners contributing to the project were AlcateéL{D), Intracom (EL),
Solinet (D), Telekom Austria (AT), Otenet (EL) afksearch Center
COM (DK).

The main objective of GEMINI was to offer, in anbBsed environment,
existing and next-generation customized and peligedalN services.
Additionally, the proposal focused on the interwogkbetween IP- and
SS7- based architectures in order to deliver vatised and extended IN
services in a hybrid environment to both PSTN antP\tlients.

Achieving this goal required the design of a modaliad scalable archi-
tecture for the provisioning of IN/IP-based sergi@nd the definition of
all the elements of this architecture in terms rdftees, protocols and in-
terfaces. Many of the technologies presented sararinvolved in the
GEMINI architecture as it is explained in the foliog.

GEMINI architecture is based on SIP protocol as digmaling mecha-
nism to access the services provided by the IPdfittee hybrid architec-

29



ture. This does not preclude the existence of H¥3d infrastructure
since the proper interworking mechanisms were ¢htced to allow VolP
end user diversity. Services in the IP side ofaiehitecture are accessed
by VolP terminals as well as from conventional PS&Nninals from the
PSTN/SS7 portion of the architecture. Reciprocdly,services in the
PSTN/SS7 portion of the architecture are accesyedP terminals
from the IP side. The interworking between botlesiis allowed by a
gatewaying system. The GEMINI architecture is digpd in Figure 3.6
and explained in the following.

EE
E-SCP il IP-SCP

LEX H‘E SG
e i L
11 Ll
‘ SSP MG — -
Y PSSP
PSTN/SS7/IN IP Network
Network

Figure 3.6 GEMINI Architecture

The PSTN/SS7 side of the architecture is a conveakiPSTN/IN te-
lephony network as described in Chapter 2 of thésis. A Service Con-
trol Point (SCP) hosting IN’s service logic was anted (E-SCP) to al-
low service customization from the IP domain thioagWeb interface.

The IP side of the architecture was created folgwa functional replica-
tion of the SS7/IN entities. While an entity terni@dbased Service Con-
trol point (IP-SCP) hosts the IP-based serviceclogh entity termed IP-
SSP performs the proper routing of signalling witthie VolP network as
well as triggers the IP-based service executiorohbying signalling mes-
sages towards the IP-SCP. For practical reasondat@erepositories for
the service logic were also integrated in the IFRSThe main signalling
mechanisms within the IP side of GEMINI's architeet are SIP-based.
Deployment of SIP-based IN-like services in reldghony environments
was a challenge at the time GEMINI was devised ixdemonstration
one of the interests of the GEMINI project. TheSEP behaviour corre-
sponds to the one of a SIP-based Applications &eRwgther descrip-
tions of the IP-SCP and the IP-based service lagécprovided in the
following sections of this chapter.
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The IP side of GEMINI's architecture can be companégth the service
architecture provided by the 3GPP’s IP multimediasystem of UMTS.
The SCCF functionality within the 3GPP’s IMS is wiced by the IP-
SSP in GEMINI and the HSS functionality is integactwith that of the
Application server in the IP-SCP.

To allow a broader diversity of users and reusexidting H.323-based
VoIP deployments, the existence of H.323 terminaés allowed by
means of integrating an H.323/SIP conversion emtithin the IP-SSP.
A conference bridge (H.323’s multiconference umigs also integrated
in the IP-SSP entity.

A gatewaying system, termed IN Services Gatewayyiges interwork-
ing between both sides of the GEMINI architectim®tigh the coopera-
tion of three different functional entities:

= Signaling Gateway (SG): provides interworking betwecall con-
trol signaling entities in the PSTN/SS7 network #imel ones in the
IP domain by means of remapping between ISUP ovEP Nnd
ISUP over M3UA.

= Service Control Gateway (SCG): provides interwagkipetween
service switching and control entities in the PSIBI7 network and
the ones in the IP domain by means of remappingdmt SCCP
over MTP and SCCP over M3UA, allowing INAP messagesr
TCAP and SCCP to be used in an IP environment.

= Media Gateway Function: provides the transformatiwthanisms
necessary to adequate the media flows from onetsitiee charac-
teristics of other.

The signalling paths involving these entities appe#&igure 3.7.

E-SCP
| SCG =
L . gB:sCE
INAP ‘ﬁpé’ ¥ S]C{YA p Q)
e Tp <. SV
LEX G PR SG BN 2
] ISUP, | ISUP ISUP —|<H'323'S,
I Il 47"575'77" — SIGTRAN . Sip e
\Q_% SSP MG =7 .
g IP-SSP
PSTN/SS7/IN IP Network
Network

Figure 3.7 Signalling in GEMINI architecture
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As displayed in the figure, the gatewaying systemrfggms a
SS7/SIGTRAN mapping while the protocol conversiorstP happens in
the IP-SSP.

Services implemented in the IP side of the GEMIMh@ecture can be
accessed from conventional telephones in the PSdéN $his access to
the IP-based service logic from the PSTN/SS7 sidth@ architecture

involves the following operations: a telephone teahinitiates a session
setup towards its serving local exchange via Q.93 interexchange
signalling mechanism based on SS7’'s uses ISUPcesa@ serving SSP.
Two alternatives are possible at this point:

= The SSP can route the ISUP request towards thalkigngateway
set, which appears for the SSP in Figure 3.7 andhé signalling
point in the SS7 network. In the gatewaying sed, IBUP message
will be transmitted over SIGTRAN towards the IP-SI$Pthe SG
entity. There, after an ISUP/SIP mapping, a SIRiesyis sent to-
wards the IP-SCP where the service is executed.résgonse to-
wards the initiator follows opposite mechanismsrdtie same path.

= A detection point for the service number has beeregtablished in
the SSP and upon reception of the ISUP messagd/Ai inessage
is triggered from the SSP towards the gatewayinghse is seen by
the SSP as the proper SCP for this service. Ig#tewaying sys-
tem, the SCG would relay the INAP flow over SIGTRAdNvards
the IP-SSP where the INAP/SIP conversion wouldllfinaroduce
the SIP signalling towards the IP-SCP, where thwice logic
would be executed. This option was finally not édsin GEMINI
since no INAP handling capacities were finally deped in the
gatewaying system (SCG) neither in the IP-SSP.

The GEMINI architecture adds an unnecessary lelvebmplexity, since

the protocol conversion could have been performedni earlier single
point, the gatewaying system as shown in FigureiBstead of carrying
the IN/SS7 signalling towards the IP-SSP. The astbgblution was due
to the interest of the involved partners on intwdg a SIGTRAN flow

within the architecture, reusing in such a way jmes developments.

The invocation of IP-based services by IP basediteds is straightfor-

ward, with the role of the IP-SSP as a mere pretyey for SIP based
terminals and as a protocol converter and SIP psexyer in the case of
H.323 terminals.

32



— 4 E-SCP
INAP ‘ﬂpy y \ S, —

LEX S %6
el ISUP, |4 S ,,I,SHRM Sie <H-323'S
e — S =
@, SSP SO
P IP-SSP &/
PSTN/SS7/IN IP Network
Network

Figure 3.8 GEMINI's alternative architecture

3.5.GEMINTI's IP-based Service Logic
Technology

As commented previously, it was one of GEMINI's extijves to demon-
strate SIP-based IN-like service deployment. ByilApp02, when the
GEMINI consortium started the specification procéssthe GEMINI
architecture, a new software technology aimed topst applications
communicating by means of SIP, was publicly relddee review by the
Java Specification Request 116 Group [3.47]. Te@hmology, termed
SIP Servlets, was chosen as the base for implengetite IP-based ser-
vices of the GEMINI architecture, due to its chéegistics and capabili-
ties to provide a system-independent (Java based)for creation of
powerful applications capable of integration withar environments, i.e.
Java-based API's for database access, networkiogAebrief introduc-
tion to the technology is presented in this section

3.5.1.Server-side Java Applications: Servlets

A servlet is a Java class (application) that all@exsending the capabili-
ties of a server to host applications accessedegaest-response models.
Servlets are to servers what applets are to clj8t2%

Java Servlets were born as an alternative to Confaaiaway Interface
(CGI) technology and as a way to overcome the problof platform
dependency and lack of scalability that this tetbgyhad [3.48].

The javax.servlet package [3.49] contains a nurobetasses and inter-
faces that describe and define the relation betwessrviet class and the
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runtime environment provided for an instance ofhsacclass by a con-
forming Servlet Container. The Servlet Containearisapplication moni-
toring a port on a given IP address of the serdarerit runs in. When a
request arrives to the server, at the port beingitmied, the Container
parses the request and puts its information inrdé&drequest object that
is passed to a servlet. In the reverse path, thgornse parameters are
bundled by the Container in a Servlet Responsecbbjéne main role of
the Servlet Container is to perform routing of resfs towards applica-
tions, selecting the Servlets to invoke and iteardo allow this, there is
a set of rules associated to each application padfted in an XML file
called the Deployment Descriptor of the application

In the context of HTTP-based environments, a HTER/IBt [3.50] runs
within a Web server extended with Servlet Contassgabilities. HTTP
servlets are derived from the generic Java seddstribed previously.
All the previous information describing servietspppalso to them. In
this type of servlets, theervicemethod receives standard HTTP requests,
in the form of anHttpServletRequesibjectand dispatches them to the
doXXX methods defined in this class. Figure 3.9 showsnternal proc-
ess in a Web server upon reception of a requesstvlet. The first time
an HTTP servlet is invoked in an HTTP servlet cordg theinit method
of the servlet is invoked, configuring and puttitng servlet in service.
After that, or for successive invocations of thevlet, theservicemethod

is invoked.
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Client I Web Server I Container I Methods
I I
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Figure 3.9 Request-Response to/from an HTTP Servlet
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The destroymethod of the servlet is invoked by the contaimken taken
the servlet out of service. The servletirvicemethod receives the stan-
dard HTTP requests from the container and dispattttem to the differ-
entdoX methods, according to the type of request recejoaty doGet
doPostanddoPutappear in the figure. The API provides methodsain-
dle Trace, Options Head and Delete HTTP requesjs to

3.5.2.SIP Servlets API

The SIP Servlet API grew as the Java SpecificdRequest 116 [3.47]. It
was started in April 2001 with the aim to defindiigh-level extension
API for SIP Servers, enabling SIP applications ¢odieployed and man-
aged based on the servlet model. The final relBaS#] was published in
February 2003.

Just like HTTP Servlets, SIP Servlets extend thee@e Servlet class in
the javax.servlet java packet and so the packageaxjservlet and
javx.servlet.sip must be supported by a SIP Seodatainer. Due to the
differences between SIP and HTTP, in nature anid spplicability, the
SIP Servlet API, apart from the common capabilityesponding to in-
coming requests, offers extended capabilities tdguest initiation, re-
guest and response reception, request proxyingsponse sequencing.
SIP Servlet applications have to register an istemre the events they
should be triggered by. The Service method of #wej.servlet.Servlet
interface delivers these events (incoming requiestsponses) to the ap-
plication. The process of a request or a responséng to a SIP Server
in which a SIP Servlet-based application is runnapgpears in Figure
3.10 and described in the following.

When a SIP message arrives at the Servlet Contaimeentity checks if
the arriving message matches any of the triggeutes for the SIP serv-
lets it hosts. If so, one of the Servlet's methagisnvoked. Theinit
method is invoked the first time a SIP Servletiggered in order to con-
figure it and put it in operation. The servlet'ssttey method is invoked
by the container when un-deploying a servlet. bevice method in-
vokes, through thedoRequestand doResponsemethods, subsequent
methods depending on the characteristics of theirsgrmessage itself.
The result of the operations in the final method e of no (SIP) action
at all, of creation of a new SIP request or creatiba SIP response.
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Figure 3.10 SIP Servlet Message Handling Model

3.5.3.SIP Servilets API Reference Implementation

With the SIP Servlets API release and as a proobo€ept, Dynamicsoft
Inc., a major player in the development of the S#evlets API, released
a SIP Servlets API Reference Implementation (SSAdl)well as a
Technology Compatibility Kit (TCK) based on the rtiened reference
implementation [3.52]. This TCK contains a SIP ®enmntegrating a SIP
Servlet Container that can be used by developehosts their applica-
tions based on the Reference Implementation ofie

This Reference Implementation, and the TCK’s SiRese has neverthe-
less an important shortcoming: it provides supfortTCP only as a
transport protocol for SIP messages. This implies for any service
based on it, a TCP connection has to be openednaimttained by the
entity accessing the server. This may lead to bitiyaproblems when
resources are exhausted in the server hostingcesnbased on the
SSARI or in any proxy server feeding it. The Refieee Implementation
of the API as well as the mentioned Technology Catibgity Kit are
updated periodically. The current (February 200&)skon of the refer-
ence implementation is v1.0.8.
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3.6. GEMINI IP-SCP

The IP-SCP is an application server, which enatidivery of IN-style
services to users in a VolP environment servedifPaSSP via SIP pro-
tocol, according to the architecture depicted guFe 3.11.
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Figure 3.11 GEMINI Architecture

Thanks to the gatewaying and protocol conversionhaeisms detailed
in a previous section, PSTN terminals can access @ the services
hosted by the IP-SCP.

The behaviour of the services is defined by SIR/8ty in the IP-SCP
The primary function of the IP-SCP is to provideagplication execution
environment to the services, integrating for thatppse the SIP Server
and SIP Servlet Container provided by Dynamicsd®&ference Imple-
mentation and Technology Compatibility Kit for S&ervlets. The IP-
SCP allows for easy access and interfacing forrdthdased equipment,
integrating a web server, Apache Tomcat's thatwalleveb-based man-
agement of the IP-SCP as well as service custoimizédr the subscrib-
ers of services. The IP-SCP receives incoming r&quder services. Each
service is a SIP Servlet, or a set of them. Afteirgtial analysis of the
request (validity, target and triggering rules) tReSCP identifies the
proper service application that should serve ie TRRSCP then invokes
the corresponding SIP Servlet-based applicatiossipg all received pa-
rameters to it. The IP-SCP prior, during and atehe of the service exe-
cution, may collect additional information from ethentities. After exe-
cuting the service application, the IP-SCP retuhesresult to the origin
of the service request, via the IP-SSP. A relatidatabase, PostgreSQL,
is used as service data repository. An schematititacture for the IP-
SCP is presented in Figure 3.12.
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Figure 3.12 IP-SCP schematic architecture

3.6.1.GEMINI Services

To test the capabilities of the IP-SCP and the capaf the GEMINI

architecture to host and provide IP-based IN-ligevises, two different
services were designed and implemented by the atdhibe hosted by
the IP-SCP as SIP Servlets: Televoting and Calelpased Call Forward-

ing.

3.6.1.1.Televoting Service

The Televoting service is an IN service that alldlaes realization of tele-
phone-based surveys, where the creator of a poihganies, TV or radio
stations) proposes possible responses to speaifistions. Each response
is assigned a specific number. Callers wantingdte \simply dial the
Televoting number for the chosen option in the .pbhe result of the
survey is determined by the amount of calls tofteposed options. For
polls aimed to gather an accurate public opiniomeguirement is that
each person votes only once. On the other hamdight be desirable for
the company initiating the poll, i.e. premium raer Televoting destina-
tion and commercial purposes, that the number tésvper voter is not
limited.

For GEMINI, a SIP based Televoting service showcbsted in the IP-
SCP. The service configuration interface shouldvalihe initial creation
and set-up for the poll, i.e. valid period for ngtten of votes, number
and content of options, and voter’s behaviour (edld frequency for vote
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repetition). In order to check the status of a,plliser should be able to
access the IP-SCP through a web-page where inflammalbout the poll,
i.e. contents, validity time, poll options, shouid displayed as well as
the results so far for the poll if it is active amok finished yet. This inter-
face should update and display poll results in-tiez.

As displayed in Figure 3.13, a voter, using a ®ifntnaf, sends its vote
towards the poll number. This vote is proxyed by 8IP-Proxy within
the IP-SSP towards the Televoting service implepterm the IP-SCP.
For simplicity, the IP-SSP has been omitted indiawing.

The Televoting Service in the IP-SCP is a Java ikppbn based on SIP-
Servlets. There is a single application runningaibthe existing polls. It

connects to the proper databases to validate ajisteethe vote within

the corresponding poll. The Management Interfaveaatds the service is
web-based, allowing the creation of a poll, theetieh of a poll, the ac-

cess to the existing polls as well as the inforamathbout the current
status of a poll. The users (voters) have web adoesheck the status of
a poll they may be interested in.

Poll Management

Poll Status Check HTTP-based)

(HTTP-based)

Il

RS

i
o
w
@
=

GEMINI
Architecture

Poll Configuration
Televoting

(SIP based)

Voter’s SIP-enabled
terminal

Figure 3.13 Televoting Service

The Televoting service was devised so that theesddfor each of the
poll options follows the following pattern:

Optionld_PollnamePoll @ gemini.com.dtu.dk

2 voters in the PSTN side of the architecture afe &b access the service also.
Details of the mechanisms allowing it are providéthe end of this section.
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As displayed in Figure 3.14, when a voter relagsvite, a SIP INVITE
message is sent from its terminal towards the IP-8ough the IP-SSP.

VOTER IP-SSP IP-SCP

INVITE

100 Trying INVITE

183 Session Progress

183 Session Progress

Service Logic

&
Databases
603 Decline Update
603 Decline (Vote accounted /
(Vote accounted / rejected)
rejected)
ACK
————————————————————————————————— > ACK
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ’

Figure 3.14 Televoting Service SIP Message Flow

The SIP INVITE arrives at the IP-SSP whose inte@i& Proxy recog-
nizes the “poll” pattern within the TO field of tI&P INVITE, based on
previous static configuration of the internal SIRbXy of the IP-SSP.
Thanks to it, no registration of polls or poll apts is needed from IP-
SCP to IP-SSP. When the voting message arrivesetéPtSCP, the SIP
Servlet Container analyses whether it matches &ityeatriggering rules
for the Servlet based applications it hosts. THe Sérvlet container is
configured so that every SIP INVITE message theves and contains
the patternpoll within the TO field will be passed to the SIP Sets-
based Televoting application. The Televoting sen&P Servlet, when
receiving the SIP INVITE message replies with avimional SIP re-
sponse with code 183 “Session Progress” back tovtier terminal
through the IP-SSP so that the terminal knows itlatequest is being
processed. After that, th&elevoting SIP Servlets-based application
parses the URI of the TO field of the incoming IN¥ message to ex-
tract the Poll Name and the Option the vote isdi@d to. Proper mecha-
nisms handle votes to non-existing polls, votesmido-existing options
within a poll or votes out of the allowed time-spanvote for a poll, as
null votes. A definitive SIP response with code 6D&cline” and Rea-
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son Header, explaining the cause of the rejectien {Null vote: the poll
is not alive”, “Null vote: the poll does not exii% sent back to the client
through the IP-SSP.

In case the vote is valid, the application will apeithe proper tables of
the DB structure. Once the vote has been propedistered, a SIP de-
finitive response with code 603 “Decline” and Readdeader (i.e.:
“Your vote was accounted. Thanks for joining GEMKNpoll service”)
is sent back to the voter through the IP-SSP. Qhise603 message is
sent, the application does not care about the clmmpUACK message
back from the client, since TCP is used as a t@hgwotocol and there
should be no problems on the 603-message transmissteption.

The choice of the 603 mechanism, instead of a 80PQK message, in
order to confirm to the user the proper receptibthe vote was done in
order to simplify the service operation as wellttas messages flow: In
case a SIP 200 OK message is used, this would ithplhcreation of a
SIP dialog that should consequently be monitoreticiosed by means of
a SIP BYE message as well as the necessary SIP AQiitgy the whole
phase. The chosen solution, based on a SIP nor@ROdefinitive re-
sponse is optimum from that point of view: The @m0$03 “Decline”
definitive response, allows using it for both réj@e and confirmation of
votes and so it simplifies the whole Televotingvgar operation.

For voters in the PSTN side of the GEMINI architeet an E.164 num-
ber is assigned per poll-option and the exchangefiguired to route the
call signaling towards the signalling gateway (S@)e IP-SSP receives
the Initial Address Message (IAM) ISUP message frihm SG, over
SIGTRAN, and maps it to a SIP INVITE message. Targdt address of
this SIP message is the corresponding to the propgon and poll,
thanks to an internal mapping mechanism from E.déeber to SIP
URI. This makes necessary to update this numbeniiogmation within
the IP-SSP whenever a new poll is created or clogétbn the 603 re-
sponse, from the IP-SCP, ending the service iswedén the IP-SSP, an
ISUP Release (REL) message is generated towardS@ever SIG-
TRAN. From the SG, the REL ISUP message is tramethiback to the
local exchange serving the user.

To test the service, several polls were createll different characteris-
tics (voting repetition not allowed, vote repetitiallowed, vote repetition
allowed without violation of a minimum time intetyand different test
cases were considered (voting to existing poll exigting option, voting
to existing poll and options within the allowed gt period, outside it,
violating the allowed voting frequency and comptyinith it). The quali-
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tative behaviour for the service tests was satisfgacPerformance details
are provided in the following chapter.

After the in-lab, all-IP-based testing, when ingggm of the IP-SCP with
the rest of elements in the architecture was pedd; the same tests
were carried-out using clients located in the PSTd¢ of the GEMINI
architecture with the same results, except thevietlg drawback: when
the signalling relative to the voting call arriviesthe signalling gateway,
there is no information being given to the “votdi&fore the call is
cleared and so, no information about the accepfagjeetion of the vote
is given. This could be solved by means of inteligperipherals within
the PSTN/IN side of the architecture.

The results of the tests and service demonstratene satisfactory. The
integration of IP-based technologies and interfdoeseate, configurate
and follow the poll results by means of web pagesevguite convenient.
This web interface was based on several HTTP Sercleated by the
author. The service logic creation, once the famatiity and mechanisms
of SIP Servlets comprehended, it was easily peddrand debugged.

3.6.1.2.Calendar-based Call Forwarding (CbCF)

Once the basic Televoting Service was satisfactanypleted a more
“sexy” service was designed. Call Forwarding ismapée IN service that
allows forwarding calls to a third destination aetiog to the preferences
of the target of the call and an a priori configima In traditional IN,
call forwarding is categorized as:

= Unconditional, when every call setup request ftarget number is
forwarded to another destination.

= Conditional, when the forwarding occurs, only iéttHestination is
busy or does not answer to the call setup request.

GEMINI's Call Forwarding is a special case of cdiuttial call forward-
ing since the forwarding operation and its target ot determined by
the status of the subscriber’s terminal but bydbefiguration of its MS
Outlook Calendar for the time the call requestvasito the IP-SCP, as
drafted by Figure 3.15, and explained in the foltayv

The subscriber of the service configures it, s@ ¢heequest to initiate a
call is forwarded according to the busy / free infation of its personal
calendar. This information is formatted as a stesh@&alendar file with

extension .vbf by MS Outlook’s.

When a caller, using a SIP terminal, initiates b toavards the service
subscriber, this initial request is proxyed by 8iB-Proxy within the IP-
SSP (not included in the drawing) toward the Cb@ivise implemented
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in the IP-SCP. The CbCF in the IP-SCP is a SIPI8srbased applica-

tion.

77

GEMINI

Calendar data

Architecture

SIP-enabled
terminal

Figure 3.15 Calendar-based Call Forwarding Service

Depending on the status of the subscriber, the CloBkards the call
according to the subscriber’s configuration: ifeftbe call is forwarded to
the Internet phone of the subscriber. If busy,dhlkis forwarded to dif-
ferent terminals or an Email may be sent to theatiber notifying of the
arriving call, according to the subscriber’s coofifion for the service

The set of SIP messages, the CbCF service is lnasegppears in Figure
3.16 for the case of busy state of the subscribématification of the call

via email.
Caller IP-SSP IP-SCP Callee
INVITE
INVITE
100_Trying 183 Session Subscriber’s
183_Session - Progress Status Lookup
Progress &
Service Logic
. 603_Decline E-mail:Caller,
603'_Dechne “Receiver bussy. date , time
Receiver bussy. [nNotified by Email
Notified by Emails y
'
'
'
'
L]

Figure 3.16 CbCF Service Messages Flow
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In this case, the call initiator receives a 603lidecSIP response with
information about the notification of the call tbet callee via e-mail
(SMTP).

For the rest of possible cases (free status, evai@ing on busy status)
the message flow is the standard for SIP proxyperations from the IP-

SCP to the proxying target, as appears in thedigamd a basic SIP setup
message exchange follows (only the messages irnyaivehe session

setup at the Callee interface are displayed inrgi§ul6, in grey)

It is important to note that this service conséitublso an example of a
Virtual Private Network (VPN) service, since theviarding operation is
based on an alias of the final destination of e c

As in the case of the Televoting service, the Ck€ifvice was primarily
tested and debugged in-lab with different softwi&lifé clients. During the
project integration phase the service was agaitedewith “hardware”

SIP phones as well as with conventional phone tal®siin the PSTN
side of the GEMINI architecture. Even an SMS-gateweovided by

Telekom Austria was integrated in the architeckodhat the service e-
mail based warning could be transformed in an SM& mobile phone
terminal.

These experiences demonstrated the capability BfSgrvlets for crea-
tion of powerful SIP-based applications that, inttgd within the GEM-
INI architecture, can be presented as IN serviedg/brid telephony net-
works.

Although the results were satisfactory, consideretion the architecture
and service deployment, led to the sophisticatibthe service deploy-
ment mechanisms as presented in the following ehapt

3.7.Summary

A comparative description of H.323 and SIP basedic architectures
has been presented as well as an historical déearipf initiatives and
mechanisms towards interoperation between netwiotkgrating voice
service as another data service in an IP envirohnaead PSTN/SS7/IN
in the so-called Hybrid Networks.

The GEMINI network, an example of a hybrid architee, has been in-
troduced and some of the possibilities for new isesshave been de-
scribed along with its underlying technology, &P Servlets. SIP Serv-
let-based services designed, developed and tegtidn luthor within the
GEMINI architecture have been described.
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4. Network
Neutral Service
Deployment

This chapter introduces network neutral telephagyise invocation. A
brief overview of historical trends toward this aie presented. After
that, a discussion on current trends in distribwpglications and com-
puting service architectures is provided with thé&dduction of Web
Services and related technologies.

An application of these concepts to service archites in telecommuni-
cation networks is provided and how this was cdraet by the author in

the GEMINI architecture, with and overlay introddder service invoca-

tion based on Web Services mechanisms. This work prasented in

[4.1]. A specific single request / single respops#ocol, designed by the
author, to work as decoupling mechanism betweerspleeific signaling

protocol, SIP or INAP, and the signaling protoaudependent, web ser-
vices-based applications hosting the services srsepted. A redesign
for the GEMINI services was performed based onrtéshanism. A per-

formance analysis (service execution times) ofdififerent service im-

plementations is provided.

4.1.Protocol Independent Service
Architectures

Service architectures and service deployment méstnarhave been pre-
sented in the previous chapter. Those architectmdsthe service logic
they support are strongly influenced by the undeglysignalling proto-
cols. SIP Servlets and services based on this téagiy were presented
in the case of the GEMINI architecture.
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While developing service logic with the underlyipgtocol mechanisms
at hand allows exploiting the most of its capaieiit this has some draw-
backs. Firstly, the service developer has to bexgert in the communi-

cation protocol(s), its features and operationo8ely, the application of

the service is constrained to the network/s supmpthat protocol. This

results in service logic duplication/replicationthre case of service pro-
vision to different networks. [4.2]

In order to address these drawbacks, service aothies have been de-
vised, based on higher level Application Prograngrimerfaces (APIs)
hiding the details of the underlying networks atsprotocols. As a re-
sult, applications (service logic) based on theBdsAan be deployed in
any network supporting them and the applicationettgpers need lower
level of knowledge about the underlying networkhtemlogy details. This
leads to a network convergence in the service Jayet service logic in-
dependency from the evolution or the underlyinggrols and technolo-
gies. Three architectures, with major impact initftistry, are presented
in the following subsections.

4.1.1.TINA

For almost a decade (1993-2000), the Telecommunitainformation
Networking Architecture (TINA) Consortium [4.3] wked in the defini-
tion of architectural principles for telecommunioat infrastructures
based on advanced software technology. Based aisiagss model dif-
ferentiating the roles of service and connectipitgvision, the TINA ar-
chitecture proposes a separation between servielligance, generalized
call control, connectivity and transport technologlaving the transport
technology and the service architecture indepenfilent each other, al-
lowed network neutral service design, implementasind evolution.[4.4]

Based on Common Object Request Broker ArchitedfQ@RBA) [4.16]
as distributed software technology, TINA’'s work waashallenging effort
and a seminal work to synergies between softwadet@lecommunica-
tion architectures.

4.1.2.JAIN

In 1997 a Java based API for programming integregksgphony call con-
trol was released as Java Telephony APl (JTAPB][4Targeting the
programming of private branch exchanges (PBXs), RITAllows the
creation of call control based services for thesetb environment the
PBX is serving to. In order to extend java baséepteony call control to
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public networks, the Java community process stand®98 the specifi-
cation of a set of APIs resulting in the Java Apgiions for Integrated
Networks (JAIN) architecture specification.[4.6]

The JAIN architecture is divided in three layersshewn in Figure 4.1.
The lowest layer is formed by the different JAINofarcol specific APIs

that generalize the access to the different stirkesach protocol, making
the applications, based on those APIs, indepenafeahy specific ven-

dor’s stack. JAIN Call Control (JCC) and Coordinatiand Transactions
(JCAT) APIs provide a common call model for the erying protocols

and a programming interface towards it [4.7][4\8hile JCC allows ap-

plications to initiate and manipulate calls, JCABws applications to be
invoked before and during the cycle of a call [|#9]0]. Java Service
Logic Execution environment specifies a servicdfpten for execution

of event oriented applications and the way cagrade telecommunica-
tion services can be built, managed and executed4i1].

Service Logic Execution Environment

JAIN Call Control
Coordination and Transactions APIs

JAIN Protocol APIs

ISUP | | TCAP | INAP | MAP | SIP | MGCP

O SS7/IN-related Protocol APIs O IP-related Protocol APIs

Figure 4.1 JAIN Architecture.

4.1.3.PARLAY / OSA

In order to foster competence in the service aratipnal regulatory bod-
ies pushed dominant telephony operators to alléng fharty service pro-
viders access to its switches [4.12].

With an open access to the interfaces of the sestcthe network integ-
rity and security would be compromised. To face 8ecurity threat and
limit the disclosure of its network interfaces Bifit Telecommunications
started, with a group of vendors, the Parlay Grigup3] to define a se-
cure, open interface to telephony switches [4.TBE Parlay interface in
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a telephony operator's network appears representagteptually in
Figure 4.2.

SMF

— A/'Q Service from
= third party A
SCF 5
S Service from
SSF -~ & \Q third party B
SS7 / IN

Operator’s Network
Figure 4.2 Parlay API role.

As represented in the picture, the Parlay interfafters third party pro-
viders accessibility to the service switching fimetas well as the service
control and service management.

With a similar aim as Parlay, ETSI and 3GPP stavtedking on the
Open Service Architecture (OSA) [4.14] for UMTS wetks. Both

specifications Parlay and OSA converged from Paréagion 3 and OSA
release 5 [4.12].

4.2.\Webh Services and Service Oriented
Architectures

Web Services emerged to provide an open alternagivarchitectures
based in proprietary binary protocols supportingiate object models
such as CORBA'’s IIOP and as solution to the problémat networking
mechanisms presented to distributed applicationsedaon them
[4.15][4.18]. Powerful middleware software techrgpés, i.e. CORBA
[4.16], with proven capabilities in closed, managegironments, probed
to fail in the open incipient Internet where firdisgprevent the non au-
thorized data flows to / from different networks14]. This made the
configuration of the underlying network infrastruit necessary in order
to deploy/access to applications communicating tkie Internet Inter-
ORB protocol (IIOP), CORBA transactions are based4o18], enabling
the proper security policies in the affected neffoewalls. On the other
hand, most of the public and private network irnfiastures keep the ac-
cess to the HTTP protocol ports open in order lmiathe access to Web
Pages from/to outside the controlled environméFtss fact made HTTP
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an ideal protocol to carry remote procedure c&®RE) requests and re-
sponses, allowing in such a way the communicatetwéen distributed
software components along different networks aref@yme its security
policies.

The issue of how to formalize the messages anthduhanisms for these
procedure calls was solved by using the text-bgdetform-independent
standard for data description Extensible MarkupdLeage (XML) [4.19].
After the initial work of Microsoft and IBM, the Biple Object Access
Protocol (SOAP) [4.20] was released and soon gainddstry accep-
tance as middleware mechanism allowing the exchahgeessages be-
tween software components. SOAP does not speadifyjusie of any un-
derlying protocol as transport mechanism for its xfrmatted text
messages, but only a binding for HTTP was defined.

The software components, being part of distribwteplications or com-
plete applications in themselves, communicating wigb mechanisms
(SOAP over HTTP) as middleware, are termed WebiSss\n the con-
text of this thesis.

These software components would only be reusaliteeif provided the
capability to describe its interface: how to invdkem and what to ex-
pect from that invocation, i.e. the messages theg@st and the parame-
ters or element types that these messages shontdirgoboth for re-
guests and responses. This functionality is prakidg another XML
based specification, Web Services Description LaggWSDL) [4.21].

SOAP and WSDL provide the capabilities to access @ascribe web
services. But a need to discover which Web Serviga® available, its
capabilities and location was still missing as w tkkereuse those software
components to build applications. This functioralg provided by the
Universal Description, Discovery and IntegrationD@@l) specification
[4.22].

3
s
Described by
Servi
ervice e,
&

Figure 4.3 Web Services’ Technologies
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Together SOAP, WSDL and UDDI provide the neces$angtionalities
to create a Web Services Model were each web secan be found and
located, its interface described and its functibyalccessed in order to
create distributed applications as grouping ofvittlial software compo-
nents [4.22].

This set of software components, providing indepemdunctionality,
which can be combined without constraints to prevedtended capabili-
ties or services and thanks to web (HTTP & SOAPghmaisms acting
as middleware, is defined in this thesis as a so#vservice oriented ar-
chitecture. This architecture provides a horizonmdékgration layer of
vertically different technological components aswsh in Figure 4.4.

Figure 4.4 Web Services Technologies as Serviegtator

As an example, Figure 4.4 illustrates the casehithva series of units of

functionality developed following a Web Servicepagach may collabo-

rate together to form applications, defined herdghascoordination be-

tween different units of functionality (Web SersgeThe applications

are represented in the figure by dashed lines. S@&$ as the common
mechanism enabling this interaction and despitemie services may be
hosted in technologically different network platfer, as represented by
the greyed supporting blocks in the figure.

4.2.1.Parlay X

While the Parlay API is based on CORBA as commuiuna middle-
ware, Parlay X API provides a Web Services bastatface to a set of
the Parlay functionalites provided by an operatoesvork [4.24]

With Parlay X not only software components or agdlons can be built
on the telephony operator's network capabilities dpplications them-
selves are open to be accessed from those nettvodiggh the ParlayX
and based on its web services characteristics.
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4.3. GEMINI architecture revisited

Reviewing the GEMINI architecture that was presérite the previous
chapter and displayed again for convenience inrEidubs, it is possible
to point out a problem.

==

E-SCPji & IP-SCP
LEX — SG
= Hi L)
Lo SSP MG E )

& IP-SSP

PSTN/SS7/IN IP Network

Network

Figure 4.5 GEMINI Architecture

Services offered in the IP side of the architecamebased on SIP Serv-
lets and therefore tightly coupled with the undiedynetwork architec-
ture. As shown in Figure 4.6, if a service is rexied by a telephone ter-
minal in the PSTN/SS7 side, it is necessary fitshasport mechanism of
the SS7 signalling protocol over IP in order toctethe IP-SSP. This is
provided through SIGTRAN by the signaling gatewggtem (SG and
SCGQG).

=S sco

LEX —
e ISUP, il 1SUP e §ISUB
il STT] IGTRAN™

NN SSP

9
o) MG IP Network
PSTN/SS7/IN
Network

Figure 4.6 GEMINI's initial service invocation megtism.
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Secondly, a protocol conversion from the initigrgilling protocol in the

requesting network to the SIP protocol, in ordemtmke the service, is
also needed. This conversion is also necessahgindse of service invo-
cation by an H.323 entity in the IP side of theh@ecture.

An interesting option, due to performance reast?sSSP offload, SS7's
timers) would be to invoke services hosted in tReSCP from the
PSTN/SS7 side directly. Invoking them from the $Ssvitches towards
the IP-SCP, in the same way they would access mic&s hosted in
SCP’s in the SS7 architecture, via INAP. Carryihgse INAP flows in
the IP side of the architecture, would be done BM&TRAN, as dis-
played in Figure 4.7.

SCP
¥ - g IP SCP
uuuuuuuu Si’GTﬂN’

NE
LEX — sS" M

T ISUP, e . ,,,,H,@?Q?,,,, _
I HH\\\Q‘Q SSP SG S[p

% IP-SSP

& MG 1P Network
PSTN/SS7/IN
Network

Figure 4.7 GEMINI's alternative service invocatioechanism.

This would require, in the IP-SCP, an INAP/TCAPcktaver SIGTRAN
and a conversion mechanism from INAP to SIP in otd@ccess the SIP
Servlet-based services or a decoupling mechanism fhe signalling
protocol (SIP, INAP) and the service logic, as shaw Figure 4.8. The
later solution was the adopted as described ifoll@ving subsections.

IP-SCP

Decoupling
Mechanism

Decoupling
Invocation SIP Service Invocation-Nt.Protocol
Conundrum Decoupling Solution

Figure 4.8 Service Invocation problem in the IP-S@ proposed solu-
tion.
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4.3.1.A Unifying Service Layer.

The solution adopted to solve the “service invasattonundrum” in the
Gemini architecture is based on a decoupling mashmafrom the net-
work signalling protocol and the service logic ination.

The solution bases on the service oriented ar¢hiteconcepts presented
previously, with web services mechanisms as emglichnology. In
order to achieve protocol independent services; Where built as web
services by the author, with a single requestdlsiresponse protocol as
service invocation method and content of the webicEs SOAP mes-
sages. This service invocation method was termeMISEIN (GIN)
protocol.

As a result, and considering servlets, java apiitina with communica-
tion capabilities through a request/response pobtapplications built
with GIN messages as the contents of SOAP-RPC agelsawere
termed GIN Servlets. Therefore GIN Servlets prowadeopen interface,
described by WSDL, towards the service logic, vidl.Grhis makes the
service logic accessible from any environment, joled the necessary
HTTP connectivity, allowing an application develgpeithout knowl-
edge of the details of the underlying signallingtwark protocols
(SIP/INAP) to program applications / services.

SOAP-based RPC

GIN Request |

Invoker
GIN Response

Service

Figure 4.9 GIN-based service invocation

4.3.1.1.GIN. Defining the message exchange.

In order to define the messages that the applisitimplementing the
services should use in their invocation and respoasrade-off was con-
sidered: while creating a multipurpose set of mgssdor use of any kind
of present and future service / application woukddesirable, this was
not achievable. Reality forced us to limit the seagince scheduling con-
straints needed to be considered for developingtasting within the

GEMINI project activities.

Therefore the set of services upon consideratios limgited to the kind
of services implemented already in the GEMINI aetture: Televoting
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and Calendar Based Call Forwarding services weeady implemented,
and in order to demonstrate the concept they wbeldeveloped as GIN
Servlets.

So a set of messages suitable for both servicesemvites sharing its
characteristics was the target.

In order to find a common denominator for these $®wvices, its service
behaviour was comparatively analysed. As showrigarg 4.10 and de-
scribed in the previous chapter, the SIP-servisethaelevoting service
was based on a 3 basic messages mechanism, lyasicatjuest (SIP’s
INVITE request) a reception confirmation (183 SesdProgress SIP re-
sponse) and a service completion message withethdt rof the service
execution, vote accepted / vote rejected & rea$03 Qecline SIP re-
sponse).

VOTER IP-SSP IP-SCP

INVITE

100 Trying INVITE

183 Session Progress

183 Session Progress Setvice Logic

&
Databases
603 Decline Update
603 Decline (Vote accounted /
(Vote accounted / rejected)
rejected)
,,,,,,,,,,,,,, ACK | ACK
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, »

Figure 4.10 Initial design for the Sip-based Tetewgservice

On the other hand, the Calendar based Call Formgnaiechanism in-
volved a proxying operation from the initial sessgtart-up request to-
wards the proper target, according to the serviger wptions and as
shown in Figure 4.11.

58



Caller IP-SSP IP-SCP Callee

INVITE

100 Trying INVITE

183 Session Progress

183 Session Progress

Service Logic
&
Proxying

INVITE

N ]
N ]
M ]
Figure 4.11 Calendar Based Call Forwarding SIPi@essart-up.

The Televoting service was then modified, by ththany to behave in a
different way. Due to this modification and as shaw Figure 4.12, after

the outcome of the service process (valid vote @tinog or rejection of

invalid), the initial SIP request is proxyed toexsnd SIP Servlet, termed
Aux Servlet in the figure and different in eachecégote accepted / vote
rejected). This auxiliar Sip Servlet transmits he tservice client the
proper final message, terminating the service.

| VOTER I | IP-SSP I | TV Service | | Aux Serviet |

IP-SCP
INVITE
100 Trying INVITE
183 Session Progress
183 Session Progress Service Logic
&
Databases
Update
INVITE
603 Decline | 03 Decline
603 Decline (Vote accounted / (Vote accounted
"~ (Vote accounted / rejected) / rejected)
rejected)
ACK > ACK ACK

Figure 4.12 SIP-Servlet based Televoting Servidh aixiliary SIP
Servlet
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With this modification, the service behaviour asrs&om outside the IP-
SCP remains identical but, the internal servicemaaism was now based
on a proxying mechanism as a way of terminatingstheice: If the vote
was valid and accepted the initial INVITE messaggiloxyed by the
Televoting service to an auxiliary SIP Serviet mspble of replying
positive answers (603 Decline SIP message with \Aateounted re-
sponse) while if the vote is not valid the initlAIVITE is proxyed to a
different auxiliary SIP Servlet which replies witiegative answers (603
Decline SIP message with Vote Rejected and caspemnse).

It is clear by comparing Figure 4.11 and Figure24Hat despite the ser-
vice logic for these services is still differeftetsignalling procedures are
now common, based on a proxying operation aftentaim service logic
process.

Based on these common features, the method to plecthe service
logic from the signalling protocol was designedtbg author, targeting
all those services that could be built over a pruxyoperation as a
mechanism to terminate the service. Termed GEMMI(GIN) mes-

sages, the service invocation mechanism was debigitle the following

considerations:

= GIN based transactions are stateless: all therimdtion necessary
for the service execution should be available upervice invoca-
tion. GIN mechanism does not support services aittiitional re-
guest for information from the service logic. Fr@am IN / INAP
point of view this means that GIN does not suppOudllect Addi-
tional Information” flows and only a single detectipoint per ser-
vice is allowed.

= All destinations are equal: no differentiation beém intelligent pe-
ripherals and an endpoint are made from the pdintew of the
service logic.

The input to the application implementing a GINdxhservice is a GIN
Request. It consists of the “number” of the called the called “num-
ber”.

A GIN Request is defined in WSDL as follows (sinfiplhl):

<conpl exType nanme="d NRequest ">
<sequence>
<el ement nane="cal | ed" type="xsd:string"/>
<el ement name="cal ler"” type="xsd:string"/>
</ sequence>
</ conmpl exType>
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As it appears in the WSDL definition of the GIN vegt, these “num-
bers” are mere character strings. It is assumddhbae strings represent
SIP uniform resource identifiers (URIs), where PSEN64 numbers
have been converted using ENUM. The entity credtiegGIN request is
responsible of performing this conversion and \alidy the SIP URIs.

The service application then responds with a Gldpoase described in
WSDL as follows (simplified):

<conpl exType name="G NResponse" >
<sequence>
<el enent name="n" type="xsd:int" />
<el enent name="response"
type="inpl:ArrayOf _tnsl G NResponseEl ement" />
</ sequence>
</ conpl exType>

This WSDL description simply states that the Gldp@nse is a com-
pound of an integer and an array of “Gin Resporieménts” were each
response element is defined as a set of 4 strgag$) of them represent-
ing different target “numbers” and as shown belsimplified).

<conpl exType nane="G NResponseEl enent " >
<sequence>
<el ement nane="id" type="xsd:string" />
<el ement nane="normal Terni' type="xsd:string" />
<el ement nane="bussy" type="xsd:string" />
<el ement nane="noAnswer" type="xsd:string" />
</ sequence>
</ conpl exType>

Theid element is the first number the reply is targdtedeing the other
a list of alternative destinations, for the folloidifferent possible out-
comes of the call:

e Terminates normally.
» Destination is busy.

+ Destination does not answer.

Therefore, the application returns a “graph” of toedions, which are
called sequentially, depending on the outcome adll This allows sup-
port for two-step services like “conditional catirfivard” or “play an-
nouncement and then forward”, which would not otliee be possible,
as the GIN transactions are stateless. The progessids, when a node
without further links to the graph has been reachiée principle is illus-
trated in Figure 4.13.
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id= uril id= uri2
normal=null normal=null
no answer=uri2 no answer=uri3
busy=uri2 busy=uri4

Figure 4.13 GIN response and destination graph pkam

The figure shows the example of a GIN responseadming 2 response
elements, as indicated in its initial parameterthie event that the target
for the first response element id, uril, is busgoes not answer, the next
node in the graph is the second element in theonsep whose id is uri2.
If the call to this element’s id, uri2, is not ares@d, the next node in the
graph to be tried is uri3, while if uri2 were bugtywould be uri4 the next
node to follow in the graph.

4.3.1.2.GIN-Mapping.

The messaging mechanism to interact with GIN basedice logic has
just been presented. A single GIN request is répléh a single GIN
response, containing a graph of destinations anah dutcome for the
service. It is the responsibility of the requegtohandle the information
within the GIN response.

In the case of the GEMINI architecture, GIN sersiegre developed in
the IP-SCP. These services can be accessed divextyIN by applica-
tions behaving like web service clients. In ordealiow other entities in
the GEMINI architecture to access these services, SIP clients or
PSTN terminals, a mapping from the underlying SIRNAP messages
to GIN request / responses was devised.

In Figure 4.14 the access to a GIN based servicdNAP flows is illus-
trated. As shown there, a mapping application flblAP to GIN deals
with the specific INAP details and is in chargetluf iterative forwarding
process that the GIN response enables.

When a preset detection point in the basic catestaodel (BCSM) is
triggered (i.e. service number), the SSP sendsitialDP INAP message
to the INAP/GIN mapping application. There, theoimhation to con-
struct the GIN request is extracted from the INABssage and the GIN
service is invoked. The GIN service returns a GdBponse that is passed
back to the INAP/GIN mapping application. This gnstarts execution
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of the iteration through the destinations graphtaioed in the GIN re-
sponse.

Caller SSP [[NaP/GIN] | GINService |
SetUp IP-SCP
Proceeding Initial DP GIN Reques Service
IN R »1 Logic &
R1 CalllnfoRequest €SPONSE | Databases
ReqfestReportBCSMEvent; Update
CI;Connect (R1]
SetUp
Alerting
alllnfoReport
EvenfReportBCSM (Bysy)
R2 CallInfoRequest;
ReqgestReportBCSMH}vent;
CI; Connect(R2
SetUp
Alerting,
Alerting
Connec
Connect
Disconnec
R
Disc¢nnect
T CallInfoReport

Figure 4.14 Accessing a GIN-based service via INAP.

As an example, Figure 4.14 shows the case in whieliirst option for a
destination to be contacted at the end of a GINieerexecution is Re-
ceiver 1 (R1). The INAP/GIN mapping application uegts to the SSP to
initiate a connection towards R1 as well as to repocurrences of a
Busy or No Answer event in the BCSM of this calheTexample displays
the case in which the receiver R1 is busy at thenection set-up trial.
The INAP/GIN mapping application in the IP-SCP wbude reported
accordingly by INAP flows and it would iterate tugh the graph of des-
tinations to the next target in the graph of dedioms received in the
GIN response. In the example, Receiver 2 (R2) isasgeted and the
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connection is completed this time. At the end & dall the INAP/GIN
application would receive the notification of cadimpletion.

It has to be noted that the destination endpoimtgHe service termina-
tion are not considered to be Intelligent Periplsefide), implementation
of an IN's Special Resource Function, but as medpeints. This al-
lows the use of the same INAP flows for the sesiiCBargeting a SRF
entity would imply the use of a ConnectResource BNAessage instead
of a simple Connect message. This would make th&PISIN imple-
mentation service dependent, since differentiabbrthe nature of the
endp;ints ending a service (simple endpoint vs 8RRy) would be re-
quired.

In order to validate the GIN mechanism, the mappitag implemented
and tested for the SIP protocol. The applicatiorigoming the SIP/GIN
mapping mechanism is both a SIP-Servlet and a welice client. As a
SIPServlet, the SIP/GIN Mapping entity receivesnfrthe SIPServlet
container those SIP requests targeting GIN seryviaesording to the
rules specified in its deployment descriptor. WiaeSIP request arrives,
the SIP/GIN mapping entity converts the paramdters the initial IN-
VITE into a GIN request and invokes the proper Gifvice through the
SOAP based RPC mechanism with the GIN requestrsmo Upon re-
ception of the response of the invoked SOAP RP@) wiGIN response
as content, the SIP/GIN mapping entity proxiesitiigal SIP INVITE
message iteratively, according to the destinati@ply contained in the
GIN response and the outcome of each of thess.trial

Considering the stateless nature of SIP Servietglementing the
SIP/GIN Mapping entity based on them was somehowiit”. The solu-
tion by the author, though simple, achieved it&:tdhe SIP/GIN map-
ping entity was implemented as a SIP Servlet. Ateince of a HashMap
class was added as attribute of this SIP Servigs &ttribute holds in-
stances of a class term8thterepresented in Figure 4.15.

The attributeindex of the Stateinstance represents which element in the
GIN response was used in the last processing otdhegraph for the
GIN response contained in the other attribute.

® The mapping mechanism towards INAP was only stutheoretically
due to the final GEMINI architecture characteristithere was no testing
possibilities since the INAP capabilities were newgegrated in the IP
side of the GEMINI architecture.
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State

- int index
- GINresponse r

Figure 4.15 State class representation

The key for theStateinstances in the HashMap of the SIP Servlet is the
caller’s identification. So, when a GIN responseeiseived from the GIN
service, a proxying operation is performed anfitateinstance created
with theindexvalue of 1.

If the signalling due to the SIP proxying operatisifiorced to pass by the
mapping SIP Servlet it is possible to usedb&rrorResponsenethod of
the SIP Servlet to monitor for 408 (Request TimgodB0 (Temporarily
Unavailable) and 486 (Busy here). If any of thessgponses is received,
the HashMap is accessed for the State instanceiateb to that call
(caller), assumed that a caller is not involvedutiameously in more than
a call. According to th&INResponse graph within theStateinstance
and theindexattribute, indicating the position within the ghaip is pos-
sible to proceed with the next forwarding operationthe graph as ex-
plained previously and to update thmt8s instance values or purge this
instance from the HashMap attribute in the evergumftessful proxying
operation.

In the case of successful call completion, 8tateinstance is deleted
from the HashMap attribute of the mapping servlet.

4.3.2.GIN Services

The services developed for demonstration on SIR&srwere ported to
GIN Servlets. As explained in previous sectionesthGIN Servlets are
web services with GIN requests and responses adhient of the
SOAP messages inherent to web services.

The Televoting service was simply ported to a walvise were the con-
tents of the service request and responses aredggld:sts and responses.
As displayed in Figure 4.16, when a service invocafvote) arrives at
the IP-SCP, the SIP Servlets-based SIP/GIN Mapapuiication, parses
the URI of the TO field of the incoming INVITE mesgge to determine
the name of the GIN-based service to be calledisndarameters: the
Poll Name and Option the vote is targeted to incme of the Televoting
Service. With those parameters, it constructs thid Request and sends
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it to the GIN Servlets-based Televoting applicatinmning as a “web-
service”.

Once this application receives a request, it peréothe same set of op-
erations as the SIP Servlets-based Televoting agtjah: validation of
vote and votes count update in DB. As result, a ®&sponse is sent
back to the SIP/GIN Mapping application. In thiseahe contents of the
GIN Response are all null, except teslement.

When the GIN Mapping application receives back thsponse, it prox-
ies the initial INVITE message to the location @ned in thed element
of the GIN response. Two different SIP Servlet bdaapplications were
created OkRespose andeErrResponseThey act as “Intelligent Peripher-
als” in the service and upon receiving the SIP IN&¥Imessage proxyed
by the GIN Mapping Servlet, they send back to tbeevthe 603 SIP
message with the proper message (Vote accountede/ not valid and
reason).

SIP /GIN Mapping Televoting Service

A TE)(SIP Servlet) GIN Serlot
5 SIP ‘N‘I 3. GIN Ruquu,;(l ervlet)
§ " VotV
s g . 5. GIN Response
g~ 5. SIP 183

& 6. Proxy
g — IPINVITE)  , pg
7} Vote Confirmation Resp Access &

\—

Ote -

N

-2 Votésﬂf. ? )3) SIB\Servlet) Update— =
Ni tIOn(SIP
603
ErrResp
(SIP Servlet)
IP-SSP IP-SCP

Figure 4.16 GIN-based Televoting Service.

The GIN based Televoting service is a mere WebiGerit can be then
invoked by any web service client, implementingiiteerface (GIN re-
quest / response) and by means of SOAP mechani8rissinterface is
completely described for the service by means ofDWSThe WSDL

description for the GIN-based Televoting servicpuslicly accessible in
the IP-SCP.

In a similar way, the Calendar Based Call Forwagdservice was ported
to a GIN servlet. As displayed in Figure 4.17, whiee IP-SCP receives
the initial INVITE SIP message, the SIP Servletsit@mer recognises a
pattern in the URI of theTo field of the SIP INVITE message
(“CCFgir) and passes the request to 8I€®/GINmapping application.
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After sending the 183 “Session Progress” SIP mesdhg SIP Servlets-
basedSIP/GIN Mappingapplication, parses the URI of the field of the
incoming INVITE message to determine the name efGiN-based ser-
vice to be called and its parameters: the substsilsername for this
service. With this parameter it constructs a GINjlRest, as described,
and sends it to the GIN Servlets-based Calendaed&sill Forwarding
application, running as a “web-service” in the IBFS Once this applica-
tion receives the GIN request, it checks from tReSICP’s DB the sub-
scriber’'s configuration of the service and retrieveer/his MS Outlook
Calendar busy/free status from the location spetifiy the subscriber. If
the subscriber status is free a forwarding opematiothe Internet Phone
of the subscriber must be performed. If it is bubg, call should be for-
warded according to the choice of the subscribénguhe configuration
of the service:

- Forward to an Internet phone (i.e. computer).

- Forward to a Mobile Phone or PDA.

A third option, implying no forwarding at all, batnotification of the call
via e-mail in case of busy state of the subsciiizar been added to intro-
duce an original element that differentiates theise from a classic call
forwarding service. If this is the case, an e-risdent to the subscriber.

SIP /GIN Mapping CalendarCF

TE)(SIP Servlet) (GIN Servlet)
3. GIN Request

=

5. GIN Response

email
7. Calle

~~
e ALARZ] KT B!
<

IP-SCP

2 /' Callee
" (SIP terminal)

Figure 4.17 GIN-based calendar Call Forwardingiserv

When theSIP/GIN Mappingapplication receives back ti&N responsge
it proxies the initial INVITE message to the locaticontained in théd
element of the GIN response. In the case of bumysf this endpoint
and mail subscriber’s choice as well as in the chs®n subscribed tar-
get, two different SIP Servlet-based applicatiorsencreatediErrorRe-
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sponseandMailResponsethat act as “Intelligent Peripherals” in the ser-
vice. Upon receiving the SIP INVITE proxyed by tB#/GIN Mapping
Servlef the MailResponse SIP Servlet creates and sendsnail to the
subscriber with a notification of the incoming calhte, time and caller
id. Both MailResponse and ErrorResponse send lmathetcaller a 603-
Decline SIP message with the proper message emigingession setup
(Mail sent to the busy receiver/ receiver unknown).

4.3.3.1P-SCP testing and trials.

The IP-SCP so built was finally integrated ande@swithin GEMINI's
architecture. In order to evaluate, qualitativeyl ayuantitatively, the IP
based services, different tests were carried agur€ 4.18 displays the
different messages towards, within and from th&C®R during the invo-
cation of a service. It is assumed that the serngiadosed by a SIP 603
response, what is congruent with the Televotingiserin all its cases
and the Calendar-based Call Forwarding service whensubscribers
would like to receive call notification by E-mailhen busy. The upper
part of the figure displays the messages for thedation and execution
of SIP Servlets-based service while the lower deplays those regard-
ing the GIN Servlets-based implementation. Whilthdomplementations
are similar regarding its functionality and thealimutcome for the user,
its response time and so the performance as séysée: user is differ-
ent.
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Figure 4.18 Temporal characterization of the seriigplementations.
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Considering neglectable the transmission delasittegration tests and
setup were carried out in a local setup at Telefoistria premises), the
service time, measured as the time interval betweerarrival of an ini-
tial SIP message at the IP-SCP, invoking the serénd the transmission
of the corresponding SIP response finishing theicer for each of the
cases can be described as:

= AT1
» ATk =ATa +ATS+ATn+ATE+ATE +Ap

AT1 is the service time for the SIP Servlet basedic® measured as the
interval between the arrival of the triggering $INYITE message to the
IP-SCP and the transmission of the associated @Rr@ssage.

ATx is the service time for the GIN Servlet based iservmeasured as
the interval between the arrival of the triggerBi§ INVITE message to
the IP-SCP and the transmission of the closing@I® message. It de-
pends on the SIP/GIN Mapping SIP Servlet executiore (ATa), the
service's GIN Servlet execution timaT), the operation of the SIP/GIN
SIP servlet interpreting the GIN response and perifig the SIP proxy-
ing operation towards the auxiliary SIP ServisT#), the execution of
the auxiliary SIP ServleAT&) and finally the signalling through the IP-
SCP towards the initiatoAT (). The factorATp accounts for delays in-
troduced in the setup of the TCP connections iatdmthe IP-SCP.

These values were measured as displayed in Figli®eahd detailed in
the following. (The factoATp was not registered since it does not pro-
vide direct information related to the service ewEm, though its com-
ponents can be deduced from the figure as thevalteetweemTa and
ATP and the one betweeTr andAT{).
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Figure 4.19 Meassuring the service time components
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= ATa, is measured as the interval between the arrivéhe initial
SIP INVITE message and the start of the TCP coioredupport-
ing the HTTP message that carries the SOAP mesgtty¢he GIN
request. It accounts for the temporal cost of ttoegssing of the ar-
riving SIP message into the SIP Servlet's contajnde matching),
triggering the proper SIP Servlet and its execytioeluded the
creation and initiating the transmission procesthefGIN request.

= ATP is measured as the interval between the transmissi the
HTTP message carrying the SOAP message with ther&dNest,
and the reception of the initial part of the HTE8ponse. This part
is empty (the GIN request is not contained in i)l ghat is why has
not been considered for the calculation of theofeihg factor ATx.
This factor accounts for the reception of the HTMBEssage with
SOAP content with a GIN request, processing itdems and the
GIN based service logic execution with the creatiol transmis-
sion of the GIN response from the HTTP server aDA engine.

= ATris measured as the interval between the arrivileHTTP re-
sponse with the SOAP message containing the Glponse and
the start of the TCP connection that will carry ghexyed SIP IN-
VITE message. This factor accounts for the proogssf the SOAP
message contents back into the SIP/GIN mappingSgtvlet until
the proxying operation finishing the service.

= ATE is measured as the time between the proxying ef3i IN-
VITE message and the reception of the final SIP i@@ponse from
the auxiliary servlet. This interval accounts alepthe processing
time of the SIP message within the servlet containge matching
and Servlet triggering).

= AT is measured as the interval between the arrivéhefinal SIP
603 response from the auxiliary SIP Servlet uhgl transmission of
this response out of the IP-SCP.

The following table describes the times measuredhfese values and for
each of the services tested (no SIP Servlet bab€d Gervice implemen-
tation was finally integrated in the IP-SCP). Adlission of these results
follows.
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SERVICE | SERVICE TIME CONTRIBUTORS

TV_SIP AT1=172,57

ATa | ATB | ATm |ATE | ATC

TV_GIN ATk =412,92 | 9523 | 177,11 58,27|47,38 | 8,47
23%) | (43%) | (14%) | (11%) | (2%)

CbCF_GIN ATk =261,72 94,85 | 100,81 53,26 - -

(proxying) (36%) | (38%) | (20%)
CbCF_GIN ATk = 393,35 96,29 | 162,35| 53,41|50,27 | 6,23
(e-mail) (24%) | (41%) | (13%) | (12%) | (1,5%)

Table 4-1 Measured Service Time and contributorsng.}.

As displayed by these results, the response tinieeoBI1P Serviets based
Televoting service, is faster than the GIN Servigtsed implementation
as expected, due to the higher complexity of theradl/process of map-
ping to/from GIN and the use of the auxiliary Slérdets. As a result,

the SIP Servlet-based implementation is almostithBs faster than the
GIN-based implementation.

In the case of the GIN-based service implementatien“heavier” factor
is the related to the execution of the GIN Ser@éip), and comparable
to the total service time of the SIP Servlet-basaplementation AT1)
for the same service (TV_GIN vs. TV_SIP, in thddab

If we compare the GIN-based Televoting service enmntation

(TV_GIN in the table) with the GIN-based CbCF, e tcase that the op-
tion when a call to a busy subscriber is to prdxy tall to another ad-
dress (CbCF_GIN_proxying, in the table), the faa&t®f, the GIN logic

execution time, is considerably lower in this Isstvice implementation,
43% lower. This highlights the temporal cost of theltiple accesses to
the database in the TV_GIN implementation, in otderalidate the vote

* The aggregation of the contributing times for @i\ based services does not
match the total service time. This is because #iotof AT only considers the
interval between the transmission of the HTTP n@sszontaining the SOAP
messages with the GIN requests/responses as baidypbthe delay induced by
the establishment of the underlying TCP connectidhss was done so thalT 3
represents exclusively the GIN-Servlet executiometi The same applies to the
factor ATE and the contribution of the Auxiliary Sip Servi&he missing inter-
vals form the factoATp, introduced previously.
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and to register it accordingly, compared with thrgle access to the da-
tabase and accessing and parsing the busy-freofilthe CbCF_GIN
service. For this service case, the factbf§ andAT( are meaningless,
since the proxying operation from the mapping tridrgets a receiver
outside the IP-SCP and not an auxiliary SIP seaseih the other cases.
As a result the total service tim€l'k* is measured as the interval be-
tween the arrival of the initial SIP INVITE and tlh@nsmission of the
proxied SIP INVITE out of the IP-SCP (what wouldtbe starting of the
ATE interval).

Comparing the two different options of the GIN-b&h&&bCF service im-
plementation, i.e. proxying the arriving messagari@lternative destina-
tion vs. notification of call via e-mail when reger is busy, the main
difference is in the temporal cost of the main ®enlogic execution
(ATB). The creation and transmission of the e-mail mgsds the only
difference among them.

Regarding the rest of the parameters, it is sicatifre the cost of the
ATa, accounting not only for the SIP/GIN mapping S&pviet execution
contribution (mainly the creation and transmissainthe GIN request)
but also the processing time of the SIP messadanaihe SIP Serviet
container.

Also the difference between the values T andATE highlights the
cost of processing the GIN response and proxyig&gPamessageA{Tn)
versus processing the SIP message in the SIP Sewmtgainer and
proxying it ATE).

Introducing time measurement in the service collleyad estimating the
contributtion of the Sip Servlet containers to thecution times. The
execution time of the TV_SIP implementation, as sneed from the SIP
Servlet implementing the service logic was of 34 Trige execution time
of the SIP/GIN mapping SIP servlet, from arrival QP INVITE until
final proxying of the INVITE (termination of the Gtbased service) was
of 192 ms. That is, the effect of the IP-SCP eleésenpporting the ser-
vice (network interface, OS, SIP Servlet contaipsrcessing) means
80% of the service time. This difference increarsdbe case of the GIN-
based service logic execution time, since the @m%ng of the HTTP
server and the SOAP engine allowing the hostingweb services
(Apache Axis), has to be considered besides thebtiee SIP server and
SIP Servlet container.

The previous detailed measures were taken withllaintansity of 12
calls per hour. This intensity was increased pregjvely and no signifi-
cant differences in the total service time werdsteged until arriving to
an intensity of 60 calls/hour. When the call intgnéncreased above
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those limits, unstable behaviour of the servicauoer. The problem was
detected in the final proxying operation in the /&Il mapping servlet:

Due to loop detection problems within the SIP Safrgbntainer, the aux-
iliary SIP Servlets were hosted in a separate 8I& container within

the IP-SCP. The instability was detected in the TGRhections between
both containers when performing the proxying openatDespite this

significative low, maximum accepted load, belowrieargrade-service

parameters and since the GEMINI demonstration hgdaditative and

not quantitative aim, the issue was not furtheestigated.

The results of the GEMINI integration setup for firel demonstration
proved that the GIN solution, as a decoupling meisgma between proto-
col-dependent and service dependent issues wdil ara.

The design of the GIN messages, targeting a spesgfi of services, lim-
its its applicability as a general service logicess mechanism. Never-
theless, similar procedures and messages can lygmegper set of ser-
vices, according to its common characteristics geeralizing the GIN
procedure. The recently standardized mechanismBadhy X [4.24],
based also in Web Services, provide the way tgs#ils in a Parlay and
Parlay X enabled network and to act according ¢oatlitcome of the call
setup request, allowing the creation of serviceslai to those targeted
by GIN. Nevertheless, the use of two different ARParlay X Call and
Parlay X Third Party Call) is required with its féifent invocation proce-
dures. A very similar approach to the decouplingma@ism devised for
the GEMINI architecture, but using a Parlay X welvices interface
from SIP Servlets towards web services based selogic, is presented
as part of the Open IMS Playground of the Fraurdnofihstitute
[4.25][4.26] .

4.4. Summary

A brief overview of software approaches towardedemmunication ser-
vice architectures has been provided in this chaptee middleware ca-
pabilities of web services technologies, i.e. SOMESDL and UDDI
provide a framework to create service oriented itectures, where ap-
plications or services are accessed and coopexagsllon them.

The case of the GEMINI experience, where the autbed Web Services
to decouple service logic from protocol specifiemiions and so from
network specificities has been presented. GIN,reeige purpose mecha-
nism for a constrained set of services has beeelalged in order to in-
terface with the service logic and as a generalhan@ism for network
independent service access for the considered setvices.
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5. Data Centric
Architectures
and Models

This chapter provides a different point of viewstervice architectures.
While the previous chapters have discussed difterethanisms for ser-
vice invocation, this one deals with data, ser@nd user profiles, in cur-
rent and future architectures. A brief introductitm the data storage
mechanism and its evolution in IT environmentssedias a base for pre-
senting data storage-based problems in currentai@aunication net-
works. The IST project FlexiNET is presented alenth its architectural
proposal. A generic data model, created by theosutb support user and
service data centralization based on the FlexiNEEhitecture is intro-
duced as well as an specialization of the modekiiog some of the
needs of UMTS networks. This work was presentd8.ifi.

5.1.Data storage in IT environments

As described in [5.1], the evolution of data hamgliand storage in IT
environments has suffered a dramatic shift. Enisgpnetworks built
over a client-server model, grew as interconnestiohlocal area net-
works where desktop computers with relatively lowgessing and stor-
age capacities acted as clients of applicationesemvith the proper proc-
essing capabilities and local storage. When ressuaitiowed it, different
applications were located in different servers,headth its own local
storage, creating in such a way functionality doreand data domains
within them as shown in Figure 5.1.
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App. Clients

v T L
[

App. Server_1 App. Server_2

Figure 5.1 Application servers with attached sterag

Within each of these application servers, the da&tored as shown in
Figure 5.2. In the storage media, data is madagpens as physical sig-
nals, magnetic or optical, which are presentedheydisks, hosting the
storage media, as numbered blocks of data. Thagetaapacity of a disk
is fixed. Disks can be logically combined in volusmar virtual disks. In

order to use volume capacities, file systems pewdother level of ab-
straction allowing the arrangement of the blocksraered sequences of
variable size, presented in a hierarchical strecafrnamed objects: the

files.

App. Server

Application ‘ 4 App. data

DBMS Records File
System

‘ File System ‘ Files

Aggregated Volume

‘ Volumes ‘ Blocks Manager
Disk Blocks

L

[StorageMediar] v signals 000 ram

Figure 5.2 Storage in a server [5.1].

Database management systems provide the way odhgstapplication
data in an application-independent way. In the cdigelational database
systems, application data is kept as records witides in the database.
As shown in Figure 5.2 different disks can be corabiin redundant ar-
rays of independent disks (RAIDs) and its capatinaged by a volume
manager.

The need to share data between different applitatimd servers led to
the generalization in the use of data bases andtémelardization of the
mechanisms to request and serve data, i.e. StedclQuery Language
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(SQL) for relational databases. This fostered #ygagmtion between ap-
plication servers and the data they hosted, andntheduction of dedi-

cated database servers with attached storage iiTth#rastructure as
shown in Figure 5.3.

Database Server

App. Clients
o D{j LAN
DAPP- Server [IApp. Server

Figure 5.3 Centralising storage in database servers

Concentrating data in single points along the saateork allows elimi-
nating the need for data replication between difiedata storages in dif-
ferent application servers. It also allows elimingtthe need for commu-
nication between application servers to access theal data and syn-
chronising its contents since all the data is newilable to all applica-
tion servers and data redundancy is no longer sagedNevertheless this
concentration of data in dedicated servers withan dame infrastructure
still maintains inefficiency problems when bandwidesources are ex-
hausted by intensive storage operations affectppdiGations intercom-
munication. To overcome these inefficiencies, atependent storage-
dedicated network (SN) was incorporated, so th@miage operations do
not affect the overall network efficiency as shawirigure 5.4.

ﬁg Iﬂ__|__r|App. Clients
LAN
SN |:::| App. Server |:::| App. Server
\

== =7 _Storage
L _ _ _ _! Elements

Figure 5.4 Dedicated network for storage operations

Two different strategies may be found in currerldgments of storage
networks. In the first one, termed Network Attacl&drage (NAS), the
application servers behave as file system cliehthe file systems of
storage serves. They access these storage sdprared NAS devices,
through file access protocols such as NFS [5.8316iS [5.3] via conven-
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tional access infrastructures, i.e. Ethernet. Tomge capacity is local to
the NAS devices as shown in Figure 5.5.

|_|T_TT:IE| Iﬂ__|__r|App. Clients
LAN
\ e

App. Servers

SN T \
I I
_ NAS Devices :
File File
System -B B B l SyStem
Volume Volume

Figure 5.5 Network Attached Storage [5.1]

The second strategy termed Storage Area NetworlNJSK based on a
dedicated network infrastructure for storage wthieeedata is managed in
terms of volumes and accessed via a block datssquetocol such as
SCSI [5.4] thanks to a high capacity and high &fficy network infra-

structure such as Fiber Channel [5.5][5.6]. As ghawfFigure 5.6, in this
case the storage capacity of the overall systembeaimcreased by in-
creasing the storage capacity of the SAN and nesitnvents in local con-
figurations are needed.

ﬁg %App. Clients
LAN
\

\
File File
System | |App. Servers | | System

Volume Volume
Manager Manager

| SAN ‘
- -
588 888
Figure 5.6 Storage Area network [5.1]

The use of storage resources, can be dynamicédisedlaccording to the
punctual needs of certain applications, providingater flexibility. Data
intensive transfers from application servers tcadapositories do not
affect the efficiency of the non storage relate@rafions. On the con-
trary, this efficiency is improved since more tractions can be sup-
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ported by the released resources. Special datasinte transfers, i.e.
buck-ups or mirroring-related operations are impobwand made inde-
pendently of the state of the network. The SAN bez® a global reposi-
tory of data, accessible to all the servers comuetd it avoiding data
replication needs and the related data synchrooizf.1][5.6].

Making an analogy between telecommunication nete/atkd early en-
terprise networks and application servers it issfiys to describe the
same problems, regarding data storage [5.7]. Ealdtammunication
network type has its own representation of opemnaticdlata and some of
these data are replicated in multiple nodes withsingle network. As a
result synchronization between these pieces ofidatacessary to ensure
consistency and signalling traffic within the netlwanust be devoted to
perform the data updates. Also information abo@rsisnd services is
network proprietary and can not be reused from oo network mak-
ing the provision of crosservices between differegtivorks cumbersome
when not impossible. Homogenization of this peesistinformation of
telecommunication networks would allow its reusarfrnetwork to net-
work and interoperability based on it. Centraliaatof this information
in an overlay infrastructure to the existing oneuldoeliminate the need
for replication of data and the use of the sigmplimfrastructure for the
related flows. Service logic centralization neelésl to the Intelligent
Network model for service provision in telephonyvmarks. An overlay
infrastructure centralizing operation, user andiserdata, would provide
the framework for future service provision and imterking between
technologically different networks. This idea isve®ped in the follow-
ing section.

5.2.Converging Networks in the data
plane

5.2.1.FIexiNET Project

The IST project FIexiNET, started in Spring 2004hathe Research Cen-
ter COM (DK) as a partner of a consortium formedAtyatel SEL (D),
IBM (CH), Hitachi (FR), Vodafone (D), University oPatras (EL),
Teletel (D) and T-plus (D). The aim of the projécto provide a com-
plementary network architecture allowing serviceess decentralization
and independence in the use and storage of useicesand control data
from the transport network.
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To achieve this purpose, network operation inforommust be moved
from the nodes where it is used to a common datesiry in order to
achieve consistency and improve network efficiebgyreducing the as-
sociated signalling within the network. This imglithe definition of a
generic and unique data interface to this datasiepg, so that any net-
work can use it as storage and broker of operati@hservice data, turn-
ing it into a universal data centric, interoperi@pienabler. While this
interface will solve accessibility issues to thpasitory, true interopera-
bility will not be attainable without a common settia framework for
the data contents of the repository, so that comopanations and proce-
dures can be applied to the by-nature heterogendatasfrom different
networks. To achieve this semantic interoperabaitgeneric model for
the network information to be accessed throughpiteious interface
and stored in the data repository is proposed,alsas the extension of
the model to cover the specific needs of differetivorks. The result of
these processes is a universal network, aggregationultiple heteroge-
neous networks, operating user and service infoomatdependently of
the network it belongs to or is requested from][5.8

5.2.2.FlexINET Architecture

Figure 5.7 displays the initial architectural pregbin FlexiNET. As
shown, this architecture is based on a single igtasitory, accessed by
a generic interface.

Nt A Nt B
FAN FAN b Generic
Applicati
Genetric Data\\ \N’p ications
== nterface

Interface \ j

Data DGWN FLAS

Figure 5.7 FIexiNET initial architecture proposal

A central entity, the FIexiNET Data Gateway Nod&{lUN), behaves as
data provider for the rest of elements in the aechire retrieving data
from the repository and storing data in it. Othleneents in the architec-
ture access the DGWN by means of a web servicesdhiaterface, the
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so-called Generic Data Interface (GDI). Basingittierface in Web Ser-
vices responds to the need for an open interfaaidafle to any network
attaching to the architecture. The DGWN may betktaia UDDI and
the interface described in terms of WSDL.

Different networks attach to this architecture d&dicated nodes, Flexi-
NET Access Nodes, FANs, which provide the signgllimapping be-
tween their respective networks and the GDI. DéfgrFANs will exist
in the architecture. In Figure 5.7, web serviceselainterfaces are de-
scribed in terms of communication busses to reptabe difference be-
tween interfaces.

A second web services-based interface exists imutigtecture. Termed
Generic Applications Interface, it allows accessingctionality located
in specialized elements, FIexiNET Application Sesv€-LASS), from
the different Access Nodes (FANs). These FLASs hpstialised func-
tionalities, such as authorization, since the DGWfhvides no complex
service logic but just mere atomic operations dber storage system:
storing data or retrieving data. The data repogitetbased on a storage
area network (SAN) providing storage support tataldase. The chosen
database management system for the architecturasisd on an object
oriented database according to the Object Data amant Group stan-
dards (ODMG) [5.9]. This will make the handlingddta in the DGWN,
in terms of objects, independent of its persistesteyus and without the
need for mappings between the objects, its atethand its tabular per-
sistent representation in the case of a relatidatbase had been chosen.
The Java for Data Objects (JDO) API [5.10], an etioh of the initial
Java binding by the ODMG, hiding the details of tigect description
data language (ODL) and object query language (Odgfined by the
ODMG and used to define elements and access theshjéct oriented
databases, will be used to access the database¢leo®™GWN. This ul-
timately makes the design and implementation ofDEBVN independ-
ent of the chosen database, constrained only bghbeen JDO imple-
mentation.

5.2.3.A Generic Data Model

Without a generalised and homogeneous treatmedataf, independent
of the nature or network origin, the FlexiNET prepbwould provide a
useless architectural framework for network interagion based on the
data plane. To avoid that, a generic model for dathoperations affect-
ing those data should be established.
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This section presents an initial generic networa aaodel, targeting ba-
sic and common network operations in telecommuigioatetworks. Its
generality, being its main strength can be clairbsh as a drawback
since applicability to specific network types reagsiits extension by spe-
cializing to the data needs of that kind of netwdxlspecialization of this
generic model, in the case of UMTS networks andadd subset of op-
erations, is provided in the next section as amgia.

In order to create the data model, Unified Modglliranguage (UML)

[5.11] was chosen, facilitating the developmentcpes when using an
automatic code generation tool from the model. @thesen tool was the
free version of the Omondo EclipseUML [5.12] plugfor the Eclipse

IDE [5.13].

The description of the model herein provided folloavprogressive proc-
ess, describing not only the model elements, itspuments and relations
but the reasons for them and as they appear icotinglete model.

The reader is referred to the UML basic diagram&ppendix 4 and the
basic UML notation definitions provided there, irder to follow the tex-
tual description of the model.

The objectives to be fulfilled by this generic mbdee the following:

= To provide a comprehensive mechanism to describerdlations
between users and telecommunication networks, atateting by
network the set of physical elements they are fdrimg the com-
munication services they provide and the mechanismdved in
doing so.

= To enable the definition of a set of generic operat within the
network, based on the previous description andnddfirelations.
This set will initially comprehend the following emations: user
subscription to network and / or network serviaegjistration of
user in the network, access to basic servicesplsther networks
and billing for the use of the network / services.

User information and the related operations areadribe drivers for the
model as explained previously. As displayed in Féga4.1 (Appendix
4), a user is defined as an entity characterisedsbyser identification
and its personal information. The user identifimatis a key parameter
being unique. Since different networks may attactiné FIexiNET archi-
tecture, this parameter will be a compound of thigvork identifier of the
network, the user is subscribed to and its unicpeg identification within
that network. The personal information elementrigaite) of the user
entity (class) has been defined as an Object fiis. will enable to de-
fine a new Personal Information class with elemenish as name, ad-
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dress, bank account information, personal agendae@mainders. Since
this is not fundamental information for the opeyasi the model is target-
ing, this class has not been included in the maatal, this can be modi-
fied if necessary to include such information mistautandis. A user
keeps simultaneous references to two different Nektwbjects, the one
he is subscribed to, his “home network” and the lomés using in a par-
ticular moment, “the current network”. When the ngeusing the net-
work he belongs to, his “home network”, the twaihtites refer to the
same Network object. As described in the UML diagra user may
have multiple different subscriptions to servicasdifferent networks.
These service subscription objects, instances &erviceSubscription
class are grouped within an User object in @ Mae attribute termed
“subscribedServices” where they are accessiblegusia pair networkld
and sserviceld of the service as a key. Thesecgesubscription entities,
instances of the ServiceSubscription class, hawe damponents. The
first one is a reference to the Service the supsorn refers to, and the
second one is the service configuration of thig @sethat service. This
Configuration entity is service dependent and ah $was not been de-
fined. The ServiceSubscription class keeps a neferéo the user, so that
all users subscribed to a certain service can deheal from the respec-
tive subscriptions. The User instances have aibaiitrtermed billinginfo
where the user activity is logged. This informatt@m be used to bill the
User accordingly by means of a Bill method in theetJclass that calcu-
lates the accumulated expense of the user andigtanice sends the bill
to the users e-mail address. A user, regardleits sfibscription to a cer-
tain network can use different networks as wellerfEhmay be techno-
logical information needs specific to those netwgoakd with persistency
requirements. In order to cope with these needstabute termed ntDe-
pendentData will hold the different subsets of infation as a HashMap,
allowing keeping information of the user in diffatenetworks. In the
same way, the user can have different terminatd) @dth different con-
figuration needs. To cope with that, the attribteéeminalConfigs has
been added as a map of TerminalConfig element$, eaone keeping
configuration details of a different terminal thithe User may use and
with the brand and model pair as key in the majgabpDespite the fact
that the user can have multiple terminals, only care be used at a time
and associated as such to a User in the FlexiNEdemds it appears in
the model, every user has associated none or stenae of a Terminal
class at a certain time, regardless of the numbeordigurations for dif-
ferent terminals it might have.

Navigating in the model from the User instances ffossible to arrive to
the network the user is subscribed to and the sngsing at a certain
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time. The instances of the Network class are ifledtby a unique identi-
fier. Also differentiating attributes of a Netwoiristance are its name and
its type, i.e.: UMTS or WLAN. The set of subscriband users are sepa-
rated in two attributes, of Map type. While the nidés used as key pa-
rameter in the subscribers map, in the users meapdbtess key is the pair
formed by the user identification and the netwaté&nitifier of the net-
work the user is subscribed to. Another attribuftéhe Network class is
the useAgreements map, detailing those networks&kabscribers can
use the services provided by the Network instanceaa which rates. The
key to access the map is the network identifiethefnetwork the agree-
ment refers to. The set of services offered bytevork are referenced by
the map attribute offeredServices in the Netwodsslinstances. A ser-
vice is identified by its unique identifier. Othattributes provide a de-
scription of the service. The attribute called suiptions is a map type
element with references to all the subscriptiorated to the service,
making the subscribers of the service accessiloe fthem. The sub-
scriberld is the key to access the subscriptions ataibute. Another pair
of map attributes, serverCodeVersions and termo@d@ersions con-
tains references to the different software versinthe service both for
the servers hosting them as well as for the cliaotesing them from the
users terminals. The pair formed by the softwaetf@m name and the
version of the code is the key for accesing theviSeBerverCode in-
stances in the serverCodeVersions map while thef@aned by the ter-
minal type and the code version of the servickaskey for accessing the
terminalCodeVersions map of ServiceTerminalCodeaimes. Different
attributes form the service code instances bottséovers and for termi-
nals, being one of them a reference to a serviofigtoation, the def-
faultConfig attribute. The association between $eevice class and the
Service Code classes, for server and terminafgvgable in both direc-
tions. Finally, another attribute of the Servicasd is the billingInfo, in-
stance of the servBillingInfo class, where inforimatabout the rate pol-
icy for the service is provided.

Going back to the Network class contents, anottiebate of the class is
the ntElements attribute. This attribute is a MaNtiElement instances,
where the element’s identifier is used as a key WkElement class is
characterised by its identifier and another Sttiyjge attribute detailing
the type of element in the network. Another att#uinstance of a
HashMap class and termed connections, allows ohgaiformation of

the different connections the network element v®lived in by referenc-
ing instances of the Connection class, using timaection identifier as a
key in the map.
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Connection objects are characterised by its coimredentifier and the
network where the connection is occurring, refeegnby the attribute
network, instance of the Network class. The endpoinvolved in the
connection are referenced in an attribute, an mestaof the HashMap
class, where the identifier of the network elemacting as connection
endpoint is used as a key. An attribute termed gu8p, an instance of
the QoSparams class allows specifying the requirgality of service
characteristics of the connection. Finally an latiré termed billinginfo,
instance of the class connBillinginfo, allows keeptrack of the connec-
tion duration and billing parameters accordingsajuality of service and
endpoints. This information will be used to updtte billinginfo attrib-
ute of the corresponding User instances involvetthénconnection when
this is finished.

For this initial generic model of a network attaghe FlexiNET architec-
ture two basic network elements have been defisespacialization of
the NtElement class, terminals and access nodes.FAccessNode class
tries to model the FlexiNET access nodes, conngaimetwork to the
FlexiNET architecture. Since an access node eg@tdetwork instance,
a dedicated attribute in the Network class, fAchesie, has been added.
The access nodes will require persistency for gatameters dependent
of the network the access node belongs to (UMT3.AM) to be deter-
mined in the respective specialization elementsAIRUFWAN respec-
tively).

Network terminals are also defined as specialimatib the NtElement

class. They inherit the identifier, type, networiddaconnections attribute
of that class and present a user attribute refgtonthe terminal user as
well as a the characterization of the terminakmms of manufacturer and
model with a couple of devoted attributes. An httté termed software,
allows referring to the software version the temhis based on.

Multiple methods in each of the presented clasles access and ma-
nipulation of the respective values in their atités.

5.2.4.UMTS specialization from the generic model

The generic model provides a general base to représe intended basic
operational procedures and relations within telanomication networks,
having user and service information as main conddetwork specific
needs make necessary the extension of the genedelnm order to cope
with the related network dependent parameters.

Figure 5.8 shows a decomposition of UMTS user [@adfiformation re-
garding its functionality. The amount of parameterslved in a single
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UMTS user profile is overwhelming and, though atimate aim, it is not
necessary to keep all them for demonstrating tlséclraodel’s purpose
within FIexiNET, as enabler of persistency and camntreatment for
data of technological networks.

As shown in Figure A4.2 (Appendix 4), classes i gleneric model have
been extended to cope with the operational needsMfS networks.
The UMTS_NtDepData represents data needs of aingetUMTS net-
work for basic operation: the ptmsi attribute ke#pes packet-temporary
mobile subscriber identity of the user as assigmgdhe corresponding
UMTS network. The rai attribute keeps the routingeaidentifier for the
user. A Boolean attribute lets track the attachmstatus of the user to the
UMTS network and with two Date instance attribiaews to determine
the time of ocurrency. Another attribute, a Strangay of 3 elements,
allows keeping the authentication vector valuedfieruser until they are
refreshed.

— 1
Subscription, I, Subscriber Trace
Numeberin 1
1
i roup and
1 Broadcast calls
1
Authentication
| crrsnam
1
cawL
1
1

Supplementary
Services
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Figure 5.8 UMTS Subscriber related data
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The UMTS_Subscriber Class is just an instance eliber class with an
special constructor that assigns the internatiomalbile subscriber iden-
tity (IMSI) identifier in UMTS networks to a userpan its creation as
UMTS_Subscriber and populates its ntDependentDttiute with a
UMTS_NtDepData instance associated to the netwiektifier of the
network creating the subscription. This is donesiith a way to cope



with the requirements of FIexiNET in which a ussubscriber of a spe-
cific network type, can use other technologicaliffedent networks,
without requiring a modification or replication itd user data apart from
that exclusively related to the operation in eaetwork.

The class UMTS_Network extends the generic Netwadass with an

HashMap instance attribute relating the differemiree local reference
(SLR) and destination local reference (DLR) of &C® connection with
the packet temporary mobile subscriber identityMIST) assigned by the
network to the a user in that connection. Apanftbat attribute, another
attribute termed users_ UMTS relates the differesgral in the UMTS

network with the assigned PTMSI.

The generic Connection class has been extended Iy t
UMTS_Connection class modelling a PDP context amaiftributes de-
fined as String values: the concatenated pair fdrboyethe SLR and DLR
values defining the associated SCCP connectiomeéh&ork service ac-
cess point identifier (NSAPI), logical link contrgkrvice access point
identifier (LLC SAPI), and the adress for the pddiata protocol (PDP).
The constructor of this class assigns the trarmadtientifier for the
UMTS contexts to the inherited connlD attribute afhe
UMTS_Connection instance. Finally the class F_UMARS_model the
data needs for the FlexiNET UMTS access nodes alipthe physical
interconnection of UMTS networks to FIexiNET, alloy accessing the
data repository and as defined by the demonstratienarios.

It has to be stated that, at the time of writifmugh several parts of the
model have been developed and its persistency per@dtion tested inde-
pendently in a local setup, an interface providihg functionality to-
wards the elements of the model and hiding the atjperal details to-
wards realisation of the different planned dematistn scenarios (access
to a web server through UMTS/WLAN terminals wittpport on Flexi-
NET as data repository in different roaming scessgris still to be fin-
ished.

5.3. Alternatives to FlexiNET.

The initial architecture in the FIexiNET projectshevolved considerably,
blurring, at the time of writing (February 2005ns® of the advantages of
the initial proposal.

The initial architecture presented two distinct gederic interfaces to be
used by any network attached to FlexiNET, each witle independent

purposes, accessing the data repository througtatsegateway node or
accessing the services hosted by application ssvias shown in Figure
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5.7 The current state of the architecture proppsesents an extended
DGWN, hosting functionality of the FLAS. Furthermothe interfaces
towards the DGWN from the different access nodeshaw network de-
pendent, existing a definition for the access toVINGfrom FlexiNET
UMTS Access Nodes with terminology and parametersymwent with
UMTS network needs. A similar interface will needie defined for the
WLAN case, where FlexiNET WLAN Access Nodes willedeto access
the data in the data repositories through the DGWiNa similar way,
other technologically different networks will neitsl specific interface to
access the data through the DGWN.

From the point of view of the author of this thedtds design is under-
mining the goals and applicability of the FlexiNE®dncept as “univer-
sal” network since the design of the DGWN is novpetedent on the
networks to be attached to it and so will needwa iikerface for any new
technology to be added to FlexiNET. Loosing themogk technology-
transparency in the core element of the architectums FlexiNET in a
quite more complex substitute for storage of spedéta of the UMTS
user profile.

The benefits of the architecture at such would drdythose provided by
an improved performance in the overall operatiohgn& those parame-
ters are involved. This has still to be proved, authe light of the per-
formance of the mapping operations between theark&tgignalling pro-

tocols and the specific messages designed for atiayc of Web Ser-
vices-based applications, presented in the previchepter, this im-

provement is unlikely to happen.

At this time, FIexiNET seems to have become a ivd@'S user profile
data repository. As such, FIexiNET has a clear aditgy, the 3GPP’s
Generic User Profile (GUP) [5.14]. The 3GPP defimes.15], an archi-
tecture for homogenization and centralization oéfRrofile related data.
As shown in Figure 5.9 two basic entities are tlannfunctional compo-
nents of the architecture:
= The GUP Server acts as a single point of accedgetGUP archi-
tecture and performs functionality related to #négess such as au-
thentication and authorization.
= The Repository Access Function (RAF) hides theildetd the ac-
cess to the data repositories and provides a hdazewinterface
towards them.

Both Rg and Rp interfaces to GUP Server and RARKientare based in
web-services mechanisms (SOAP) [5.16].
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Figure 5.9 3GPP's GUP Architecture

The GUP data contents are defined as an open campbslifferent Pro-
file Components, each of them with a unique idgrditd description ac-
companying a defined payload as shown in Figur8.5The profile, its
components and attributes are syntactically defimederms of XML
schemas [5.17].

Profile Profil Profile
Identity rolile Description

1

0..*

Profile
Component

Data
Payload

Figure 5.10 Data Profile as a composite of comptanen

Comparing FlexiNET with the 3GPP’s GUP architectaral profiles, it

is possible to establish a clear analogy betweerGlHP server function-
ality and that of the FlexiNET Data Gateway Nodé&i®N) and the ap-
plication servers (FLAS) of the initial FlexiNET dnitecture. While the
initial FlexiNET architecture tries to provide aariversal” environment
for network storage and management of telecommtiorcaetworks, a

lack of defined data access authorization polioight turn the architec-
tural model impractical. Despite the access to iINEX data could be
controlled by authorization mechanisms in the FL&Sities as a first
step and initial requisite for subsequent dataestgutowards the DGWN,
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this mechanism has not been conveniently treatddrda FIexiNET ar-
chitecture. As a result, the use of FlexiNET byfatiéint operators might
be impractical, since data regarding user’s privaeyvice subscription,
etc would be accessible to any party connectedetaNET .

Another likely problem of FIexiNET is scalabilitfhe DGWN, as a sin-
gle physical entity acting as data provider to ipldt networks within
FlexiNET architecture with multitude of transactsoper second, relative
to multiple users, is bound to be exhausted. Theiblition of function-
ality belonging to the DGWN in several physicaliges$ or allowing dif-
ferent DGWNs per FlexiNET architecture could pravid solution to
these escalability limitations. InterDGWN communica would be an-
other issue to study, allowing the interconnectibrdifferent FIexiNET
instances and with the proper security and autatioiz mechanisms,
sharing and accessing information in a controlleclise way. This would
be congruent with other initiatives towards “fediena’ of networks and
data access permission for the members of suchafidoles, creating Per-
sonal Area Networks [5.18][5.19]or Ambient Networis20] with the
user’s information as the base for interworking wehthis interworking is
dynamically established without the need for preficurations or mana-
gerial negotiations between the network operators.

5.4.Summary

This chapter has presented architectural modeddidev service and net-
work interoperation by means of convergence in gigmalling plane,

thanks to common elements and procedures for mgnséirvice, user and
operation data. An introduction to the evolution dsta location and
management in enterprise environments has beenassad initial anal-
ogy to introduce the subject in telecommunicatietworks. An ongoing

project and its architectural initial proposal hdeen introduced as well
as a data model to support the intended opergtiansgded by that archi-
tecture and authored by the author of this thégialysis of this architec-
ture and its evolution has been provided as comgyusteps for this chap-
ter.
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6. Summary and
Conclusion

The work herein presented has dealt with evolubibrelephony services
towards PSTN/IN and Internet convergence.

The increase in use and penetration of Interneinguhe last decade,
driven by the use of the World Wide Web, inevitaldaffecting the tra-
ditional telecommunication business and service et®dJsers are de-
manding exploitation of the new capabilities, trevnP-based environ-
ments allow: multimedia contents, ubiquity, netwarkd application in-
teroperability. Packet-based transmission techsiquevide a common
platform for unifying traditional voice and datarngees in a common
infrastructure, minimizing maintenance and manageraéort multipli-
cation and enabling reducing costs. Furthermore,gbneralization of
deployment of ¥ generation mobile networks, enabling IP-based ser-
vices and the need of operators to recover the mygstments made on
them, will hopefully trigger in the years to conme tdeployment of inno-
vative services and foster the evolution of nevhetogies and mecha-
nisms enabling them.

The initial chapters of this thesis have presetiteddifferent mechanisms
for provision of special features complementing liasic voice service
both in traditional switched telephone networks &adP networks, out-
lining the basic architectures of the IntelligenétNork in the case of
PSTN and H.323 and SIP in the case of voice oveiViRP) deploy-

ments.

Hybrid architectures, as a synergic evolution & ttaditional and new
telephony environments have been introduced andvtir& developed

within the ISP GEMINI project presented. Within timoject’s architec-
tural proposal, the author designed, developedtested telephony ser-
vices based on a SIP environment with the supddif® Servlets tech-
nology, accessible within that environment by IRdxh terminals and,
thanks to the proper gatewaying mechanisms provigethe architec-
ture, accessible also by PSTN terminals in a caitwegd PSTN/IN envi-

ronment.
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The need for decoupling service logic invocatiod arecution from net-
work dependent mechanisms was presented afterwBindsconception
of the GIN Servlets, as an application of SOAP tdarechanisms to the
GEMINI architecture with that purpose, has beemited. The set of ser-
vices that this mechanism enables have been derat@tstwith the de-
velopment and testing of GIN-based services. Therest of the GIN
mechanism lays in its independence from any exjssirvice model or
service mechanisms, comparing it with current itigusccepted propos-
als such as X-Parlay providing a Web Services finterto Parlay based
service architectures. The limited scope of tasgevices for the defined
GIN requests and responses, make the proposalbneistent as a gen-
eral purpose mechanism for decoupling service légion network op-
erations. Nevertheless, the method can be geredalind extended to
other service sets, by studying its specific mdasgageeds and designing
the proper message elements and exchanges as bebasdone in the
case of GIN.

Finally, a brief introduction to the IST projecte®INET and the concept
of service and user data centralization, to enatikroperation among
networks and minimize signaling traffic within agie network, has been
provided. Along with it, a generic data model defgnthe relation be-
tween different elements and allowing basic netwap&ration processes
in the data-centralizing FIexiNET overlay architeet has been intro-
duced as well as the author’s point of view abbatvalidity of the cur-
rent FlexiNET architecture, i.e. scalability issuéata use control, access
to other FlexiNET instances (federation).

A number of issues related to telephony servicessanvice deployments
have not been dealt with in this work, i.e. servieatures interaction,
service coordination, service access authorizatso, The work per-
formed and the decisions taken had been done ordence to the punc-
tual requirements of the projects where these warte held, i.e. IST
GEMINI and IST FlexiNET. While this last project #ill an ongoing
work and the efforts towards its aims are not aahetl and so the con-
clusions presented not definitive, the results wodk performed in the
GEMINI project were innovative at its time and seeded in demonstrat-
ing the capabilities for evolution in the areaaephony services.

New technologies broke in the telephony arena énlaist stages of this
works, i.e. peer to peer technologies (P2P) andpfdicability to VolP

with the commercial success of Skypapplicability of these technolo-
gies to the realm of services and service architest synergies between

® http://www.skype.com/
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them and already existing ones, i.e. P2P, SIP aad Bérvices, may be
of key importance for the future evolution of thégct.
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Figure Al.1 Basic H.323 architecture and operation

While H.323 terminals can communicate directly amdhemselves,
H.323 configurations are based on a Gatekeepeangaas entities and
communications manager.

As shown in Figure Al.1, initially terminals contdlce Gatekeeper entity
in order to access the H.323 “zone” the Gatekeepeesponsible for.
The Gatekeeper acts for the terminals as registratiddmission and
status (RAS) server. This communication is donealyedicated set of
message flows and procedures within the H.225 pobfor that purpose
(H.225.RAS).

Once a terminal has been granted access to th& Adde and has regis-
tered itself in the Gatekeeper, it can initiatealh I other H.323 entities.
In order to do that, the call set-up procedure$i @25, inherited from
those of Q.931 (H.225_Q.931 in the figure) are usesktup the call with
the remote target terminal. While this signalingwficould be routed to-
wards the receiving terminal directly, passinghitoigh the gatekeeper
enables to control the call status and to act tipigrinformation (i.e. bill-
ing, triggering of services).

When the call is set-up, a negotiation of the oftersstics of the media
exchange starts, by means of H.245 flows and proesdallowing iden-
tifying the capabilities of the involved terminaégree on the media to be
exchanged (media type, encoding, packetization)stad its transmis-
sion. H.245 flows use to be contained within H.22®31 flows to
minimize the ports required per H.323 connectior243 tunneling).
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Appendix 2. SIP
basic operation



SIP Proxy Server

Terminal 2

Registrar

JRAIIITE

S
"

2. SIP Registration

N
%I

Q

Terminal 1

Figure A2.1 Basic SIP architecture and operation

As in the H.323 case, even though SIP terminalsccenmunicate di-
rectly among themselves, usual configurations ased on the support of
a SIP Server (Proxy or Redirection) that forwardsealirects incoming
request to a user towards its actual location.

This mechanism is based on the help of a registntity, usually collo-
cated with the proxy/redirection server. Initiallysers register in the
Registrar entity its current location. The accesshe registrar may be
preceded by authentication.

When a terminal wants to start a call, it sendéNAATE SIP method to
the server where the receiver user is registerbis. Message contains a
description of the capabilities of the initiatingrminal, as well as a de-
scription of the contents intended for the calle T3P INVITE method
arrives to the proxy/redirection server. In theecafa proxy server, the
INVITE message is forwarded to the current locabbthe receiver user.
In the case of a redirection server, this locaisoreturned to the initiator,
so that it can contact directly with the receiveits current location.

The example shown in the figure, displays the @asehich a proxy SIP
server is forced to remain in the signaling betw#en communicating
terminals: once the SIP INVITE message arrivehéoreceiver, a three

10z



way handshake is completed with the initiator, lidep to agree with the
characteristics of the call.

After this handshake is completed, the media canw #mong the termi-

nals until completion of the call. The SIP signadliassociated to the call
termination, will also pass through the proxy, dimgoacting accordingly

(i.e. billing, service triggering).
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ut

RFC Enhancement Purpose

RFC 2976 INFO method Mechanism to carry applicd
tion layer information, re-
lated to the SIP session.

RFC 3265 SUBSCRIBE and | Mechanism to subscribe an
NOTIFY methods | notify specific events.

RFC 3262 PRACK method Mechanism to introduce re
ability in provisional re-
sponses.

RFC 3311 UPDATE method | Mechanism to update pa-
rameters of a session witho
modifying state of dialog.

RFC 3325 P-Asserted- Mechanism allowing SIP
Identity and P- proxies to add user identity
Preferred-ldentity | information and callers to
header fields request privacy.

RFC 3428 MESSAGE Mechanism allowing the
method. transfer of instant messages.

RFC 3326 Reason header Mechanism to include addi-
field tional information regarding

a request.

RFC 3327 Path header field Mechanism to register a li
of proxies between user
agent and registrar.

RFC 3313 P-Media Authori- | Mechanism to integrate Qo$

zation header field| admission control with call
signaling.

RFC 3486 Comp parameter [ Mechanism to indicate comj
in URI and Via pression needed and com-
header. pression details.

RFC 3515 REFER method. | Mechanism allowing refer-
Refer-To header. | fing requests and receiving

notification of a referred
Refer event pack-
request.
age.
RFC 3581 Rport parameter ij Mechanism allowing sym-

Via header.

metric response routing in
configurations involving

10¢



NATS.

RFC 3608 Service-Route Mechanism to indicate a
header field route towards a service poir

in response to a registration

RFC 3603 P-DCS-Trace- | Mechanism allowing the
Party-ID, P- exchange of customer and
DCS-0OSPS, P- | billing information within a
DCS-BILLING- | specific architecture (Packe
INFO, P-DCS- | Cable)

LAES and P-
DCS-
REDIRECT
headers.

RFC 3680 Event package | Mechanism allowing the
for registrations. | subscription by watchers to

modifications in the registra
tion state of endpoints.

RFC 3824 Event template | Mechanism allowing pres-
package for ence authorization.
watcher informa-
tion (winfo)

RFC 3856 Event package for| Mechanism allowing SIP to
presence (pres- | behave as a presence proto
ence). col.

RFC 3842 Event package for| Mechanism allowing SIP to
message waiting | behave as a presence proto
and message waitt col.
ing indication
(presence).

RFC 3841 Accept-Contact, | Mechanism allowing callers
Reject-Contact, to specify preferences abou
and Request- the request handling in serv;
Disposition header ers.
fields.

RFC 3840 Extension of Con-| Mechanism allowing user

tact header field.

Extra tags (+).

agents to indicate its capa-

bilities to other user agents.




P9

RFC 3891 Replaces header. Allows replacing one dialg
with another in multiparty
sessions.

RFC 3892 Referred-by Mechanism allowing to pro-

header, referred- | vide information about a
by token 429 re- | refer request to the target of
sponse, the request.

RFC 3893 Authenticated Mechanism to derive integ-

Identity Body rity and authentication prop-

MIME body for- erties form digitally signed

mat. messages or message frag-
ments.

RFC 3911 Join header. Mechanism allowing the
creation of multiparty SIP
sessions.

RFC 3903 PUBLISH Mechanism allowing publi-

method, 412 Re-
sponse,
SIP-ETag, SIP-If-
Match header
fields.

cation of event state.
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Appendix 4.
FIEXINET'S (initial)
Data Models



A4.1 Guide to the UML-diagrams
semantics

Inheritance

Class B is an specialization of class A, and inkeri
its characteristics (attributes and methods).

Composition Association (i)

The association relation is navigable in both direc

tions: Class A has a single component instance of
Class B, called b. Class B, may have multiple com-
ponents, instances of class A.

Composition Association (ii)

The association relation is navigable only in the d
rection from B to A: Class A has no component in-
stances of Class B (the name and multiplicity are
meaningless). B has may have multiple components,
instances of Class A.

* *
| | | | H

When the rhomb shape at the edge of a compositisocation is filled,
the life-time of the class instance associateti@ither side of the asso-
ciation is bounded by the lifetime of the instamtehe rhomboid side.
On the other hand, when the rhomb is empty, tleetiliies of the associ-
ated class instances are independent from each othe
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