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Summary

Brevity is the soul of wit
William Shakespeare

The first part of the thesis presents an overview of the existing theories and
practices of modeling and simulation of multiprocessor systems-on-chip. The
systematic categorization of the plethora of existing programming models at
various levels of abstraction is the main contribution here which is the first such
attempt in the published literature.

The second part of the thesis deals with the issues related to the development
of system-level design methodologies for networked multiprocessor systems-on-
chip at various levels of design abstraction with special focus on the modeling
and design of wireless integrated sensor networks which are an emerging class
of networked embedded computer systems.

The work described here demonstrates how to model multiprocessor systems-
on-chip at the system level by abstracting away most of the lower-level details
albeit retaining the parameters most relevant at the system-level. The multi-
processor modeling framework is then extended to include models of networked
multiprocessor systems-on-chip which is then employed to model wireless sensor
networks both at the sensor node level as well as the wireless network level.

In the third and the final part, the thesis covers the issues related to the design,
implementation and testing of a system-on-chip-based wireless sensor node de-
velopment platform, specifically, for the Hogthrob project. This part also deals
with the cycle-accurate model of the multiprocessor system-on-chip and its pos-



sible extensions to the transaction-level model.

The thesis, as a whole makes contributions by describing a design methodology
for networked multiprocessor embedded systems at three layers of abstraction
from system-level through transaction-level to the cycle accurate level as well
as demonstrating it practically by implementing a wireless sensor node design.



Resumé

Denne afhandling indledes med en praesentation af eksisterende teoretiske og
praktiske metoder til modellering og simulering af multiprocessor system-on-
chip designs. Det primeere formal er - for forste gang i litteraturen - at danne et
samlet overblik over de mange programmeringsmodeller, der findes pa forskellige
abstraktionsniveauer.

I det fglgende afsnit behandles problemstillinger omkring udvikling af system-
level design metodikker for netveaerksbaserede multiprocessor system-on-chip de-
signs. Der fokusers iszer pa modellering og design af tradlgse integrerede sensor-
baserede netveerk, som finder stgrre og stgrre anvendelse i embeddede computer
systemer.

Dette arbejde demonstrerer, hvorledes et multiprocessor system-on-chip design
kan modelleres pa systemniveau ved at ignorere de detaljer og parametre, der
har mindre afggrende betydning for den overordnede funktion. Dette simple
framework kan derefter udvides ved at inkludere modeller af netvaerksbaserede
system-on-chip designs. Pa dette grundlag kan der uadarbejdes modeller for
generelle wireless sensor netveerk, bade pa sensor node niveau og pa det tradlgse
netvaerks niveau.

I afthandlingens tredie og sidste del beskrives forst design, derpa implementer-
ing og endelig test af en system-on-chip baseret tradlgst sensor udviklingsplat-
form beregnet for Hogthrob projektet. Afslutningsvist omtales en cycle-accurate
model af multiprocessor system-on-chip design og de tilhgrende udvidelsesmu-
ligheder for en tilsvarende model pa transaction-level.

Afhandlingen beskriver metoder til design af netveaerksbaserede embeddede mul-



tiprocessor systemer pa tre abstraktionsniveauer: System-, transaction-, og
cycle-accurate niveau, og demonstrerer endvidere en praktisk implementering
af et tradlgst sensor node design.
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CHAPTER 1

Introduction

The most profound technologies are those that disappear.
Mark Weiser, Xerox, PARC (USA) 1991

1.1 System-Level Modeling of Networked Em-
bedded Computer Systems

As more embedded computer systems are being integrated into system-on-chip
(SoC) designs and as the interactions of concurrent (and, possibly, real-time)
software with embedded parallel and distributed computing platforms becomes
more complex, the embedded computer systems designers must reason about:

e computing platform design for programmability,
e co-execution of hardware-like and software-like system-level behaviors,

e system-level performance impacts of hardware architectures that execute
the software functionality.

Many of the critical system-level design decisions are those that involve the
anticipation of hardware/software interactions; as hardware is loaded with the
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software functionality, software is deployed onto a variety of hardware resources
(architectures) and parts of a system (mixed hardware and software) must in-
teract with the yet-to-be-designed rest of the system (which may also include
mixed hardware and software).

Modeling systems in the large is an important trend in systems engineering
and it plays a central role there. The purpose of modeling is to build models
of systems which satisfy given requirements. The use of models can profitably
replace experimentation on actual systems with incomparable advantages such
as:

e enhanced modifiability of the model and its parameters;
e ease of construction by integration of models of heterogeneous components;
e generality by using genericity, abstraction, and behavioral non-determinism,

e enhanced observability and controllability, especially, avoidance of the
probe effect and of disturbances due to experimentation;

e possibility of analysis and predictability by the application of formal meth-
ods.

Building system-level models which faithfully represent complex systems is a
non-trivial problem and a pre-requisite to the application of formal analysis
techniques. Usually, modeling techniques are applied at the early phases of
system development and at a higher level of abstraction. The need for a unified
view of the various lifecycle activities of an embedded computer system and of
their interdependencies have motivated the so-called model-based system design
approaches which rely heavily on the use of modeling methods and tools to
provide support and guidance for system development and validation.

P Programmable Custom/
GP Processor (ASIC, Memory) Logic CoProcessor
g V (FPGA, CPLD) (DSP, NP)

Iral Jopor JArgE JOE0L

Communication Network

Figure 1.1: A typical Multiprocessor System-on-Chip architecture

Most of the future embedded computer systems are likely to be designed for
real-time applications that execute on multiple processors (Figure [LT)). Modern
embedded computer systems also exhibit an increasingly large quantity of com-
munication capabilities. The communication infrastructures in a multiprocessor
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embedded computer system may comprise either local, internal communication
infrastructures (e.g., in a multiprocessor computer system, the processing ele-
ments can be connected through shared memory, dedicated communication links
or a communication network) or global, external communication infrastructures
(e.g., an interface to an external network which can either have wired or wireless
links) or both.

This gives rise to two possible categories of such systems:

¢ Embedded Network Systems

This category of embedded computer systems are characterized by the
fact that they have a communication network embedded in them for han-
dling internal communications. The codesign of these systems requires
modeling of not only the hardware and software parts of the embedded
computer system but also the embedded communication network which,
essentially, involves modeling of the network geometryEI. Networks on Chip
are an emerging example of this class of parallel multiprocessor computer
systems-on-chip.

e Networked Embedded Systems

In this category of embedded computer systems, each computing platform
forms a node that has access to a communication network for handling
communications external to the computing platform. So the network in-
terface becomes a part of the node design. The nodes and the network are
together embedded in the environment. The design of such a distributed
multiprocessor computer system is not only focused on a particular net-
work device but also on consideration of the interactions between the nodes
because it is very important to be able to predict, measure and verify the
real-time attributes of the entire distributed multiprocessor computer sys-
tem. When the prediction or extrapolation of such real-time attributes
is impossible (due to the complexity of the system, its non deterministic
nature, etc.) the availability of a proper model can make the difference.
Therefore, in addition to hardware/software partitioning step described
above for embedded network systems, the codesign of such systems de-
mands another hierarchical partitioning step which involves:

1. node-level modeling
2. network-level modeling

In addition, a model of the environment with which the networked em-
bedded system interacts, can serve to verify and, possibly, validate the
involved algorithms and architectures. The modeling domain dichotomy

Inetwork geometry comprises network topology (network hardware) as well as network
protocols (network software).
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arising between the inherently continuous environment models and the
essentially discrete networked embedded system models, can, possibly, be
alleviated through hybrid systems modeling.

Wireless Sensor Networks constitute a typical example of this class of
distributed multiprocessor computer systems-on-chip.

Orthogonal to the above categorization, an alternate classification of embedded
computer systems can be as:

o multifunction systems - that can concurrently operate across multiple ap-
plication domains, e.g., mobile multimedia terminals can capture video
data, process audio streams, browse the web simultaneously, or

e multimode systems - that can operate in several alternative modes of op-
eration, e.g., mobile phones can accommodate several communication pro-
tocols [4], or

o hybrid systems - that are both multifunction as well as multimode.

For the sake of completion, it is worth mentioning that, as a flexible variation
of the embedded computer systems categorized above, adaptive embedded
computer systems tend to achieve optimum computation and/or communi-
cation load distribution either through an internal reconfigurable network (to
meet varying computation load requirements - as in reconfigurable computer
systems) or through an external reconfigurable network (to meet varying com-
munication requirements - as in mobile ad hoc networks) or both.

In modeling parallel and distributed multiprocessor computer systems, the op-
erating systems have a major role. A parallel multiprocessor system is tightly
coupled so that the global status and workload information on all processors
can be kept current at a low cost. The system may use a centralized scheduler.
When each processor has its own scheduler, the decisions and actions of the
schedulers of all the processors are coherent. In contrast, a distributed multi-
processor system is loosely coupled. In such a system, it is costly to keep the
global status and workload information current. The schedulers on different
processors may make scheduling and resource access control decisions indepen-
dently. As a consequence, their decisions may be incoherent as a whole.

This thesis report attempts to describe the work carried out during the Ph.D.
project that attempts to show how to model and evaluate parallel and dis-
tributed multiprocessor computer systems in their completeness at various levels
of abstraction as well as at different levels of hierarchy.

SystemC has been selected as the modeling language to model hardware, soft-
ware as well as network geometry. Since SystemC is based on C++, it is possible
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to formulate an executable specification of the modeled system which is, essen-
tially, a program that behaves in the same way as the SystemC specification
of the system. This avoids inconsistencies and errors and helps to ensure com-
pleteness of the specification.

1.1.1 Modeling Multiprocessor Systems on Chip

The embedded computer system designers, usually, use processor-based tem-
plates to build today’s system-on-chip (SoC) designs, which contain one or more
processor cores with considerable on-chip memory and sophisticated communi-
cation infrastructures. Because on-chip processor cores are often either legacy
or third-party components, the designers need correct functional models to ac-
curately track the interaction of processor core(s) with the rest of the embedded
system.

The embedded hardware designers use Hardware Description Language (HDL)
simulators to validate their work, but these simulators model the processor
micro-architecture in too much detail to efficiently simulate complex proces-
sor cores. The embedded software designers, on the other hand, routinely use
cross-development toolkits containing a cross-compiler and an instruction-set
simulator (ISS) to validate functionality and assess application performance.
Thus, exploring and validating a complex SoC design requires a single, inte-
grated hardware-software cosimulation platform. The academic research groups,
as well as the electronic design automation vendors, have developed numerous
such platforms.

Traditional cosimulation design environments use multi-language system de-
scriptions - HDL for hardware and C (or similar languages) for software - to
construct an efficient link between event-driven hardware simulators to cycle-
based ISS’s.

Therefore, there has been a need for a system design language that describes
the functionality of both hardware and software. It must allow the system to be
defined, first without making assumptions about the implementation, and then
to be refined into the exact implementation with hardware and software com-
ponents. It is also important to be able to use standard models of computation
(MOCs) at the initial design stages. Further, one may not wish to concretely
specify the communication mechanisms and instead leave it to be defined by the
underlying operational semantics of the MOCs being deployed.

More recently, using C/C++ for hardware design descriptions and design flows
has gained popularity because using the same language for describing hardware
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and software can, potentially, bridge the gap between hardware and software de-
scription languages. Using the same language also makes it possible to simulate
the entire system within a single simulation engine.

SystemC is the leader in system-level modeling with C+4. The SystemC ap-
proach consists of a progressive refinement of specifications. SystemC allows
both applications and platforms to be expressed at sufficiently high levels of
abstraction while, at the same time, enabling the linkage to hardware imple-
mentation and verification. SystemC has the potential to provide a full-fledged
description of an execution platform which can serve as the target of a codesign
methodology. Thus, SystemC is a viable intermediate representation language.

SystemC describes the functionality of both hardware and software inside a
unified specification language based on C++. At a high level of abstraction,
SystemC allows the use of a common language for software and hardware spec-
ifications and simulation of the whole system. However, one of the problems
encountered with SystemC 2.0 is the lack of features to support embedded soft-
ware modeling. For some classes of applications modeled with SystemC, it is
not, currently, possible to completely model the software behavior of the tar-
geted architecture.

The availability of RTOS models is becoming strategic inside HW/SW (hard-
ware/software) co-design environments. Apart from providing some assurances
about the timely performance of tasks, an RTOS provides a very useful ab-
straction interface between applications with hard real-time requirements and
the target system architecture. Indeed, for the simulation of software modules,
such as preemption and/or priority-based scheduling, generally present in any
RTOS, the SystemC simulator does not offer all the necessary functionalities.
This is because, during simulation, the RTOS scheduler, responsible for deter-
mining which thread will run next, manages both software and hardware threads
identically. It means that systems with hard real-time constraints requiring an
RTOS (Real-Time Operating System) based on a preemptive priority-based ker-
nel cannot be modeled in a natural manner. As a consequence, a joint refinement
of the software and hardware parts is a tedious task in SystemC 2.0.

To support the designers of single chip-based embedded systems (which includes
multiprocessor platforms running dedicated RTOS’s) to easily simulate various
hardware/software configurations, at high-level, as a part of this Ph.D. project,
we have successfully developed an abstract RTOS modelling environment based
on SystemC by abstracting the real-time operating system features at the system
level. In our abstract RTOS modeling framework, we deal with generalized
abstract tasks and processing elements. Our abstract RTOS system model deals
with the analysis of the execution behaviour of real-time applications running
on a heterogeneous multiprocessor computing platform. In our model, such an



1.1 System-Level Modeling of Networked Embedded Computer Systems 7

application is represented as a multi-threaded application comprising a set of
abstract tasks with certain essential execution parameters. Each task can either
execute independently or precede a given set of other tasks. Moreover, each
task also excludes a given set of other tasks for the use of shared resources.

Application
Clock

Synchronizer

Allocator

Scheduler

RTOS

Figure 1.2: Abstract RTOS Model

Based on the principle of composition, three distinct but closely-related RTOS
services have been modeled, namely, task scheduling, execution synchroniza-
tion, and resource allocation (Figure [[2). The scheduler is modelled around
the priority-based preemptive scheduling policy which is one of the most pre-
ferred scheduling policies for the execution of tasks in real-time systems due to
its higher schedulability. In our scheduler model, which supports, RM schedul-
ing, EDF scheduling or other variants, whenever a task becomes ready or finishes
execution, the scheduler is invoked and it then looks for a ready task with max-
imal priority to continue execution. In our synchronizer model, synchronization
is regarded as a means to prevent undesirable task interleavings by the sched-
uler. Our synchronizer model is responsible for establishing the correctness of
the results computed by the multiprocessor platform and it implements the Di-
rect Synchronization (DS) protocol. Unfortunately, most mechanisms used in
the basic RTOS services are not compositional in nature. Even if a mechanism
can provide assurances individually to each task, there is no systematic way to
provide assurances for an aggregate of two except in trivial cases. One manifes-
tation of this problem is priority inversion. To partly offset this problem, the
resource allocator model is based on the priority inheritance protocol.
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The results have shown that simulation overhead introduced by the RTOS model
is negligible while providing modeling accuracy.

1.1.2 Modeling Networks on Chip

With the growing complexity of embedded systems and the capacity of modern
silicon technology, there is a trend towards heterogeneous architectures consist-
ing of several programmable and dedicated processors, implemented on a single
chip, known as a System-on-Chip (SoC). As an increasing portion of applica-
tions is implemented in software which, in turn, is growing larger and more
complex, dedicated operating systems will have to be introduced as an interface
layer between the application software and the hardware platform. On the other
hand, the hardware platform will either be developed as a part of the design
process or configured from an existing reconfigurable platform, which allows for
the implementation of parts of an application as dedicated processors (ASIC’s).

Modern silicon technologies, with minimum device geometries in the nanometer
range (<100nm), have made it possible to integrate hundreds of processors on a
single chip. In these deep submicron technologies, the on-chip interconnection
fabric is a major source of delay and power consumption which is challenging the
on-chip communication infrastructure and forcing a change from device-centric
to interconnect-centric design methodologies. Traditionally, on-chip communi-
cation has either been conducted via dedicated point-to-point links or by shared
media like a bus. Neither is very suitable for generalized communication han-
dling in large systems. A promising solution is to have a dedicated, segmented,
and, possibly, packet-switched network fabric on the chip, a Network-on-Chip
(NoC) [].

Hence, when mapping an application onto its target platform, hardware/software
codesign aspects [5] have to be taken into account. These include mapping of
tasks onto software, hardware, or a combination of both, as well as task depen-
dencies on the communication infrastructure. In order to do so, accurate mod-
eling of the systems and all the interrelationships among the diverse processors,
software processes and physical interfaces and interconnections, is needed. One
of the the primary goals of system-level modeling is to formulate a model within
which a broad class of designs can be developed and explored. To support the
designers of single-chip based embedded systems, which includes multiprocessor
platforms running dedicated real-time operating systems (RTOS’s) as well as
the effects of on-chip interconnect network, a system-level modeling/simulation
environment is required to support an analysis of the:

e consequences of different mappings of tasks to processors (software or
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hardware),
e network performance under different traffic and load conditions,

o cffects of different RTOS selections, including various scheduling, synchro-
nization and resource allocation policies.

As a part of this Ph.D. project, we have developed a NoC modeling environment
based on SystemC which can provide the SoC designers a software-like, system-
level abstraction of the computing platform as well as supporting the three
requirements mentioned above for system-level design-space exploration.

Figure 1.3: NoC Model

The multiprocessor SoC model developed earlier has been extended to handle
the effects of on-chip interconnection infrastructure, i.e., network-on-chip (Fig-
ure [[3). We model a generic multi-threaded application, running on a multi-
processor computing platform under the control of one or more abstract RTOS’s
and extend the model with a model of an on-chip communication network which
can provide provisions for run-time inspection and observation of the on-chip
communication. Instead of dealing with each specific application and system
architecture, we deal with generalized abstract tasks, processing elements, and
communication infrastructures. This not only broadens the applicability of our
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modeling framework, but also leads to a better understanding of the problem
at hand. Using this system-level design approach, implementations of the most
promising network alternatives can be prototyped and characterized in terms of
performance and overhead. Taking communication into account during hard-
ware/software mapping is essential in order to obtain optimized solutions.

We have also demonstrated the capabilities of our modeling framework by mod-
eling and simulating an example of a multifunction embedded network system
which has a hand-held multimedia terminal application mapped on a heteroge-
neous 4-processor SoC architecture interconnected through a torus on-chip net-
work topology. It is worth mentioning, however, that our system-level modeling
framework supports more sophisticated scheduling policies and NoC topologies.
Moreover, features like including the effects of the network interface and mem-
ory accesses as well as dynamic load balancing support can be built upon by
adding more components to the existing framework components.

1.1.3 Modeling Wireless Sensor Networks

Over the 50 years of modern computing, a new class of computers has emerged
about once a decade, progressing through mainframe computers, mini com-
puters, personal computers, and mobile hand-held computers. Each successive
computing paradigm has relied upon technological advances, especially levels of
integration governed by Moore’s law, to make computing available in a form
factor not previously possible. Each has ushered in new uses for computer
technology. Each succeeding generation is smaller, more plentiful and more in-
timately associated with personal activity than the generation that preceded
it. However, the new trend in modern computing is not only how to keep pace
with Moore’s law but also how to deal with the consequences of its decades-long
reign.

With each passing year, a given computing capacity becomes exponentially
smaller and cheaper because the prolonged exponential growth in the semi-
conductor process technology has enabled the number of transistors on a cost-
effective semiconductor chip and, therefore, the processing or storage capacity
of that chip, doubles every year or two, following Moore’s law. While it has pro-
vided ever more computing power, this technology is now being applied in ways
that enable a new computing paradigm - proactive computing (Figure [[4]). The
proactive computer systems are a class of networked embedded computer
systems which are pervasively coupled with the the environments in which
they are embedded using sensors and actuators to both monitor and shape their
physical surroundings.
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Figure 1.4: A comparison of computing paradigms [8, [3].

The semiconductor manufacturing techniques that underlie this miniaturization
can also be exploited to build micro-mechanical structures that can sense forces
and fields in the physical world as well as exceptionally small radio transceivers.
These inexpensive, low-power sensing, computing and communication devices
can be deployed throughout a physical space, enabling sensing, processing and
wirelessly communicating this information. Combining these hardware capa-
bilities with the system software technology that forms the Internet makes it
possible to narrow the gap between the physical and the virtual spaces with
increasing fidelity.

The density of instrumentation made possible by a shift to mass-produced intel-
ligent sensors and the use of pervasive networking technology gives these wireless
sensor networks a new kind of scope that can be applied to a wide range of uses.
These applications can be roughly categorized into:

e space monitoring,
e object monitoring, and

e monitoring the interactions of objects with each other and the encompass-
ing space.

The first application category includes environmental and habitat monitoring,
precision agriculture, indoor climate control, surveillance, treaty verification,
and intelligent alarms. The second includes structural monitoring, ecophysiol-
ogy, condition-based equipment maintenance, medical diagnostics, and urban
terrain mapping. The most dramatic applications involve monitoring complex
interactions, including wildlife habitats, livestock behavior, disaster manage-
ment, emergency response, ubiquitous computing environments, asset tracking,
healthcare, and manufacturing process flow.
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However, bridging the gap between the hardware technology’s raw potential
and the broad range of applications presents a systems design challenge[2]. The
individual devices in a wireless sensor network (WSN) are inherently resource
constrained: they have limited processing speed, storage capacity, and com-
munication bandwidth. These devices have substantial processing capability
in the aggregate, but not individually, so their many vantage points on the
physical phenomena must be combined within the network itself such that the
aggregate performs sophisticated functions. The network must allocate limited
hardware to multiple concurrent activities, such as sampling sensors, processing,
and streaming data.

Because they are so closely coupled to a changing physical space, the sensor
nodes forming the network will experience wide variations in connectivity and
will be subject to potentially harsh environmental conditions. Their dense de-
ployment, generally, means that there will be a high degree of interaction be-
tween the sensor nodes, both positive and negative. The potential intercon-
nections between devices must be discovered and information routed effectively
from where it is produced to where it is consumed. Each of these factors further
complicates the design of wireless networking protocols.

There must also be a means of programming the ensemble. Because manually
configuring large networks of small devices is impractical, the sensor nodes must
organize themselves and provide a means of programming and managing the
network as an ensemble, rather than administering individual devices. Despite
these operational factors, deploying and maintaining the sensor nodes must
remain inexpensive.

To realize the opportunity offered by this new computing paradigm, the informa-
tion technology must address a new collection of challenges. The wireless sensor
networks merge a wide range of information technology that spans hardware,
systems software, networking, and programming methodologies (Figure [LH)).

A wireless sensor node’s hardware consists of sensors, analog-to-digital convert-
ers (ADCs), a microprocessor, data storage, a data transceiver, device controllers
that tie the pieces together, and an energy source. Recently, a new operating
point has emerged that suits all these components. As semiconductor circuits
become smaller, they consume less power for a given clock frequency and fit in
a smaller area. In simple microcontrollers, process scaling increases efficiency
rather than adding functionality, allowing them to operate near one milli-watt
while running at about ten MHz. Most of the circuits can be powered off, so
the standby power can be about one micro-watt. If such a device is active one
percent of the time, its average power consumption is just a few micro-watts.

However, low-power microprocessors have limited storage, typically, less than
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Figure 1.5: Wireless Sensor Node

10 Kbytes of RAM for data and less than 100 Kbytes of ROM for program
storage - or about 10,000 times less storage capacity than a portable computer
has. This limited amount of memory consumes most of the chip area and much
of the power budget. Typically, larger amounts of flash storage is incorporated,
perhaps, a megabyte, on a separate chip.

Sensors and actuators have undergone a revolution with the emergence of mi-
croelectromechanical systems (MEMS) technology. Micro-Electro-Mechanical
Systems (MEMS) can sense a wide variety of physical phenomena cheaply and
efficiently. The processes for etching transistors on silicon can be used to carve
out tiny mechanical structures, such as a microscopic springboard within an
open cavity. Gravitational forces or acceleration can deflect this cantilevered
mass, causing powerful internal forces that cause changes in material properties
or delicate alignments, which can be amplified and digitized. The sensed signal
is, typically, in the form of a voltage signal which is converted by an ADC into
a binary number that a microcontroller can store or process. The first major
commercial MEMS sensor, the accelerometer, has been used by automotive man-
ufacturers to trigger automotive airbag release. Whereas high-precision piezo-
electric accelerometers cost hundreds of dollars, MEMS-based sensors provided
sufficient precision for a few dollars. Once the devices entered mass produc-
tion, they could ride the CMOS technology growth of modern chips to become
increasingly accurate while remaining inexpensive. A wide variety of MEMS
devices can sense various forces, chemical concentrations, and environmental
factors.Many more sophisticated structures have been developed to detect other
phenomena. These structures consume a few milli-watts and only need to be
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turned on a fraction of the time. Extremely efficient ADCs have been developed
so that the sensor subsystem has an energy profile similar to the processor.

WSN radio transceivers consume about 20 milli-watts and their range, typically,
is measured in tens of meters. For small devices to cover long distances, the
network must route the information hop by hop through nodes, much as routers
move information across the Internet. Even so, communication remains one of
the most energy-consuming operations, with each bit costing as much energy as
about 1,000 instructions. Thus, WSNs process data within the network wherever
possible. In addition to that, to minimize energy consumption, just like most
of the device’s components, the radio transceiver will likely be turned off most
of the time.

Nevertheless, the scale of power typically consumed by all the subsystems of
the device described above can be obtained in many ways. Batteries remain the
primary energy storage devices and there have been substantial improvements
in battery technology with improved storage density, form factor, and recharg-
ing. A typical cubic-centimeter battery stores about 1,000 milliamp-hours, so
centimeter-scale devices can run almost indefinitely in many environments. Al-
though the energy storage technology has advanced substantially it has not im-
proved at the pace associated with silicon-based processing, storage, and sensing.
However, the emergence of alternative storage devices, such as ultracapacitors
and miniaturized fuel cells with high energy density is promising. Moreover, en-
ergy harvesting mechanisms are being actively developed. Solar cells generate
about 10 milli-watts per square centimeter outdoors and 10 to 100 micro-watts
per square centimeter indoors. Mechanical sources of energy, such as the vibra-
tion of windows and air conditioning ducts, can generate about 100 micro-watts.
In most deployment settings, the network must operate for long periods of time
and, as the sensor nodes are wireless, so the available energy resources - whether
batteries, energy harvesting, or both - limit their overall operation.

Energy constraints dominate algorithm and system design trade-offs for small
devices. Therefore, to make the networked embedded node an effective vehi-
cle for developing algorithms and applications, a modular, structured runtime
environment should provide the scheduling, device interface, networking, and
resource management primitives on which the programming environments rest.
It must support several concurrent flows of data from sensors to the network
to controllers. Moreover, microsensor devices and low-power networks operate
bit by bit (or in a few cases, byte by byte), so software must do much of the
low-level processing of these flows and events.

During the growth in capability and complexity of these devices, several dis-
tinct operating systems approaches have emerged to make application design
more manageable. The traditional approach to controller design has been to
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hand-code scheduling loops to service the collection of concurrent flow events,
but this yields brittle, single-use firmware that has poor adaptability. A more
general-purpose solution is to provide fine-grain multithreading. This approach
has been extensively researched for general-purpose computation and it can be
effectively extended to the tiny, networked sensor regime, because the execution
threads that must be interleaved are simple. These requirements have led to a
component-based tiny operating system environment which provides a frame-
work for dealing with extensive concurrency and fine-grain power management
while providing substantial modularity for robustness and application-specific
optimization. The TinyOS[7] framework establishes the rules for constructing
reusable components that can support extensive concurrency on limited pro-
cessing resources.

The data compression and communication scheduling techniques can also con-
serve energy at lower protocol layers. Some protocol overhead is associated
with data communication to maintain routing structures, manage contention,
and enhance reliability. The wireless sensor networks can avoid explicit protocol
messages by piggybacking control information on data messages and by over-
hearing packets destined for other nodes. They can use pre-scheduled time to
reduce contention and the time the radio transceiver remains live. This can be
coordinated with the high-level application behavior by, for example, periodic
low-rate data sampling. Alternatively, the network could implement energy con-
servation, generically, within lower protocol layers by, for example, time division
multiple access.

In the spatial dimension, the network can assign specific responsibilities to cer-
tain sensor nodes, such as re-transmission or aggregation. Finally, the network
can reject uninteresting packets by turning off the radio transceiver after re-
ceiving only a portion. However, because these many optimizations can be
mutually conflicting, a rich and growing body of research literature employs
different combinations of techniques under different application and platform
assumptions.

In order to efficiently utilize the extremely limted resources of wireless sensor
nodes, accurate modeling of the key aspects of wireless sensor networks is neces-
sary so that system-level design decisions can be made. the design of the sensor
nodes requires a deep understanding of their various constituent components,
their underlying technologies and the interactions between those components.
The wireless sensor network design space consists of the choice of different soft-
ware components - application code and real-time operating system - hardware
components - processor, memory, radio transceiver, A/D converter, sensors,
battery and application-specific devices - and network parameters - network
topology, network protocols, number of nodes, their role, etc. Such components
may be either common-off-the-shelf or subject to the design process. To al-
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low modeling of the whole sensor node architecture, these components should
be representable through models. The modeling languages should be specific
for the different components to ease their representation, re-use, synthesis, and
validation. Furthermore, it is desirable to have a uniform modeling language
to provide joint cross-layer optimization of the different parts of the system
required by the challenging constraints of wireless sensor networks described
above.
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Figure 1.6: Wireless Sensor Node Model

To provide the wireless sensor network designers a system-level abstraction of
the sensor network for system-level design-space exploration, we have extended
our earlier work on SystemC-based abstract multiprocessor SoC modeling frame-
work and developed a modeling framework that enables system-level modeling
of sensor network behavior by modeling the applications, real-time operating
system, sensors, processor, and radio transceiver at the sensor node level and
environmental phenomena, including radio signal propagation, at the sensor net-
work level. The concepts of SystemC hierarchical channels have been employed
to develop a methodology for modeling the radio and sensor channels that can
accurately model the wireless sensor network-related phenomena like radio ir-
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regularity and radio interference. In order to make a seamless transition from
a system-level sensor node model to an implementation-level (cycle-accurate)
sensor node model, the concepts for a bridging model have been developed that
makes use of Transaction-Level Modeling (TLM) at Level 1 (TL1) for model-
ing the various serial bus protocols common on wireless sensor node platform
designs. The bridging model refines the HW/SW partitioning by modeling the
processor using an instruction set simulator (ISS) which interacts with the RTOS
services model. Finally, cycle-accurate implementation-level models have been
developed using HW/SW codesign for the processor and its interfaces in VHDL,
the MEMS-based accelerometer in VHDL-AMS and the custom hardware block
for Kalman Filtering in Matlab/VHDL. The system-level modeling framework
is more generic while the bridging model and the cycle-accurate models are
specific to the Hogthrob Project described in the following sub-section.
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Figure 1.7: Wireless Sensor Network Model

WSNs appear to represent a new class of computing. They follow the trends
of size, number, and cost, but have a markedly different function. Rather than
being devoted to personal productivity tasks, WSNs make it possible to perceive
what takes place in the physical space in ways not previously possible. In
addition to offering the potential to advance many scientific research pursuits,
they also provide a vehicle for enhancing larger forms of productivity, such as
manufacturing, agriculture, construction, and transportation.

As the technology that is commercially available today becomes established
enough to warrant greater investment, straightforward engineering efforts will
yield complete devices with sensing, processing, storage and communication
functions that fit in much less than a cubic centimeter of space and cost just a
few euros.

Looking forward, the technology will likely evolve into a much less distinct and
visible form. Instead of being housed in many small devices, these elements
will likely become part of the manufacturing process for various materials and
objects. These sensors will tend to operate within the ambient energy sources
of their intended environment and be placed at key junctures where analysis
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is most critical. As this vision evolves, so will the need for fundamentally new
information technology architectures, from signal-processing algorithms to pro-
gramming languages.

1.1.4 Hogthrob Project - A Practical Approach to Wire-
less Sensor Network Modeling & Design

Apart from myriads of applications being proposed for wireless sensor networks,
their low cost and size, ease of deployment, and autonomous operation make
them a viable and non-intrusive solution for livestock monitoring applications.
Extensive automated methods for detecting oestrudd and health disorders have
been developed within many livestock production systems. In dairy cows, traits
like milk yield, body temperature, walking activity, etc. have been used for the
detection of oestrus and health disorders. For group housed sows, automated
methods for oestrus detection are based on sows’ activity measurements using
infrared sensors or accelerometers.

Today’s Danish farms for pig production are using RFID tags for sow identifica-
tion and controlling their food consumption. However, these tags have proven to
be quite impractical to locate sows in large pens. Moreover, they are not flexible
enough to be useful in contexts other than controlling the food consumption.
For example, the pig farmers have to manually monitor the key aspects of a
sow’s lifecycle such as the onset of oestrus or farrowing - the phenomena that
have a profound effect on pig production.

In this context, the Hogthrob Project[6] aims at developing a cheap, robust
and energy-efficient wireless sensor network technology adapted to the require-
ment of sow monitoring. The goal is to develop wireless sensor nodes that can be
tagged onto the sows (in replacement of the RFID tags they wear today), a wire-
less sensor network infrastructure and the software application allowing farmers
to track changes in the activity of loose group housed sows prior to oestrus to
mate sows at an optimal time. Such wireless sensor nodes should combine sens-
ing, processing and communication abilities on a chip, must be low-cost (costing
no more than a couple of Euros), small-sized (small enough, when packaged, to
be worn as an ear tag) and low-energy (a few months’ autonomy is a minimum).

The project started with the design and development of a wireless sensor node
prototype to be used in field experiments (Figure [[L8). In parallel, a model

20estrus or heat period is the period when a livestock animal can be bred and it lasts for a
short time only. If an animal is not bred during its first oestrus, it is considered unproductive
from the commercial point of view since it normally returns to oestrus about 3 weeks later
and needs to be fed and housed meanwhile.
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of the wireless sensor network has been developed to explore the design space.
Input from the field experiments on the wireless sensor node and the wireless
sensor network model should lead to a progressive refinement of the wireless
sensor network design till it is feasible for a system-on-chip production.
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Figure 1.8: Motherboard of the Hogthrob Sensor Node Hardware

This project is a consortium between the following partners:

e LIFE/KU
The Department of Large Animal Sciences of the Faculty of Life Sciences
(LIFE) at the University of Copenhagen (KU) focuses on monitoring and
modeling the behavior of group housed sows for the purpose of detect-
ing behavioral deviations caused by oestrus. (development of automated
methods for oestrus detection)

¢« IMM/DTU
The Department of Informatics and Mathematical Modeling (IMM) at
the Technical University of Denmark (DTU) focuses on the modeling and
design of the wireless sensor nodes and on the high-level modeling of the
wireless sensor network infrastructure.

e DIKU/KU
The Department of Computing Sciences (DIKU) at the University of
Copenhagen (KU) focuses on the development of the application software
and its interaction with the wireless sensor node hardware.

e I/0O Technologies A/S
The I/O Technologies A /S is responsible for the prototyping of the wireless
sensor node hardware in collaboration with the IMM/DTU and DIKU/KU.
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e Danish Pig Production Council
The Danish Pig Production Council is the customer of the technology
to be developed and it partly finances the field experiments and assists
LIFE/KU in data acquisition.

The acceleration data acquired during the field experiments constitute the basis
for the development of a method for classifying the activity of sows as well as
for the development of the oestrus detection application model.

Numerous sensor network research projects have designed sensor nodes with
various microprocessors (from Atmel, Hitachi, Intel, etc). However, none of the
sensor node architectures, reported so far in the literature, approach the sensor
node design from a hardware/software codesign perspective. During this Ph.D.
project we have developed a system-level model for modeling wireless sensor
networks as well as designed a sensor node development platform in order to
explore the design-space both in terms of hardware and software.

1.2 An Outline of the Thesis

This Ph.D. thesis comprises twelve chapters including the introduction (Chap-
ter 1) and the conclusions (Chapter 12). Of the remaining ten chapters, eight
chapters (Chapters 2-6 and Chapters 8-10) consist solely of research publications
resulting from the work carried out during the Ph.D. project with each research
publication forming a chapter. Each research publication is fairly self-contained
to justify such an organization for the thesis. Two chapters (Chapter 7 and
Chapter 11) have been written exclusively for this Ph.D. thesis and their con-
tents have not been already published elsewhere. These chapters are intended
to fill the continuity gaps between the eight research publication-based chapters.

The following sections give an overview of the work carried out through the
duration of this Ph.D. project which is described here and the contributions
made to the field of research.

1.2.1 System-Level Modeling - Theories and Practices

One of the the primary goals of system-level modeling is to formulate a model
within which a broad class of designs can be developed and explored. The
first part of this thesis comprises Chapter 2 which presents an overview of
the existing theories and practices of modeling and simulation of multiprocessor



1.2 An Outline of the Thesis 21

systems-on-chip. A systematic categorization of the plethora of existing pro-
gramming models at various levels of abstraction is the main contribution here
which is the first such attempt in the published literature.

1.2.2 System-Level Modeling of Wireless Sensor Networks

The second part of this thesis comprises Chapter 3 to Chapter 6 and deals with
the issues related to the development of system-level design methodologies for
networked multiprocessor systems-on-chip at various levels of design abstraction
with special focus on the modeling and design of wireless integrated sensor
networks which are an emerging class of networked embedded computer systems.

Owing to their small form-factors, ad-hoc deployment and the requirements of
extended periods of unattended operation, wireless sensor networks form an ex-
tremely resource- and energy-constrained, sensing, computation and communi-
cation environment which makes the design and optimization of these systems
a complex task. In particular, the design of wireless sensor nodes requires a
deep understanding of their diverse constituent components, their underlying
technologies and the interactionsbetween those components.

Therefore, to support the designers of sensor networks and, in particular, sensor
nodes, a system-level modeling/simulation environment is required to support
an analysis of the consequences of different mappings of application tasks to
processors (software or hardware); effects of different communication- and rout-
ing protocols, and the effects of different RTOS selections, including various
scheduling, synchronization and resource allocation policies.

In order to be able to explore the design space at very early stages in the design
process, it is important to have an accurate system-level model of the sensor net-
work capturing all the inter-relationships among the diverse processors, software
processes and radio- and sensor interfaces.

Chapter 3 describes a SystemC-based abstract RTOS (Real-Time Operating
System) modeling framework for system-on-chip platform modeling. The ab-
stract RTOS modeling framework has been developed at the system level by
abstracting away most of the lower-level details of a real-time operating system
albeit retaining the parameters most relevant at the system-level.

Chapter 5 describes an extension of the SystemC-based abstract RTOS model-
ing framework for system-on-chip platform modeling to multiprocessor system-
on-chip platforms and demonstrates the capabilities of the multiprocessor mod-
eling framework by mapping the task graphs of a multimedia application to the
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abstract models of various processing elements and simulating the whole system
to check if the tasks meet their local and/or end-to-end deadlines under prece-
dence and resource constraints. This work has also formed the basis for other
system-level modeling-related research activities such as networks-on-chip and
reconfigurable computing platforms.

Chapter 6 describes a further extension of our earlier work on SystemC-based
multiprocessor system-on-chip modeling framework which can provide the wire-
less sensor network designers a system-level abstraction of the sensor network
for system-level design-space exploration to meet the requirements mentioned
above.

Though our aim has been to develop a general sensor network modeling envi-
ronment, we have actually been driven by a real-life sensor network application
— the Hogthrob project which, as described above, is concerned with the devel-
opment of a wireless sensor network infrastructure for sow monitoring.

In our SystemC-based modeling framework, a sensor network model is designed
following the principle of composition. We model a sensor network at two levels:
the sensor network level and the sensor node level.

At the sensor node level, a sensor node platform model is split into two sections:
the software section - for functional simultion of the sensor node platform and
the hardware section - to enable estimation of the energy consumption of the
sensor node platform.

The software section of the sensor node platform model consists of the applica-
tion model, comprising a set of task models and the RTOS model, composed of
a set of RT'OS services.

At the sensor network level, a sensor node platform model is embedded in an
environment model that models the environmental phenomena to be sensed by
the sensor network application.

To bridge the abstraction gap between the system-level abstract sensor network
model (mentioned above) and the implementation-level, cycle-accurate sensor
node model (mentioned later), we have introduced an intermediate-level bridg-
ing model based on transaction-level modeling concepts that attempts to connect
the top-level and the bottom-level models in a consistent manner. This model
is described in Chapter 6.
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1.2.3 Wireless Sensor Node Design & Test and Cycle-
Accurate Modeling

The third and final part of this thesis covers the issues related to the design, im-
plementation and testing of a system-on-chip-based wireless sensor node devel-
opment platform, specifically, for the Hogthrob project. This part also describes
the various design-space exploration approaches followed through hardware-
software codesign on a cycle-accurate model of the wireless sensor node. How-
ever, the details of the various components of this cycle-accurate model are split
accross the chapters comprising this part.

Chapter 8 describes the design of the wireless sensor node development plat-
form for the Hogthrob project. It also describes some details of the cycle-
accurate model of the wireless sensor node, especially, the microprocessor model.
The architectural design space of the wireless sensor node development platform
is explored from a hardware/software codesign perspective to end up with a
complete wireless sensor node implemented on a single chip.

Chapter 9 describes the testing of the wireless sensor node development plat-
form for the Hogthrob project. Designing wireless sensor nodes for wireless
sensor networks is an error-prone and, hence, an iterative process because of
the inherent intricacies of designing a wireless communication-oriented, mixed-
signal, distributed embedded system. Therefore, it is imperative to follow a
systematic design methodology coupled with an efficient test approach to sat-
isfy all the design requirements for the target application.

We have developed a hierarchical, at-speed, functional test methodology and
applied it successfully to test the custom-built Hogthrob wireless sensor node
development platform. This test methodology, though unique in its approach,
extends earlier work in this area and can be applied, in general, for testing
all types of wireless sensor nodes. A significant contribution of our work is a
unified test methodology for wireless sensor nodes that combines, as well as,
extends various component-level and board-level test techniques and exploits
the on-board programmable logic for implementing a Test Controller that has a
strategic access to all the board-level and component-level interfaces. This chap-
ter also describes the cycle-accurate models of the Flash memory programmer
and the various communication interfaces on the Hogthrob platform.

Chapter 10 describes a cycle-accurate model of an acceleration sensor using
a mixed-signal extension of VHDL - VHDL-AMS. As a further contribution to
the Hogthrob project, we have proposed a model-driven MEMS-based micro-
sensor design methodology which is more than a combination of the existing
top-down and bottom-up design approaches as it enables MEMS-based micro-
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sensor design, validation, and optimization in a consistent, step-by-step manner
and is compatible with the existing embedded system design methodologies. We
have illustrated the capabilities of our proposed MEMS design methodology by
applying it to design, simulate, and optimize a microaccelerometer. The work
carried out in this regard gives a good insight into the system-level modeling
of microsystems which can stimulate ideas about hybrid systems modeling and
verification, especially, in the context of the emerging new area of wireless inte-
grated sensor networks.

Chapter 11 gives the details of a cycle-accurate model of a coprocessor for
Kalman filtering. Kalman Filter is the standard DSP tool for combining the
information from many sensors as well as low-pass filtering, amplification, etc.
A properly-designed Kalman Filter allows one to observe only a few quantities,
or measured outputs, and then reconstruct or estimate the full internal state of
a system.

In the Hogthrob project, accelerometer data from the field experiments on sows
were analyzed for acceleration patterns and an automatic classification method
based on a Multi-Process Kalman Filter was implemented by the KVL research

group.

However, the practical implementation of such analysis method poses problems
because Kalman Filter implementation for real-time applications is computation-
intensive in software and resource-demanding in hardware due to matrix multi-
plication and inversion operations.

Therefore, we have developed a design flow for design-space exploration using

HW/SW Codesign to select the optimum implementation and implemented an
FPGA-based cycle-accurate model of a coprocessor block for the Kalman Filter.

1.3 An Overview of the Published Research Work

The following research publications are included in the thesis and they should
be read in the sequence that they appear.

1.3.1 Overview of Multiprocessor System-on-Chip Plat-
form Modeling & Simulation

The publication included here gives an overview of the state of the art in mod-
eling and simulation of multiprocessor system-on-chip platforms for embedded
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systems and forms the basis for the research conducted and described in the
second part of this thesis.

A: Kashif Virk and Jan Madsen. Computing Platforms - Multiprocessor
Modeling and Simulation. The ARTIST Roadmaps for Research and
Development. (Editors: Bruno Bouyssounouse and Joseph Sifakis). Lec-
ture Notes in Computer Science, Volume 3436, 2005. Section 29, Pages:
388-406. Springer Scientific Publishers. Published.

1.3.2 SEND Modeling Environment

A SystemC-based System-level Modeling Framework, named SEND (System-
level Modeling Framework for Embedded Networked Devices) has been devel-
oped during the Ph.D. project. The following set of publications describe the
concepts developed and the techniques employed during the progressive evolu-
tion of the modeling framework.

B: Jan Madsen, Kashif Virk and Mercury Jair Gonzalez. A System-level
Multiprocessor System-on-Chip Modeling Framework.  Proceedings of
the IEEE International Symposium on System-on-Chip, 2003. (SoC’03),
November 2003. Pages 147-150. Published.

C: Jan Madsen, Shankar Mahadevan, Kashif Virk and Mercury Gonzalez.
Network-on-Chip Modelling for System-Level Multiprocessor Simulation.
Proceedings of the IEEE Real-Time Systems Symposium (RTSS 2003),
December 2003. Pages: 265-274. Published.

D: Kashif Virk and Jan Madsen. A System-Level Multiprocessor System-
on-Chip Modeling Framework. Proceedings of the IEEE International
Symposium on System-on-Chip (SoC’04), November 2004. Pages: 81-84.
Published.

E: Kashif Virk, Knud Hansen and Jan Madsen. System-Level Modeling of
Wireless Integrated Sensor Networks. Proceedings of the IEEE Interna-
tional Symposium on System-on-Chip (SoC’05), November 2005. Pages:
179-182. Published.

1.3.3 Hogthrob Sensor Network Development Platform

The Hogthrob platform architecture consists of four closely-interacting subsys-
tems. These subsystems are: the sensing subsystem, the computing subsystem,
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the communication subsystem, and the power-supply subsystem. The platform
has been designed using a modular design approach and comprises one mother
board (8.5cm x 7cm) which comprises the computing and the power-supply sub-
systems, one daughter board for the communication subsystem (4cm x 5¢cm) and
another daughter board for the sensing subsystem. The mother board has been
further divided into the analog and the digital portions with the analog portion
mostly occupied by the power-supply subsystem and the computing subsystem
comprising the digital portion.

F: Kashif Virk, Mohammad Shafique, Jan Madsen and Aric Menon. System-
Level Modeling and Simulation of MEMS-based Sensors. Proceedings of
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Abstract—Models of Computing Platforms are extremely im- « Enhanced observability and controllability, especially,
portant but different models that correspond to various view- avoidance of the probe effect and of disturbances due
points must be integrated. Multiprocessor Computing Platbrms to experimentation

can be tightly or loosely coupled and the abstraction levelfaheir . . . - .
models can vary from the specification to the physical levelln « Possibility of analysis and predictability by the applica-

addition to the abstraction level, there exist various modkng tion of formal methods.
domain dichotomies (continuous or discrete, synchronousro  Building models which faithfully represent complex sysgem
asynchronous, event-triggered or time triggered, etc.) tat all is a non-trivial problem and a pre-requisite to the appiiraof

have their merits within thier respective application aress. The f | Vi hni U I deli hni
modeling of reactive multiprocessor systems, usually, deands formal analysis techniques. Usually, modeling technicares

simultaneous invocation of models across the various donas. applied at early phases of system development and a higher
Reconciliation of these models is a major research topic. level of abstraction. Nevertheless, the need of a unified oie

In this paper, we present a survey of the state of the art in the various lifecycle activities and of their interdepencies
the modeling of multiprocessor computing platforms. have motivated the so-called model-based approaches which
I. MOTIVATION rely heavily on the use of modeling methods and tools to

provide support and guidance for system development and
As more computer systems are being integrated into systeMigation.

on-chip (SoC) designs and as the interactions of concur-

rent (and, possibly, real-time) software with multiprosieg 1. LANDSCAPE

and distributed computing platforms becomes more complg&( Classification of Computation Platforms
computer systems designers must reason about: computing
platform design for programmability, the modeling aspects Computation Platforms may be classified into transforma-
of software schedulers, the co-execution of hardware-lik®nal, interactive, reactive and proactive systems.

and software-like system-level behaviors, and the syséeel- o Transformational computation platforms compute re-
performance impacts of hardware architectures that egecut sults with the input data available right from the start
the software functionality. Many of the critical systenvéé of the application without any timing constraints. The
design decisions are those that involve the anticipation of computed results are usable as and when required at any
hardware/software interactions; as hardware is loadet wit given instance.

the software functionality, software is deployed onto datgr  « Interactive computation platforms operate on the
of hardware resources (architectures) and parts of a system environment-produced data without any timing con-
(mixed hardware and software) must interact with the yet- straints which are expected by already executing tasks.
to-be designed rest of the system (which may also include The results computed by those tasks are input to other
mixed hardware and software). Modeling systems in the large tasks.

is an important trend in software and systems engineerings Reactive computation platforms execute tasks that pro-
The purpose of modeling is to build models of software and duce results at the times determined by the controlled
systems which satisfy given requirements. Modeling plays process dynamics.

a central role in systems engineering. The use of modelss Proactive computation platforms capture and may act on
can profitably replace experimentation on actual systertts wi ~ data without user intervention.

incomparable advantages such as: Computation platforms are structured in layers. They all
« Enhanced modifiability of the model and its parametersontain operating systems for the basic management of the
« Ease of construction by integration of models of hetergrocessor, virtual memory, interrupt handling, and comimun
geneous components. cation [1].
« Generality by using genericity, abstraction, and behav- Most of the future embedded computing platform appli-
ioral non-determinism cations are likely to be real-time applications that willhru



on multiprocessor SoC’'s which are, essentially, distadut ent verification methodology for multi-paradigm systems. |
computing systems. In a multiprocessor or a distributed-coarticular, to ascertain which aspects of the analysis fitene
puting platform, the processing elements can be connecfeaim the existing capabilities of each paradigm.

through §ha_red memory, dedicated communication links 982 Models of Concurrent Systems (Parallel & Distributed
communication network [2].

L L . ) Computing Platforms)
A major dividing line inevitably exists between tlléscrete ) .
embedded computing platforms and the, essentiadiptinu- Despite an apparent trend towards parallel computers being

ous physical environments in which they are embedded. Tf@MPosed of nodes of independent processor-memory pairs
discrete embedded computing platforms (comprising bogh tonnected by some interconnection network, it is by no means
hardware and the software), in turn, contribute to a numbegrtain that there is a definite progression towards a single
of additional dichotomies at the stage of their mathemhticglass of parallel archlt_ectures. Instgad, there are numsero
modeling. classes of parallel architectures. Similarly, there armaenous

The early embedded computing platforms were, essentiaﬂ9,°de|s of parallel computation, some specifically suited to
sequentiakomputing platforms but, as they are extended agrticular architecture classes, while others are s@tabtoss
become more complex, a need for the concepts of hierardhyange of parallel architecture classes.
and information sharing between their sub-systems ariseévIOdels of pqrallel computa‘uon.are required to act. as a
(as in concurrent systems). To mathematically characteriz8'@P between disparate programming languages and disparate

these concepts, a global notion of a computation step &chitectures. Hence, an application developed accortiing

considered. Thus, the dichotomy betweengjiachronousind the model is executable on the various architectures and its

the asynchronousomputation models appears. Moreover, tBerformance is predictable.

model the behavior of an embedded computing platform in

response to changes in inputs (as in reactive systems) &

be described in either agvent-triggeredor a time-triggere
fashion. In addition, timeliness can be a central issuetapQF
from the correct functioning (as real-timesystems) requiring
the explicit inclusion of time in the computation model.

Furthermore, the application domains contribute addiion
modeling preferences to the discrete embedded computing
platforms. A major such division is between the control-
oriented applications, leading toontrol-flow or state-based
computation model (where the complexity arises due to the
massive numbers of control locations in a computation),
and data-oriented applications, leadingdata-flow compu-
tation model (where there is much structure in the data on
which a large number of operations can be performed in
a few control locations). Most of the discrete embedded
computing platforms are composed of sub-systems that are
designed according to some or all of the various types ofe
computation models mentioned above. Therefore, some or
all of the above-mentioned dichotomies have to be recon-
ciled in the same discrete embedded computation platform
using appropriate meta-models. That is, the embedded com-
puting platforms composed of continuous/discrete, sequen
tial/concurrent, synchronous/asynchronous, stateebdata- .
flow, event-triggered/time-triggered, real-time/non l+&ae
components have to be methodically developed based on well-
defined underlying semantics.

In addition, no matter how the individual sub-systems are
modeled and analyzed on their own, eventually, the composed
system has to be subject to analysis to ascertain that thensys
exhibits the desired behaviors only in a physical environime
Thus, a very natural way to model an embedded computing
platform is by including the elements of the continuousestat
and the discrete state in the samgrid computation model.

Another major challenge is to combine the existing analysis
techniques from the various paradigms and to devise a coher-

A model is said to be architecture-independent if it is
eral enough to model a range of architecture types. So,
d the application source code is portable to various parallel
chitecture classes without modification.

There are several levels at which a model of computation
may exist:

Specification Level:at the specification level, the model
of computation provides an unambiguous description
of a computational problem without any notions of its
execution or implementation. Typical examples are:

— State Transition Models(e.g., FSM’s, CFSM'’s,
Petri Nets, Process Algebras, Duration Calculus,
Calculus, etc.)

— Data Flow Models(e.g.,{Kahn} Process Networks,
Data Flow Graphs, Synchronous Data Flow Graphs,
etc.)

— Discrete Event Modelée.g., HDL Simulators, etc.)
Performance Level: at the performance level, the model
provides a basis for the solution of a computational
problem. Thus, it forms the basis for the design, dis-
cussion and prediction of the performance of algorithms.
The most common examples of such models are: Turing
Machines, RAM, PRAM, BSP, LogP, etc.

Programming Level: at the programming level, the
model provides a precise, high-level description of cdrrec
and efficient methods for the solution of the particular
computational problem, e.g., Imperative Programming,
Declarative Programming (Applicative Programming -
Functional Programming, Predicative Programming -
Logic Programming), etc.

— Communication Sub ModelCommunication is,
probably, the most important aspect of a computation
model. Therefore, in any model of computation,
communication needs to be accurately accounted for.
The most common communication abstractions are:
MPI/PVM, OpenMP, IPC, RPC, TCP/IP, OSlI, etc.



« Architectural Level: at the architecture level, the modelof the desired properties of an instance (an applicationaf)od
describes the characteristics of a real machine on whibhsed on the formal semantics of the languages the defined
the computational problems will be implemented andorrectness criteria. Major such properties are the détésm
solved, e.g., SISD (von Neumann, Harvard, etc.), SIMIh a controller and the causal consistency at every macro
(vector, array, etc.), MISD (systolic, etc.), MIMD (Par-(computation) step. Th8tatematetool based orStatecharts
allel - Shared Memory, Distributed Memory, etc. Dischecks the type-coherence of the variables in a model and
tributed - Clusters of Workstations, Grids, etc.), Datperforms some simple consistency checks.

Flow, Reduction, Neural Network, etc. [3]. These tools are finding their ways into modeling the digital
— Network Sub ModelThe two basic measures ofcomponents of several embedded applications such as power
network models are latency and bandwidth whicBnd digital signal processing systen&igna), electronic de-
determine the network geometry. The most con$ign automation and aerospace systeBde), and railway
monly modelled network topologies are Hypercub@nd aerospace systemkuétre. These tools also provide
Butterfly, Torus, Mesh, etc. efficient automatic code generation mechanisms. Thus afte
A multiprocessor system isightly coupledso that the the compil_atioq stage, the design can be subjected tc_) furthe
global status and workload information on all processof@mal verification and code optimization, eventually,dewy
can be kept current at a low cost. The system may uautomatically-generated controller cod® fda or VHDL).
a centralized scheduler. When each processor has its owstatechartshas had its original popularity in the aerospace
scheduler, the decisions and actions of the schedulersl of S§¢tor but it is gaining popularity for the embedded system
the processors are coherent. In contrast, a distributeiéraysdesign due to inclusion into th&ML family of languages.
is loosely coupledin such a system, it is costly to keep thé € tool Rhapsody, though no longer in the framework of
global status and workload information current. The scherdu Synchronous languages, is a valuable tool for modelingodbje
on different processors may make scheduling and resouftignted distributed embedded systems.
access control decisions independently. As a consequencé)l! of the above-mentioned tools, however, have so far been
their decisions may be incoherent as a whole. In modeli@gPlied on an individual basis in the respective applicetio
distributed systems, the operating systems have a majer rétonsidering the growing needs of multi-paradigm modeling,
Moreover, in a distributed system, if the processors can B¥O European projects have been exploring the combination
used interchangeably, they are identical and if a message frPotentials of these tools SACRES for combinigignal and
a source processor to a destination processor can be senpEechartsand SYRF for the combination @ignal Lustre
any of the links connecting them, then the links are idehtisa @nd Esterel The work in SACRES has resulted in relating
well. In contrast, processors of different types cannot sedu Synchrony with asynchrony and the conditions under which
interchangeably. Different types of processors may eitieer these paradigms can be combined. The work in SYRF has
functionally different or they may be of different types forresulted_ln the development o_f cross_—compllatlon_ tools for
many other reasons. A computation platform comprising subiStré Signal andEsterel(loose integration), an environment
processors, which are loosely coupled, is called a digeibu for the multi-paradigm modeling (tight integration), anode

heterogeneous system [2]. distribution for embedded systems.
_ 2) Event-triggered vs. Time-triggered Modelss described
C. Models of Reactive Systems above, each member of the synchronous language family has

Reactive computing systems continuously interact witlir thebeen extensively used for the design of embedded systems.
environment. These systems are, in general, composedAafecent activity has been to combine the analysis of contin-
concurrent, interacting sub-systems or processes whigh meus systems (as modeled Matlab) with the meta-model
cooperate, synchronize, and share resources. It is theofoleverification and efficient code generation capabilities tod t
a scheduler to coordinate the execution of system actvitie Signalenvironment. This is one of the approaches in a series
order to guarantee a correct functioning of the system. of attempts at the problem of the analysis of hybrid systems.

1) Control-flow vs. Data-flow Modelsthe family of formal In recent yearsMatlab has been extended with a modeling
languages known as synchronous languages have shown theitity for describing a discrete controlleG{ateflow- with
they are simple enough to appeal to the engineering coesyntax reminiscent ddtatecharts However, the underlying
munity and expressive enough to model non-trivial applicaemputation mechanism for the simulation of the discreté pa
tions in embedded controLustre and Signal have a data- of a model is the same as the continuous part of the model.
flow (declarative) style whereaSsterel and Statechartsare That is, all signals are defined over continuous time and the
considered as control-flow or state-based (imperativefhEasimulation is time-triggered based on the lowest sampleger
language comes with a bunch of analysis techniques and well3) Synchronous vs. Asynchronous Modefss discussed
developed toolboxes. One of the major benefitsSignal above, not all applications can, naturally, be modeled as a
Lustre andEsterelis the clearly-documented formal semanticglobally- synchronous system. A recent development has bee
which acts as a description of a meta-model. The clotk relate the notions of synchrony and asynchrony in the
calculus inLustre and Signaland the constructive semanticontext of data-flow languages (in particul&igna). This
of Estere| for example, can be used for the static checkingork introduces the theoretical notions that can be used to



characterize an asynchronous network of locally-synabusn operational rather than descriptive, so as to reduce risks o
nodes and the compositionality properties (as a meta-model errors caused by passing from one formalism to another.
property in this context). Similar ideas are developed in « It should be founded on theoretical results ensuring well-
the context of imperative languages where it is shown how defined semantics, supporting a modular specification,

constructively-checkedsterel can be used as an input lan- compositionality, and allowing, to some extent, correct-
guage to théolis environment, compiling into co-design finite ness by construction.
state machines communicating over one-place buffers. « It should be practical and applicable. That is, it should

4) Continuous vs. Discrete ModelRecent years have seen  provide an intuitive, high-level modeling formalism, to-
the extension of the application of formal methods to the gether with a design methodology, and guidelines or
models with both the continuous and the discrete elements. A standard constructions for common problems. Moreover,
typical goal of verification is to show that an invariancedwl it should allow feasible algorithms for automatic analysis
over a model. In particular, a bad property does not hold in  supporting the design process, and be supported by tools.
any reachable state of a system. Since digital controllers a « It should help detecting design errors by providing diag-
increasingly complex with mode changes and multiple inputs nostics at an early stage allowing debugging of the design
and outputs, and the goal of the controller is, typically, to or gain confidence in its correctness and support a pre-
avoid a bad state in the physical environment, the tradition dictable model, in the sense that unexpected interaction
methods for proving the invariance are not applicable (eeit between separately modeled behavioral requirements is
the computing science methods for proving the properties ruled out as far as possible.
of discrete systems, nor the control theory methods for theExisting formalisms and tools are designed to meet differen
analysis of continuous systems). Several techniques fdimde  subsets of the requirements mentioned above. However, as
with this inherently difficult problem have been proposed. some of the items seem difficult to reconcile - for example, th

generality of the model and the support for an early detactio
D. Models of Real-Time Systems of design errors - they are not equally addressed by one

Real-time computing platforms are the systems whose cgr{ZI mework [5].

rectness depends on the respect of timing constraintsoddi Cc_)mponent based engineering 1 of p_aramo_unt Importance
. - : for rigorous system design methodologies. It is founded on
real-time systems have become ubiquitous by now, theigdesi ; T . : S
: ; . . a paradigm which is common to all engineering disciplines:

still poses challenging problems and is a very active domain . .

. . . complex systems can be obtained by assembling components

of research. Real-time systems have to reconcile fundtion
physical, and timing requirements that are often antinomic

Currently, the validation of real-time systems is done by e
EJerlg?enttztlon and measturemercwjt ?]n spfe<|:||f|c pﬁtforms NrOrE®ns, interfaces. Composition is used to build complexgom
0 adjust design parameters and, hopefully, achieve coriipr nents from simpler ones. It can be formalized as an operation

to QoS requirements. The existence of modeling technquﬁsdt takes in components and their integration constraints

for real-time systems is a basis for rigorous design andldho%rom these, it provides the description of a new, more comple
drastically ease their validation. Modeling a real-timstsyn component, ’

should allow to validate its design before implementing the Component-based engineering is widely used in VLSI cir-

system, gnd 0 prove Its correptpe;s using formgl methogait design methodologies, supported by a large number of
For rea_lctlve real-time syster_ns, Itis |mportant to build misd tools. Software and system component-based techniques hav
that _falt_hfully represent their behavior. In _SUCh modehg ! known significant development, especially, due to the use of
_apphcqﬂon has to be mode_led together with the behavior 8Eject technologies supported by languages suctC#s,
its envwonment and dynamics [4]. . . Javag and standards such Bd1L andCORBA However, these
A modeling framework accompanying the design procegsepniques have not yet achieved the same level of maturity
of real-time systems and providing a methodology, can guidg h4s been the case for hardware.
and accelerate the_design process, replace ac_i hoc solbtions 1) Scheduling Theory-based Approach#tell-established
standard constructions, and improve the quality of the thodgcneqyling theory and scheduling algorithms have been suc-
For a modelmg framework to be useful, it should meet ﬂ}?essfully applied to real-time systems development. Saaed
following requirements: bility analysis essentially consists in checking that tirstam
« It should be sufficiently general to allow, in a naturaineets the schedulability criteria prescribed by the theory
and comprehensive way, the specification of resouragich allows efficient schedulability analysis tools. ltedonot
contention, synchronization, priority selection, urggncrequire the use of a model representing the dynamic behaviou
preemption, periodic, aperiodic, and sporadic processe$,the system to be scheduled. Current engineering practice
and various scheduling disciplines on uni- or multiproessentially, adopts this approach.
cessor systems. Existing scheduling theory requires the application to be
« It should be based, despite of their expressiveness, sgt into the mathematical framework of the schedulability
an analyzable and executable model. That is, it should beéterion. Studies to relax such hypotheses have beeredarri

&)uilding blocks). Components are, usually, characteriag
abstractions that ignore implementation details and dmescr
roperties relevant to their composition, e.g., transfercf



out. However, most of these schedulability results apply onlyppaal.
for particular process models or do not allow complex interac-3) Meta-Model-based Approachegimong the modeling
tion between the components such as shared resources agadtdesign tools, we shall mention tRéolemy [37] project
from the processor, atomicity, or communication. Generallgnd toolset aiming at heterogeneous modeling, simulation, and
functional and timing properties are specified and verifiadkesign of embedded systems by integrating different models of
separately and no unified approach for general schedulicgmputation. Another tool for the integration of heterogeneous
problems has been proposed so far. models is theSPI Workbench [38], which uses graphs

2) Model-based ApproachesTo overcome these limita- of communicating processes annotated with timing intervals,
tions, an alternative approach consists in building, explicitly,a@ a unifying abstract representation serving as a basis for
timed computation model of the real-time application, that isgrification and hardware/software co- desi@iotto [39] is
the application processes together with their possible interactool-supported design methodology for distributed embedded
tion, and verifying schedulability [6] or extracting a schedulesystems based on the time-triggered paradigm. It consists
[7], without considering the particular scheduling policieof a programming language, and a platform-dependent part
Modeling methodologies and tools for real-time systems haireluding a compiler and a runtime libraffaxys [4Q, [41] is
shifted into the focus of research in the recent years. a toolused for the development and verification of embedded

The controller synthesis paradigm for discrete-event systesystems in the telecommunication domain. The system and its
[8] and timed systems [9], [10], [11], [12] provides a generanvironment are specified in the synchronous langtesgerel
framework for scheduling. This is the most general approapt] annotated with timing constraints. The model can be
but the algorithmic method for synthesizing a controller igerified by the model-checkdfronos, and compiled toC
of prohibitive complexity. For this reason, sometimes, theode by theEsterelcompiler Saxo-RT [43].
existence of an invariant implying satisfaction of the timing 4) Process Algebra-based Approachd@siere is some work
constraints is explored, using real-time verification techniquasming at integrating model-based analysis of real-time sys-
[13], [14], [15], [16], [17], [18] and tools such d&&ronos [19], tems, and scheduling theory. The interest of considering partic-
[20], Uppaal [21], [22], Verus [23], Cospan[24], or HyTech ular scheduling policies in a model-based approach is twofold.
[25]. A non-empty invariant satisfying the timing constraints i§irst, it allows to verify both the functional correctness, and the
a sufficient condition for schedulability, requiring techniquesmeliness, of a scheduled real-time system, whereas the same
of lower complexity than synthesis which do not distinguiskystem without a scheduler, generally does not meet its timing
between controllable and uncontrollable actions. constraints. Second, restricting the set of possible behaviors

There are several other approaches to tackle the complexXiglps to manage the state explosion problem. Most of this
of verifying real-time systems, or synthesizing schedulers. Faork is based on process algebras extended with a notion of
example, [26] discusses incremental verification of commungriority. [44] defines a process algebra based@8(Calculus
cating Time Petri Nets, based on assume-guarantee reasorsfi@ommunicating Systems) [45] with real-time semantics and
[27] presents a scheduler synthesis tool based on constraiyamic priorities. In the process algeRISL (Real-Time
satisfaction for a simple process model that nevertheleSpecification Language) [46], scheduling policies such as
allows shared resources, and a timing specification in ReBMS (Rate-Monotonic Scheduling) and EDF (Earliest Dead-
Time Logic. [28] discusses the analysis of non-deterministime First) can be modeled by a function associating, with any
real-time systems using the (max; +) algebra, which doegstem state, a subset of processes that remain enabled after
not require exploring the state space like traditional modediority choice. The process algebfCSR(Algebra of Com-
checking techniques. [29] provides an algorithm synthesizimgunicating Shared Resources) [47], [48] provides a frame-
a programmable logic controller from a specification describeebrk with discrete and dense-time semantics for modeling
by a fragment of the duration calculus. [30] describes @ordination between processes including shared resources,
formal low-level framework for real- time system modelssynchronization, preemption, static priorities, and exception
where processes are described by sets of possible behavisasdling. A prioritized strong bisimulation ensures compo-
This framework is intended as a unifying meta-model rathsitionality. The Paragon toolset [49] for the specification
than to directly model real- time applications. [31] discussemd verification of real-time systems is based AGSR The
modeling and verification of preemptive real-time systensystem can be modeled in a graphical specification language.
with hybrid automata. Similarly, [32] describes a methodologyerification is done by state-space exploration, or checking for
for modeling a general class of real-time systems with resoutgisimulation with a process specifying a high-level behavior.
constraints, synchronization and context switching overhed80] discusses the modeling of real-time schedulerA@SR-
and atomicity of code segments, as hybrid systems. TW®, an extension oACSRwith value passing communication.
method is applied to the timing analysis of Ada programSchedulability analysis amounts to symbolically checking the,
Adopting the same framework, [33] discusses the timing anglessibly, parameterized model for bisimulation with a non-
ysis of partially implemented systems, where lacking piecésocking process, and synthesizes the parameter values for
of code are specified in Graphical Interval Logic. [34], [35fvhich the system is schedulable. In [51], models of basic
discuss a formal model of thRavenscaf36] subset ofAda process specifications are given, and schedulers for EDF and
95, allowing to verify applications using the model-checkethe priority inheritance protocol [52] are modeled und@SR-



VP. [53] presents a modeling methodology for fault-tolerargrocessors, software processes and physical interfaces and
distributed real-time systems. Processes and fault models iaterconnections, is needed. One of the primary goals of the
specified in a process algebra based on TiB&§ liveness system-level modeling for networks-on-chip is to formulate a
properties and deadlines are expressed in a logic basednwodeling framework within which a broad class of designs
Modal Timed-CalculusThe authors give examples of a bestean be developed and explored.
effort EDF scheduler, and a planning-based scheduler wherdén addition, to support the designers of single-chip based
processes are only scheduled if their deadlines are guarantemtbedded systems, which includes multiprocessor platforms
to be met. [54] model real-time processes scheduled undenning dedicated real-time operating systems (RTOS's) as
EDF as timed automata, and model-check the obtained reyell as the effects of on-chip interconnect network, a system-
resentation usingJppaal. However, their modeling methodlevel modeling/simulation environment is required to support
is not compositional. [55] introduces I/O timed componentan analysis of the:
essentially, timed automata with an interface declaration, as a consequences of different mappings of tasks to processors
modeling formalism guaranteeing non-zeno and non-blocking (software or hardware),
synchronization by construction. Information about the inter- « network performance under different traffic and load
face of 1/0 timed components is used by a relevance calculus conditions,
to make abstraction from components that are irrelevant fore effects of different RTOS selections, including various
proving a given property specified as an observer process. scheduling, synchronization and resource allocation poli-
MetaH [56] is a development tool initially designed for avion- cies.
ics applications. It accompanies the development process offhe traditional network models like OPNET [71] are not
real-time systems from specification down to code generatigited for NoC's, since they model only the abstract communi-
and implements schedulability analysis based on the resultscafion structure without any support for chip-level architecture
[57], [58] extending rate-monotonic analysis. It is also possiblaodeling. In [72], [73], the concept of on-chip, packet-
to specify error models, and carry out reliability analysiswitched micro-networks has been introduced that borrows
Sometimes, a deductive approach is used to verify correctngiisas from the layered design methodology for data networks.
of a scheduler [59], [60], [61] using theorem provers. In [60The work on the system-level exploration of the commu-
real-time programs with timing constraints, fault models, angication architecture can be subdivided into static analysis
scheduling policies are modeled in the loditA (Temporal models [74], [75] and simulation-based models [76], [77].
Logic of Actions) [62]. Proving that scheduling the realiahiri et al. [78] have proposed a hybrid model combining
time system under a certain discipline, both specifiedlid,  simulation with analytical post-processing to achieve higher
is feasible, amounts to verifying a schedulability conditioaccuracy of the performance estimation. The SystemC Open
similar to the results from scheduling theory. Core Protocol (SOCP) communication channel in the StepNP
simulation model [79] addresses the exploration of the com-
munication infrastructure based on the OCP semantics. Serge
1) Networks-on-Chip:In the modern silicon technologies,Goosens et al. [80] further abstract from architecture-specific
with minimum device geometries in the nanometer rang®mmunication primitives to establish a unified modeling
(<100nm), the on-chip interconnection fabric is a major sourgamework for the investigation of heterogeneous on-chip
of delay and power consumption which is challenging the oRetworks. The NoC modeling framework proposed in [81]
chip communication infrastructure and forcing a change frogeals with generalized abstract tasks, processing elements, and
device-centric to interconnect-centric design methodologiessommunication infrastructures instead of dealing with each
A Network-on-Chip (NoC) is a disciplined approach tapecific application and system architecture. This not only
replace the current ad hoc wiring of the IP blocks that paitfoadens the applicability of the modeling framework, but also
scalable communication performance and minimal intercoads to a better understanding of the problem at hand.
nect cost. It separates the computation from communicatiorThe current NoC modeling approaches do not cope with the
by allowing the computational blocks to communicate withequirements introduced by the system-level design of full-
one another via a uniform interface. A NoC can be baséédged on-chip networks. In order to apply analytical models,
on packet switching communication to flexibly share link caenhanced algorithms are necessary to model the performance
pacity between either homogeneous or heterogeneous netwsfrkomplex network topologies with sophisticated arbitration
clients and to provide multiple communication services ovefiechanisms. Equally, current NoC simulation models fall
a uniform infrastructure with fixed topology. short to provide efficient support for the exploration of on-
An efficient combination of the best-effort and the guarhip networks.
anteed services in a NoC is a challenge [63]. The other key2) Wireless Sensor Networks:The recent advances
challenges for designing NoCs include automated syntheiis low-power embedded processors, radios, and micro-
[64], [65], low-power [66], [67], verification and testing [68],electromechanical systems (MEMS) have made possible the
[69], and fault-tolerance [70]. development of networks of wirelessly interconnected sensors.
In order to address these challenges, accurate modelinglbE new computing paradigm enabled by the ad hoc wireless
the systems and all the interrelationships among the divessnsor networks will be a key in making computation more

E. Application Domains of Computation Platforms



proactive. The silicon-based wireless sensors and the ad lob cases, the support for mobility-related functions asl.wel
sensor networks represent exciting new technologies witthere is also a need for the overall energy consumption
broad societal impacts and a wide range of new commerdlanced architectures. Another issue is the wirelessosens
opportunities. As the wireless sensor technology congirtoe organization and the development of interfaces between the
advance, one day, it will be possible to have these compammponents. Finally, due to the privacy, security, and euth
low-cost wireless sensors embedded throughout the envirtination concerns, techniques like unique IDs for the CPY an
ment, in homes, offices, and ultimately inside people. Withther components can be of high importance.

the continued advances in power management, these systems
should find more numerous and more impressive applications.
Until that day, there is a rich set of research problems assodn order for a high-level modeling environment to be
ciated with the distributed wireless sensors that requingy v effective for design exploration, it must be abstract, aghhi
different solutions than the traditional sensors and mdtia enough to enable rapid design trade-offs, but detailed gtmou
devices [82]. to include a time basis for performance modeling.

With their focus on the applications requiring a tight cou- The development of a general theoretical modeling frame-
pling with the physical world, as opposed to the personal-cowork for component-based engineering is one of the few grand
munication focus of conventional wireless networks, theewi challenges in information sciences and technologies. dble |
less sensor networks pose significantly different design, iof such a framework is the main obstacle to mastering the
plementation, and deployment challenges. Their applinati complexity of heterogeneous systems. It seriously lintits t
specific nature, severe resource limitations, long netifek current state of the practice, as attested by the lack ofldeve
requirements, and the presence of sensors lead to an tiigreopment platforms consistently integrating design adégisiand
interplay between sensing, communication, power consumnipe often prohibitive cost of validation.
tion, and topology that the designers need to consider.ggner A major factor limiting the use of parallel computing
dissipation, scalability, and latency must all be considen platforms in the mainstream computing is the lack of general
designing network protocols for collaboration and infotima purpose parallel computation models. Moreover, some apeci
sharing, system partitioning, and low-power electroniesigin ists who believe that finding a unifying computation model is
[83]. just not possible have gone in another direction, devefppin

The existing tools for modeling wireless networks focuparallel software that lacks portability. On the softwaiges
only on the communication problem and do not support tike architecture differences in the parallel computingfptans
modeling of power and sensing aspects that are essentfed todorrespond to a large set of different parallel models and
design of wireless sensor networks. A model of computasonlanguages often architecture-dependent and that offey onl
of prime importance as a clean starting point for the symshepartial solutions to programming portable parallel apdiiens
of modern computing platforms. The wireless sensor netsvork sequential computing using standard languages (ke
will not only require new models of computation, but also neWwascal and Fortran. Many parallel programming languages
models of the physical world. used today are of the low-level variety which require the

In the design automation domain, synthesis of the nodpggrammer to face the architectural issues of the parallel
for the wireless sensor networks will pose a number of newemputing platform on which the application executes.
problems. Moreover, debugging and verification are the mostOn the other hand, high-level parallel languages abstract
expensive and time-consuming components in the moddram architectural issues but deliver unpredictable perfo
design flow. Due to the heterogeneous nature and the compieaxnce on different architectures. Thus, porting the same
interaction between the components, it is expected that gpegram to different parallel computation platforms frasay,
same will be true for the nodes of the wireless sensor netsvork message-passing multi-computer to a shared-memory-multi
In particular, the techniques for error and fault detecmid processor can dramatically alter the platform’s perforogan
testing collaboration will be of prime importance. Existing component technologies encompass a restricted

Middleware will be in strong demand to enable the developumber of interaction types and execution models, for in-
ment of new applications. Tasks such as sensor data filteristance, interaction by method calls under asynchronous ex-
data compression, data fusion, data searching and profiliegution. We lack concepts and tools allowing integration
exposure coverage, and tracking will be ubiquitous. It isf synchronous and asynchronous components, as well as
expected that new tasks will be defined and accomplished, thfferent interaction mechanisms, such as communicatian v
example, sensor allocation and selection, sensor posigpn shared variables, signals, rendezvous. This is essemtial f
sensor assignment and efficient techniques for the sentor daodern systems engineering, where applications are linitia
storage [84]. developed as systems of interacting components, from which

In the software domain, main emphasis will be on thinplementations are derived as the result of a co-design
RTOS’s (Real-Time Operating Systems). There is a need famalysis.
an ultra-aggressive, low-power management due to the gnergThe application of component-based design techniques
constraints and a need for comprehensive resource acoguntaises two strongly related and hard problems. First, the
due to the demands for privacy and security and, in a numhavelopment of a theory for building complex heterogeneous
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systems. Heterogeneity is in the different types of compbnéndependent programming models on general-purpose com-
interaction, such as strict (blocking) or non strict, datseh puters.

or event driven, atomic or non atomic and in the different other promising models are the skeleton-based and the
execution models, such as synchronous or asynchronous. $ggor-based languages. Although these models suffer from
ond, the development of theory for building systems whigdw performance, they represent an interesting startirigtpo
are correct by construction, especially with respect temtsal toward architecture-independence because they abstoant f
and generic properties such as deadlock-freedom or pmgregchitectural issues and allow predictable performarfcthel

In practical terms, this means that the theory suppliessrulgarallel programming community convinces itself that ieds

for reasoning on the structure of a system and for ensurigglear strategy based on high-level languages to find a-unify
that such properties hold globally under some assumptiofg model for parallel computation, these models can be used
about its constituents e.g. components, connectors. alict tg drive this process. Adopting this strategy would unitghhi
correctness by construction results can provide significgaye| programming, generality, and high-performancedileg
guidance in the design process. Their lack leaves a posterigarallel computation to the computing mainstream [85].
verification of the designed system as the only means to ensurlncreasingly, the operating environment of a computer sys-

Its correc'Fness (with the well-known _Ilmltatlons). e tem is another computer system. Accordingly, next germmnati
Co-_deS|gn for system-lev_el modeling has bee_n limited mputer system modeling must be based not only on the reac-

the view that all computation shquld be restricted to t_ n of a passive computer system to its operating envirarime

reactive system models - mathematical models of computati ; non the active cooperation and coordination sharing

unified by the event or token-based foundations. The resplti, . ,ss model boundaries such as resources. Computer system
executable specifications are designed to respond to testbe designers must be able to capture the sharing effects or the

style mp_ut_s that model the external envwonme_nt in whiak thémticipated interactions of concurrent software exegutin
system is intended t(,) opera_te. Th? presu_mpnons are that tiple hardware resources over a range of design vanisitio
computer system being designed is passive and it should\§&e than understanding the response of the system, this is
isolated from its operating environment. about understanding the response of the design.

Searching a complex design space for designs that satisfy

performance criteria can be thought of as isolating andyanal

Finding solutions to the problems and limitations in pagall ing the prevalent performance models that arise between the

computation requires two actions: corner cases in a design space. To fully analyze a computer

« Make the design and implementation of general-purposgstem, the designers must isolate these prevalent peafmen
parallel computing platforms capable of supporting aodels and the ranges over which they are valid. A designer
wide range of programming models and providing presan then understand the effects of software loading, resour
dictable performance. variations, and resource sharing [86].

« Make the definition of programming models architecture- A grand unified approach to modeling computing platforms
independent, allowing abstraction and portability acroggstems would seek a modeling framework that serves all
different parallel computing platforms. At the same timeyurposes. One approach is to create the union of all the
make these models simple and expressive. frameworks, which have been proposed so far, providing all

An important step to success is the definition of highef their services in one bundle. But the resulting framework

level, architecture-independent languages to demoastinat would be extremely complex and difficult to use, and designin
parallel programming is no more difficult than sequenti@,nd synthesis and validation tools would be difficult. A more
programming. feasible alternative is to choose one concurrent framewancdk

Low-level approaches, such as Parallel Virtual Machirgow that all the others are the special cases of that. This is

(PVM) and Message Passing Interface (MPI), are driven Bglatively easy to do in theory. Most of these frameworks
heterogeneous parallel computing, which tries to offer, gife sufficiently expressive to subsume most of the others. Th
different computers, library primitives for parallelisrmch disadvantage is that this approach does not acknowledde eac
communication. These approaches partly meet the potabilnodels strengths and weaknesses. A final alternative is to
goal but are based on tedious low-level library functiond arnix frameworks either heterogeneously but instead of fogmi
do not free the programmer from the issues of concurrendfye union of their services, preserve their distinct idgntr
communication, and synchronization. In fact, even though thierarchically where a componentin one framework is agtual
PVM and the MPI are the de facto standards in parall@n aggregate of components in another [87].

programming, their related programming style looks in many These are but a few of the interesting research problems
respects like the assembler-level programming in segalenfor modeling computation platforms for embedded systems.
computing. There are many more. Modeling Configurable Computation

However, several proposed high-level approaches the Bllatforms offers interesting opportunities and challengad

Synchronous Parallel (BSP), the LogP, and the Bird-Mesertepotentially relates strongly to the problem of selectingrap
Formalism may represent good candidates for architectupgiate computational models.

IV. TRENDS



As mentioned above, there are also interesting and chabj
lenging problems in the modeling of networks, particularly
providing quality-of-service guarantees in the face of Uiy
reliable resources. Finally, models are required to develo
appropriate hardware and software design techniques that
minimize power consumption which are critical for portablgl]

devices and wireless microsensor networks.
[22]
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Abstract—In this paper, we present a SystemC-based frame- has been done, we need a system-level model which is able
work to study the effects of running multi-threaded application o capture the behaviour of running a number of RTOSs
software on a multiprocessor platform under the control of . 5 multiprocessor platform. In this paper, we propose a

one or more abstract real-time operating systems (RTOSs). &/ L
propose a modelling framework consisting of basic RTOS seiwe framework to model abstract application software (modesie

models; scheduling, synchronization, and resource allotian, and @ Set of task graphs) executing on a multiprocessor platform
a generic task model that is able to model periodic and aperitic under the supervision of abstract RTOSs. The framework is
tasks as well as task properties such as varying executiomies, pased on SystemC 2.0 [6].

offsets, deadlines, and data dependencies. A given multipcessor

system is formed by the composition of RTOS service models dn II. RELATED WORK

the allocation of tasks (the application software) onto RTGs. We o . L .
demonstrate the potential of our approach by simulating and ~ Validation of multiprocessor RTOS's is a complicated pro-
analyzing a small multiprocessor system. cess which is often solved in an ad-hoc manner due to the

lack of uniform methodologies and tools that cover all the
aspects pertaining to the modelling of modern heterogeneou
As embedded systems become more and more complgystems. This has been discussed in [2], [3], [5], [10] and
todays applications demand a considerable computatiosaVeral approaches to develop such a methodology have
power from their platforms. To match these requirementseen devised. Sifakis [9] presents a methodology based on
it becomes necessary to utilize the parallel and distributeomposition to model real-time systems although nothing is
systems technology. There is a growing trend towards theentioned about the challenges implied by the modelling of
implementation of heterogeneous architectures congigiin real-time systems implemented on multiprocessor platsorm
several programmable, as well as, dedicated processorsTive approach followed by METAH [12] and VEST [11], is
a single chip. As an increasing portion of applications ateased on the functional description of multiprocessor-real
implemented in software which, in turn, is growing largetime systems giving modelling capabilities and automatic
and more complex, dedicated operating systems will havegeneration of different components including the opegatin
be introduced as an interface layer between the applicati®ystem. However, the focus is at a lower abstraction lewai th
software and the hardware platform [2]. Global analysis tfie one we propose. In [2], a high-level performance model
such heterogeneous systems is a big challenge. Typioatby, tfor multi-threaded, multiprocessor systems is preserifeis
aspects are of interest when considering global analyisés: approach is based on modelling the layer of schedulers in an
system functionality and the timing and resource sharingbstract manner, which resembles the aim of our approach.
in particular. Our aim is to study embedded applicatior@thers have focused on providing RTOS modelling on top
executing on a multiprocessor platform running a number aff existing System Level Design Languages (SLDL), either
possibly, different RTOSs. As many embedded applicatiofte open languages such as SpecC [5] and the RTOS library
are reactive in nature and have real-time requirements, itaf SystemC 3.0 [1], or for proprietary languages such as
often not possible to analyze them statically at compiteeti SOCOS [4] of OCAPI and TAXYS [10]. These approaches
Furthermore, for single-chip solutions, we may need to usdfer functional models of the RTOS enabling its emulation,
non-standard RTOSs in order to limit the code size and, henoa top of which functional models of software applications
memory requirements, or to introduce special featuresdnte can be implemented.
ing with the dedicated hardware, such as power management.
When implementing an RTOS, we may wish to experiment
with different scheduling strategies in order to tailor REOS At the system levelthe application software may be mod-
to the application. For a multiprocessor platform, we maglled as a set of tasks, € T', which have to be executed on a
wish to study the system-level effects of selecting a paldic number of programmable processors under the control of one
RTOS implementation on one of the processors. To study more RTOS(s). Our system model is designed following
these effects at the system-level, before any implememtatihe principle of composition as described in [9] and cossist
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of three types of basic components: tasks, RTOS servicaapther part of our model which will be explained later. The
and links, where the links provide communication betwedrehaviour of a task is modelled as a finite state machine
other system components. The RTOS services are decompd§&M) with four states: idle, ready, running, and preempted
into independent modules that model different basic RTC&e Figure 2. We assume that all the tasks start in the idle
services: A scheduler models a real-time scheduling dlynri  state with a certain offskthat can have any value including

A synchronizer models the dependencies among tasks areto; in which case, the task goes immediately to the ready
hence, both intra- and inter-processor communicationsl Astate, waiting for the RTOS to issueran command.

an allocator models the mechanism of resource sharing among

tasks. € period > 0 Irun
]
% synchronizer ‘
1 ! 3
i | | }
allocatoryq ‘ ‘ allocatorp,
{ § i !
: schedulery : ‘ schedulery, ;
L T I Ipreempt & Iresume
processorl 5 i\ﬂpﬁrpﬁqessgrirj 7777777777777777 5 ¢ running> 0
Fig. 1. Architecture of the System Model Fig. 2. The Task Model

In this paper, we assume that each processor can run just onh€ task stays in the ready state until it receives a run
scheduling algorithm. In a multiprocessor platform, we \dou €0mmand from the scheduler. It then goes to the running
have a number of schedulers representing the same nuni@fe in which it counts the number, crunning, of cycles. Whe
of processors, while synchronization and allocation may [sétering the running state, crunning is initialized to thére of
represented by a single instance of each. Tasks can sendt@gdask execution time?. Whenc, nning == 0, the task has
messages: eady andf i ni shed, to the scheduler which, in finished its computation. It then |s_sue$ @ani shed message
turn, can send three commands to the tasksi, pr eenpt, [0 the scheduler and goes to the idle state. In aII_sta;gg,st
andr esune. In between the schedulers and the tasks, we hadgedecremented each cycle. After reaching the idle state, th
the synchronizer and the allocator acting as logical messdgsk stays there until,...,. == 0 indicating the start of a new
filters as shown in Figure 1. As a way to maintain compositioReriod by making a transition to the ready state and setting
each component handles its relevant data, independentlycefiod = 13- At any time during the running state, the task
the other. For example, a task determines when it is read@y be preempted by the scheduler, i.e., the scheduler sends
to run and when it has finished. In this way, the schedul@rPreempt command to the task. When preempted, the task
behaves in a reactive manner; scheduling tasks according®s into the preempted state where it waits for the resume
the data received from them. Thus, we can add as md;gmmandfrom the_scheduler. During the preempted statg, onl
tasks and schedulers as we desire. The same is the case WRnvalue ofcyerioa is updated.
the synchronizer and the allocator models. They hold t@a: Scheduler Model

information regarding their services, i.e., which taskpetel ) ) ) )
on which other or, for the case of the allocator, what resemirc  F70mM a system point of view, the major task of the RTOS is
are needed by a given task. We use a global clock conneci@dletermine the execution order of the tasks, i.e., to perfo
to all tasks (not shown in Figure 1) to measure time in ternidSk scheduling. The scheduler maintains a list of taskdyrea
of clock cycles, i.e., use an abstract time unit. This allass {0 P& executed. In our model, the list is a priority queue wher
to identify the moment at which a task is ready to be execut88Ch task is given a priority according to the schedulingegol

or when a task has finished its execution. of the scheduler. For example, for the rate-monotonic (RM)
scheduling, the task priority is based on the period of the
A. Task Model task while for the deadline-monotonic (DM) and the earliest

At the system level, we are not interested in how a tas#¢adline-first (EDF) scheduling, the task priority is based
7;, is implemented, i.e., its exact functionality, but we neeidne tasks deadline. In the following, we yse:;) to denote the
information regarding the execution of the task, such as
the WCET BCET. context switchin overheaqberiod (T) 1The offset is the time from the start of the system to the firséta given

. ; ! . 9 . */*  task gets ready. This is, sometimes, referred to as the phase
deadline(d;), andoffset(o;), in order to characterize execution °The execution time¢;, is calculated as a random number between the

of the task. The dependencies among tasks are handledB@ET and theW CET of the particular task.



priority of taskr;. The scheduler is modelled as an event-basddtabase to see if the task has dependencies, it then cliecks i
process that runs whenever a messagafly orf i ni shed) its dependencies are already in the finished list. If theythee
is received from a task. In the case of a finished messdg@shed task is removed from the list and the ready message
received from a task;, the scheduler selects, from the list ofs passed to the scheduler, otherwise, information abaut th
ready tasks, the one with the highest priority,and issues the issuing task is stored in the waiting list.
command un to 7;. In case of an empty list and no runningD .
task, the scheduler just waits to receiveeady message. As D Resource Allocation Model
soon as it receives this message, it issuesia command to  The Resource Allocator uses the Priority Inheritance Pro-
the ready task;. If the list is empty, but a tasky, is currently tocol [8] for allocating the resources requested by thesask
running, then, The Priority-Inheritance Protocol ensures that, in thecabs
1) if p(rx) > p(7;) then; enters the list of ready tasks. of Deadlocks, no task is ever blocked for an indefinitely long
2) if p(mx) < p(r;) then 7, is preempted by issuing atime because an uncontrolled Priority Inversion cannotincc
preenpt command tor, and placingr; in the ready When a task requires a resource, it sendequest message
list. Then the scheduler issues an command tor;. to the allocator which either issuesgaant message to the
If the ready list is not emptyr; is only executed if it has scheduler.if .th(.a requested resource is available pefause
the highest priority, otherwise, the task, with the highest message if it is not. In both the cases, the priority of_ the
priority is selected. task requesting the resource is updated in accordancelveth t

The scheduler is designed to attend to several messageb fi"ity Inheritance Protocol and is notified to the schedbly
updat ePri ori t y message. In a similar way, when a task

zero simulation time. When two or more different tasks se . ; . . .
occupied a resource for its designated duration, itssend

a ready message simultaneously to the scheduler in the s ? . )
simulation cycle, the scheduler will choose the task with tH €1 €2S€ message to the allocator which updates its resource
database and issues apdat ePri ority message to the

highest priority to run and enqueue the others. This is fexhd S i
very elegant by connecting Master ports to Slave ports usiﬁ@heduler as demanded by the Priority Inheritance Pratocol
the SystemC Master-Slave librdryThe Master-Slave library
ensures that tasks are actually served sequentially dtining

simulation cycle, although, the order is non-deterministi In this section, we will illustrate the capabilities of our
framework by analyzing a small multiprocessor example.

IV. RESULTS

C. Synchronization Model
Another of the basic services provided by an RTOS is

=
=3
(v}
=}

synchronization among the cooperative tasks that are mgnni E 2 i z 3 /\

in parallel. For example, if; needs the data computed by 7,76[6|2]0 @
75, then 7; has to wait till the completion of; in order T, ]6/6/1]4 j 3

to execute. As we have designed our framework to support | 3
multiprocessor system environments, the synchronizedlean @ @

intra- and inter-processor dependencies as well as naté#i-r r 3 3 ;

system$. Task dependency can be of various types, but at the @ @ | ' ! ! '
system level, we do not care about the nature of a dependency., Y | schedulera | chece)
We can formulate an abstraction and assert that tagkis § | § |
eligible to be released just after the taskhas finished its | "-2] [ 7% ' PE, ‘ ' PE, ‘

execution. The synchronizer can be seen as a message fiIterJ—l_
between the tasks and the schedulers letting other schiedule a) b)

know when a task is really ready, i.e., when its dependency

constraints have been resolved. Theni shed message will Fig. 3. a) Task characterization and allocation for the multipreser
always pass but the eady message will pass only when&*ample; b) Modeling the example

the dependency constraints have been resolved. Every time , }

a task issues a message, the synchronizer will receive itFigure 3a shows a system with two processors, running
Its reaction will depend on the implemented synchronizatidWe such tasks each. A single dependency exists between
protocol. The basic synchronizer in our model works in th@Sksm ands. As seen in the figure, it is an inter-processor
following way: When it receives i ni shed message, it dependency. Th_e figure also shows the characterizatiorchf ea
looks into the dependency database to see if the issuing t26khe tasks. Figure 3b shows how we model the example
has dependencies. If so, it checks the waiting list if the&§ing our abstract RTOS model. Notice that, in this example,
dependencies are already waiting. If they are waiting, th&fg h{;\ve omitted the resource aIIocator..In the first appr,oa_lch
they are released to the scheduler. If not, information abote Will use rate-monotonic (RM) scheduling as the schedulin
the issuing task is stored in the finished list. If the recaivePelicy for the RTOS on both processors. Figure 4 shows the

message is ready, the synchronizer looks into the depe'rmhen@ehavmur of the system in terms of a vyaveform indicating the
state changes over time for each task in the system; Ags

3www.systemc.org a shorter period tham,, it has, according to the RM policy,
4The period of the producer is different from that of the cansu a higher priority and, hence, starts executing at time OerAft



3 time units,m; has completed its execution well ahead of its[g]
deadline.r» can then run until it completes after 2 time units
at time 5. Due to the dependency betweerand 3, 73 has [9
to wait until time 5. Ast; has a period of 6 time units and a
delay of 2 time units, it misses its deadline at time 6. If Waleo
change the scheduling policy of the RTOS on processor PE g
the earliest-deadline-first (EDF); and, are now executed
in a different order, which allows, to deliver its data tors
in time for 73 to meet its deadline.

(11]

[12]
V. CONCLUSIONS

We have presented a modelling framework based on Sys-
temC which supports the modelling of multiprocessorbased
RTOSs. The aim of the framework is to provide the system
designer with a user-friendly and efficient modelling and
simulation environment in which he/she can experiment with
different RTOS policies and study the consequences of local
decisions on the global system behaviour. So far, our test
cases have been aimed at providing the proof-of-concept as
is the case for the example presented in the previous section
However, we are, currently, working on several large rdal-|
examples including a GSM encoder/decoder [7] containing 87
tasks.

T|_ rre ) 10 'ns

+ time_unit e rrrrerre s rr
PEa runni ng RM

+ taskl 2 [0 2 [0 [2 [0
+ task2 I 2 [0 11 2 [0 1 12
PEb runni ng RM

+ task3 1 2 1 [2 [1

+ task4 [0 2 0 1 [2 0
PEa running RM

+ taskl 2 [0 2 [0 [2 [0
+ task2 I 2 [0 11 2 [0 1 12
PEb runni ng EDF

+ task3 I 2 1 [2 [1

+ task4 [0 [2 [0 1 2 10

Fig. 4. Schedule of the Example. In the top figure, both processors
are running RM scheduling, whereas the scheduler on procd?sb

is changed to EDF in the lower figure. Symbols: O=idle, 1=rgad
2=running and 3=preempted
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Abstract—With the increasing number of transistors available ~generalized communication handling in large systems [13].
on a single chip, the System-on-Chip (SoC) paradigm has A promising solution is to have a dedicated, segmented,

evolved to exploit its full potential. As many processors @ 444 possibly, packet-switched network fabric on the chip
be accommodated on a single chip, this paradigm has forced Net\;vork—on-C:hip (NoC) [2] '

a communication-centric, as opposed to a computation-cenit,
design view. Thus, the choice, management and modeling of Hence, when mapping an application onto its target plat-
the SoC interconnect is essential for an accurate evaluatioand form, hardware/software codesign aspects [18] have to be
op:imizaftiﬁln tOf thlf 9'°gﬁ'. p((a’r\forcr?inceg)fas_y?te&n. Rgceryl the taken into account. These include mapping of tasks onto
notion of Network-on-Chip (NoC) has been introduced as a wa: Cn

to extend the classical brils-based interconnection, whicts istilly software, hgrdware, ora comk_Jlna.tlon. of both, as well as task
the dominant interconnect structure for SoC’s, into a dediated, dependencies on the communication infrastructure. Inrdode
segmented and, possibly, packet-switched network fabric2]. In  do so, accurate modeling of the systems and all the interrela
this paper, we present a NoC model which, together with a tionships among the diverse processors, software pracasse
multtiprocgslsor :jeal-tirlne o?rf]eraéinﬁ SYSteT (RTOS)l modelt, “D‘Ntsh . physical interfaces and interconnections, is needed. Otieo

us to model and analyze the behavior of a complex system tha : P

has a real-time applicaﬁion running on a multiprocgssor i;laform. the primary goa!s of system-level mode_llng is to formulate a
We demonstrate the potential of our model by simulating and Model within which a broad class of designs can be developed
analyzing a small multiprocessor system connected through and explored. To support the designers of single-chip based
different NoC topologies, and discus how the simulation moel  embedded systems, which includes multiprocessor platform
may be used during the design-space exploration phase. running dedicated real-time operating systems (RTOS'’s) as
well as the effects of on-chip interconnect network, a syste

level modeling/simulation environment is required to supp
With the growing complexity of embedded systems angh analysis of the:

the capacity of modern silicon technology, there is a trend
towards heterogeneous architectures consisting of dguera
grammable and dedicated processors, implemented on & sing|
chip, known as a System-on-Chip (SoC). As an increasing®
portion of applications is implemented in software whiah, i
turn, is growing larger and more complex, dedicated opegati
systems will have to be introduced as an interface layer
between the application software and the hardware platform
[5]. On the other hand, the hardware platform will either In this paper, we present a modeling environment based
be developed as a part of the design process or configuggd SystemC [22] which can provide the SoC designers a
from an existing reconfigurable platform, which allows fosoftware-like, system-level abstraction of the platforsneell
the implementation of parts of an application as dedicatés supporting the three requirements mentioned above for
processors (ASIC's). system-level design-space exploration.

Modern silicon technologies, with minimum device geome- Most of the future embedded applications are likely to be
tries in the nanometer range:{00nm), have made it possiblereal-time applications that will run on multiprocessor SC
to integrate hundreds of processors on a single chip. Iretheghich are, essentially, distributed computing systemsaln
deep submicron technologies, the on-chip interconneédion multiprocessor or a distributed system, the processing ele
ric is a major source of delay and power consumption whighents can be connected through shared memory, dedicated
is challenging the on-chip communication infrastructunel a communication links or a communication network. Instead of
forcing a change from device-centric to interconnectsgent dealing with each specific application and system architect
design methodologies. Traditionally, on-chip communarat we deal with generalized abstract tasks, processing eksmen
has either been conducted via dedicated point-to-poifslinand communication infrastructures. This not only broadbas
or by shared media like a bus. Neither is very suitable fapplicability of our modeling framework, but also leads to a

|I. INTRODUCTION

« consequences of different mappings of tasks to processors

(software or hardware),

network performance under different traffic and load

conditions,

« effects of different RTOS selections, including various
scheduling, synchronization and resource allocation poli
cies.



better understanding of the problem at hand. tion performance, for example [3]. Moreover, in [2] and [23]
We extend our previous work [9], [16] on the modelindhe concept of on-chip, packet-switched micro-networks ha
of a multi-threaded application, running on a multiprocessbeen introduced that borrows ideas from the layered design
platform under the control of one or more abstract RTOS'sjethodology for data networks. In [15] the layered, packet-
with a model of an on-chip network which can providswitched NoC design concepts have been applied to a 2-D
provisions for run-time inspection and observation of tme o Mesh Network Topology whereas in [10], similar concepts
chip communication. Using this system-level design apgiipa have been applied to a Butterfly Fat Tree Topology. While
implementations of the most promising network alternativeéhere are several mature methodologies for modeling and eva
can be prototyped and characterized in terms of performanging the processing element architectures, there isvaia
and overhead. Taking communication into account durinigfle research done to port the on-chip communication to
hardware/software mapping is essential in order to obtasgstem-level. In [24], attempts have been made to fill this ga
optimized solutions as emphasized in [14]. by proposing a NoC modeling methodology based upon the
The paper is organized as follows: Section Il describégeas borrowed from the object-oriented design domain and
current trends and related work in the field of communicéamplementing those ideas using an existing CAD framework
tion network modeling for multiprocessor environments. Ia Ptolemy Il. However, the authors have conjectured about the
Section 1ll, we provide a brief overview of our previouslyperformance gains achievable by the porting of their predos
proposed RTOS model and discuss its extension to include thedeling framework to SystemC. In [21], a theoretical frame
NoC model. Section IV presents our main ideas on NoC modork for modeling real-time applications running on multi-
eling. It provides the methodology for developing a networrocessor systems has been developed that models the inter-
model for usage at the system-level. This model seamlesplpcessing element communication with a link processot. Bu
handles the allocation and scheduling of communicationtsvesuch attempts are quite ad-hoc and no generalized approach
within the NoC as driven by the requirements from the tasksis, so far, been reported to our knowledge.
running on the PE’s in a SoC. A SystemC implementation In our proposed abstract system modeling framework, an
of a torus network is also discussed. The results of oambedded, real-time application is represented as a tiotlec
implementation and simulation of the model are given iof multiple, concurrent execution threads that are modeled
Section V. Further, in Section VI, we extend this discus¢mn as a set of dependent tasks under certain precedence and
the effects of select design-space exploration choicedalralj resource constraints. Such tasks, in turn, are modeled as a
system performance. Section VII, finally, provides conidns chain of sub-tasks executing on, possibly, different psecey

and the future direction of our work. elements. Based on the abstract system model, three distinc
but closely-related problems are identified, namely, execu
Il. RELATED WORK tion synchronization, resource allocation and prioritgigs-

One of the essential elements of making a transition frofient/scheduling. The inter-processing element commtioica
ad-hoc system-on-chip (SoC) designs to a disciplined Ségmodeled by modeling a communication network as a com-
design approach is taking a rigorous, though flexible, apgto Munication processor and_the_ message tra_lnsmlssmn through
towards the design of on-chip communication networks thHte network as a communication task running (concurrently)
interconnect IP blocks of all variety, including the prosieg ©N the communication processor. Using this approach, we hav
elements (PE’s). A network-on-chip (NoC) approach, drivedemonstrated that our, previously proposed [9], [16], ralost
by a consistent design methodology, is bound to lead ®OS model can be ex'gended to include an abstract NoC
dramatic changes in how SoC's will be designed in tHRfocessor that can effectively model the system-levelctsfe
future. The partitioning and mapping of tasks onto comple any NoC architecture.
architectures (homogeneous or heterogeneous) is a wali+kn
hardware/software codesign problem [18]. [8], [12], [18F] IIl. ABSTRACTRTOS MODELING
further explain allocation, scheduling and synchronaatin As discussed earlier, at the system level, the application
RTOS's. But the notion of the on-chip communication mediursoftware may be modeled as a set of tasks which have to be
has been quite primitive. It has, generally, been viewednas executed on a number of processing elements (PE’s) under the
overhead where no other useful work can be accomplishedntrol of one or more RTOS(s). For details on the model and
Thus, it is assumed to occur instantaneously or it is givenhaw it is implemented in SystemC (including the use of the
token fixed overhead time. This approach is suboptimal aiMhster-Slave library), we refer to [9] and [16].
error-prone requiring further iteration before designsoie. Briefly, our system model is designed following the princi-
[12] and [14] clearly show the importance of evaluating thple of composition, as described in [20], and consists afehr
communication media and how the choice of a communicggpes of basic components: tasks, RTOS services, and links,
tion architecture clearly impacts the overall architeetof a where the links provide communication between other system
SoC. In [1], a communication model for codesign has be@omponents. We have used SystemC 2.0 as the implementation
described, but it is limited and cannot account for speciflanguage of our model. Although, any language could have
NoC features for design-space exploration at the systeal.levbeen used, the choice of SystemC is mainly due to the fact

There, already, exists plenty of research literature on thigat it is an extension of the C++ programming language
communication modeling for multiprocessors with diffearerand has a built-in simulation kernel that supports concuye
interconnection topologies to characterize their commami In addition, it supports the design process from systeratlev



down to both hardware and software implementations. The IV. NoC MODELING

SystemQ Master-Slave library provides a very elegant way Architecturally, a network is characterized by tpology
of handling concurrent messages sent by the tasks t0 §)g theprotocol running on it. The topology concerns the
RTOS services. This allows each RTOS service to deal withy@ometry of the communication links on the chip while the
single message at a time independently of the other. Figure,hiocol governs the usage of these links. Many combination
shows the Abstract RTOS Model and Figure 2 presents t8eiopology and protocol exist for the efficient communioati
overall system_ model, |nclud|n_g the NoQ modgl which Wilbt one or more predominant traffic patterns. Tperfor-
be described in the next section. In this section, we foCHganceof a network is measured in quantitative terms such
on the RTOS modeling which corresponds to the PE'S. Thg |atency, bandwidth, power consumption and area usage,
RTOS services are composed from independent modules thal i, qualitative terms such as network reconfigurability
model different basic RTOS services. A scheduler mOdels((%/namic or static), quality of service (QoS), etc. Presiitt
real-time scheduling algorithm. A synchronizer models the, of performance is necessary for NoC designers to take
dependencies among tasks and, hence, both intra- and ini&fy decisions based on the NoC performance before actual
processing element communications. An allocator mod@s tpjementation. Numerous studies have been done for dead-
mechanism of resource sharing among tasks. lock, livelock, congestion-avoidance, error-correctioatwork
setup/tear-down, etc. to provide a certain predictable/owt
7\ \ B behavior [7]. Even lower-level engineering technique< lik
"\\Tl T, T3 low-swing drivers, signal encoding etc., have been proptse
T T 7 overcome network communication uncertainties [4], [6]L][1
I I I Many of these aspects are custom-tuned to fit the requirament
of the underlying application.

I Throughout this paper, we usetwork latencyas a primary
Synchronizer factor for grading the performance of a network. The network
latency is defined as the time taken to move data from a source

PE to a destination PE. It includes the message processing
overhead at the PE's, link delays and the data processing
delays at the intermediate nodes [14]. It is a function of the
topology (which determines the number of nodes and links)
and the protocol (which defines the processing requirements
for routing and flow-control).

The state of a network at any instant is given by the
number of actively transmitting PE’s and the messages mithi
its nodes and links. The state of a network dictates which

Fig. 1. Abstract RTOS model. resources of the network are currently in use and which ones
can be available for future use. This provides a measure of

The model is designed such that any of the RTOS servidbg network servicesvailable to the system, which affect its
can be changed in a simple and straight forward manner. Tagksformance. We define network services as the system-level
are considered to be abstract representations of the appiic characterization of network resource allocation and sehed
and are characterized by a set of parameters, such asitfte For a given topology-protocol combination, changes in
worst- and the best-case execution time, context switchingtwork services, change the resources available for axgive
overhead, deadline, period (if it is a periodic task), dffsecommunication event, thus, affecting its latency.
resource requirements, and precedence relations. A task ifor the purpose of forming a system-level NoC simulation
modeled as a finite state machine (FSM) which can send tim@del, unlike a network simulator, we have abstracted away
messages: eady andf i ni shed, to the scheduler which, in all the above-mentioned low-level network details excégt t
turn, can send one of the three commands to the tasks; most essential ones (e.g., topology, latency, etc.). Wat tre
preenpt, andr esune. In between the schedulers and théhe on-chip communication network ascammunication pro-
tasks, we have the synchronizer and the allocator acting aessorto reflect the servicing demands. A communication
"logical command filters”. As a way to maintain compositionevent within this network is modeled asn@essage task,,
each module handles its relevant data independently of #wecuting on the communication processor. When one PE
other. For example, a task determines when it is ready w@nts to communicate with another PEy.a is fired on the
run and when it has finished. In this way, the scheduleommunication processor. Each represents communication
behaves in a reactive manner; scheduling tasks accordingotdy between two fixed set of predetermined PE’s. Since a
the data received from them. Thus, we can add as maNgC supports concurrent communication,’s need to be
tasks and schedulers as we desire. The same is the case syitithronized, allocated resources and scheduled acgbydin
the synchronizer and the allocator models. They hold tAdis is a property of the underlying NoC implementation,
information regarding their services, i.e., which taskpatel where the NoC allocator reflects the topology and the NoC
on each other or, for the case of the allocator, what ressurseheduler reflects the protocol. A resource database, which
are needed by a given task. is unique to each NoC implementation, contains information
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Fig. 2. The Network-on-Chip model.

L, L,
oDmoDEop
L, L,

Message Task| Path
Torus Mesh
Resource Allocation | Scheduling Needs Resource Allocation | Scheduling Needs
| Small Message Size] Large Message Size | Small or Large Message Size
Tma a—b Ly Immediate Preemptive Ly Immediate
Tmy c—b L3, Ry, L, Immediate Immediate L3 Immediate
TABLE |

A sample reservation for two sample networks.

on all its resources. In a segmented network, these resouret. It attempts to minimize resource conflicts. The linkd an
are laid-out as two-dimensional interconnects and are a cobdes in a communication path are set aside dynamically (i.e
lection of nodes (routers) and links. The NoC allocation armhly for the requested time slot) in the resource databdse. |
scheduling algorithms map 8,, onto the available network the resource reservation process is successful, the neessag
resources. Here, we mainly illustrate this for the networkask is queued for scheduling. The resource allocation for
which allow parallel communication to occur, such as thievo sample networks is shown in Table I. If there is a
segmented networks. contention over a resource, then resource arbitrationreccu
The arbitration mechanism is based on the underlying nétwor

A. NoC Allocator implementation and is discussed shortly. In this discussio

The allocator translates the path requirements of,ain the resources are regarded as non-preemptable. Therafore,
terms of its resource requirements such as bandwidth,suffe



resource is free to be assigned to anothgronly after the some modifications to take out preemption and introduce re-
Tm, Which is already occupying that resource, has releasedsiburce requirements. Thg, implementation accepts a number
of arguments for its characterization. Thiessage Task IBn-
B. NoC Scheduler ables the Synchronizer and the NoC Scheduler to identify the
The NoC scheduler executes the,’s according to 7 sending the message. _Similar_ly, tNeC Scheduler IDs_
Egeant for ther,,’s to recognize their scheduler for exchanging

the particular network service requirements. It attemp Hous control messaaes. The lower- and the upper-bounds o
to_minimize resource occupancy. In a network, resourli[&e transmission Iateng 6f through the Non;re defined
occupation is dictated by the size of the message. T y ot aih, 9

concept is better illustrated using the example in Tableazx/ the BCET (Best-Case Execution Timehd the WCET
re

where the scheduling needs for two sample networks setup time before it is released, thendfsetis non-zero. A

shown. For a mesh there is no resource conflict. T list of resources (links, routers, etc.) required by,adurin
get the required resources allocated 'immediately’. Buthi@ . ' » €1.) Teq Vit 9

case of a torus, it might experience a resource conflict fer t tse(?[ixrﬁguéll?rr;tli?)rrgrfrcl)lrsrr:itlj dilrrll t?heoézr:gs(?fri%f;?elg s:r?df_ d
link L,. Here, in the event of a small message size, whe 9 P

Tmaz 1S finished before,, asks forL;, there is no scheduling L's (Critical Section LengthsThe implementation of &,

problem. The resources can be 'immediately’ assigned ¢gn be viewed as a FSM that manages various counters after

the 7,’s. But in the case of a large message size Whe§8nding messages to the NoC Scheduler and the NoC Allocator

s 15 Still ruNNing whenr,.,, asks for the linkL,, resource and upon receiving commands from the NoC Scheduler.

contention occurs. Thus, the scheduling of the messages Qa )bNOC AIIocator:The NoC Allocat(cj)r mlanages Its resource
to be performed preemptively. afabase upon receivimgequest andr el ease messages

) ) from the 7,,,’'s. The resources are allocated to thg's dy-

_Let us consider the above example from the points @hmically and they are released by the's immediately after
view of the network-designer and the system-designer. f§age. This makes resource management very flexible. In this
the network-level, seeing the resource conflict as a netwqpfpjementation, the resources are served by the NoC Atiocat
problem, the network designer may over-design lisk by o 5 first-come-first basis but other allocation policies ban
providing excess bandwidth or introduce processing o hejyplemented as well. Whenever a requested resource is avail
such as TDM-based message interleaving. These techniqggg the NoC Allocator sendsgr ant message to the NoC
would restore fair servicing for both the,’s, reducing the gcheduler and whenever a requested resource is occupied,
degree of contention. However, at the system-level, it &y bhere is a resource contention and the NoC Allocator sends
possible to reschedule the communication event between figef yse message to the NoC Scheduler for an appropriate
PE’s (eitherr,,, or 7,,,). This opens up the possibility of angction.
alternate path assignment for thg’s or simply stalling one 3) NoC SchedulerThe NoC Scheduler receives theady
of the traffics until the other has passed. System designgfsif i ni shed messages from the,,’s through the Synchro-

may even reqlize that large message sizes (to the ext_entawl’mger and thegr ant andr ef use messages from the NoC
L, is contentious) never occur within the system. This coulgiocator. It then issues theun andbuf f er commands to

save potential scheduling/computation overhead in terms tRe ,,’s. Whenever a Task running on a PE, is finished and
hardware real-estate, power, etc. at routgrand on linkL1  heeds to communicate with a Task running on another PE,
as was envisioned by the network designer. Thus, when s&€8ands af i ni shed message to the Synchronizer which
from the system-level, a trade-off between the NoC resourgeiintains a task dependency database and passes#isy
allocation and scheduling would not only complement bettgfassage for the corresponding to the NoC Scheduler which
self-utilization, but might provide other useful insighisr issies the un command to that,,.
design improvements. Towards this, we implement a NoC\yhenever there is a resource contention, the NoC allocator
model for system-level evaluation. issues a ef use message to the NoC Scheduler which then
, either terminates the execution of the requesting(equiv-

C. Implementation alent to message dropping) or blocks thg from execution

The NoC model has exactly the same structure as ttRfuivalent to message buffering) till the requested resou
abstract RTOS model but with some modifications to iféecomes available again which is indicated by greant
constituent module blocks. The main idea while implementirmessage sent by the NoC Allocator to the NoC Scheduler. The
the NoC model was to preserve the existing structure Bfessage dropping or buffering decision is taken by the NoC
the abstract RTOS framework and to reuse the existing coBeheduler according to its underlying network implemeatat
fragments as much as possible so that no extra complexity
is added and the code size does not grow too much so as
to compromise the simulation speed. The message routingrhe results of our SystemC implementation of the NoC
scheme currently implemented in our NoC model is that efiodel from Figure 2 are presented in Figure 4 and Figure 5
fixed routing but the framework does have provisions faind illustrated in Figure 6. The sample SoC-NoC setup is
implementing other routing schemes. shown in Figure 3. The application is assumed to have been

1) Message TaskThe message task has the same FSNecomposed into four tasks( 72, 73, and4). Three PE’s
structure as the Task model in the abstract RTOS model WtRE,,, PE,, and PE,) are selected to execute these tasks.

orst-Case Execution Timdf a message task has a certain

V. RESULTS
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Fig. 4. Simulation results for communication events. State enatioer: O=inactive, 1=ready, 2=running, 3=preempted.

The task mappings areir;} — PE,, {rs} — PE,, and graphical representation (Note that 1 time unit is consumed
{m2, 73} — PE.. 72 has a higher priority thams, so it can the network setup during simulation). Thus, our model ¢jear
preemptrs on PE.. In this example, we look at a simple caseupports concurrent communication as observed in segthente
where all the tasks are modeled identically with a periodof Zhetworks.

time units (except fot, which has a period of 24 time units : :
due to the priority-assignment scheme in the Rate Monotonj Figure 4(b) shows the interplay of process modeling and

s_chedulling), an executilon time (bpth BC!ET and WCET) of 1I T(Sr(i:r? n'?igﬁtr: CAEI(\Q;y'atC gnglgi?]: tcr;gszlgtgalthtgle?gé ';aésr:;é% of
time units and a deadline of 22 time units. 95 time units. Here, it is clear tha; starts accepting the
The communications between the tasks are modeleg,as communication message and is then preempteg,lmn PE,
(as described in Section 4) which execute on a commuiiecause of its higher priority. Oneeg is finished,r3 resumes
cation processor simulating a torus network using the stosind completes in time (at time 120) before its deadline. Now
and-forward routing protocol [7] (with infinite buffer ateh consider the next execution af. Both » and 73 are in
source and the destination nodes). The message task pdthscantention.r;3 does not even start; instead, starts on the
dependencies are;,,., from PE, to PE. using L, Ry, and PE.. 73, here, is not able to accept the message communicated
Ly, andr,,., from PE, to PE, usingLs, R; and L;. Thus, to it by 7. This brings us to an interesting role of the NoC.
the link L; experiences a possible contention. In our SoQn this simulation, we have enabled the routers to be able to
NoC test setup, the resource ID is given in brackets (nextffer messages. Thus thg,. finishes freeing up its resources
to the resource label in Figure 3). We present two cases athoughm, has yet to beginrs, when finished, is thus able
interest: to initiate 7,,,., which is whenr, resumes.

In Figure 4(a), modeling of two concurrent communications Consider the case where the same torus network processor
is shown. As mentioned earlier, there is a link contentias running wormhole routing (plots not provided). Then, in
betweenr,,, and r,,, for Ly. It is resolved by scheduling the preemption case, the,, stalls, holding the linkL;. As
L, at different times among the,,’s within the time-slot 7, has already preemptedt on PE., when it is complete,
of 10 to 20 time units (and subsequent time slots). is it would attemptr,,.. But this would not be possible as the
used from 11 to 14 time units im,,, and from 17 to 20 link L, required here is busy im,,,, thus stallingr,,.. This
time units in,,.. Figure 5 shows the log file of resourcecauses deadlock in the system. As seen earlier, we can eesolv
occupancy (Resource# 1 is link;). Figure 6 provides a it either by introducing buffering in the routers or we have



O Initializations T, : Task 1 to Task 3 (PE, to PE,)
10 Commfask X Rel eased by the Synchroni zer
10 Commfask Z Rel eased by the Synchronizer
11 task x (request resource# 1)-> all ocator 1
11 NoC_ al | ocator (granted)->NoC_schedul er
11 task z (request resource# 4)-> all ocator
11 NoC_ al |l ocator (granted)-> NoC_schedul er r—
14 task x (rel ease resource# 1)-> all ocator ; 1
14 task x (request resource# 2)-> allocator —

14 NoC al l ocator (granted)-> NoC schedul er 2 R,

14 task z (rel ease resource# 4)-> all ocator m

14 task z (request resource# 5)-> all ocator 3 2

14 NoC_al | ocator (granted)-> NoC_schedul er 3
17 task x (rel ease resource# 2)-> all ocator b

17 task x (request resource# 3)-> allocator
17 NoC al l ocator (granted)-> NoC schedul er
17 task z (rel ease resource# 5)-> all ocator
17 synchroni zer (rel ease)-> allocator
17 task z (request resource# 1)-> all ocator
17 NoC_al |l ocator (granted)-> NoC_schedul er 2
20 task x (rel ease resource# 3)-> allocator c
20 task x (finished)-> scheduler 2 7
20 synchroni zer (finished)-> allocator setup
20 NoC al l ocator (finished)-> NoC schedul er L
20 task z (rel ease resource# 1)-> all ocator 4
20 task z (finished)-> scheduler 2 R
20 synchroni zer (finished)-> allocator T
20 NoC al l ocator (finished)-> NoC schedul er L,
and so on...

Tz * Task 2 to Task 4 (PE_ to PE,)

Fig. 5. Simulation log. 10 20 30

Fig. 6. NoC allocation and scheduling for the first communication
. cycle.
the freedom to choose an alternate network implementation

or scheduling strategy. Thus, even this simple examplelglea
demonstrates the global performance evaluation for cgdes

when both SoC and NoC are jointly modeled. first row, basic timing-aware scheduling is illustrated.réfe

the networks are quite primitive, i.e., the link contentiisn
resolved randomly. The best-effort scheduling for the soru
network and the bus consumes about 80 time units. The mesh

Figure 7 illustrates how our proposed NoC model can bfetwork utilizes 65 time units. The bus is a singular entity
used for design-space exploration at the system level. Wie hand, hence, the NoC allocator does not have much freedom
used three sample network topologies: torus, mesh, and husits allocation. The scheduling of the communication is,
The assignment of tasks to the PE's drg., 2} — PEq4, {73} therefore, sequential. On the other hand, the torus and the
— PEy, and{ry, 75} — PE.. All the tasks have the samemesh networks have multiple ways to allocate and schedule
period, execution time (BCET=WCET) and a deadline of 10€heir resources. As the example is relatively small, thoesf
15 and 100 time units, respectively. It is assumed that tlesta the full potential of concurrent communication is not oo
are mapped on the PE’s in such a way that none of them misggsthe torus network. But it is obvious for the mesh netwdirk.
its deadline. The task dependencies agex {71, 74} and7s s about 10 time units less than the other networks. Reggrdin
< 73. The dependencies for the tasks mapped onto differeng link utilizationt, both for the torus and the mesh networks,
PE’s translate intor,,,’s as described in Section 4. In thisone link each is not used in this architectural setiip for
illustration, we have labeled them as x, y, and z. The link ante torus and, for the mesh network). Thus, if the system
the node utilization for each corresponding topology-pcot is not under the constraints of meeting the timing-bounds, a
combination alters for these,’s. For simplicity, we model all possible network optimization exists. On the other hand, in
link occupancies to be 10 time units and node processingtine torus network, ifr, and 7, are scheduled together, there
to be 2.5 time units. Besides, the task and the communicatigra contention on linkl;, so a network optimization to meet
model, in this analysis we have also included the time speaht timing-bounds is required.
at the network interface for message transfer from the PE's|n the second row of Figure 7, we illustrate one possible
to the NoC. This is assumed to be about 3 time units. It jfetwork optimization, namely, the effects of source-ba3e8
incurred twice, once at the source and then at the destmatigyuting. Any traffic fromPE, is considered to have a higher
for each communication event. priority and, hence, is assigned the contentious resowureer(

The three rows in Figure 7 show the network performance
for three different scheduling-architecture combinasiofihe 1 ink utiization is defined as the aggregation of the numbérlinks
performance of the system is judged by its scheduling. In thecupied in the smallest time unit

V1. DESIGN-SPACE EXPLORATION
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Fig. 7. lllustration of the system-level design-space exploratio

necessary). For a mesh network, there is no effect as the linkHaving looked at how a manipulation of the network affects
occupancy is not in conflict. But consider its effect on ththe overall performance, at the system-level, one can even
torus network. It gives about 5 time units better perfornrganexpect to change the allocation of tasks based on the network
than the regular torus network. For a complex system witthoice. This is illustrated in the last row. The new allooati
multiple links and nodes and handling numerous messagesder consideration isfre, 73} — PE,, {14, 75} — PE},
these advantages are expected to be significant (both ies taand {r;} — PFE.. The advantage in terms of overall system
and mesh). The bus architecture, on the other hand, woelkecution time is considerable for the segmented network
become a bottleneck in communication. compared to the bus. The reasons for the poor performance of



the bus are the same as the ones stated earlier. In the cage dfit] J-M. Daveau, T. B. Ismail, and A. A. Jerraya, “SynthesfsSystem-
torus and the mesh networks, the link utilization is high now

Many links, though not all, are used simultaneously without
any contention. We have not considered QoS assignment1ig
this case, but its effect on performance, especially, inrgela
system might be considerable.

Using these illustrations, similar analysis for memory and

power utilization can be easily performed as well. There a
many possibilities of trade-offs during each iterationmedy

to change the resource requirements, resource allocaiion,

scheduling. The overall idea is to assist the codesign geoc
to converge while satisfying the desired performance rgaite

VII. CONCLUSIONS

aim is to provide the system designer of single-chip, rizaét

embedded systems with a simple modeling and simulation
framework in which one can experiment with different task0]
mappings, RTOS policies and NoC structures and protocols
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We have presented an abstract modeling framework based
on SystemC which supports the modeling of multiprocessqitsg]
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Abstract—\We present a system-level modeling framework dynamic behavior of this type of application makes static
to model system-on-chips (SoC) consisting of heterogeneou solutions infeasible and, hence, adaptive methods have to b

muliprocessors and network-on-chip communication structires ;
: ; used. [2] presents a more extensive survey of OS support, and
in order to enable the developers of todays SoC designs to. [2] p Y PPROL,

take advantage of the flexibility and scalability of networkon- in particular, scheduling metho_ds for mu!timedia applwas. .
chip and rapidly explore high-level design alternatives tomeet The presented methods are discussed in the context of basic

their system requirements. We present a modeling approachof ~ system requirements for multimedia. In [3], Nieh and Lam
developing high-level performance models for these SoC dgss present an integrated processor scheduling algorithm td+ m
and outline how this system-level performance analysis cability  imedia applications, where both audio and video strearms ha
can be integrated into an overall environment for efficient C . L . L .
design. We show how a hand-held multimedia terminal, consiisg to be manlpulate_d W't,h'n We!l-deflned timing rgquwements,
of JPEG, MP3 and GSM applications, can be modeled as a Whereas conventional interactive and batch activitidstetie
multiprocessor SoC in our framework. to be handled. The scheduling algorithm uses two different
scheduling policies within the same scheduler, i.e., mdtia
tasks are handled by an EDF scheduling algorithm, whereas

Networks on chip (NoC's) are receiving considerable atonventional tasks are scheduled by a Round-Robin scimeduli
tention as a solution to the interconnect problem in highlglgorithm. The approach of having several scheduling jesic
complex chips. The reason is two-fold. First, NoC's helwithin the same scheduler is further explored by Goyal et
resolve the electrical problems in new deep-submicron-tedi. in [4]. They present a framework for hierarchical CPU
nologies, as they structure and manage global wires. At theheduling in which different scheduling algorithms are-em
same time, they share wires, lowering their number amdoyed for different parts of a multimedia application irder
increasing their utilization. NoC’s can also be energyegdfit to better support the variety of best-effort, hard, and sext-
and reliable, and are scalable compared to buses. Secdimde characteristics which are typically found in multineed
NoC's also decouple computation from communication, whiatomputing environments. In [5], the scheduling of audio and
is essential in managing the design of billion-transistips. video multimedia applications is brought to multiprocesso
NoC's achieve this decoupling because they are traditipnasystems. Although a multiprocessor scheduling algoritlas h
designed using protocol stacks, which provide well-defindzben presented, the network communication latencies tatve n
interfaces separating communication service usage fram deeen taken into account.
vice implementation. Using networks for on-chip communica In this paper, we present a system-level NoC model, which
tion when designing systems-on-chip (SoC), however, saise an extension of our previous multiprocessor SoC modeling
a number of new issues that must be taken into accouftamework [6]. The extended model is able to model hetero-
This is because, in contrast to existing on-chip intercotee geneous multiprocessor architectures interconnectedgtra
(e.g., buses, switches, or point-to-point wires), where tlan on-chip network architecture, such as a mesh or a torus.
communicating modules are directly connected, in a No®/e show how a hand-held multimedia terminal, consisting of
the modules communicate remotely via network nodes. Agtegrated JPEG encoding and decoding, and MP3 decoding
a result, interconnect arbitration changes from cenedliio as well as GSM encoding and decoding for the wireless trans-
distributed, and issues like out-of order transactiongh&i mission, can be modeled at the system-level in our modeling
latencies, and end-to-end flow control must be handled reitfeamework.
by the intellectual property block (IP) or by the network.

Multimedia is an increasingly important application area Il. SYSTEM-LEVEL MODELING
for NoC platforms, in particular, for the new generations of To address the system-level design challenges described
hand-held devices where high-quality audio and video hasbove, we need an extended system-on-chip design process,
to be delivered under strict resource and energy consdrainhcluding the effects of the network-on-chip, with the &bil
Baiceanu et al. [1] have analyzed the consequences of agplyio evaluate options and make critical architectural densi
rate-monotonic (RM) scheduling on multimedia applicasionbased on a system-level representation in advance of dedktai
i.e. an MPEG player. They argue that the complexity ardesign. A key pre-requisite is a library of abstract compdne

I. INTRODUCTION



models that captures their respective performance, pamelr,
physical characteristics.

The primary goal of system-level modeling for embedded
systems is to formulate a model within which a broad class
of designs can be developed and explored. Moreover, th
difficulty of verifying the design of complex systems can be
reduced by decomposing a system into smaller subsystem
independently verifying an implementation of the subsayste
and then proving that the composition of the subsysten
specifications satisfies the overall system specification. |
order to do so, accurate modelling of the system and ah
the interrelationships among the diverse processorsyart
processes, physical interfaces and interconnectionsedete

The scheduling problem, central to the analysis of the
complexity of concurrent programs, depends on the way in
which the scheduled tasks are mapped on the processing
elements which, in turn, is linked with the physical arcbiitee
of the computing platforms.

A real-time operating system is meant to provide some as-
surances about the timely performance of tasks. Unforélyat
most mechanisms used in the basic RTOS services are not _
compositional in nature. Even if a mechanism can provide Fig. 1. System-level System-on-Chip model
assurances individually to each task, there is no systemati
way to provide assurances for an aggregate of two except in
trivial cases. deadline,d;, a period,T;, and a context switch time;sw;.

To support the designers of single chip-based embedddimilar set of parameters can be computed for each task
systems, which includes multiprocessor platforms runnif§gment;, relative to the beginning of the task containing
dedicated RTOS's, we have developed a modeling environmé#at task segment. The multiprocessor platform is modeited
based on SystemC [6], [7]. In our abstract RTOS modelirfycollection of Processing Elemen [}, and Devices Dy,
framework, we deal with generalized abstract tasks, peiegs interconnected by a set of Communication Chanr&js Each
elements, and communication infrastructures. For theqaep £ Ei is modelled in terms of the RTOS services provided to
of modelling, three distinct but closely-related RTOS gy the tasks comprising the application. Based on the priecipl
have been identified, namely, task scheduling, execution spf composition, three basic RTOS services are modeled: a

chronization, and resource allocation. scheduler, a synchronizer, and a resource allocator.
The scheduler is modeled around the priority-based pre-
I1l. M ODEL IMPLEMENTATION emptive scheduling policy which is one of the most preferred

We have implemented our system-level modeling fram&cheduling policies fqr the execution._of tasks in real-time
work in SystemC. SystemC is in a class of languages treystems due to its higher schedulability. According to our
target modeling of hardware and software systems, and it fg&eduler model, whenever a task becomes ready or finishes
the desirable feature of being able to simulate models a¥ecution, the scheduler is called and it then looks for a
very high level of abstraction together with low-level oned®ady task with maximal priority to continue execution. bro
Figure 1 gives an overview of our system-level SoC modéynchronlzer model, synchronization is regarded as a means

including the processor model and the NoC model which wiip prevent undesirable task interleavings by the scheduler
be described in this section. Our synchronizer model is responsible for establishing the

correctness of the results computed by the multiprocessor
A. Abstract RTOS Model platform and it implements the Direct Synchronization (DS)

Our abstract RTOS System Model [7] deals with thBrotocol [8]-
analysis of the execution behavior of a real-time applicati .
runn)i/ng on a heterogeneous multiprocessor pIatforF;r?. In our Extension of the Abstract RTOS Mode! to Model NoCs
model, such an application is represented as a multi-teaead For the purpose of forming a system-level NoC simulation
application comprising a set of tasks where each task, model, unlike a network simulator, we have abstracted away
can be decomposed into a sequence of task segmentsall the low-level network details except the most essential
Each task segment;, is required to precede a given sebnes (e.g., topology, latency, etc.). We treat the on-chip-c
of other task segments. Moreover, each task segment aisonication network as aommunication processor to reflect
excludes a given set of other task segments for the usetloé servicing demands. A communication event within this
shared resources. For each task, we are given a release tmegyork is modeled as message task, 7,,,, executing on the
e, a release-time offsety;, a start time,s;, a best-case communication processor. When one PE wants to communi-
execution timebcet;, a worst-case execution timeycet;, a cate with another PE, a,, is fired on the communication



e o}

Fig. 2. The five task graphs corresponding to the multimedia applicéions. From left, these are the JPEG Encoder, JPEG Decoder,
MP3 Decoder, GSM Encoder and the GSM Decoder.

[ Application Type [[ Number of Tasks | Deadline | Processor| Clock Frequency | Scheduler |
JPEG Encoder 5 250ms GPPO 25MHz Rate Monotonic
JPEG Decoder 6 500ms GPPO 25MHz Rate Monotonic
MP3 Decoder 16 25ms GPPO 25MHz Rate Monotonic
GSM Encoder 53 20ms GPPO 25MHz Earliest Deadline Firs
GSM Decoder 34 20ms GPP1 10MHz Earliest Deadline Firs

TABLE |

Parameters for the multimedia applications

processor. Each,,, represents communication only betweewhich concurrently runs JPEG encoding/decoding, MP3 de-
two fixed set of predetermined PE’s. Since a NoC supporsding, and GSM encoding/decoding all in real-time. Figire
concurrent communications,,’s need to be synchronized,shows the five task graphs which are defining the core func-
allocated resources and scheduled accordingly. This isti@nality of our multimedia device. The pre-processingoste
property of the underlying NoC implementation, where thior abstracting the application code, like the extractidn o
NoC allocator reflects the topology and the NoC schedulttre static task graph parameters through code profiling, and
reflects the protocol. A resource database, which is unigopping the task graphs to the NoC architectures have been
to each NoC implementation, contains information on all itgerformed manually [9]. For the purpose of demonstratireg th
resources. In a segmented network, these resources are ledgabilities of our modeling framework, the applicatiomsd

out as two-dimensional interconnects and are a collectfon lmeen mapped on four processing elements (see Figure 3, thre
nodes (routers) and links. The NoC allocation and schedulifast processors (25 MHz), and one slow processor (10 MHz).
algorithms map a,, onto the available network resources. Each of the four processors has its own local memory and

« NoC Allocator: The allocator translates the path required!! the four processors are interconnected by a torus nitwor
ments of ar,, in terms of its resource requirementéJS'”g distributed memory for instructions and data greatly

such as bandwidth, buffers, etc. It attempts to minimiZ&duces the traffic in the network. o o
nication path are set aside dynamically (i.e., only fond mapping its task graph on a single processor, even on a
the requested time slot) in the resource database. If figst processor, reveals that some tasks miss their deadline

resource reservation process is successful, the messhgerefore, the MP3 application task graph has been pamitio
task is queued for scheduling. and mapped on two fast processors which, as mentioned

« NoC Scheduler: The NoC scheduler executes thg’s above, are interconnected through a NoC. The JPEG encoder

according to the particular network service requiremen@d decoder applications are mapped to the same two fast

resource occupation is dictated by the size of the messal§emapped onto a third fast processor and the GSM decoder
iS mapped on a slow processor. This mapping results in the
exchange of communication messages between the two fast
processors over the NoC.

In this section, we will demonstrate the capabilities of our In order to illustrate the capabilities of our modeling frasam
system-level modeling framework by presenting the simulaork, we are using two different schedulers. RM scheduling
tion results of a multiprocessor SoC-based multimediaadeviis used on the two fast processors to handle JPEG and MP3,

IV. HAND-HELD MULTIMEDIA TERMINAL
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Fig. 3. Multiprocessor architecture for the multimedia applica-
tion.

whereas the two GSM applications are scheduled using EDF
scheduling. Table | summarizes the characteristics of the
multimedia application.

V. CONCLUSIONS

We have presented a system-level, system-on-chip modeling
framework and discussed how our original SoC model has
been extended to handle the effects of the on-chip inteonn
tion infrastructure, i.e., the network-on-chip. We havende-
strated the capabilities of our modeling framework by medel
ing and simulating a hand-held multimedia terminal applica
tion mapped on a heterogeneous 4-processor SoC archiectur
interconnected through a torus on-chip network topologig |
worth mentioning, however, that our system-level modeling
framework supports more sophisticated scheduling palicie
and NoC topologies. Moreover, features like including the
effects of the network interface and memory accesses as well
as dynamic load balancing support can be built upon by adding
more components to the existing framework components. We
are currently extending our modeling framework to include
radio and transducer components in order to be able to model
wireless sensor networks, i.e., a distributed system ofsSoC

ACKNOWLEDGEMENTS

The work presented in this paper has been funded by the
SoC Mobinet Project (IST 2000-30094).

REFERENCES

[1] V. Baiceanu, C. Cowan, D. McNamee, C. Pu, and J. Walpdijltimedia
Applications Require Adaptive CPU Scheduling,” Proceedings of
the Workshop on Resource Allocation Problems in Multimedia Systems,
December 1996.

[2] J. Regehr, M. B. Jones, and J. A. Stankovic, “Operatingt&y Support
for Multimedia: The Programming Model Matters,” Microsd®esearch,
Tech. Rep., September 2000.

[3] J. Nieh and M. S. Lam, “Integrated Processor Schedulimg/fultimedia,”

in Proceedings of the Fifth International Workshop on Network and

Operating System Support for Digital Audio and Video, July 1995.

P. Goyal, X. Guo, and H. Vin, “A Hierarchical CPU Schedulfor

Multimedia Operating Systems,” iroceedings of the Second Symposium

on Operating System Designs and Implementations (OSDI’96), October

1996, pp. 107-122.

[5] J. Nieh and M. S. Lam, “Multimedia on Multiprocessors: @/&’s the OS
When You Really Need It?” irProceedings of the Eighth International
Workshop on Network and Operating System Support for Digital Audio
and Video, July 1998, pp. 103-106.

(4]

[6] J. Madsen, K. Virk, and M. Gonzalez, “Abstract RTOS Mdatg for

Multiprocessor System-on-Chip,” imternational Symposium on System-
on-Chip, November 2003, pp. 147-150.

M. Gonzalez and J. Madsen, “Abstract RTOS Modeling int8ysC,” in
Proceedings of the 20th IEEE NORCHIP Conference, November 2002,
pp. 43 — 49.

[8] J. Sun and J. Liu, “Synchronization Protocols in Diatitbd Real-

Time Systems,” inProceedings of the 16th International Conference on
Distributed Computing Systems, May 1996, pp. 38-45.

M. Schmitz, B. Al-Hashimi, and P. Eles, “A Co-Design Metiology for
Energy-Efficient, Multi-Mode Embedded Systems with thesideration
of Mode Execution Probabilities,” irDesign Automation and Test in
Europe, DATE, March 2003, pp. 960-965.



62 A System-Level Multiprocessor System-on-Chip Modeling Framework




CHAPTER 6

System-Level Modeling of
Wireless Integrated Sensor
Networks

Kashif Virk, Knud Hansen and Jan Madsen. System-Level Modeling of Wireless
Integrated Sensor Networks. Proceedings of the IEEE International Symposium
on System-on-Chip (SoC’05), November 2005. Pages: 179-182. Published.



System-level Modeling of Wireless Integrated
Sensor Networks

Kashif Virk Knud Hansen Jan Madsen

Computer Science & Engineering Section
Department of Informatics & Mathematical Modeling
Technical University of Denmark, Lyngby 2800, Denmark
email: {virk, jan}@imm.dtu.dk

Abstract—Wireless integrated sensor networks have emerged In order to be able to explore the design space at very
as a promising infrastructure for a new generation of monitaing  early stages in the design process, it is important to have an
and tracking applications. In order to efficiently utilize the goc(rate system-level model of the sensor network caturin

extremely limted resources of wireless sensor nodes, acate all the inter-relationships amond the diverse proces d
modeling of the key aspects of wireless sensor networks is ' : P 9 v P s

necessary so that system-level design decisions can be mad@are processes and radio- and sensor interfaces. In thés,pap
about the hardware and the software (applications and reatime we present an extension of our earlier work on SystemC-

operating system) architecture of sensor nodes. In this pa, based multiprocessor SoC modeling framework [1] which can
we present a SystemC-based abstract modeling framework tha qyige the wireless sensor network designers a systeeh-lev
enables system-level modeling of sensor network behavioryb . .
modeling the applications, real-time operating system, $eors, abstraction of.the sensor networl_< for system-lgvel design-
processor, and radio transceiver at the sensor node level dn SPace exploration to meet the requirements mentioned &bove
environmental phenomena, including radio signal propagdbn, Numerous sensor network simulators implemented in soft-
at the _sensor network Iev_el. We demonstrate the potential obur ware exist’ either in the open source or as commercial prod_
modeling framework by simulating and analyzing a small sensr ucts, which can be broadly categorized iimgrovised sensor
network configuration. network simulators - based on existing network simulators
or discrete-event simulation frameworks - atistom sensor
network simulators. Typical examples ahprovised sensor

Wireless sensor networks have emerged as a promisiigwork simulators are: ns-2 [2], Opnet Wireless Module [3]
infrastructure for a new generation of monitoring applwas. and OMNeT++ [4] while common examples aistom sensor
Owing to their small form-factors, ad-hoc deployment, anfletwork simulators include: TOSSIM [5] and its extension
extended periods of unattended operation requiremergse thPowerTOSSIM, Avrora [6] and its extension AEON, and
wireless sensor networks form an extremely resource- angemu [7]. Most of theimprovised sensor network simulators
energy-constrained sensing, computing, and communitati@mphasize sensor network level simulations (concentyatin
environment which makes the design and optimization ofé¢hege simulation of wireless communication protocol stacks)
systems a challenging task. In particular, the design of thgile a majority of thecustom sensor network simulators
sensor nodes requires a deep understanding of their varigstsus mainly on sensor node level simulations (mostly code
constituent components, their underlying technologiebtae  or processor simulations) and are either specific to certain
interactions between those components. Figure 1 shows 8@ sor network research projects or support a limited numbe
elements of a wireless sensor node and its hardware &jitensor node platforms. A unified sensor node level as well
software partitioning. as sensor network level simulator does not exist so far tespi
such attempts [8]. Moreover, to the best of our knowledge,
none of the sensor network modeling approaches, reported so
far, addresses the issue of designing sensor network system
from a hardware/software codesign perspective.

The main contribution of this work is to apply a HW/SW
RTOS Codesign approach for the system-level modeling of a generi

— \t/ sensor node platform embedded in a generic sensor network

UEIEEI environment model forming a system-level sensor network
model which is fairly detailed as well as sufficiently efficte
Batiery The rest of this paper is organized as follows: Section Il
provides the methodology and implementation details far ou
Sensing Computing | Communication sensor network model. The results of our implementation and

I. INTRODUCTION

Applications

Software

Sensor(s) —+— Processor —+—

Hardware

Fig. 1. Sensor Node 1A part of this work was funded by the ARTIST and the Hogthrobj&uts.



a simulation example elaborating our modeling framework The task models are the abstract building blocks from which
are presented in Section Ill. Section 1V, finally, providethe sensor node application model is composed. From thé poin
conclusions and the future directions of our work. of view of their activation mechanism, task models can be
eithertime-triggered (periodic) or event-triggered (sporadic).
While periodic task models represent repetitive tasksrastio

In our SystemC-based modeling framework, a sensor ntask models handle the response of the application model to
work model is designed following the principle of composithe events that are generated either by the environmentimode
tion. We model a sensor network at two levels: the sensor by other task models. In addition, from the point of view
network level (Figure 2) and the sensor node level (Figure 3 their function or behavior, task models are organized int
This section describes the details of each of these levels awo groups:
their inter-relationships and interactions. « processing task models (7p) model the usage of a sensor

node processor and are controlled by the RTOS model.

Il. SENSORNETWORK MODEL

« 1/O task models (m;0) model the usage of the I/O devices
on a sensor node platform, e.g., the sensors and the radio

Radio Channel

| 1

l l l transceiver. These task models form, a link between the
i i i _ ‘ RTQS model and_ the env_ir_or_lment model with which they
Environment Link are interfaced using specific interface protocols (e.dl; po
SensorNode ; | | SensorNode, | = =| SensorNode based/interrupt-based, serial/parallel, etc.). Theeetwo
separate 1/O tasks to model the radio transceiver behavior.
Fig. 2. Sensor Network Level Model The send task models radio transmission and the receive

task models radio reception.

The function or behavior of a task is modeled as a finite-

A. Sensor Node Level Model state machine (FSM) with five states as indicated in Fig-

At the sensor node level, a sensor node platform mod#&E 4:idle, ready, running, preempted, and self-preempted.
is split into two sections: the software section - for funotl Each task model is characterized by a set of parameters,
simultion of the sensor node platform and the hardwareaectiSuch as the worst- and the best-case execution time, centext
- to enable estimation of the energy consumption of the sen§@itching overhead, deadline, period (for a periodic task)
node platform. offset, resource requirements, and precedence relatifptm

The software section of the sensor node p|atf0rm mod@itialization, each task starts in thdle state and, if its offset
consists of the application model, comprising a set of tay@lue is zero, it transits to theeady state. The task remains

models, and the RTOS model, composed of a set of RT@s the ready state until it receives a un command from
services [1]. the RTOS scheduler upon which it transits to thening

state. When the task has finished its execution, it issues a
fini shed message to the scheduler and transits back to
the idle state. At any time during its execution, a task may
be preempted by the scheduler and it then enters into the
preempted state where it waits till it receives aesune
command from the scheduler which enables it to reenter the
running state. Theself-preempted state models the ability
Hacare o of an application task to release processor control to some
other applicaion task requesting it, while it is waiting fam
interrupt from an 1/0 device. Note that tkelf-preempted state

Application Model

] processor | 7| is different from thepreempted state in that the task itself
\M— Goak 4 controls its transition to and from it, while the transititm
and from thepreempted state is controlled exclusively by the
B— o 11, epreemp y by
scheduler.
The occurence of an interrupt is modeled by the

sel f-resune message from a task in the self-preempted
state. To service the interrupt, the priority of the self-
Fig. 3. Sensor Node Level Model preempted task is updated to the maximum level when it self-
resumes. Thus, an interrupt is handled by the RTOS scheduler
1) Application Model: The sensor node application softby interrupting the execution of whatever task is runninthat
ware is modeled as a set of task models which are executediame of its occurrence to service the interrupt and the porti
the sensor node processor(s) under the control of RTOS{s).of the application task running after self-resumption esgnts
accurately model the sensor node application, it is immbrtainterrupt servicing. The only difference between running a
to handle both the tasks and their possible inter-depetielenchigh-priority task and interrupt servicing is that a higtiepity
The dependencies among the tasks are resolved by the ggsk may not preempt a running task if it has the same prjority
chronizer which is a component of the RTOS model. while interrupt servicing does preempt a running task, even



below predefined thresholds.

B. Sensor Network Level Model

At the sensor network level, a sensor node platform model
is embedded in an environment model that models the en-
self-resume vironmental phenomena to be sensed by the sensor network
application.

1) Environment Model: The environment model represents
an abstraction of the environment as observed at the outputs
of the sensors on the sensor nodes. It is composed of dif-
ferent component models each of which corresponds to the
phenomenon monitored by the sensor network applicatioa. Th
environment model connects all the instantiations of tmsce
node model- any of which can request it for data pertaining
to a certain phenomenon. The environment model can also

Fig. 4. Task Model generate events for any instantiation of the sensor nodemod
To model sensing, an 1/O task model requests or gets events
) o ) ) from the environment model component corresponding to the

the mt_errupt servicing of_another, previously-occureaeirupt phenomenon (temperature, movement, etc.) according to a ce

(e.g., in case of nested interrupts). tain interface protocol (poll-based/event-based, Spaahllel,

~ 2) RTOS Model: The RTOS model is composed of thregyc ). The receiver part of the radio transceiver is treaed

independent modules that model the basic RTOS services. Hhgpecial kind of sensor and the transmitter part as a special

model is designed such that any of the RTOS services 0gRq of actuator. Thus, the radio signal propagation thtoihg

be changed in a simple and straight-forward manner. Eaghyironment is treated as a special kind of phenomenon. The

module handles its relevant data independently of the othggjio channel model, therefore, forms a special comporfent o
to preserve composability. A scheduler models a real-tiMige environment model.

scheduling algorithm. A synchronizer models dependencies
among tasks. An allocator models the mechanism of resource I1l. EXAMPLE

sharing among tasks. For details on the model and how it isThjs section describes an example illustrating the capabil

implemented in SystemC, we refer to [1]. ties of our sensor network model to capture the mechanism of
All the task models are connected to the RTOS modg{dio communication among the sensor nodes. The example

through a pair of SystemC master/slave ports. In addition ¢@nfiguration consist of 5 sensor nodes, two of which are

that, the I/O task models are connected to the master/slaugsmitting a message while the rest are receiving it (see
ports of the sensor node platform model which, in turmkigure 5).

are connected, in a similar way, to the components of the
environment model. The receive and the sense task models
also have activation ports (see Figure 3).

3) Battery Model: The hardware section of the sensor
node platform model contains energy macro modéss the
processor, memory, clock, and 1/0O devices alongwith a batte
model. The battery model handles the energy consumption
of a sensor node. It is connected to each of the hardware
component models of the sensor node and decreases its energy Legend: @ sending and receiving nodes O recelving nc
resources depending on their power draw. At each clock cycle
the battery model updates it energy resources according to a
certain specified function depending on the selected lyatter
model (simplistic linear battery discharge models as well
as more advanced battery models, which take the hystere@
phenomenon into account, can be selected). The link betw

the hardware component models is bidirectional which armbl : S
modeling the demise of a sensor node when its battd described in Figure 7. Two I/O task models have been

runs out of energy. The battery model can also inform t stantiated for this example. The send task is a low-gyiori

hardware component models when its energy resources ' f’)k’ e, it dqes not preempt a running task when it inytial
starts. Once it has started, it periodically self-preengtd

2The energy macro modeling approach refers to the pre-desization self—re;umes. Everytime the send task enters its runn!ng
of a hardware or a software macro-block in terms of its enemysumption  state, it steps through the states of the send protocokreith
using empirical, simulation, or analytical models. A mabtock comprising causing transition(s) to the next state(s) of the send p0d>t0
a system can be defined at any level of abstraction by traafingecuracy S L . . L
or retaining its existing state. The receive task is a higbrjty

with efficiency or vice vera, e.g., a hardware macro-block ba defined at ’ S EASY - . D
the RT-level or a software macro-block can be defined at thieliation-level.  task (its activation is based on the timer interrupts). &inb

lactivate

activate

@ Iself-resume

Ipreempt &
Iself-preempt &
ffinished

Iresume

Fig. 5. Example Topolgy

On each sensor node, the processor runs the 1/0 tasks

gdeling the communication protocol. The transmission-com
ent of the communication protocol is described in Fidgure

nd the reception component of the communication protocol



the send task, the receive task executes the receive prioco [ rewve Frowod i ToTTonro T hrs F5H
itS ’running’ state. Nodel_Receive_Tas} 0 [ o1 o1 o [ o Jaafalajalaf4l4[o]
Nodel_Send_Protocol 2 [ 1 [ 3 1 a | 0
Node1_Send_Taskfa[a]a]a]ala]a]ala]4]a]a]a]ala]a]a]ala]a]ala] 0
bo_counter >0 Node2_Receive_Protocol 1
tsend ‘ Cs_counter >0 Node2_Receive_Tas! 0
bo_counter == 0, Node2_Send_Protocol 2 [ 1 T 2 i 2 [ 1 T 3T 4 1o
_ Coense Node2_send_Taskfalala[a[a[a[a[a[a]a]ala]a]a]a]alaalalalal alalalalalalala]alalale el alalalalalala[alalalala]2]o]

Ichannel clear

(o003 , opoue

Node3_Receive_Protocol

1[0 1[0 [l o [i[ 0o [a2[ 3 [0 [i] 0 [i[ 0 [i[ 0 [i] 0 [1[2[ 3 o

Node3_Receive_Tasqo[ 0 0 0 [ 717 2 2 71 ) 0 0 0 0 [aJ4]4[o]
channel clear & Node4_Receive_Protocofll] 0 [1[ 0 [a[ 0 [a[ o [1f2[ 3 [ o [i[ o [a[ o [i[ 0o [i[ o [ifo[ 3 1o
cs_counter == 0

Node4_Receive_Tasq0]__0 0 0 0 [aJa]afa]_o 0 0 0 0 [4]4J4]0]

Node5_Receive_Protocol

1[ o if o [if o [af o Taf o [af o Taf o [af o [a[ 0 Jaf 0 [af2[ 3 [

Node5_Receive_Tasl
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data_counter ==

transmit pr_counter > C
preamble

pr_counter == 0

Fig. 8. Smulation results for Example (see Table | for state enumerations).

TABLE |

transmit

data l

[ State No. [ Send/Receive Task] Send Protocol [ Receive Protocol |

datacounter> 0 inactive idle idle
. . ready back-off poll
Fig. 6. Send Protocol running on Send Task Model running Camier-sense synchronize

preempted receive data

self-preempted

transmit preemble
transmit data

BlW[IN|

poll_counter >0

poll_counter == 0

Ipreamble received

with a simple modeling and simulation framework in which
one can experiment with different application task mapging
RTOS policies and communication protocols in order to ef-
ficiently utilize the limited resources available. Usingsth
framework, one can also study the consequences of design
decisions taken at the sensor node-level on the behavior and
performance of the sensor network. We are currently working
on extending our modeling framework to incorporate more
receive accurate power modeling. This will enable us to estimate how
‘ different power management strategies can improve thesens

: _ _ network lifetime.
Fig. 7. Receive Protocol running on Receive Task Model

clear | interference

received preamble received

synchﬁ) preamble receive

data received

Idata receivey|

data_counter == 0 &
data received

data_counter > 0
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IV. CONCLUSIONS

We have presented a system-level wireless sensor network
modeling framework based on SystemC. The aim of our mod-
eling framework is to provide designers of sensor networks
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Abstract—This paper describes the framework for a bridging More recently, using C/C++ for hardware design descrip-
model that links the cycle-accurate sensor_node model with  tions and design flows has gained popularity because using
the system-level sensor network model7]. This model also makes {na same language for describing hardware and software can,

use of hierarchical channels in SystemC and Transaction-Level . !
Modeling concepts and their support in the SystemC TLM potentially, bridge the gap between hardware and software

library. .descripj[ion Iangqages. Using thg same Iangugg_e also .makes
it possible to simulate the entire system within a single
|. INTRODUCTION simulation engine.

SystemC is the leader in system-level modeling with C++.
The embedded computer system designers, usually, gsg SystemC approach consists of a progressive refinement of
processor-based templates to build today’s system-on-chjgecifications. SystemC allows both applications and platforms
(SoC) designs, which contain one or more cores with consigr be expressed at sufficiently high levels of abstraction
erable on-chip memory and complex communication busggile, at the same time, enabling the linkage to hardware
Because on-chip processor cores are often either legacyifiplementation and verification. SystemC has the potential
third-party components, the designers need correct functiopgliprovide a full-fledged description of an execution platform
models to accurately track the interaction of processor core{@ich can serve as the target of a codesign methodology. Thus,
with the rest of the embedded system. SystemC is a viable intermediate representation language.
The embedded hardware designers use Hardware Descripcompared to VHDL, with SystemC, interfaces between
tion Language (HDL) simulators to validate their work, bublocks are not simply described by signals, but by com-
these simulators model the processor micro-architecture in t@@nication methods and protocols. This drastically increases
much detail to efficiently simulate complex processor coresie design abstraction and, thus, the design efficiency. This
The embedded software designers, on the other hand, routinglpability is provided via an open-source C/C++ class library
use cross-development toolkits containing a cross-compit@at extends the capabilities of C++ by providing new mech-
and an instruction-set simulator (ISS) to validate functionalitynisms to model system architecture with hardware elements,
and assess application performance. concurrency and reactive behavior (through events). It provides
Thus, exploring and validating a complex SoC desigseveral class packages for specifying hardware blocks and
requires a single, integrated hardware-software cosimulatioommunication channels. The design environment specifies
platform. The academic research groups, as well as electrosftware algorithmically as a set of functions embedded in
design automation vendors, have developed numerous sabBtract modules that communicate with one another and with
platforms. hardware components via abstract communication channels.
Traditional cosimulation design environments use multi- SystemC is not a design methodology but it proposes
language system descriptions - HDL for hardware and C (earious layers of abstraction that are useful for specification
similar languages) for software - to construct an efficiemapture in the early stages of a design flow. The design cycle
link between event-driven hardware simulators to cycle-basst@rts with an abstract high-level untimed or timed functional
ISS’s. Therefore, there has been a need for a system degidiF/TF) representation that is refined to a bus-cycle accurate
language that describes the functionality of both hardware aad then an RTL (Register Transfer Level) hardware model
software. It must allow the system to be defined, first witho(i].
making assumptions about the implementation, and then toCurrently, in the majority of industrial projects, after the
be refined into the exact implementation with hardware arspecification phase, what will be the software and hardware
software components. It is also important to be able to uparts constituting the future SoC (System-on-Chip) is chosen
standard models of computation (MOCs) at the initial designllowing ad hoc methods, often based on the designer ex-
stages. Further, one may not wish to concretely specify tperiences. Then, the development of the hardware part and
communication mechanisms and instead leave it to be defirthd software part of the SoC is performed in two disjoined
by the underlying operational semantics of the MOCs beimtgsign flows. This is problematic because errors appear very
deployed. late in the design process and modifying hardware/software



partitioning requires a huge amount of work. The reason tisroughchannels The channels implement communications
the lack of tools during the partitioning phase. Severandf between modules. There are two types of chanmplmitive
are being made to ease partitioning, by making possible tbigannelsand hierarchical channelsThe primitive channels
specification and simulation at system level, then refinirig i are, in some sense, state-less while the hierarchical efgnn

an iterative way towards the final implementation. can have internal states and control flow associated witin.the
As the name suggests, hierarchical channels can contan oth
Il. TRANSACTION-LEVEL MODELING IN SYSTEMC channels, modules or processes. Tihterfaces provide a

In contrast to SoC modeling, the design of embeddé@dechanism to allow independence of computation modules
systems, typically, incorporates the assembly of stanttatd from the mechanisms of communication channels. The in-
and SW components with user-designed HW (reconfiguraigsfaces specify the signature of the operations provided b
logic or ASIC) and SW. As system complexity continuouslghannels. Ablocking interfaceimplies that this interface has
rises, the proper connection of user HW and SW to ttie be called from within arsc_t hr ead, as such, the im-
system’s communication architecture becomes more and mple@mentation of the interface is allowed to contaai t (. )

a focus of design. As a result, the development of embedd&atements. In contrastnan-blocking interfaceannot contain
software that is closely related to the HW will have to wai@ Wai t (.) statement since it is allowed to call such an
for the RTL model to be completed. interface from within arsc_net hod which is not capable of

To fill this gap, recently, the Transaction Level Modelingerforming the context switch that is required to implement
(TLM) paradigm has been widely propagated for System-ofte Wai t (. ) call. A module accesses a channel through a
Chip (SoC) design. A TLM approach for embedded system deort whose type is one of the interfaces implemented by the
sign with SystemC considerably relieves designers of tsle techannel [2].
of implementing platform-specific communication protacol A key feature of SystemC 2.0 is that it introduces a set
By orthogonalizing system functionality and system commf features for generalized modeling of communication and
nication, very high simulation speeds become feasiblelergab synchronisation. In SystemC 2.0, communication can be mod-
fast communication architecture exploration, early endeed eled at a higher level of abstraction referred to as Tramsact
software development, and rapid prototype generation. Level Modeling (TLM). The exchange of data between two

Transaction Level Modeling (TLM) is a higher modelingcomputational components of a system is called a transactio
abstraction level, above the Bus Cycle Accurate (BCA) afommunication is modeled through channels and transaction
straction level, for faster simulation performance. At TieM  requests take place using interface method calls of these
level, architecture IPs are modeled at a functional levditae channel models without any synchronization. Unnecessary
system bus is captured as an abstract 'channel’, independégfails of communication are hidden in the TLM and can be
of a particular bus architecture or protocol implementatid worked out later on. Using TLM results in simplified design
TLM model can be used as a reference prototype of the systeffort and also gains simulation speed as details of the low
and for early functional system validation and embeddéevel communication infrastructure are not present.
software development. The TLM level emphasizes what data are transferred and

Transaction Level Models are bit-accurate models of feom which locations but not the detailed implementation
system with specifics of the bus protocol replaced by a genebiased on a specific protocol. Thus, communication among
bus (or channel), and where communication takes place wharmponents is abstracted from the details of the implemen-
IPs callread() andwrite() methods provided by the tation of the communication architecture and this enables
channel interface. Since detailed timing and pin-accuiacy component-reuse. In addition, simulation at this level can
omitted, these models are fast to simulate and are useful fmually be carried out at high speed.
early functional validation of the system. SystemC's TLM abstracts hardware communication from

SystemC provides a rich set of primitives for commusignal-level clocked protocols into untimed function sallike
nication and synchronization - channels, ports, intesacesubroutine abstraction, TLM can also be applied recurgiael
events, signals and wait-state insertion. Concurrentugi@c higher and higher levels, e.g., from bus read/write traisas
is performed by multiple threads and processes (lightweiglo burst reads/writes; to DMA transfers; to complete HW
threads) and execution schedule is governed by the schiedwecelerator functions; and so on. This abstraction also has
SystemC also supports capture of a wide range of modelibgnefits in simulation speed. While TLM standardization for
abstractions from high-level specifications to pin- andrigp  module communication has been impressive, there are still
accurate system models. some serious challenges ahead.

SystemC separates computation and communication by hav-
ing modules and processes for computation and interfaaks an
channels for communication. '

In SystemC,modules are the basic building blocks for In SystemC channels are important because they enable
partitioning a design. The modules control and process. dasaveral concepts: Appropriate channels enable safe commu-
A module hides its data and algorithms from other modules.#ication between processes. Channels, in conjunction with
module may have one or many processes which can run cpoxts, clarify the relationships of communication (proelues.
currently. There are three types pfocessessc_net hod, consumer) Interfaces are important in SystemC because they
sc_t hread andsc_ct hr ead. The modules communicateenable the separation of communication from processing.

SystemC Channels



The channels come in two flavors: primitive and hierarchcommon language for software and hardware specifications
cal. The basic premise of a channel is a class that inhedtisd simulation of the whole system. However, one of the
from an interface. The interface makes a channel usalpmblems encountered with SystemC 2.0 is the lack of feature
with ports. In addition, channels must inherit either fronto support embedded software modeling. For some classes
sc_primchannel or sc_channel . This distinction in of applications modeled with SystemC, it is not, currently,
these latter two base classes is one of distinct capabikitiel possible to completely model the software behavior of the
features. In other wordsc_pri m channel has capabili- targeted architecture.
ties not present isc_channel and vice versa. The availability of RTOS models is becoming strategic

1) Primitive Channels:Primitive channels are intended toinside HW/SW (hardware/software) co-design environments
provide very simple and fast communications. They contain iin RTOS provides a very useful abstraction interface betwee
hierarchy, no ports, and rec_net hods or sc_t hreads. applications with hard real-time requirements and theetarg
Primitive channels have the ability to implement the evidua system architecture. Indeed, for the simulation of soféwar
update paradigm. modules, such as preemption and/or priority-based scimedul

2) Hierarchical Channels:By contrast, hierarchical chan-generally present in any RTOS, the SystemC simulator does
nels may access ports, they can have processes and contatnoffer all the necessary functionalities. This is beeaus
hierarchy as the name suggests. In fact, hierarchical @tsnrduring simulation, the RTOS scheduler, responsible foedet
are really just modules that implement one or more integfacenining which thread will run next, manages both software and
Hierarchical channels are intended to model complex commardware threads identically. It means that systems witd ha
munications buses such as PCI, HyperTransport, or AMB#&al-time constraints requiring an RTOS (Real-Time Opegat
[3]-[6]. System) based on a preemptive priority-based kernel cannot
be modeled in a natural manner. As a consequence, a joint
refinement of the software and hardware parts is a tedious
task in SystemC 2.0.

3 To easily simulate various hardware/software configura-
tions, at high-level, we have succesfully developed anrabist
RTOS modeling framework in SystemC by abstracting the
real-time operating system features at the system level as
explained in Chapters 3-4. The results have shown that sim-
ulation overhead introduced by the RTOS model is negligible
while providing modeling accuracy.

Environment

12C Model

RTOS Model

A. Structure and Composition

To jointly simulate the software part with the hardware part
the bridging model refines the system-level wireless sensor
network model by modeling the embedded processor by an ISS
(Instruction-Set Simulator) and integrating the ISS witle t
RTOS model making it possible to schedule several apptinati
software modules on the ISS and to simulate, more accurately
the interaction of software with hardware.

Using an ISS abstracts away the lower-level RTL details
while maintaining a reasonably-fast simulation speed. [B&
is written in C/C++, encapsulated (wrapped) in a SystemC
module and simulated by SystemC that accepts a binary code
obtained by the cross-compilation of the software modules.
During simulation, when the scheduler relinquishes cartro
the ISS, the corresponding software thread with the highest
priority, and ready to run, is executed. Thus, it is posstble
quickly obtain a functional system model whose simulat®n i
reliable and realistic because it depends on the actudbpiat
architecture [1]

Fig. 1. Composition of Bridging Model One of the RTOS to be modeled in detail in our modeling
framework is TinyOS [7]. It offers all the advantages of altea
time operating system: a preemptive kernel, a priority dase
task scheduler and an interrupt system. TinyOS was selected

SystemC describes the functionality of both hardware afak its low complexity, the availability of its source codada
software inside a unified specification language based on Checause it has successfully been ported to a range of enbedde
At a high level of abstraction, SystemC allows the use of @ocessors. The ISS model is based on the AVR processor.

ISs

SystemC Wrapper

SPI Model

Radio Transceiver Model

Radio Channel Model

Environment

IIl. THE BRIDGING MODEL



The bridging model also supports a faster way of modeling
communications to perform a complete simulation of a sensor
network application. It supports transaction-level medslthe RTL Functional
peripheral device interfaces and the sensor and radio ehann
models the details of which are given below.

B. Transaction-Level Modeling of Peripheral Communicatio H_‘_%
Pin Accurate

Interfaces

Instead of plugging a given peripheral directly on a system
bus, it is much more easy to connect them through a serial
interface whose major advantage is the reduction of commu-
nication pins. Most embedded systems comprise a set of nodes
connected through field busses such as 12C, SPI, CAN, etc. In ATl Functional
its most usual form, a node is a microcontroller connected to Model
various sensors or actuators.

In this section we show how to model the field bus commu-
nications between the nodes of an embedded system. Whereas
the methodology is generic we present it in the specific case
of the SPI bus and the 12C bus.

1) SPI Interface Model:The Serial Peripheral Interface
(SPI) bus is, basically, a relatively simple synchronousase
interface for connecting low-speed external devices ugiritp
minimal number of wires. The SPI-bus is a 4-wire serial co

munications interface used by many microprocessor perghhe_. . . ; i
chips. It provides support for a low/medium bandwidth ( it, a 7-bit address, a read/write bit, an acknowledge bit an

; sequence of data bytes. Each data byte is followed by
gﬂei??efiﬂg?mﬁ%otrﬁecgglnectlon amongst CPUs and oth:erq acknowledge bit issued by the target device. A stop bit

The SPI is synchronous and fully duplex, i.e., it uses fyallzes the transmission. Each bit is transmitted on SDA in

clock signal to time bit transfers in blocks of 8 bits, and on(éOnJunCtlon W'th _the SCL clock. .
é start condition initiates data transfers which happens

wire handles transmitted data and another handles receivq1 ) . . L
data. SPI bus is a master/slave interface. Whenever twoegevi/ '€ & fa_lh_ng transition occurs on SD.A while SCL is h'gh'.A.
condition ends data transfers which happens whemarisi

communicate, one is referred to as the master and the otﬁté’rp " ; L . .
as the slave device. The master drives the serial clock. Wﬁéﬁns't'on occurs on SDA while SDA is high. During the high

using SPI, data is simultaneously transmitted and receivelf e of SCL data is considered valid. Therefore, SDA signal
making it a full-duplex protocol. must remain stable during this half period.

The SPI signals are named as follows: SCLK for Serial I2C allows multi-master communications and features an

Clock, which is always driven by the master: MISO is Mastef'Pitration management protocol for such transmissione T
In Slave-Out data: MOSI is Master-Out Slave-In Data. In arbitration takes place on the SDA line, while the SCL line
typical application, the microcontroller's SCLK is conted Is in the high state. The control of the bus is granted to the

to the converter's SCLK input, the MISO is connected to thdaster which transmits a low level while the others transmit
converter's DOUT pin, and tiwe MOSI pin is connected tgigh level. A master which loses arbitration switches ittada

the converter's DIN pin. In most of the serial communicatioRUtPUt stage to high impedance state.

protocols, such as SPI, a chip-select input is required ablen The basic structure of the 12C bus controller comprises
the IC. Using this chip-select signal it is possible to carinetwo distinct blocks: a digital block interfaced with a maste

many ICs to the same SPI bus in parallel. If there is Q;nicroprocesso_r_core) manages t_he I12C protocol timing and
Chip-Select (CS) signal in use, it can be driven by a spa?@ntrOI of specific sequences while an analog block ensures

microcontroller, general-purpose output. Every IC comeec 2CCeSS t0 the external bus [8]-[10].
to bus needs it's own chip-select signal line. Thus, when The digital block manages the acknowledge genera-
10 devices are on the bus, 10 chip-select lines, in additifAn/detection depending on the mode of operation (trans-

to the shared clock and data lines, are needed to select ThEreceive). A shift register either serializes data teskat to
appropriate device. the bus line in transmit mode or collects information frora th

2) 12C Interface Model: The 12C (Inter-Integrated Cir- bus in receive mode. It also sets the transmission frequency
cuit) interface enables data communication on a two-wire Y dividing the system clock with a user-defined constant.
directional bus - serial data (SDA) and serial clock (SCL) The architecture of the digital block is divided into three
- between a small number of devices (sensors, microcdtlocks:
troller, LCD display, etc.). The I2C interface supports a 1) A processor interface handles all data transfers between
parallel interface which is compatible with most standard  the master and the 12C bus controller and interprets all
microcontrollers/microprocessors, data transfer ratéoup00 the requests from the master (such as read data, write

Fig. 2. Transaction-Level Model

kbits/s (standard transmission mode), 7-bit addressingemo
start/stop/acknowledge generation and detection andtates s
rTgpusy) detection.

The data frame for the standard mode is made of a start



data, bus controller configuration, etc.). It is built ardunno signal fading occurs. The fading models with Rayleigh
a FIFO which stores the successive requests comiagRicean distributions are commonly used to model wireless
from the microprocessor bus (AVR bus, AMBA, VCI,sensor network environments. The fading model with Ralleig
etc.). When the bus controller has finished a transactidistribution is meant for highly mobile conditions with NISO
on the 12C bus and if a request is stored in the FIF@No Line Of Sight) path between the communicating nodes,
the FIFO is read and the processor interface extracts tivhile the fading model with Ricean distribution accounts fo
information needed by the sequencer (type of operatidghe LOS (Line Of Sight) path between the communicating
address, data, etc.) to perform new communicationodes. The signal power from the LOS path with respect to
The processor interface also includes an interrupt like signal power from NLOS paths can be controlled by a
connected to the master so that it can read a data receipadameter called the Ricedx factor.
from the 12C bus. Path Loss: When an electromagnetic signal propagates
2) The core of the bus controller is the sequencer moduigthin a medium, it may be reflected, diffracted and scattere
which translates all the requests from the master intoTeese effects have two important consequences on the signal
detailed sequence respecting the I12C protocol such steength. First, the signal decays exponentially with eespo
frame generation (start/stop bits, address transmissiogistance. Second, for a given distanégethe signal strength is
byte transmission or reception, etc.). It is composed efindom and log-normally, distributed about the mean distan
a set of finite state machines. dependent value. The variance in the signal path loss is one
3) A signal generator module manages or drives the SQIf the major causes of radio irregularity.
and SDA bus lines according to the sequencer com-Reflection occurs when an electromagnetic signal encoun-
mands. ters an object, such as a building, that is greater than the
) ) ) _wavelength of the signal. Diffraction occurs when the signa
C. Radio and Sensor Channel Modeling with SystemC Higlcounters an irregular surface such as a stone with sharp
archical Channels edges. Scattering occurs when the medium through which the
1) Radio Channel ModelRadio Irregularity is a common electromagnetic wave propagates contains a large number of
phenomenon with non-negligible effects in wireless sensobjects smaller than the wavelength of the signal. The prop-
networks because it results in irregularity in radio rangerties of the communication medium are normally different i
and variations in packet loss in different directions and @ifferent directions. Consequently, radio propagatiohileis
considered to have an impact on MAC, routing, localizatioanisotropic patterns in most environments.
and topology control protocols [11]. Path Loss defines the average signal power loss of a path
Several empirical studies have revealed that the radioeraran the terrain. The free-space path loss model is used as a
varies significantly in different directions and the pettegie basic reference model and is also considered to be an iddaliz
of asymmetrical links in a wireless sensor network systeptopagation model. With this path loss model, even nodes far
varies dependent upon the distance between the sensor. ndides the transmitter can receive packets, which can reault i
Although the impact of radio irregularity on the protocofewer hops to reach the final destination in wireless sensor
performance of a wireless sensor network can be investigateetworks. Therefore, simulation results with the freeespa
empirically, only few research groups have actually pudsugath loss model tend to be better than with other path loss
this direction because of two main reasons: first, the complenodels. However, as signal propagation with little powesslo
ity and cost of performance evaluations on an empiricaksyst may cause stronger interference for concurrent transomssi
escalate when the nodes in a wireless sensor network scalétugpes not necessarily yield the best performance under all
to thousands; second, repeatable results of radio perfmenascenarios. The two-ray path loss model is suited for LOS
are extremely hard to obtain from uncontrolled environregnimicrocell channels in urban environments, and its use for
hence, leading to difficulties in system tuning and perfaroea wireless sensor networks can be justified by the environahent
evaluation. similarities (low transmit power and low antenna height).
The spherical radio footprints assumed by most existingIn isotropic radio propagation models, the received signal
simulation models do not approximate real radio propertisgrength is, usually, represented with the following fotanu
well enough and, hence, lead to an inaccurate estimation of

the application performance. received signal strength = sending power + fading
In general, radio irregularity is caused by the anisotropic — path loss
properties of the propagation media and the heterogeneous
properties of the physical radio devices. The sending power of a wireless sensor node is determined

While RF signal propagation models such as fading aty the battery status and the type of the radio transmitter,
path loss are not part of the radio model, they control thgpwer amplifier and the antenna. The path loss determines the
input given to the radio model and have great impact on thaignal’s energy loss as it travels to the receiver. Many rsde
performance. are used to estimate the path loss, such as the free-space

Fading: is a variation of signal power at receivers, causgaropagation model, the two-ray model, etc. However, all
by the node mobility that creates varying path conditionsir these models are isotropic, meaning that the signal attesua
the transmitters. The AWGN (Additive White Gaussian Noiseéxactly the same in all directions which do no hold well
radio channel model is an idealistic channel condition whein practice. Therefore, the following formula is more acter



discarded without substantially compromising the acourHc

received signal strength = sending power + fading the calculation. The crucial question here lies in deteimgin
— anisotropic path loss how faint a signal should be so that it can be discarded from an
interference computation without inducing substantiabies.
where,anisotropic path loss = K; x isotropic path loss If a simulator should offer a cutoff parameter in the descrip
K; is a coefficient to represent the difference in path loss #i®n of the experimental scenario, one should understarat wh
different directions. consequences a chosen value brings.

Radio Interference Model: The computation of interfer-  This parameter can be interpreted in two different ways. It
ence and noise at a receiver is a critical factor in wirele§@n be read as the maximum distance between transmitter and
sensor network communication modeling, as this computatifeceiver that guarantees that the received signal is igiteli.
becomes the basis of SINR (Signal to Interference and NoidHernatively, cutoff can be defined as the highest atteonat
Ratio) or SNR (Signal to Noise Ratio) that has a stror?r path loss) that a signal may suffer and still be received
correlation with FER (Frame Error Rate) on the radio channémeasured in decibels). We have taken the latter approach
The power of interference and noise are calculated as the s@i§l require the user to enter this value in the configuration
of all signals on the radio channel other than the one beift§jthe simulation scenario. Using a function provided by the
received by the radio plus the thermal (receiver) noise. TH&derlying radio propagation model, the simulator cors/ert
resulting power is used as the base of SNR, which determiriBi$ attenuation value to a distance value. Since differatio
the probability of successful signal reception for a givemfe. Propagation models determine very different attenuations
For a given SNR value, two signal reception models atBe same transmitter-receiver separation, we believadiie
commonly used in wireless network simulators: SNR thresshonost general and practical solution. Note that the impaogan
based and BER based models. The SNR threshold based m&fie@d cutoff parameter extends beyond just determining the
uses the SNR value directly by comparing it with an SNRoOmMplexity of the interference computation. This paramete
threshold (SNRT), and accepts only signals whose SNR valigsused in the construction of a connectivity graph for the
have been above SNRT at any time during the receptidigtwork, which determines what radio links exist between
The BER based model probabilistically decides whether Bpdes. When a node sends out a radio frame the connectivity
not each frame is received successfully based on the fraff@ph is inspected to that the simulator knows to what other
length and the BER (Bit Error Rate) deduced by SNR aritpdes deliver the information. If the network nodes are fegbi
the modulation scheme used at the transceiver. As the moé$ connectivity graph is updated periodically.
evaluates each segment of frame with a BER value every2) Sensor Channel ModelA typical wireless sensor node
time the interference power changes, it is considered to e €quipped with one or more sensors, e.g., acceleration
more realistic and accurate than the SNR threshold badggismic), acoustic, heat (temperature), pressure, eich Bf
model. However, the SNR threshold based model requires 1#38se sensor types senses some physical phenomenon that
computational cost and can be a good abstraction if eactefra@ioPagates either through wave mechanics or diffusion. The
length is long. former follows the inverse distance power law and suffers

This regards the model for radio interference in a wirele§&m fading, path-loss, multipath distortion, etc. (esgismic
network simulation. Given the different ways in which eacl@ves, sound waves). The latter can be defined as the property
specific simulator may compute radio interference, it is inff movement of species across a gradient from region of
portant to know exactly what model drives this computatiodW concentration to high (e.g., heat, pressure). Both e¢h
because this model has a substantial impact in determihing Propagation models (channels) are the building blocks upon
accuracy of the simulation’s results. which any specific sensor ch_annel can be (_jeflned. The wave

The assessment of the strength of interference on a wirel@5gPagation channel can be implemented similar to the radio
node, however, comes at a high price in terms of computatidifoPagation models. For diffusion channel, Fick's law can b

The total amount of interference on a node is the summatifd for temperature gradient Fourier's law for conceiunat
of all signals that can be picked up at its location which conf¥adient, etc.

from a source other than the sender of information. When IV. CONCLUSIONS

the number of nodes in a wireless network model grows,\ye have shown how to link the top-most, system-level and

not only does the number of terms in this summation groje |ower-most, cycle-accurate platform models for wissle

fast, but also does the number of times the summation has,sor networks through a bridging model which ties togethe

to be computed. Clearly, without any measure to restrgifly gystemC-based abstract RTOS model with the ISS to

the increase in the complexity of these computations, thedel SW and HW as well as models peripheral commu-

scalability of the simulator can be severely impaired. _nications using submodels which are conceptually based on
A common solution to reduce the computational complexity,e transaction-level modeling theory and can be implegeent

of interference calculations in wireless networking mede|, SystemC using the SystemC TLM library and hierarchical
is to limit the propagation range of interfering signals. 1Rhannels.

practice, this amounts to defining a cutoff value for radio

signal propagation. The basic idea is that since interfaren ACKNOWLEDGEMENTS
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Abstract—Wireless integrated sensor networks are a new class Numerous sensor network research projects have designed
of embedded computer systems which have been made possibl&sensor nodes with microprocessors from Atmel, Texas In-
mainly by the recent advances in the micro and the nano struments, Intel, etc. for similar purposes, notably []. [

technology. In order to efficiently utilize the limited resources H f th d hitect ted
available on a sensor node, we need to optimize its key design' 'OWEVET, NONE O the Sensor node architectures, reported so

parameters which is only possible by making system-level ggn ~ far in the literature, approaches the sensor node desigmdro
decisions about its hardware and software (operating syste and hardware/software codesign perspective (except in [4]tdoa
applications) architecture. In this paper, we present the ésign of |imited extent). We have designed a sensor node development
a sensor node development platform in relation to an applicgon  y4tt0rm in order to explore the design-space both in terfns o
of wireless integrated sensor networks for sow monitoring\We hard d softw dt d ith let
also discuss the related hardware/software codesign tradés. ardware and sottware and 1o end up with a complete sensor
node implemented on a single chip. Hence, a key component
[. INTRODUCTION of our sensor node development platform is an FPGA which
] ) has enabled us to explore various hardware/software tfiddeo

Wireless integrated sensor networks are a class of netdorke pp, important design consideration while designing our
embedded systems that combine sensing, computation, @Bfsor node development platform, called the Hogthrob plat
communication in an inexpensive and very small form fact%rm, has been to reduce the overall cost of prototyping by
device with limited energy. They are meant to act as a bridg@ing COTS (Common Off-the-Shelf) components. Another
between the physical and the virtual worlds. Apart frorgonsigeration has been to have the capability to experiment
myriads of applications being proposed for them, their low;ith various combinations of sensors, radio transceivers. (
cost and size, ease of deployment, and autonomous operagiibiooth, Zigbee, Wi-Fi, UWB, etc.), and microprocessors
make them a viable and non-intrusive solution for Iivesto%_g” Atmel, Intel, ARM, Texas Instruments, Microchipc gt
monitoring applications. o to select the optimal combination. To achieve these objesti

In the Hogthrob [1] project, we are aiming to develop e have adapted a modular design strategy so that we can swap
sensor network infrastructure for sow monitoring. A part ofensors and radio transceivers with the ones resulting i mo
the project consists of developing sensor nodes that candificient energy and system performance. For trying differe
tagged onto the sows (in replacement of the RFID tags thgycroprocessors and/or to perform hardware acceleratien,
wear today). Such sensor nodes must be low-cost (costingfixded some form of reconfigurable logic on the sensor node
more than a couple of Euros), small-sized (small enoughpwhgevelopment platform so that we can configure the sensor
packaged, to be worn as an ear tag) and low-energy (a f@@de with various mircoprocessor cores. Of course, low powe
months’ autonomy is a minimum). In order to conform to thgmal| form factor, and robust packaging were the necessary
above-mentioned requirements, we have decided to desigfetures as well because the sensor nodes have to be mounted
sensor node on a chip. ON SOWS.

Today’s Danish farms for pig production are using RFID The Hogthrob platform has also been designed with a
tags for sow identification and controlling their food comg+  view to explore the tradeoffs of implementing application
tion. However, these tags have proven to be quite imprdctig¢anctionality either in software (on the embedded procgsso
to locate sows in large pens. Moreover, they are not flexibdg hardware (on the reconfigurable logic), without being
enough to be useful in contexts other than controlling theifo constrained by the initial design choices as was the case in
consumption. For example, the pig farmers have to manuajly]. As an initial design step, all the application functidity
monitor the key aspects of a sow’s lifecycle such as the on$gis been placed on the embedded processor and is gradually
of estrus or farrowing - the phenomena that have a profourking moved to the FPGA. At the the current stage of software
effect on pig production. development, the radio transceiver and other peripherals a

being controlled by the software running on the embedded
1Estru_s or Heat Period is the period when a sow can be bred taststfor processor but, eventually, the embedded processor wiyl onl
a short time only. If a sow is not bred during its first estrigsiconsidered initialize the FPGA and function as an external timer and an

unproductive from the commercial point of view since it natin returns to
estrus about 3 weeks later and needs to be fed and housed hileanw A/D converter for the FPGA.



Il. SENSORNODE HARDWARE ARCHITECTURE B. Computing Subsystem

The Hogthrob platform architecture consists of four clgsel The computing subsystem is centered around the Atmel
interacting subsystems (please refer to Figure 2). Thelse s&TMegal28L microcontroller running at a clock frequency
systems are: the sensing subsystem, the computing sutnsystf 8 MHz at 3.0V and the Xilinx Spartan3 series XC3S400
the communication subsystem, and the power-supply subsf®GA (please see Table I) running at the clock frequencies of
tem. The platform has been designed using a modular des#fiMHz and 4MHz at 2.5V for the peripherals and 1.2V for the
approach and comprises one mother board (8.5cm x 7ce®ye. The primary function of the computing subsystem is to
which comprises the computing and the power-supply subsyxecute the sow monitoring application and to coordinage th
tems, one daughter board for the communication subsystémctions of the sensor node. The operating system running
(4cm x 5cm) and another daughter board for the sensiag the sensor nodes forms the core of the software running
subsystem. The mother board has been further divided ieto #n the computing subsystem which is responsible for the
analog and the digital sections with the analog section ljnostask scheduling operations and resource management. \We
occupied by the power-supply subsystem and the computidig presently running the TinyOS which is an event-based
subsystem comprising the digital section. embedded operating system developed at the University of

California, Berkeley [8] (please see Section 4).
There are a number of interfaces supported by the AT-

PC Interface Megal28L which are also supported by the mother board
(please refer to Figure 1). These interfaces include the two
[ Sensor Board Interfaces (I2C) J wire (I2C) interface for the sensing subsystem, the three-wire

interface for in-system programmability and debugging] an

Serial & JTAG | fi . . . . .
o nertaces the serial (RS-232) interface for interaction with the PC.

{} (SPI) interface for the communication subsystem, the JTAG

== QL == The Spartan3-series FPGA has been included to act either
Prons as a hardware accelerator for the ATMegal28L or it can be
configured with a stand-alone microprocessor core working
Processor — FPGA independently of the on-board ATMegal28L. This will allow
us to experiment with various microprocessor/microcdlgro
M’;';Sohry @ cores without redesigning the mother board.
The FPGA supports the same interfaces as the ATMegal28L
52 S¢ [9]. The access of either the ATMegal28L or the FPGA
| Bus Exchange Switches | to the radio transceiver is controlled by the bus exchange
i? switches. T_he interface betwgen the ATMegal28L and the
[ Radio Transceiver Board Interfaces (SP) ] FPGA consists of parallel multiplexed address and datasbuse

which can be demultiplexed by implementing an address latch
_ in the FPGA and using the ALE (Address Latch Enable)
Fig. 1. Hogthrob Sensor Node Development Platform Interfacessignal_ The FPGA uses an in-system programmable Flash
memory (4M x 16 bits). There are two serial configuration
PROM'’s provided with the FPGA which are controlled by the
ATMegal28L and the configuration data can be downloaded
The sensing subsystem can support an assortment of anatpghem through the JTAG port. A number of LED’s and push-
and digital sensing devices. As the Hogthrob project i$ stihuttons have been provided at the mother board for easy test
in its infacy, the requirements for monitoring the variouand debugging.
parameters that can be associated with the phenomenon of
the onset of estrus in sows might change. However, prelifs- Communication Subsystem

inary studies have indicated a direct correlation betwd®n t The communication subsystem manages the data transfer
movement of a sow and the onset of estrus [6]. Thereforg,y signaling (beaconing) between the sensor nodes. It in-
at present, we are looking into the use of a MEMS-basegydes the network protocols and the radio transceiver. The
three-axis accelerometer with a digital output (possit adio transceiver is a Nordic VLS| nRF2401 (please see
most recently-released, LIS3LO2D, single-chip devicemroaple |) that can deliver a maximum data rate of 1 Mbps.
ST Microelectronics [7]). In future, we might have t0 US§t consists of a fully-integrated frequency synthesizerialth
temperature and accoustic sensors which can have analog gyh generate a frequency range of 2.4-2.5 GHz in the?ISM
puts. The analog outputs from these sensors can be processgd a power amplifier, a crystal oscillator (it uses a 16MHz
by the 10-bit A/D converter available on the ATMegal28lexternal crystal), and a GFSKnodulator. The output power
either directly or, if necessary, one analog input can béewu gnq the frequency channels of the radio transceiver arg full

via an on-chip comparator for signal conditioning. The A/Lyrogrammable through the 3-wire (SPI) interface. The arden
converter supports 8 analog input channels. The ATMegal28L

also supports ai’C interface which is commonly available 2w stands for Industrial, Scientific, and Medical
on most of the sensors. 3GFSK stands for Gaussian-filtered Frequency-Shift Keying

A. Sensing Subsystem
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Fig. 2. Hogthrob Sensor Node Development Platform Architecture

. A . . P . ATMegal28L Resources Spartan3 Resources nRF2401 Characteristics
used for radio transmission and reception is an omnidoeeti —esroy AKE | Gatos 200K Carrier Freq. | 2.4 GHz
stub antenna. The transmission range of the radio traresce[vrRam 2KB | CLB Size 32x28 Modulation | GFSK
has been measured to be 80 meters under ideal condition§./O's 53 Slices 3,584 Data Rate 0-1 Mbps

8-Bit Timers 2 Logic Cells 8,064 Sensitivity -90 dBm
D. Power Supply Subsystem 16-Bit Timers 2 CLB FF’s 7,168 Voltage 1.9-3.6V
) . 10-Bit ADC Chan.| 8 Dist. RAM 56K Bits Current: TX 10.5 mA
The power-supply subsystem comprises 3 or 4 AAA-Siz&GEPI Interface 1 RAM Blocks | 16 Current: RX | 18 mA
. . . 2 R .
batteries and a collection of DC-DC converters to serviee m;IgG'”ltet'f":fce 1 g'ocf‘f RQZOM i878’\*; BB_':S gz”e“t-l PD ;SHA
. N nterrace onfig. . Its annels
entire sensor node. The voltages generated by the DC PEART Interface | 2 M 1O 64 Sec Mod— T EH-SS
converters are: 3.0V, 3.0V-Flash, 2.5V, and 1.2V. The 3.0V TABLE |

supplied to the radio transceiver is filtered through a lagp
passive LC filter {.=1.5MHz) to generate 3.0V-Analog which
is also used by the ATMegal28L for its analog 1/0O. The two
serial configuration PROM'’s for the FPGA use two supplies:
3.0V-Flash and 2.5V. An optional 2.5V is also reserved fer th
radio transceiver for future use. sensor node control software (or the operating system) has
to be designed to efficiently utilize the limited resourced,a
especially, the power-conserving features of the sensde no

The sensor node is limited in a number of ways, memorplatform and to incur low computation and communication
computational power, etc. However, the most limited reseuroverhead. Furthermore, the application software has te tak
is the energy. The energy performance of a sensor naattvantage of the spatial and temporal characteristics @f th
is greatly influenced by the software running on it. Theargeted application; it mushodelthe application as realis-

Salient Features of the Hogthrob Platform

Ill. SENSORNODE SOFTWARE



— sendDone switches and the push-button interrupts.

(e peaaSelProm dataReady > “As the configuration of the Hogthrob platform is quite
S FPGAPOWerOn sendShockConfg T similar to the Mica platform [12], we can use most of the other
oaman o dm o 8 M compomens of TVOS (80; e D Comerter

o y y .
S [ dsadeputionit] = [ o o
S butoninterrupt 8 | sampleport B. The Sow Monitoring Application
- Eﬁgﬁg‘;z;m = M. In collaboration with KVL# (which is our partner university
__J Lﬂreﬁ- in the Hogthrob project), we are studying the behavior of a
get get on herd of sows before and during their estrus. Thus far, we
[”PLUART send StdOut_print| Off" have identified the following characteristic behaviorattees
I which are relevant to the application software running an th
Fig. 3. TinyOS Components sensor nodes.

1) During the night, the sows rest (sleep) for long periods
. ) ) (4-8 hours at a stretch)
tically as possible. In the Hogthrob project, the focus of ou 2) The heat period occurs infrequently but regularly sug-

application is the accurate and reliable detection of theiss gesting differentluty cyclesof operation— not in heat
of sows. period (low sample rate); might be in heat period (high
As mentioned in Section 3, we are running TinyGSan sample rate).

event-based embedded operating system, on the Hogthrieb playjith these observations, it seems appropriate to power down
form. The extremely modular and flexible design of TinyOS i sensor node while a sow is sleeping and to duty-cycle
very well-suited for exploring the boundary between haméwaihe sensor nodes according to the sow activity. Our initial
and software [10]. TinyOS is a programming environmenfonroach is to formulate a model (based on the Markov Model
rather than an operating system in the traditional sensésangy; the Finite State Automata) and associate a duty cycle with
closely tied to the nesC language which is an extension of tag:h state (e.g., sleeping - one sample per hour, active - one
C-language [11]. The TinyOS programs comprise a number &{mple per minute, close to a boar - 4 samples per second).
componentiterconnected binterfaces A componentimple- A mentioned earlier, it has been shown that there is a
ments an interface, and can serve either as a software modige|ation between the movement of a sow and the onset
or as a wrapper for a hardware block. All the componeng its heat period [6]. We are now conducting experiments to
of a TinyOS program are compiled into a single static imaggst injtial time series characterizing the movement of sows

which is uploaded to the target platform. Compiling a statigsing accelerometers. Along with KVL, we will develop an
image allows optimizations that are otherwise troublesnae application model based on these time series.

traditional operating system, such as whole program aisalys
compile-time data race analysis and more detailed dead-codV. HARDWARE-SOFTWARE CODESIGN OF THESENSOR

detection.TinyOS was originally developed for the Micassam NODE
node platform [12], and has been, sucessfully ported to the|, orger to explore various options available for designing
Hogthrob platform. the computing subsystem of our sensor node SoC, we have

: ) designed and implemented a custom microprocessor core on
A. Porting T'”y(?s to the Hogthrob Platform the FPGA. The design of low-power microprocessors for
The core of TinyOS has no platform-dependent componemsrtable systems is an ongoing research subject [14], [15],
[13], therefore, the process of porting TinyOS to the Hogthr however, our focus in this project is not to advance the
platform has been fairly straightforward. In addition, weield of low-power microprocessor design. Therefore, weshav
have implemented two TinyOS componentsRFSPI and made our design decisions by selecting from relatively well
ht VOCont r ol , to access the radio transceiver, the FPGAynderstood options.
the bus-exchange switches, and the push-buttons (please s@s mentioned above, for our sensor network application,
Figure 3): the microprocessor will spend most of its time in sleep mode
NnRFSPI: The Hogthrob platform software is a work_ not actively executing instructions. Thus, our main design
in progress and is currently limited to simple connectioffocus has to be on reducing startup times and providing the
less unreliable communication. AlthOUgh the nRF2401 radﬁght |0W_power states and hardware accelerators and not on
transceiver implements major parts of the physical accesgecuting the program instructions efficiently.
protocol, it does not handle collisions and retransmissidhe Furthermore, a key issue is the availability of design au-
NRFSPI component functions as a wrapper for this functiongymation tool chain. Having a suite of design automatioristoo
ity and provides gacket-levelinterface to thebyte-levelSPI  ayailable while developing an actual application is a must.
peripheral of the ATMega. As an example, consider the Freescale evaluation board [16]
htvVOControl : This component implements the methods angased on the Motorola HCS08 microcontroller, which is not

the events closely tied to the Hogthrob platformselecting  supported by the GNU GCC compiler. Porting TinyOS to this
the PROM for the FPGA configuration, booting the FPGA,

setting up the FPGA communication, setting the bus-exahang“The Royal Veterinary and Agricultural University, Copegba, Denmark



Benchmark | Nimbus | ATMega [ Description |

Clk
Reset

Extern
Clk

nop 2.26 mW | 47.5 mW | tight loop of no operation instr.
idle 1.00 uW 17.0 mW | idle mode of the ATMega
Timer Tl Power power-save | 1.22uW | 38.6 W | power-save mode of the ATMega
—J [ — ] power-down | 0.59uW | 39.0uW | power-down mode of the ATMega
1T [ ROM add 1.38 mW | 30.1 mW [ tight loop of add instr. stored in registers
| Btern Interrupts add-mem 1.90 mW | 31.9 mW | tight loop of add instr. stored in memor
== - hamming 1.76 mW | 32.3 mW | Hamming encoding and decoding
] CORE B TABLE I
7 15 Comparison of the Nimbus Microprocessor Core with the
L g | H ATMegal28L Microprocessor
o
o

RAM

— of the Nimbus processor core, it is evident that lowering the

power consumption of the microprocessor in the computing
Fig. 4. Nimbus Microprocessor Core subsystem is possible.

The results are summarized in Table Il. It is clear from

the results that, using this comparison, the Nimbus core out

platform not only involves rewriting the hardware drivelbsit performs the Atmel ATMegal28Il. While this is promising,
also the tool chain differences. These considerations keave our conclusion might be biased given the fact that we are
us to implement an AVR-instruction set compatible procgssaiSing a lower operating voltage for the Nimbus core and if
which we call Nimbus after a classic Danish motorcycle. our assumption that the Atmel ATMegal28L is manufactured
] using a 0.25 micron technology is wrong. The numbers are,

A. Nimbus Processor Core obviously, not comparable in that case.

The Nimbus processor core (please see Figure 4) imple- V. WORK IN PROGRESS
ments a subset of the Atmel ATMegal03 functionality with no ’
hardware multiply unit. It is based on the AVR processor core T0 further explore the HWSW codesign options and to
from OpenCore€ which has been debugged and modifiegnable platform tuning [18], we are busy capturing the SNAP
to support different power modes. The serial flash is usét] and BitSNAP [20] processor designs in GEZEL [21].
for program storage. However, for simplicity, the program#/e are also exploring various sensor node platform modeling
are stored in the SRAM memory blocks of the FPGA whil@pproaches in Java [22]-{24], GME [25], and SystemC [26].
testing. The prototype sensor node is presently undergoing field

To get a feel of how the Nimbus processor core performiéials and, once successful, we plan to build a second oot
we have simulated the Nimbus core using the Synopsys Powdlich will be more compact and more customized. We will
Compiler and compared it with the Atmel ATMegal28L. also compare the synchronous AVR core with its asynchronous

For Comparing the two processor cores, we have Writt@ﬁunterpart. The ultimate goal is to shrink the sensor node t
a few benchmarks and have run them in the simulated epgle system-on-chip costing less than a couple of Eures. W
vironment of the Nimbus processor core and on the Atmafe also planning to exploit a number of energy scavenging
ATMegal28L on a BTNode2 [17]. Each of these benchmarR8lutions being made available by the ongoing researchein th
exercise different features of each processor core. Taval fields of micro and nano technology [27], [28].
to measure just the power consumption of the processor core
and no additional component, we have slightly modfigte
BTNode2 board. The Atmel ATMegal28L, on the BTNode2,
runs at 7.35 MHz and is powered with a 3.3 V power supply
while the Nimbus processor core is simulated to be running
at 7.0 MHz with a 1.32 V power supply.

In order to explore and compare the architectural advastage
of the Nimbus processor core over the Atmel ATMegal281,
the two technologies have to be the same. However, the
actual technology of the Atmel ATMegal28l is not published.
Therefore, we have made an assumption that it is manufacture
using a 0.25 micron technology.

We summarize the comparison results in Table II. Although
the simulated operating voltage of the Nimbus core is lower
than that of the Atmel ATMegal28L, but even with this
simple comparison, with this relatively simple impleméita

Swww.opencores.org
5on the BTNode2 board, there is a 0 Ohm resistor that can dzsilgplaced
by two wires, allowing the use of an ammeter

Fig. 5. Motherboard of the Hogthrob Sensor Node Hardware
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Abstract—Wireless sensor networks are networked embedded  In this paper, we describe an at-speed, functional test
computer systems with stringent power, performance, costrd  methodology developed for the Hogthrob Project [4] which
form-factor requirements along with numerous other constaints 5 hierarchical in the sense that it first performs a boavetle

related to their pervasiveness and ubiquitousness. Thereffe, only - .
a systematic design methdology coupled with an efficient tes test for testing the on-board bus interconnects (for shoats-

approach can enable their conformance to design and deployemt  tinuity, signal integrity, etc.) and interfaces among tf@T(S
specifications. We discuss off-line hierarchical functioal testing components (for design-related errors, at-speed timisges,

of complete wireless sensor nodes containing configurabledic etc.) by implementing a synthesizable Test Controller i@ th
through a combination of FPGA-based board test and Software 4 oard reconfigurable logic which functions both as a test

Based Self-Test (SBST) techniques. The proposed functidnast . .
methodology has been applied to a COTS-based sensor nodevector generator and a response analyzer and achieves a high

development platform and can be applied, in general, for teting ~ fault coverage. The component-level testing is performed n
all types of wireless sensor node designs. on major system components (Flash memory, microcontyoller

etc.). The main contributions of our work are a combination
of various component-level (March Test, Software-Basdtt Se

A number of, often conflicting, design, deployment andest, etc.) and board-level (at-speed test, interconrestt t
performance constraints increase the importance of fomati etc.) functional test strategies into a coherent, hieiaath
testing in the context of wireless sensor node designs. thst methodology aimed at testing the implementations of
order to reduce the costs of low-volume wireless sensor nogieless sensor node architectures while taking into aticou
designs for research/proof-of-concept purposes, maturfag all the constraints (functional, structural, etc.) owlihabove
test mechanisms like, AOI (Automated Optical Inspectiongnd the exploitation of the on-board reconfigurable logic fo
AXI (Automated X-ray Inspection), etc. cannot be employedimplemeting a Test Controller which has a unique access to
thus, reducing the possibility for the detection of proeesall the board-level and component-level interfaces.
induced faults. These test mechanisms become feasible onlpur functional test methodology, presented here, also aug-
for certain minimum production quantities (which, usuallyn ments the Software-Based Self Test (SBST) approach de-
in thousands) when their cost can be amortized over high pezribed in [5] for testing the embedded microcontroller and
duction volumes. Other factors reducing the test coverdge[6] for testing the on-board Flash memory while extendirg, a
wireless sensor node hardware are the form-factor liroitati well, the approach described in [7] (without any consideret
coupled with high pin-count, fine lead-pitch surface-mouribr power efficiency because our objective has only been low-
(e.g., TSOP, TQFP, etc.) and area-array component packagest, off-line testing) by testing not only the COTS compuse
(e.g., uBGA, CSP, Flip-Chip, etc.) which necessitate multicomprising the sensor node system (with an FPGA, in addi-
layer PCB design with no provision for test node insertionion) but by also testing the interconnections on the pdnte
thus, circumventing even Flying Probe ICT (In-Circuit Test circuit boards comprising the wireless sensor node platfor
Apart from being intrusive and costly, high-speed testees dt can be applied, in general, for the functional testinganf-
increasingly becoming unable to match the component spe@dfime wireless sensor node designs in a totally self-coata
[1]. Built-in Test mechanisms can be implemented using and non-intrusive manner.
Built-In Self Test (BIST) infrastructure incorporated onthe The rest of this paper is organized as follows: a description
wireless sensor node designs. However, hardware BISToisour system under test is given in Section Il. Section |l
often not possible because dedicated test circuitry ineurslaborates on the FPGA-based Test Controller for board-
performance, area and energy overhead as described ind1] kvel testing of the peripheral interfaces as well as thetFla
is, in general, not preferable for low-cost, low-power Wéss memory and Section IV discusses the software-based self
sensor nodes [2], which are often built with Commercial Offiest of the microcontroller. The conclusions are provided i
The-Shelf (COTS) components including Systems-on-CHip [Section V followed by a description of the work in progress
and all of the COTS components might not support BISTh Section VI.
Therefore, functional testing at system speed seems toebe th
only viable option available for testing wireless sensodeo Il. SYSTEM DESCRIPTION
hardware to detect process-induced faults, as well asgmiesi Designing wireless sensor nodes for Wireless Sensor Net-
related errors while keeping the costs to a minimum. works (WSN's) is an error-prone and, hence, an iterative pro

I. INTRODUCTION



cess because of the inherent intricacies of designing desge JTAG interface for in-system programmability and debuggin
communication-oriented, mixed-signal, distributed eddsd and the serial (RS-232) interface for interaction with th& P
system. Therefore, it is important to follow a systematisige The Spartan3-series FPGA has been included to act either
methodology coupled with an efficient test approach to f§atisas a hardware accelerator for the ATMegal28L or it can be
all the design requirements for the target application. Asonfigured with a stand-alone microprocessor core working
important design consideration while designing our wseleindependently of the on-board ATMegal28L. This will allow
sensor node development platform, called the Hogthrob plas to experiment with various microprocessor/microcdlgro
form, has been to reduce the overall cost of prototyping lmpres without redesigning the mother board.
using COTS components. The Hogthrob platform has alsoThe FPGA supports the same interfaces as the AT-
been designed with a view to explore the HW/SW tradeoffsjegal28L. The access of either the ATMegal28L or the
therefore, it also contains reconfigurable logic. FPGA to the radio transceiver is controlled by the bus ex-
The Hogthrob platform architecture consists of four clgsel change switches. The interface between the ATMegal28L and
interacting subsystems (please refer to Figure 1). Thelse sthe FPGA consists of parallel multiplexed address and data
systems are: the sensing subsystem, the computing sutpsystsuses which can be demultiplexed by implementing an address
the communication subsystem, and the power-supply subsiggeh in the FPGA and using th&_E (Address Latch Enable)
tem. The platform has been designed using a modular desgignal. The FPGA uses an in-system programmable Flash
approach and comprises one mother board (8:5¢om) memory (4Mx16 bits). There are two serial configuration
which comprises the computing and the power-supply subsy*ROM’s provided with the FPGA which are controlled by the
tems, one daughter board for the communication subsystéifMegal28L and the configuration data can be downloaded
(4cmx5cm) and another daughter board for the sensing sub-them through the JTAG port. A number of LED’s and push-
system. The mother board has been further divided into thettons have been provided at the motherboard for easy test
analog and the digital sections with the analog section Imosand debugging.
occupied by the power-supply subsystem and the computing
subsystem comprising the digital section. C. Communication Subsystem

A. Sensing Subsystem The communication subsystem manages the data transfer

The sensing subsvstem can support an assortment of ané'j\nd signaling (beaconing) between the sensor nodes. It in-
9 Y bp Udles the network protocols and the radio transceiver. The

and digital sensing devices. At present, we are looking .m?gdio transceiver is a Nordic VLS| nRF2401 that can deliver
the use of a MEMS-based, three-axis accelerometer with &

L . a maximum data rate of 1 Mb/s. It consists of a fully-integdat
digital output. In future, we might have to use temperature ag hesi hich f
accoustic sensors which can have analog outputs. The analgguency synthesizer which can generate a irequency range
i ; .4-2.5 GHz in the ISM band, a power amplifier, a crystal

outputs from these sensors can be processed by the 109§

) . . oScillator (it uses a 16 MHz external crystal), and a GFSK3
A/D converter available on the ATMegal28L either d'reCﬂ¥noduIatorF The output power and the f?lequéncy channels of

or, if necessary, one analog input can be routed via an el . .
. . o e radio transceiver are fully programmable through the 3-
chip comparator for signal conditioning. The A/D converter . . X e
. wire (SPI) interface. The antenna used for radio transwonissi
supports 8 analog input channels. The ATMegal28L also Co R
. T ! and reception is an omni-directional stub antenna. Thestran
supports an 12C interface which is commonly available ofi. " . . .
mission range of the radio transceiver has been measured to
most of the sensors. . o
be 80 meters under ideal conditions.
B. Computing Subsystem
The computing subsystem is centered around the At
ATMegal28L microcontroller running at a clock frequency The power-supply subsystem comprises 3 or 4 AAA-sized
of 8 MHz at 3.0V and the Xilinx Spartan3 series XC3S400atteries and a collection of DC-DC converters to serviee th
FPGA running at the clock frequencies of 48 MHz and 4ntire sensor node. The voltages generated by the DC-DC
MHz at 2.5V for the peripherals and 1.2V for the core. Theonverters are: 3.0V, 3.0V-Flash, 2.5V, and 1.2V. The 3.0V
primary function of the computing subsystem is to execusipplied to the radio transceiver is filtered through a l@assp
the wireless sensor network application and to coordirtae tpassive LC filter {.=1.5 MHZz) to generate 3.0V Analog which
functions of the sensor node. The operating system runniisgalso used by the ATMegal28L for its analog 1/O. The two
on the sensor nodes forms the core of the software runnisgrial configuration PROM'’s for the FPGA use two supplies:
on the computing subsystem which is responsible for tl®%0V-Flash and 2.5V. An optional 2.5V is also reserved fer th
task scheduling operations and resource management. \We &@io transceiver for future use.
presently, running a port of TinyOS to the Hogthrob platform In the next section we describe the details of our functional
which is an event-based embedded operating system dedelojgst methodology which is hierarchical in nature as it corabi
at the University of California, Berkeley [8]. board-level, as well as, component-level testing. The dboar
There are a number of interfaces supported by the ABvel test is performed by synthesizing and implementing
Megal28L which are also supported by the mother boaad parameterizable Test Controller in the on-board FPGA
(please refer to Figure 1). These interfaces include the twehich tests all the peripheral interfaces on the board while
wire (12C) interface for the sensing subsystem, the threeemponent-level testing combines a March-like algorittam f
wire (SPI) interface for the communication subsystem, thesting the on-board Flash memory and the software-based

Power Supply Subsystem
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Fig. 1. Hogthrob Sensor Node Development Platform

self-test (SBST) technique for testing the embedded micro-e FPGA-LED Interface
controller. « FPGA-Sensor Board Interface
« FPGA-Radio Transceiver Board Interface
Ill. TEST OFFPGA INTERFACES « FPGA-UART Interface

The use of an FPGA along with a microproces- * FPGA-AVR Processor Interface
sor/microcontroller is an extremely attractive option iirew » FPGA-Flash Memory Interface
less sensor node platforms for implementing application- The interfaces listed above have to be tested for process-
specific logic and/or for embedding coprocessor and D$mduced interconnect-related faults some of which are:
cores, on-chip memory blocks, peripheral devices and Busse. short(s) between the adjacent signal traces on the

and supporting various (differential or single-ended) $t@n- impedance terminations provided or at the balls of the
dards because FPGA-based System-on-Chip (SoC) architec- BGA package of the FPGA.
tures can achieve higher integration levels in low-powas-| « cuts(s) in the signal traces due to PCB manufacturing

cost electronic systems like wireless sensor nodes. Bygusin  defects (e.g., overetching) or due to board mishandling.

the existing large family of synthesizable IP (Intelledtua « improper component assembly due to which the balls of
Property) blocks combined with readily-available softevar  the BGA package or the pins of the integrated circuit chip

drivers and libraries, the FPGA-based SoC approach allows f  are not soldered properly and do not make contact to the
the rapid development of hardware and its prompt adaptation pads on the board.

to a large variety of applications. Integration of applicat « cross-talk between the signals due to their proximity

specific logic blocks designed by users is facilitated bylwel which hampers the connectivity at high signal edge rates.
defined master and/or slave interfaces to the peripherabBus « signal integrity issues due to long trace lengths and

of embedded processors. inadequate terminations.
Likewise, the FPGA on the Hogthrob Sensor Node devel- |y order to test all the FPGA interfaces for the faults
opment platform has the following interfaces: mentioned above, we have designed and synthesized a param-
o FPGA-JTAG Interface eterizable FPGA-based Test Controller. Apart from redgcin

o FPGA-Push Button Interface the number of LED’s or Logic Analyzer channels required for



monitoring the test response of the signals comprising each
interface, the advantage of such an approach for testing the
interconnects in the board interfaces is that the wholege®c

of generating the VHDL code and the user constraints file Uieosontater
for the FPGA can be automated using ter | scripts and (Atmel ATMega 126L)
a spreadsheet (e.gexcel ) file (the 1/O pin configurations
of the FPGA can be stored in a tabular form by importing w| S
the net data directly from the CAD tool), thus, eliminating ~~
implementation errors for sensor node designs with large
number of interconnects. jﬁ

The FPGA-JTAG Interface is tested by connecting the
FPGA program download cable to the JTAG connector on SRAM Aairss Latoh
the motherboard and the program download software can
detect all the devices linked through the JTAG chain on the FPGA
motherboard confirming the proper functioning of the FPGA- Koo
JTAG Interface. To test th&PGA-Push Button Interface,
the FPGA-based Test Controller logic pulls up the 1/O pins of Fig. 2. FPGA-AVR Interface

the FPGA connected to the push buttons configuring the push
buttons as switches for turning the LED’s on or off while, for
testing theFPGA-LED Interface, a binary counter has beeit. FPGA-Flash Memory Interface

?mplemented in the Test Controller Whic_h sends the l_)its of For testing the FPGA-Flash Interface, the Test Controller

Its count value to toggle the LED's causing them to blink eH‘nplements aFlash Controller (Figure 3) which performs a

different rates. _ o  March-like Flash test and consists o€antroller block which
Testing all the interconnections comprising the boardrint§s 5 programmable state machine (Figure 4) that receives the

faces can become a very challenging task for FPGAs haviggapy and READ/ WRI TE commands from theSequencer

large number of /O pins. Implementing a counter and @ock,. TheGenerator block generates the program commands

decoder in the FPGA and observing the decoder outputs Wiy the address and the data for programming the Flash

the LED's or the Logic Analyzer requires, in generalka after receiving appropriate control signals from tantroller

bit counter for observingV signals wherek = loga(N).  plock. The data written to the Flash is read back byFhash

However, for testing the-PGA-Radio Transceiver Board —controller which is compared in théMonitor block which

Interface and theFPGA-Sensor Board Interface, we have fashes an LED if the read data is the same as the data written
adopted a faster and more elegant approach by connectifghe corresponding address.

the pins on the interface connectors in a daisy-chain fashio
The Test Controller implements a simple binary counter that
sends the last bit of its count through the chain to toggle an

Flash RAM
(ST M29W320DB)

= we Toe [we [ce
16 21
Data

LED on and off.

A. FPGA-UART Interface (Xiint Sparan3)

(XC35400)

The FPGA-UART Interface is tested by the Test Controller
by implementing aUART core in the FPGA which receives
and sends back a series of test characters from a PC throug
its UART.

B. FPGA-AVR Interface
Fig. 3. FPGA-Flash Interface

For testing the FPGA-AVR Interface, an 8-bdtch is im-
plemented in the Test Controller (Figure 2) which is cor¢abl
by the ALE signal from the AVR. An 8-bik 256 SRAM, also IV. TEST OFMICROCONTROLLER& | NTERFACES
implemented in the Test Controller, is controlled by thel For testing the Atmel ATMegal28L embedded microcon-
andRDI signals from the AVR. The AVR sends the addressoller, we have used the Software-Based Self Test (SBST)
and data on the multiplexe®A[ 0: 7] bus for writing to approach as described in [5]. SBST methodology is a
the SRAM along with theALE and WRI signals. Thelatch technology-independent, component-based processodéest
demultiplexes (separates) the address from the data ares steelopment strategy that uses a divide-and-conquer apiproac
the data at the separated address in M. The data by identifying regular structures and targeting indivitipeo-
stored in theSRAM is read back by the AVR and checkedcessor components (categorized faactional, control and
for consistency to ensure proper operation of the FPGA-AVRtent) for structural (stuck-at) faults and defining different
Interface. test priorities for the processor components. It combines



Test Routine [ Description

A nop tight loop of the no operation instruction
ready = 0 k ‘d'e>€ idle idle mode of the ATMegal128L
— power - save | power-save mode of the ATMegal28L
power - down power-down mode of the ATMegal28L

ready = 1

ready =0 oadt writo - 1 decisD add tight loop of the add instruction stored in the register file|
- add- mem tight loop of the add instruction stored in program memdry
£ read_write = 0 hamm ng Hamming encoding and decoding
/\CeaD WMD _ TABLE |
D command # 1 SBST Routines for the AVR core of the ATMegal28L
- Microprocessor

wait state # 1

Test Routine [ Description

bl i nk blink the on-board LED’s
button notify an on-board push-button press
echo echo a typed character
ADC print the value converted by the ADC
wait state # 2 nRF2400 set a Tx/Rx pair of sensor nodes and make them communitate
TABLE Il

BST Routines for the Peripheral Components of the ATMegal28L
Microprocessor

wait state # 3

chip comprises an AVR core and a set of peripherals. The set
of test routines developed for testing the AVR core arediste
in Table I. The test programs for the AVR have been written in
the TinyOS. A brief description of the test routines for iregt

the peripheral components is given in Table II.

The program upload port of the ATMegal28L has been
tested first by uploading and downloading the test patteyns f
the March-type test to the on-chigash memorythrough the
UARTO. Each of the tests has been carried out by a single test
routine uploaded to ATMegal28L. The tests have been carried
out by connecting the motherboard of the Hogthrob platform
to a terminal emulator program on a PC via tHaRT1 and
IleveI converter.

Thebl i nk and thebut t on test routines test thikO ports

wait slateE

Fig. 4. Flash Controller Sate Diagram

the desirable characteristics of functional testing (gsine
processor instruction set for test development at a hig}"Pe

abstraction level) with an appropriate use of RTL inforroati . )
It applies, both, to the case where low-level processonisnetland the corresponding registers of ATMegal28L as well as the

is not available (COTS or 'hard’ IP versions) or in the casiterconnections between the microcontroller chip andotie

where technology remapping is required. Another advamageboard LED and Push—Button interface while mﬁF2400 test
the SBST approach is that it is non-intrusive in nature sinceloutine tests th&P! interface and the_ correspondllng register
exploits the embedded processor functionality and intitmc set of ATMegal28L as well as the interconnection between

set to carry out self testing. the microcontroller chip and the radio transceiver integfa

According to the SBST methodology described in [5]Similarly, theADC test routine tests the on-chip A/D converter
the functional components of the processoongoutational and the interconnection between the microcontroller chig a

- arithmetic and logic modulesnterconnect - multiplexers, the analog sensors mterface._ _
and storage - register file and registers) have the highest testAS MOst of the present wireless sensor node designs do
priority for test development since their size dominates tffiOt contain reconfigurable logic because of power and/ar cos

processor area and they demonstrate good controllabiiiy ££0NSiderations, for testing such sensor node designsege t
observability (i.e., they provide easy and full accesipil controller routines can be implemented in the microcotdrol

We have developed a library of component test routind® this case, the microcontroller can undergo a self test firs
Each of these test routines exercises different architeidien- PY the SBST method described above and the test controller

tures of the processor and generates small deterministis t&€0UtiNes can be executed later for testing the rest of thesys

for most of the functional processor components. An imptrta
consideration while developing these test routines has bee
to perform collateral test coverage of non-targeted pmres We have developed a hierarchical, at-speed, functional tes
components (e.g., while testing the ALU, mutliplexers amg t methodology and applied it successfully to test a custom-
control unit are also tested). built wireless sensor node development platform. This test
As shown in Figure 1, the ATMegal28L microcontrollemethodology, though unique in its approach, extends earlie

V. CONCLUSIONS



work in this area and can be applied, in general, for testing
all types of wireless sensor nodes . A significant contrdouti

of our work is a unified test methodology for wireless sensor
nodes that combines, as well as, extends various component-
level and board-level test techniques and exploits theaare
programmable logic for implementing a Test Controller that
has a strategic access to all the board-level and component-
level interfaces.

VI. WORK IN PROGRESS

The prototype sensor node development platform is
presently undergoing field trials and, once successful, lae p
to build a sensor node prototype which will be more compact
and more customized and to extend the off-line functional
testing methodology described here into a self-contained,
low-power, on-line self test method in order to introduce
fault-tolerance with graceful performance degradatiorihie
deployed sensor network. The ultimate goal is to shrink the
sensor node to a single system-on-chip costing less than a
couple of Euros.
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~ Abstract—The growing complexity of MEMS devices and their  The reduced-order modeling of the MEMS device, alongwith
increased used in embedded systems (e.g., wireless intdgth the necessary signal conditioning and control electrorigs
sensor networks) demands a disciplined aproach for MEMS e conducted to detemine its proper functioning at théceev

design as well as the development of techniques for systeewvél | | Syst | | deling is th ied out to det -
modeling of these devices so that a seamless integration kithe evel. system-ievel modeling IS then carried out to detaemi

existing embedded system design methodologies is possible  the potential impact the device will have on the whole system

In this paper, we present a MEMS design methodology that ~ On the other hand, in the top-down approach, the critical
uses VHDL-AMS based system-level model of a MEMS device system parameters are first determined from the systerh-leve
as a starting point and combines the top-down and bottom-up (reduced-order) analytical equations governing the syste-

design approaches for design, verification, and optimizatin. The . . . .
capabilities of our proposed design methodology are illusated ~N@vior regardless of the implementation options or the gsec

through the design of a microaccelerometer. technology to be used. After determining the critical syste
parameters, the implementation details and the specifeeps
|. INTRODUCTION technologies are considered through the use of devicé-leve

Integrated Microsystems and their subset MicroElec- reduced-order models. Modeling at the device level inwlve

troMechanical Systems (MEMS) are inherently complex in & MEM structure Wi.th or without the signal conditioning
nature. The level of their complexity can be realized from t2Nd control electronics. At the device-level, reducedeord
fact that these systems involve coupled energy domains (el§odeling allows the designers to determine what boundaty an
electrical, mechanical, magnetic, fluidic, optical, etand 0@d conditions will be placed on individual componentsieAf
their signal conditioning units typically involve contious- d€vice-level modeling, more detailed physical-level miode
time (analog) and discrete-time (digital) electronic damsa (3D Modeling) allows the designer to examine a structure’s

or a mixture of both (mixed-signal). The prototyping of €SPonse to a particular. physical environment in finer detgi
these systems, using the available manufacturing tecksigu " thiS paper, we mainly focus on system-level modeling
usually very expensive. Therefore, the exising "build-test” °f MEMS-based sensors using VHDL-AMS as it supports
approach for these systems has to be replaced by a systenfBtilti-domain, mixed-signal modeling capabilities needed
design methodology that introduces design hierarchy anyStem-level modeling of MEMS-based systems. We propose
information sharing across the domain dichotomies. As a p& model-driven MEMS-based system design methodology
of design methodology, modeling and simulation of MEMS! which the design specification is captured in a system-

based systems play an important role in reducing the numtfgfe! model using VHDL-AMS which is subsequently re-
of design iterations and their time-to-market. fined in a step-by-step manner to yield the physical design.

The design methods of MEMS have traditionally bee y back-annqtating the _refine_d design parameters_(_)btqined
viewed from either a bottom-up or a top-down perspective, "fough physical-level simulations, the same specificatio

In the bottom-up approach, which, presently, is the molfiSed System-level model can be used for system optimizatio
common design approach among the MEMS design co _rough. deS|_gn-space exploratmn by_ lterating back ant_hfor_
munities, the idea of a MEMS device is conceived an e-deS|gn hierarchy until a.fuIIy optimized system dgsugnl
the necessary physical-level modeling on the device desigﬂ'neve_d. Qur proposed design methodology can be viewed as
is conducted to establish its physical characteristicsw-Ho com_bmatlon of top-d_own and bottom-up o_le_15|gn approaches
ever, the computational resource requirements assoaidted (d€scribed above) which have been modified to allow for

hysical-level modeling render it an impractical appro&mh optimization throygh design-spacg exploration. :
Phy g b Pp The rest of this paper is organized as follows: Section Il

i vides an overview of the current research in the field of

characteristics of MEMS device structures and to genehate §ystem—|eve| modeling of integrated microsystems. Sedtio

data necessary to create a reduced-order model of the devi@lyeS @ detailed explanation of our proposed model-driven
design methodology. An illustrative example elaboratihg t

1The techniques associated with reduced-order modelingssentially the capabilities of our prop.osed deSign_ methOdobgy applied to
same as macro-modeling. the system-level modeling and design of a microaccelerom-



eter for wireless sensor network applications is presemteduse of non-electrical energy domains for behavioral oresyist
Section IV. Section V, finally, provides conclusions and thievel simulation of the MEMS device. The design methodol-

future directions of our work. ogy also provides design-space exploration capability.
In [8], the general aspects concerning the design automatio
II. RELATED WORK for microsystems (in particular, MEMS devices) are consid-

) ered but no clear design methodology has been presented.

“HDLs? have been used since the 1960s to model arg[9], a modular design methodology for suspended MEMS
simulate applications as diverse as (digital and analogy)-elhas been presented that uses circuit-level behavioral-simu
tronic systems and fluid concentrations in chemical pr@&ssjation, schematic-driven layout generation, and systeved|
Modern HDLs support the description of both behavior anglmulation in VHDL-AMS and Verilog-AMS. A comprehen-
structure. sive, multi-domain, multi-language system-level modglof

Depending on the available language constructs, HDIsystems-on-Chip embedding MEMS devices (using SystemC
can be divided into digital, analog, and mixed-signal HDLsind VHDL-AMS) has been reported by [10] but it does
Digital HDLs, such as VHDL or Verilog, are based omot complement the system-level model with a concrete and
event-driven modeling techniques and use a discrete mog@rkable MEMS design methodology.
of time. They support the modeling of digital hardware at The top-down design of MEMS and the underlying design
abstraction levels, ranging from system level down to thghallenges have been discussed by [11], [12] whereas [13]
device level. Analog HDLs support the description of systengjiscuss the bottom-up design methodology and system-level
of differential and algebraic equations (DAEs) whose sotut modeling using VHDL-AMS. [14] uses top-down design ap-
varies continuously with time. Analog HDLs like VerilogsA proach for device design and bottom-up approach for design
MAST, VHDL-AMS, etc. support multi-domain and mixed-verification. In this paper, we extend this approach to idelu
signal modeling capabilities and have been effectivelydus@esign optimization through back annotation of refined ctevi
for MEMS modeling. HDL-A and MAST are the proprietaryparameters obtained by FEM analysis at the physical lete! in

languages, so their development is vendor-dependent. ©n fife system-level model described in VHDL-AMS.
other hand, Verilog-AMS and VHDL-AMS are open-source

languages. I1l. M oDEL-DRIVEN MEMS DESIGNMETHODOLOGY
VHDL-AMS is an informal name for a combination of As mentioned above, to specify, design, and implement
two IEEE standards: VHDL 1076-1993 and VHDL 1076.1a complex MEMS-based sensing device, it is modeled at
1999. It covers most of the modeling requirements for MEM$our levels of abstraction: process-level, physical-ledevice-
and sufficient work (e.g., [1]-[3]) has been done to modédvel, and system-level. Physical-level modeling invelvei-
electromechanical, MOEMS, fluidic, magnetic, and thermaterically solving the equations of physics governing the
systems. VHDL-AMS supports hierarchical description dafystem behavior using numerical solvers such as the Finite-
continuous, mixed-domain, and discrete, conservativenand Element Method (FEM), Boundary Element Method (BEM),
conservative physical systems. An overview on modelirgjc. Device-level modeling involves reduced-order maodgli
conservative systems with analog and mixed signal is dirough the generation of macro-models from the physical-
cussed in [4], [5]. At the device level, VHDL-AMS has beerevel models using the macro-modeling solvers. Systeraklev
effectively used to predict the behavior of interactingrgye modeling techniques involve block diagram-based systgm re
domains (e.g., magnetic, mechanical, electrical, etdfjguan resentation (e.g., Simulink) or it may also involve reduced
integrated, multiple-domain, system representation. order modeling using HDL's (SystemC-AMS, VHDL-AMS,
Several techniques have been reported for the system-le&#}) or Parametric Design Librarfesetc. We propose a
modeling of MEMS devices. At the system level, MEMSnodel-driven MEMS design methodology (see Figure 1) that
devices are modelled as lumped-parameter elements (spRippOrts component-based design accompanied by substanti
ning multiple energy domains) along with associated elegomponent reuse.
tronics (analog, mixed-signal, digital). The equationsi-go Starting from a design concept, a system-level model of a
erning the device behavior are the Ordinary DifferentidEMS device is constructed for functional simulation of the
Equations (ODEs) and the Difference Equations (DEs). @esign concept and for design-space exploration by examini
hierarchically-structured design methodology for design and changing the behavioral and performance charactsristi
suspended MEMS devices which is compatible with thef the design concept till it meets the desired system specifi
standard mixed-signal ASIC design flow has been describeations.
in [6], [7] using the example of a microresonator and a The key design parameters are extracted from the system-
microaccelerometer. The design approach takes advantagéewel model to construct a reduced-order model at the device
parameterized component libraries for device layout genefevel. The schematic-based, circuit-level reduced-orded-
tion and modern analog and mixed-signal hardware desaniptiels involve lumped-parameter device models having few de-
languages such as VHDL-AMS and Verilog-A which allow th@rees of freedom with analytical or semi-analytical equrai
describing the behavior of the components comprising the

2Hardware Description Languages (HDL's) are the programgnamguages MEMS device (e.g., beams, plates, combs, etc.). These sodel
specifically designed for describing the behavior of phsisidevices and
processes. Models written in an HDL are used as input to aldaisimulator 3For example, in the Coventor design environment, a 3D modeMEMS
to analyze the behavior of the devices. device can also be generated from a parametric designyibesed model.



are written in an HDL and compiled into a design library caéllemicroaccelerometer can be represented by a second-order
the parameterized design library. A MEMS device is composetass-damper-spring system (see Figure 2). If an exterrad fo

by connecting together the required components.These@ev’, displaces the support frame relative to the proof mass, the
models can analyze a complex device behavior in a very shimternal stress in the suspension spring changes. Both, thi

time. relative displacement and the suspension-beam stressecan b
used as a measure of the external force. By using Newton’s
l second law [15]:
System Level Mz + Dx + Kx=F
System Model I —+ 2((.0"17 + W%I =a
l In the above equationy is the proof mass displacement,
Device Level wy, = /2 is the natural resonance frequengy= -— is
Reduced-Order Model the damping factor, an@ = /£ is the quality factor,
The resonance frequenay,,, of the structure can be in-
l creased by increasing the spring constdfit,and decreasing
Physical Level the proof massjM, while the quality factor(, of the device
5 Model can be increased by reducing the damping fadtgrand by
increasing the proof masd/, and spring constanfy.
LRGM besin Parameters The static sensitivity of the microaccelerometer is:

S . Tstatic — _1
static — a — 2
n

Fig. 1. System-Driven MEMS Design Methodology
The static response of the device, i.e., its static seitgjtiv
After reduced-order modeling, a 3-D device structure i§static; €aN be improved by reducing its resonant frequency,
obtained at the physical level which is subjected to FEMx-
based analysis to extract the refined design parameter&iwhicThe primary mechanical noise source for the device is due
are back-annotated into the system-level model for desitfh the Brownian motion of the gas molecules surrounding
refinement. This process is iterated till a final optimizedicee the proof mass and the Brownian motion of the proof mass
design is obtained. suspension or anchors. The total noise equivalent actielera

(TNEA) is:
IV. I LLUSTRATIVE EXAMPLE: MICROACCELEROMETER

MODELING & DESIGN TNEA = \/413;}TD = 4%&%

To illustrate the capabilities of our proposed MEMS design
methodology, a system-level model for a capacitive microac
celerometer has been developed at the system level ustig
VHDL-AMS which allows direct simulation of mechanical
and analog and digital electric sub-systems in their raspec
domains without any analogy transformation.

where,
@b is the Boltzmann’s constant an@ is the absolute
perature.
Thus, to reduce the mechanical noise, the quality facdor,
and the proof massy/, have to be increased.
For the system response to be linear,has to be less
than 0.3,,. This sets the maximum bandwidtB,, ., of the
microaccelerometer.

21 Brae < 0.3wn = wy > 20944844

K D For the least amplitude distortion and for the output to
follow the input over the widest input frequency range, the
system has to be critically damped. This implies that:

¢ =0.707

M or

i = 0.707

The minimum detectable acceleration can be obtained from
the expression for TNEA:

. _ ARTD _  [4kyTwn
min = ~—pr = QM

Fig. 2. Lumped-Parameter Model of Microaccelerometer

If the proof mass of the sensing element of a microac-
celerometer has a mass of, the suspension beams have
an effective spring constant ok, and there is a damping The maximum detectable acceleration can be obtained from
factor D, affecting the dynamic movement of the mass, th&;,,qamic as:




Umaz = % that indicates the direction of motion. From the system poin
of view, a differential capacitor accomplishes linearizat
about the balance point. Consider an interdigitated parall
in voltage §/, = 2/ 252) kicks in and electrodes collide with plate differential capacitor with the gap of the upper cépac
each other. g1 and that of the lower capacitgr. Assuming an equal area
The difference betweea,, ., anda,,;, gives the dynamic of both capacitors, a voltageV; is applied to the upper plate
range of the microaccelerometer. There is a big trade@ihd a voltage—V; is simultaneously applied to the lower

However,g.,.... cannot be beIOV\g, because after that pull-

between dynamic range and sensitivity. plate. The voltage appearing at the voltage divider output i
_In the most general case, the proof-mass motion can have Vi — V.4 _C1_oy — CICay
six degrees of freedom. But, typically, in a unidirectional 0 s T C1+C27"s T CiHCy '8

accelerometer, the geometrical design of the suspenssutis  since the areas are equal:

that one of these is dominant and the device has low off-axis

sensitivity. The cantilever support has been one of theyearl Vo =22V
popular suspension support designs, due to its simplioityer
spring constant, and internal stress relief of the beamsasv—Ho|_|
ever, this configuration results in a larger off-axis sewijt
unless the device is fully symmetric. Symmetric, full-lyéed
supports result in a very low off-axis sensitivity. By usiag

If the two gaps are equal, the output voltage is zero.
owever, if the middle plate moves so that one gap is larger
than the other, the output voltage is a linear function o$ thi
change. The resulting sensing element output is a square wav
' o _ with amplitude propotional to the displacement and, hetiee,
crab-leg or folded-beam configuration in a fuII-bno_Ige SORD 5 cceleration magnitude. The phase of the output square wave
the res!dual stress of the beams can also .be relieved kee E¥dtive to the excitation determines the acceleratioranityl
the spring constant unchanged due to tensile and COMPEESHY)ich measures the unbalance in the differential capacitor
stresses. The spring constant for the folded beam conflgnrat-l-he output is amplified, synchronously demodulated, loaspa
employing straight truss is: filtered and digitized with & — A A/D converter to give the
K= (%“)[%] output value. Since the demodulator is phase synchronized
! 2 with the excitation signal, the output signal polarity catly

If parallel-plate estimates are used to get the correctrordggicates the direction of the applied acceleration [16].
of magnitude of capacitances:

eohl library ieee;

Csense = Nz Lo | oo mechan e Byl
. use | EEE. el ectrical _systens.all;
The plates of a parallel-plate capacitor attract each othervork.aii;
with an electrostatic force of: entity testbench is
end entity testbench;
F — cohl architecture ideal of testbench is
2g8 terminal telectl, telect2 : electrical;

termnal ttransl, ttrans2 : translational;

The mass of the proof mass with attached cantilever el&g |ty 19515 oz« electrica:
trodes can be estimated from the device dimensions. begi n
The damping factor is a difficult quantity to calculate be- [erbeing: oniity work spring(inean)

. - " port map (transl => ttransl,trans2 => ttrans2);
cause the effect afqueezed-filrdamping between the fingers | ¢ mss: entity work. mss(i deal) _
must be added to th€ouette flonbeneath the proof mass as Port ™ (2] =2 ey ans2 oy 1iranss, electd = tinputd,
it d|s_places._ Further, if the aspect ratio of the air gap_wben i ns_damper: entity vork. danper (i deal )
the fingers is low, even squeezed-film damping estimates arels s (07720 o1 (rans2 = tirans2):
inaccurate. The damping factdp;, obtained from the Couette | . araiiel prate: entity work.paraliel plate(ideal)
ﬂOW4 |S port map (electl => telectl, elect2 => telect2, transl => ttransl,

. trans2 => ttrans2, g_c => tq);

ins_v_pulse: entity work.v_pul se(ideal)
generic map (pulse => 5.0, width => 50ns, period => 100ns)
port map (pos => telectl, neg => electrical _ref);

D1:’I7

=

Where; ins_forcepul se: entity work.forcepul se(ideal)
generic map (pul se => 1000.0, width => 500ns, period => 1000ms)

77 iS the ViSCOSity Of the Surrounding air/gaS- The damplng port map(trans_pos => ttransl, trans_neg => translational _ref);
factor, D, obtained from the squeezed-film model is: end architecture fdeal;

3
Dy = Nn lw Fig. 3. Top-level VHDL-AMS Code for System-level Model

17,3
mihg

The total dampingD, is the sum ofD; and Ds.
The differential capacitors have high sensitivities and ca
be configured to give a linear response and are, therefare,

A surface micromachined, single-axis, lateral capacitive
icroaccelerometer sensing element consists of a movable
o . : : eam (seismic mass), suspended by two spring tethers on
ferred for many applications. The differential capacitbese ™. '

y app P either end. Movable fingers are attached to the mass. The

the virtue of cancelling many effects to first order, promigli . o .
a signal that is zero at the balance point and carries a sfc lpers establish, together W't.h flxed_plates, capamfcamms .
e evaluated by an electronic circuit. If the seismic mass i

4Steady viscous flow between parallel plates, one of which @ving moved by an eXtema.l for_ce, the capacngnqes depend on this
parallel to the other, is called Couette flow force. The structure is highly regular. Similar microeteet



ttrans2 ttrans2 tirans2
rorce 4 rorce 4 torce 4
electt trans2 trans2 trans2 trans_neg

(]
parallel_plate

elect2 [q_v|out| transt

i ﬁ telect1
pos

v_pulse v

neg
telect2
@

spring damper force_pulse

trans1 transi trans_pos
tforce #
ttrans1 ttrans1 ttrans1

tinputi T

delta_v

elect2 tinput2 i

translational _ref

electrical_ref electrical_ref

Fig. 4. System-Level VHDL-AMS Model Block Diagram

. ’ B i i TABLE |

5 ; DESIGNPARAMETERS
:x.'. S o e e e B e i

¢ UATUUUAATUUATU LR __'\JW Le:;hm Maio“ |

o Width 90

| I D N _ Height |10

Damping Holes |
Length 10u

Width 10u
il m I B8 Depth 10u
'||' - ||'H| — Number 80
zo @5 w0 wz ma we we sn dz ma me @ ma ar wa s Finger |
Length 160u
Fig. 5. System-Level Transient Simulation in VHDL-AMS Width 10 p

Thickness 5u
Number 22

mechanical devices are used in force-balanced accelezmsnet Suspension Support|

like the ADXL series from Analog Devices and Siemens. Lengthl | 170u
Using the proposed model-driven design methodology, gen- Length2 | 18%

eral system-level modeling of the microaccelerometer has Length3 30u

been performed in VHDL-AMS using the above equations,
as well as the mechanical relations describing the spring
constant and the damping factor as a function of the device
geometry and the ambient pressure. The basic functioraflity Table I. The advantage of this (schematic-based) appreach i
the microaccelerometer has been simulated using VHDL-AMS €asy combination of these MEMS primitives with other
(see Figure 3) A block diagram description of the VHDL-AMSser-defined models. Therefore, for functional simulation
model is given in Figure 4. The time-domain characteristies behavioral models of the electronic subsystems were used.
simulated for different modeling approaches using siniitat Figure 8 shows the displacement of the sensing element at
and are shown in Figure 5. the first resonance frequency.

Further, the first-order device design optimization hasmbee
performed using the same equations, while the final mi-
croaccelerometer sensing element design has been sithulatee have proposed a model-driven MEMS design method-
and optimized using the commercially-available finitergd@t ology which is more than a combination of the existing top-
method (FEM) solvers in the Coventer software package. down and bottom-up design approaches as it enables MEMS

Figure 6 shows the schematic drawing of the sensing el#esign, validation, and optimization in a consistent, $igp
ment and the electronic circuitry of such a microacceleiteme step manner and is compatible with the existing embedded
built using components from the parametrized design hbrasystem design methodologies. We have illustrated the dapab
of Saber and MAST in the Coventer design environment. Tlitges of our proposed MEMS design methodology by applying
device-level model consists of mechanical beams of differeit to design, simulate, and optimize a microaccelerometer
dimensions. The electrostatic forces are modeled by coménsor. System-level modeling of MEMS-based sensors is an
models (see Figure 7). The design parameters are listedoimgoing research area with the aim to model, as accurately as

V. CONCLUSIONS



tigid_plate_bus2

of microsystems is ample but patchy. Moreover, automated
synthesis of microsystems from system-level models seems

e : \ : o ..., tobe a far-off dream. The work described here gives a

good insight into the system-level modeling of microsystem

which can stimulate ideas about hybrid systems modeling and
verification especially in the context of the emerging neesar

of wireless integrated sensor networks.
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HW/SW Codesign of Kalman
Filter for a Wireless Sensor
Network Application
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Abstract—This paper describes the details of a cycle-accurate and the actual filter output. For stationary signal inpute, t
model of a coprocessor for Kalman filtering which is a standad  resulting solution is commonly known as théeiner filter.
DSP tool for combining information from many sensors as welbs Wiener filters are a class of optimum linear filters which

low-pass filtering, amplification, etc. A properly-designel Kalman . . . - . .
Filter allows observation of only a few quantities, or measted involve linear estimation of a desired signal sequence from

outputs and reconstruction or estimation of the full internal state  another related sequence. They are designed to minimise the

of a system. mean-square error between their output and a desired or
We consider a wireless sensor network application in which required output.
accelerometer data from field experiments on sows are analgd Most of the filter design techniques are firmly based on

for acceleration patterns and an automatic classification rathod : . .
based on a Multi-Process Kalman Filter has been devised. How fequency domain concepts. By contrast, Wiener filters are

ever, the practical implementation of such analysis methogroses developed using time-domain concepts. However, the Weiner
problems because Kalman Filter implementation for real-tme filter is inadequate for dealing with situations in which sta
applications is computation-intensive in software and resurce- tionarity of the signal and/or noise is intrinsic to the peoh.
demanding in hardware due to matrix multiplication and in- |y sych situations, the optimum filter has to be assumed to be

version operations. Therefore, we have developed a desigrowl . : . . .
for design-space exploration using HW/SW Codesign to selec of a time-varying form. A highly successful solution to this

the optimum implementation and implemented an FPGA-based More difficult problem is found in th&alman filter . .
cycle-accurate model of a coprocessor block for Kalman filteng. Sensor fusion is important in a network of sensors of dif-

ferent modalities. A distributed vehicle/personnel sillaece
network might include seismic, acoustic, infrared motion,
|. INTRODUCTION temperature, and magnetic sensors. The standard DSP tool
for combining the information from many sensors is the
Filters are commonly used to extract a desired signal froraiman Filter. The Kalman Filter is used for communications
a backgroud of random noise or deterministic interferente. navigation, feedback control, and elsewhere and provides t
the statistical approach to the solution of the linear fittgr accuracy that allowed man to navigate in space and, evéptual
problem, knowledge of certain statistical parameters @f tho reach the moon and, more recently, to send probes to the
useful signal and unwanted additive noise (e.g., mean aflits of the Solar System.
correlation functions) is assumed. The problem is to deaign A properly designed Kalman Filter allows one to observe
linear filter with the noisy data as input and the requireneént only a few quantities, or measured outputs, and then re-
minimizing the effect of the noise at the filter output acéngd construct or estimate the full internal state of a system. It
to some statistical criterion. also provides low-pass filtering functions and amplificatio
Consider the following situation: An original signal s(§ i and can be constructed to provide temperature compensation
transmitted through an information channel (cable, waglecommon mode rejection, zero offset correction, etc.
channel, storage medium). The received signal x(t) is ingplai  The discrete-time Kalman Filter, useful for DSP, is a dy-
by two different effects. Firstly, the channel may not have @amical filter given by the following equation [1]:
perfect impulse (delta-function) response so that theimalg 7, = A(I - KH)% + Buy, + AK 2
signal s(t) is convolved with some known impulse responsewhere the sensed outputs are in vectqr the control
g(t) to give a smeared signal v(t) = g(t)*s(t). Secondly,seoi inputs to the system being observed are in veatgrand the
n(t) may be added to v(t) to, finally, give the signal x(t) =estimates of the internal states are given by the veigtoNote
v(t)+ n(t) at the receiver. Our task is to find the optimal filtethat the number of sensed outputs can be significantly less th
h(t) which, when applied to the signal x(t) produces a signtile number of states one can estimate. In this filter, matrice
y(t) that is as close as possible to the uncorrupted sigtlal s@ andB represent the known dynamics of the sensed system,
In other words, we want to estimate the true sigal s(t). and the sensed outputs are given as a linear combination of
A useful approach to this filter-optimization problem ighe states by, = Hax, whereH is a known measurement
to minimize the mean-square value of the error signal thatatrix. The Kalman gairk is determined by solving a design
is defined as the difference between some desired respoegaation known as the Riccati Equation. The Kalman Filter is



A. Kalman Filter Design Equations [2]
Predict

« Project the State Ahead:

%, = AZp_1 +Buy

p_est = Axp + Bxu

Project the Error Covariance Ahead:
P, =AP,_1AT +Q

P_cap_est = AxP_cap*rA + Q

Correct
o Compute the Kalman Gain:

K, =P, H'(HP, H" + R)™!

K= (H=*P_cap_est)*inv(HP_cap_est*H
+ R

Update Estimate with Measurement

Ty = i; + Kk(zk — Hi;)

p =p_est + Kr(A - p_est)

Update the Error Covariance:

P, =(1I- KkHPk_)

the optimal linear estimator given the known system propert B. Hardware Implementation
and prescribed corrupting noise statistics.

Although data from the acceleration sensors was analyzed
using Kalman Filters in th® modeling language, we selected
the MATLAB language for algorithmic modeling because it
offers a rich environment for DSP algorithm development and
debugging and is uniquely adept with vector- and array-dase
waveform data at the core of DSP algorithms.

1) Design Flow: Traditional FPGA deployment of DSP
algorithms can involve many steps that take an algorithm
from C instructions to an FPGA-specific bit stream. To
simplify rapid prototyping of DSP-in-FPGA designs, a high-
level MATLAB-based algorithm synthesis package, the Xilin
AccelDSP Algorithmic Synthesis Tool, lets DSP algorithm
developers create DSP blocks for Xilinx FPGA's.

AccelDSP automates floating-point to fixed-point conver-
sion, generates synthesizable VHDL, and creates a teshbenc
for verification. In short, it translates the MATLAB algdrins
specified in the m-files into synthesizable VHDL code.

The Xilinx System Generator is a rapid prototyping tool
for creating hardware DSP designs using graphical meth-
ods. With a visual programming environment that leverages
the MathWorks Simulink tool and Xilinx Block Set library
of predefined digital signal-processing and communication

P_cap = (I - KH*P_cap_est functions such as filters, fast-Fourier transforms, entmde

decoders and so on., Xilinx System Generator meets the needs
of both system architects (to integrate design componants$)
hardware designers (to optimize implementations).

As described above, Kalman Filter is the standard DSP toolThe Xilinx AccelDSP Synthesis tool augments the Xilinx
for combining the information from many sensors as welystem Generator by providing a seamless integration path
as low-pass filtering, amplification, etc. A properly desidn for DSP algorithm developers, enabling the rapid creation
Kalman Filter allows one to observe only a few quantitiesf DSP IP blocks, directly from m-files, that enhance the
or measured outputs, and then reconstruct or estimate lhe flinx Block Set in the Xilinx System Generator. In addition
internal state of a system. AccelDSP has optional AccelWare toolkits that complement

In the Hogthrob project, accelerometer data from the fiellystem Generator with additional DSP IP cores optimized for
experiments on sows were analyzed for acceleration patte)ilinx FPGA cores. The building blocks of DSP functions
and an automatic classification method based on a Mulgan drop into System Generator. AccelWare toolkits include
Process Kalman Filter was implemented by the KVL researehathematical building blocks, signal processing, commami
group [3]. tions, and advanced mathematics to implement linear adgebr

However, the practical implementation of such analysfsnctions.
method poses problems because Kalman Filter implementatio AccelDSP was used to explore different micro and macro
for real-time applications is computation intensive intaafre architectures. A macro architecture could encompass some-
and resource demanding in hardware due to matrix multipthing as simple as a divide operation where one could use a
cation and inversion operations. CORDIC, a Newton-Raphson, a Goldschmidt or another divi-

Therefore, we developed a design flow for design-spasi®n technique. After this decision, the possibilities sing a
exploration using HW/SW Codesign to select the optimuipeline or a resource-shared micro architecture wereoesg!
implementation and implemented an FPGA-based coproces§bat way we could trade off implementation requirements and
block for the Kalman Filter. capabilities. By automating the design flow we could develop
algorithms within MATLAB, use Simulink as a software test
bench and then validate our design within a real FPGA.

By using the design flow described above, We could con-

A software-based Kalman filtering algorithm was impleeentrate on getting the best performance out of their glyos
mented in C language (code listing given below) and croasd not on how to implement them on an FPGA chip.
compiled to AVR processor using the GNU C cross assembler2) Design Capture:The Kalman filter algorithm was cap-
and linker for AVR processors. However, because of matrikred with a MATLAB m-file to perform stimulus creation,
multiplication and inversion operations, its executiontbe algorithm evaluation, and post-processing. A listing & th-
resource-constrained AVR processor was extremely slow afitk is given in Figure 3.
therefore, far from meeting the real-time throughput regfui The algorithm defines matrice® and | that describe the
ments of the system. statistics of the measured signal and the predicted behavio

Il. HW/SW CODESIGN OFKALMAN FILTER

A. Software Implementation
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Fig. 1. Kalman Filter Design Flow.

function [S] = sinple_kal man(A)
DM = size(A 2);

persistent p P_cap

if isenpty(P_cap)

P cap=[800; 080; 00 8];
p = ones(DIM1)/2;

end;

| = eye(DM;

R =1[128 0 0;0 128 0; 0 0 128];
% estimate step:

% _est = p;

P_cap_est = P_cap+l;

% correction step:

P_cap_est * inv(P_cap_est+R);
+ K+ (A - p);

= (I - KyxP_cap_est;

I

Fig. 2. The MATLAB m-file describing code for Kalman Filter.

inversion are completed using MATLAB'’s extensive linear
algebra capabilities.

Although such an algorithm could have been constructed as
a block diagram, doing so would have obscured the algorithm
structure so readily apparent in MATLAB.

3) Design-Space Explorationwith Xilinx AccelDSP [4],

a first step in synthesizing a complete algorithm is to garera
any major cores that are referenced - in this case, the matrix
inverse indicated by the function calhv( P_cap_est +R) .

But a matrix inverse can be implemented in many ways; the
choice of which method to use depends on the size, structure,
and values of the matrix. Using the matrix inverse IP core
from the Xilinx AccelWare toolkit, we could choose from
micro-architectures designed for different applicatiofisese
micro-architectures can be optimized for speed, area, powe
or noise. In this case, the most suitable approach was to use
the AccelWare QR matrix inverse core.

4) Design Optimization: The m-files were loaded into
the Xilinx AccelDSP tool and they served as the "golden
source” for a design flow that ultimately produced optimized
implementations in Xilinx FPGAs. With the MATLAB m-file
loaded into Xilinx AccelDSP, the next step was to simulate
the floating-point design to establish a baseline. AccelDSP
was used to convert the design to fixed-point format [5],
verifying it in MATLAB. AccelDSP offered us an array of
tools to help trim bits from the design and verify the fixed-
point design effects like saturation and rounding. AccétDS
aided us in this process by propagating bit growth throughou
the design and letting the use of directives to set consgraim
bit width. This algorithmic design space exploration akalv
us the attainment of the ideal quantization that minimized
bit widths while managing overflows or underflows, allowing
early trade-offs of silicon area versus performance metric

Once suitable quantization had been attained, the next step
was to generate RTL for the target Xilinx device. At this
point, the AccelDSP GUI was used to set constraints on the
design using the following design directives to achievétfer
optimizations:

« Rolling/unrolling of FOR loops

« Expansion of vector and matrix additions and multiplica-

tions

« RAM/ROM memory mapping of vectors and two-

dimensional arrays

o Pipeline insertion

« Shift-register mapping

Using these directives constituted hardware-based design
exploration, allowing further improvement to the qualitf o

The last nine lines of the algorithm are the code that predigesults. In synthesizing the RTL, AccelDSP evaluated the

and corrects the estimate (ref. Sectigp).

entire design and scheduled the entire algorithm, perfogmi

This algorithm illustrates the flexibility and conciseneds necessary boundary optimization in the process.

the MATLAB language. Common operators such as addition Throughout this flow, Xilinx AccelDSP maintained a uni-
and subtraction operate on variables like the two-dimeradio form verification environment through a self-checking test
arrays A or P_cap without having to write loops, as onebench; the input/output vectors that were generated when
would in languages like C. Multiplication of two-dimensan verifying the fixed-point MATLAB design were used to verify
arrays is automatically performed as matrix multiplicatiothe generated RTL. The RTL verification step also gave
without any special annotation. MATLAB operators such aXilinx AccelDSP the information necessary to compute the
matrix transposition allow the MATLAB code to be compacthroughput and latency of the Kalman filter. This was esaénti
and easily readable. And complex operations like matrirformation to assess whether the design met specifications



and was critical for achieving cycle-accurate simulation.
5) Design ImplementationAlthough RTL verification is [y
a key step in the design flow, we wanted to see algorithms
running in hardware. Xilinx System Generator’s hardware-i (2!
the-loop co-simulation interfaces made this a push-button 3]
bringing the full power of MATLAB and Simulink analysis
functions to hardware verification. (4
Having run RTL verification in AccelDSP, the AccelDSRs)
design was now ready to be exported to the Xilinx System
Generator by going to the "Export” pull-down menu in th
AccelDSP GUI and selecting "System Generator”. AccelD
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APPENDIX

available in the Simulink library browser. The Kalman filter The C code for Kalman Filter [8] is listed below in the
block only needed to be selected and dragged into the degttowing pages.

nation model to incorporate the AccelChip-generated Kalma
filter into a System Generator design. Once the AccelDSP-
generated block was included in the System Generator design
a complete, system-level simulation of cycle-accuratetrbe
models could be performed to verify that the system met
specifications.

The AccelDSP-generated blocks could be used for System
Generator in conjunction with the Xilinx block set. Oncesthi
system-level verification step was completed, the next step
in the System Generator flow was to move on to design
implementation. The "Generate” step in System Generator
compiled the design into hardware.

6) Design Verification:All design files generated by Ac-
celDSP, including exported System Generator files, were ver
ified back to the original "golden” source MATLAB m-file.
AccelDSP’s verification approach is based on the generation
of a test bench from the MATLAB source - this test bench
was applied at the RTL level within AccelDSP and could be
applied in System Generator to verify the correctness of the
design. Once verified in the System Generator environment,
the AccelDSP-generated block could be verified using System
Generator’s supported methods - including HDL co-simatati
and hardware-in-the-loop - to accelerate hardware-lawal-s
lation 10 to 100 times [7].

IIl. CONCLUSIONS

The use of HW/SW Codesign aprroach for Kalman filter
implementation enabled us to select the best implementatio
method that could meet the system specifications which, in
this case, was a hardware implementation. By using the
algorithm design and hardware design tools together, wklcou
employ the most productive means of modeling hardware for
implementation and completing high complexity designsenor
rapidly.
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[/ Inplenmentation of the Kalman filter for one tine-series of the activity

| classification algorithmfor the Hogthrob Project. The purpose is to find
/ the menory requirenents and conputational conplexity of this piece of code
/ and, later, optimze the nmenory usage

~~~

#i ncl ude <stdi o. h>
#i ncl ude <stdlib. h>

float at[3]; /1 array containing "Prior neans"

float R&[3*3]; [// array containing "Prior Variances"

float ft[1]; /] array containing "One-step Forecast neans"
float Q[1]; /1 array containing "One-step Forecast variances"
float At[3]; /] array containing "Adaptive Coef. matrix"

float et[1]; /] array containing "One-step Forecast error"
float m[3]; /1 array containing "Filtered neans"

float &t[3*3]; [// array containing "Filtered variances"

int additions = 0O;
int multiplications = 0;
int divisions = 0;

/1 Paranmeter Ft contains tabul arized sines and cosines. R code:

Il st <= sin(((2xpi)/T)*(1:n));

Il ct <- cos(((2*pi)/T)*(1:n));

/1 Ft <- cbind(rep(1,n),st,ct);

float Ft[3+*21] = {1, 2.947552e-01, 0.9555728, \
1, 5.633201e-01, 0.8262388, \
1, 7.818315e-01, 0.6234898, \
1, 9.308737e-01, 0.3653410, \
1, 9.972038e-01, 0.0747301, \
1, 9.749279e-01, -0. 2225209, \
1, 8.660254e-01, -0. 5000000, \
1, 6.801727e-01, -0. 7330519, \
1, 4.338837e-01, -0.9009689, \
1, 1.490423e-01, -0.9888308, \
1,-1.490423e-01, - 0. 9888308, \
1,-4.338837e-01, - 0. 9009689, \
1,-6.801727e-01, - 0. 7330519, \
1, - 8.660254e- 01, - 0. 5000000, \
1,-9.749279e- 01, - 0. 2225209, \
1,-9.972038e-01, 0.0747301, \
1,-9.308737e-01, 0.3653410, \
1,-7.818315e- 01, 0.6234898, \
1,-5.633201e- 01, 0.8262388, \
1,-2.947552e- 01, 0.9555728, \
1,-2.449213e-16, 1.0000000};

/] Paranmeter Yt contains the time series in use. This Yt is the first
/1 120 sanmples from EAML (J=k=1). This is, probably, data fromthe X-axis.

float Yt[120] = {0.061035156250, 0.130371093750, 0.161376953125, \
0. 258984375000, 0.207275390625, 0.272216796875, \
0. 354980468750, 0.357421875000, 0.358886718750, \
0. 541015625000, 0.496093750000, 0.435302734375, \
0. 416992187500, 0.521728515625, 0.502929687500, \
0. 266601562500, 0.410644531250, 0.205322265625, \
0. 238525390625, 0.384521484375, 0.419433593750, \
0. 110595703125, 0.116943359375, 0.891601562500, \
0. 226562500000, 0.056152343750, 0.249267578125, \
0. 300781250000, 0.268066406250, 0.392089843750, \
0. 455810546875, 0.309326171875, 0.403320312500, \
0. 337646484375, 0.632568359375, 0.533203125000, \
0. 475341796875, 0.331542968750, 0.102783203125, \
0. 195556640625, 0.262451171875, 0.436035156250, \
0. 256103515625, 0.227294921875, 0.206542968750, \
0.076171875000, 0.112304687500, 0.265869140625, \
0.191894531250, 0.256835937500, 0.527832031250, \
0. 408935546875, 0.451660156250, 0.386718750000, \



0. 495849609375, 0.439697265625, 0.505468750000, \
0.204101562500, 0.206298828125, 0.239257812500, \
0. 404541015625, 0.412353515625, 0.431884765625, \
0. 420410156250, 0.230224609375, 0.176269531250, \
0.129296875000, 0.402832031250, 0.267822265625, \
0. 227539062500, 0.477539062500, 0.505126953125, \
0. 403808593750, 0.452636718750, 0.556152343750, \
0. 423095703125, 0.395751953125, 0.310351562500, \
0. 167968750000, 0.398437500000, 0.471435546875, \
0. 395019531250, 0.485107421875, 0.437011718750, \
0. 159423828125, 0.204833984375, 0.247558593750, \
0. 097851562500, 0.273925781250, 0.338623046875, \
0. 200683593750, 0.216796875000, 0.376220703125, \
0. 639648437500, 0.491210937500, 0.340820312500, \
0.421386718750, 0.525390625000, 0.482421875000, \
0. 495605468750, 0.444580078125, 0.336914062500, \
0. 258789062500, 0.074462890625, 0.229980468750, \
0.207763671875, 0.376464843750, 0.352539062500, \
0. 364062500000, 0.333984375000, 0.476806640625, \
0. 168945312500, 0.177734375000, 0.209472656250, \
0. 151855468750, 0.017822265625, 0.527587890625, \
0. 469726562500, 0.426025390625, 0.436718750000};

/1 Parameter Vt is different fromthe one in table 8.1 on page 93 in Cecile
/1 Cornou’s Ph.D. Thesis "Automated Mnitoring Methods For G oup Housed Sows".
/1 This Vt originates fromdistributed data material.

float Vt = 0.007187178;

/1 Parameter W is different fromthe one in table 8.1 on page 93 in Cecile
/1 Cornou’s Ph.D. Thesis "Automated Mnitoring Methods For G oup Housed Sows".
/1 This W originates fromdistributed data material.

float W[] = {0.01828878, 0.0000000000, 0.00000000000, \
0. 00000000, 0.0001154555, 0.00000000000, \
0. 00000000, 0.0000000000, 0.00011545550};

voi d matri x3x3addition(float *a, float *b, float =*c)
{ int i;
for(i = 0; i<9; i++)

{ cli] =ali] + b[i];
}

additions = additions + 9;

}
void matri x1x3addition(float *a, float *b, float =*c)
{ int i;

for(i = 0; i<3; i++)

{ cli] =ali] + b[i];
}

}
voi d matri x1x3constant Addition(float *a, float *bh, float =*c)
{ int i;

for(i =0; i<3; i++)
{ cl[i] =a[i] + b[O];

additions = additions + 9;

}
void matrix1x3mul 3x1(float *a, float *b, float xc)
{ int i,j;

for(i = 0; i<3; i++)
{ for(j = 0; j<3; j++)
% c[3xi+j] = a[i] = b[j];

mul tiplications = multiplications + 9;

}



voi d matrix3x1ltranspose3x3nultiplication(float *a, float =*b,

{ c[0] = a[0]*b[0] + a[1]*b[3] + a[2]«b[6];
c[1] = a[0]xb[1] + a[1]*b[4] + a[2]«b[7];
c[2] = a[0]*b[2] + a[1]*b[5] + a[2]«b[8];

mul tiplications = multiplications + 9;
addi tions = additions + 6;

}

void matrix3x3mul tiplication3x1l(float *a, float *b, float *c)

{ c[0] = a[0]«b[0O] + a[1]«b[1] + a[2]=b[2];
c[1] = a[3]=b[0] + a[4]«b[1] + a[5]«b[2];
c[2] = a[6]*b[0] + a[7]*b[1] + a[8]*b[2];

mul tiplications = multiplications + 9;
addi tions = additions + 6;

}

void matri x3x1lmul tiplication(float *a, float *b, float *c)
{ c[0] = a[0]*b[0] + a[l1]*b[1l] + a[2]*b[2];

mul tiplications = multiplications + 3;

addi tions = additions + 2;

}

voi d print3x3(float =*k)

{1/ printf("Matrix:\n");
printf(" % % Y%\n",Kk[O0], k[1], Kk[2]);
printf(" % % Y%\n",Kk[3], k[4], K[5]);
printf(" % % %e\n\n", Kk[6], k[7] k[8]);

voi d print 1x3(f|oat *K)

{ I'lprintf("Matrix:\n");
printf(" % % %\n",Kk[O0], k[1], Kk[2]);
}

voi d printScal ar(float k)
{ I'lprintf("Scalar:\n");
printf(" %\ n\n",k[0]);

int main(void)
{int i,j;
float tenpl[9], tenp2[9], tenp3[0];

/] Initialization of C
Ct[0] = 0.147833;
Ct[1] = 0.000000;
Ct[2] = 0.000000:;
Ct[3] = 0.000000:;
Ct[4] = 0.147833;
Ct[5] = 0.000000;
Ct[6] = 0.000000;
Ct[7] = 0.000000:;
Ct[8] = 0.147833;
/] Initialization of nt
nt[0] = 0.3340450;
n[1] = 0.0984615;
n[2] = 0.3192043;

/! R code converted to C code:
/1 ft[1] <- nmt[1,1,1];

ft[0] = n[O];

/! R code converted to C code:
[ @[1] <- t(Ft[1,]) %% (Ct[,,1] + W) %%Ft[1,] + Vt;

matri x3x3addi tion(&t[0], &N [O0], &t enpl[O0]);

float =*c)

mat ri x3x1transpose3x3mnul tiplication(&t[0], & enpl[0], & emp2[0]);

matri x3x1mul tiplication(& enp2[0], &t[0], & enpl[0]);
Q[0] = tenpl[O] + Vt;



/1 R code converted to C code et[1] <- Yt[1] - ft[1];() :
et[0] = Yt[O] - ft[O];

for(i=1;i<120;i ++)
{ Ilat[,,i] < m[,,i-1];

at[0] = nt[0];
at[1] = m[1];
at[2] = m[2];

IR, ,i] < O[,,i-1] + W;
mat ri x3x3addi tion(& X [0], &W[0], &Rt[0]);

PIft[i] < t(Ft[i,]) %at[,,i];

mat ri x3x1mul tiplication(&Ft[3+(i%R1)], &at[0], & t[0]);

[1Q[i] < t(Ft[i,]) W%R[,,i] W%Ft[i,] + V;

mat ri x3x1t ranspose3x3mnul tiplication(&Ft[3x(i%1)], &Rt [0], & enpl[0]);
mat ri x3x1mul tiplication(& enpl[0], &Ft[3*(iw1)], & enp2[0]);

Q[0] = temp2[0] + Wt;

additions = additions + 1;

[ITA[,,i] < as.vector(Rt[,,i] W%Ft[i,]) / Q[i];

mat ri x3x3mul tiplication3x1(&RE[0], &Ft[3*(iw1)], & enp2[0]);

At[O0] = tenp2[O0] / Q[O];
At[1] = tenp2[1] / Q[O];
At[2] = temp2[2] / Q[O];

divisions = divisions + 3;
[let[i] < Yt[i] - ft[i];
et[0] = Yt[i] - ft[O];

additions = additions + 1;

[imt[,,i] <- at[,,i] + At[,,i]l~et[i];
n[0] = at[0] + At[O0]*et[O];
n[1l] = at[1] + At[1]*et[O0];
n[2] = at[2] + At[2]*et[0];

multiplications = nultiplications + 3;
additions = additions + 3;

IHal,,i]<- R[,,i] - A[,,i] %%t(At[,,i]) » Q[i];
mat ri x1x3mul 3x1(&At[ 0], &At[0], & enpl[O0]);
for(j=0;j<9;j++)

{ af[j] = R[j]-tenpl[j]*Q[0];

multiplications = nultiplications + 9;
additions = additions + 9;

[l printf("\nCt:\n");
[l print3x3(&X[9*i]);



printf("Qutput: \n\n");
printf("\nat:\n");
printix3(&at[0]);

printf("\nRt:\n");
print3x3(&Rt[0]);

printf("\nft:\n");
printScal ar (& t[0]);

printf("\nQ@:\n");
printScal ar (&X[0]);

printf("\nAt:\n");
print1x3(&At[0]);

printf("\net:\n");
printScal ar(&et[0]);

printf("\nnt:\n");
printix3(&nmt[0]);

printf("\nC:\n");
print3x3(&[0]);

printf("Additions: %\n", additions);
printf("Miltiplications: %\n", multiplications);
printf("Divisions: %\n", divisions);

return O;



CHAPTER 1 2

Conclusions

This thesis concerns the system-level modeling and design of networked mul-
tiprocessor embedded systems. The contributions of this thesis include the
following concepts and techniques:

The first part of the thesis presents an overview of the existing theories and
practices of modeling and simulation of multiprocessor systems-on-chip. The
systematic categorization of the plethora of existing programming models at
various levels of abstraction is the main contribution here which is the first such
attempt in the published literature.

The second part of the thesis deals with the issues related to the development
of system-level design methodologies for networked multiprocessor systems-on-
chip at various levels of design abstraction with special focus on the modeling
and design of wireless integrated sensor networks which are an emerging class
of networked embedded computer systems.

The work described here demonstrates how to model multiprocessor systems-
on-chip at the system level by abstracting away most of the lower-level details
albeit retaining the parameters most relevant at the system-level. The multi-
processor modeling framework is then extended to include models of networked
multiprocessor systems-on-chip which is then employed to model wireless sensor
networks both at the sensor node level as well as the wireless network level.



112 Conclusions

In the third and final part, the thesis covers the issues related to the design,
implementation and testing of a system-on-chip wireless sensor node develop-
ment platform, specifically, for the Hogthrob project. This part also deals with
the cycle-accurate model of the multiprocessor system-on-chip and its possible
extensions to the transaction-level MPSoC model.

An important design consideration while designing our sensor node develop-
ment platform, called the Hogthrob platform, was to reduce the overall cost
of prototyping by using COTS (Common Off-the-Shelf) components. Another
consideration was to have the capability to experiment with various combina-
tions of sensors, radio transceivers and microprocessors to select the optimal
combination. To achieve this objective, we needed to adapt a modular design
strategy so that we could swap sensors and radio transceivers with the ones
resulting in more efficient energy and system performance. For trying different
microprocessors and/or to perform hardware acceleration, we needed some form
of reconfigurable logic on the wireless sensor node so that we could configure it
with various mircoprocessor cores. Of couse, low power, small form factor, and
robust packaging were necessary as well because the wireless sensor nodes have
to be mounted on sows.

The Hogthrob platform has also been designed with a view to explore the
tradeoffs of implementing application functionality either in software (on the
embedded processor) or hardware (on the reconfigurable logic/custom proces-
sor), without being constrained by the initial design choices. The hardware
and software components that constitute a sensor network system had to be
optimized so that they meet the resource and energy constraints while deliver-
ing acceptable performance. To meet these objectives, we needed to adopt a
hardware/software codesign perspective for designing the wireless sensor nodes
which could be customized to suit our application. As an initial design step,
all the application functionality was placed on the embedded processor and was
gradually moved to the FPGA. At the initial stage of software development, the
radio transceiver and other peripherals were being controlled by the software
running on the embedded processor but, eventually, the embedded processor
only served to initialize the FPGA and function as an external timer and an
A /D converter for the FPGA.

Because application-specific integrated circuits (ASIC’s) can clock at much lower
speeds and use less numerical precision, they consume several orders of mag-
nitude less energy than the programmable processors. While the line between
dedicated processors and general-purpose (more easily programmed) processors
is constantly shifting, generally speaking, a mixed architecture was needed for
computational subsystems dealing with connections to the physical world. The
ratio in die area between the two approaches - ASIC and programmable proces-
sor - scales with the technological changes, so ASIC’s maintain a cost advantage
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over many chip generations. Convenient programmability across several orders
of magnitude of energy consumption and data processing requirements is a wor-
thy codesign research goal for pervasive computing. In the meantime, while the
codesign researchers continue to pursue that goal, multiprocessor systems are
needed in the wireless integrated sensor networks.

The thesis, as a whole makes contributions to the field of research by describing
a design methodology for networked multiprocessor embedded systems at three
layers of abstraction from system-level through transaction-level to the cycle
accurate level as well as demonstrating it practically by implementing a wireless
sensor node design.
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