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Abstract

This report gives a review of investigations into Interregesy and security over the last 10 years.
The review covers a number of surveys of Internet usage,tefriat security in general, and of
Internet users’ awareness of issues related to safety anuditye The focus and approach of
the various surveys is considered, and is related to morergeproposals for investigating the
issues involved. A variety of proposals for how to improweels of Internet safety and security
are also described, and they are reviewed in the light ofiesuaf motivational factors which
affect the degree to which such proposals are successfalréfort concludes with a summary
of areas in which more research appears to be needed.
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Chapter 1

Introduction

When the Internet was first developed, its users were predontly a small community of tech-
nically educated people who had an experimental attitudleisonew mode of communication,
were willing to accept a certain amount of risk in exploitihgand could evaluate the dangers
inherent in various activities which relied on its use. Thamfocus in the original design of
the Internet was to provide a convenient set of simple sesvichich were relatively resilient
to failures in the communication network. Safety and ségwrere not considered especially
important issues.

During the 1990s, the situation changed radically, due rtiqudar to four developments:

1. New services:A long series of new, more complex services began to be afterasers of
the Internet. Many of these services were intended to stpppfications such as banking,
commerce or civil administration, or to support the estdbhent of social groups such
as meeting fora. For such applications, security failueddhave severe economic or
personal consequences for the parties involved.

2. Malware: Malicious persons began to develop malware — software elibly intended
to breach security in computers in which it was installed.ctSmalware could easily
be distributed via e-mail or offered via websites to whictsuspecting users could be
attracted. In many cases the users might even be unawatbkdlsscurity of their computer
system had been compromised so that, say, their persoataaid be read by outsiders
or their system could be used to perform attacks on other aterg

3. Exploitation of unsafe behaviour: Criminal elements began directly to exploit Internet
services such as e-mail and chatrooms in order to performircad activities which they
would previously have performed off-line, such as makingdudile contacts to minors or
obtaining personal information by social engineering.tSactivities seldom rely on tech-
nical security breaches, but instead exploit users’ podetstanding of what constitutes
safe behaviour on the Internet, where it in many contextossible to hide one’s true
identity.
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4. Inexpert users: As a consequence of the usefulness and ready availabitigafew Inter-
net services, large numbers of people with no technicaldracind and no understanding
of the risks involved began to use the Internet.

The obvious implication of these four developments is tlaé¢ty and security issues have be-
come more important, at the same time as the users of theétter general have become less
competent at dealing with these issues. This is a very tnoglnplication, since it may lead
to a general lack of confidence in the use of the Internet, aswatrof incidents which expose
ordinary citizens to financial fraud, impersonation, séxa@assment or other unpleasant experi-
ences. Studies of risk perception [62] have shown that egamedl number of (real or imagined)
incidents may have profound effects on public perceptioa tfchnology, so the consequences
of even small breaches of security should not be underet&ina

1.1 Investigations into Internet Safety and Security

A considerable number of investigations have been perfdiman attempt to discover the extent
to which this new state of affairs is — or is likely to become real rather than just a potential
problem. Roughly speaking, these investigations fall thtee groups:

1. Studies of the actual incidence of Internet securitydants and the extent to which
counter-measures are deployed, indicating the genekaluis to failures of Internet secu-
rity.

2. Studies of the actual incidence of unpleasant user expeas, indicating the general risk
due to unsafe behaviour.

3. Studies of user awareness of ICT safety and securitysssoe users’ actual behaviour
when using the Internet.

The termrisk is here used in the technical sense, to mé@nchance, in the quantitative sense,
that a hazard occur$67] and causes some harm. Note that this is an objectiveiti@firof
risk, and must not be confused wiplerceived riskwhich involves social factors such as public
attitudes, credibility and personality.

Quantitative estimation of the (objective) risk can be apphed in a very large number of
ways [67], and the approach used in practice depends syrongiraditions within the domain
being investigated. In the area of ICT security, the tradai view is that harm occurs when a
threatis realised against some weakness in the system, knownyasavulnerability. Such
vulnerabilities can be of a technical nature (for exampléesign error in the operating system
makes it possible for code from a computer virus to be execatea user's computer without
the user’s knowledge) or of a socio/psychological natuve €kample, it is possible by sending
a suitably worded e-mail to persuade the recipient to opesttachment which actually causes
code from a virus to be executed).
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How much harm occurs in practice depends on the level of timealation to the behavioural
and/or technical measures deployed to counter the thréatleVel of threatis in the context of
ICT security generally defined as the product of the frequeri@ttempts to exploit the vulner-
ability and the consequences of a successful attempt. Taigoreship between these concepts
is often visualised in terms of the matrices shown in Figufe A high threat level (red area,
left) arises when the consequences of successful expboitat a vulnerability are high, and the
frequency of attempts to exploit the vulnerability is alsgh A high risk (red area, right) arises
when the threat level is high and the level of deployed caumieasures is low. The yellow areas
indicate medium levels of respectively threat or risk, dnelgreen areas low levels.

Frequency Counter-measures
Low High High Low
> - >
Q 2 _ 3
O o *. () o .
c 1 ., > — .,
o) B o —
-] “s -— .
(o O © .,
()] . 9 .
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Figure 1.1: Matrix for evaluating level of threat (left) atevel of risk (right) in the domain of
ICT security

In principle, a high level of awareness should lead to a é¢=ae risk, and thus to less harm
occurring, because the users demonstrate more approfeasafer or more secure) behaviour —
in the terms used in the risk level matrix, they deploy morbkeiter counter-measures. In reality,
however, this is not necessarily the case, since the userdaciathe technical competence to
improve their level of security or may fail in practice tolfak the principles which they know to

be the right ones. Many studies therefore distinguish betvtieree levels of safety and security:

1. Knowledge: The user knows of the existence of a potential problem wipeet to safety
or security — for example, she knows that a computer virus Ipeasgpread by e-mail.

2. Understanding: The user understands how to deal with a safety or securitylgmo—
for example, she knows that a virus scanner can be used tct dete remove vira from
incoming e-mail, and knows how to install and set up such arsma

3. Compliance: The user acts correctly in order to avoid a safety or secprityplem — for
example, she in fact installs and sets up a virus scannertéctdend remove vira from
incoming e-mail.

Several of the studies have also, directly or indirectlgrbassociated with campaigns intended to
increase users’ knowledge of ICT safety and security isgoedisseminate information which
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leads to better understanding, or to encourage more apat®@prehaviour and thus a higher
degree of compliance.

1.2 Structure of the Report

The purpose of this report is to review some of the most ingmtrbational and international
studies, and to comment briefly on relevant campaigns. Médrtheostudies and campaigns
which we have included are elements in national programmefé€reasing ICT security in

general, and are therefore repeated at regular intervdier&\this is the case, we will in general
only give a reference to the most recently available versidghe open literature.

The overall structure of the report is as follows: In Chatewe review a series of studies of In-
ternet security in general, including surveys of actualiggcpractices, actual vulnerabilities and
security failures and actual concerns about security iouarsegments of society. In Chapter 3
we consider studies of Internet safety. These include nigtamumber of studies which have
focussed on the extent to which users — especially childrengage in unsafe behaviour, and
possibly experience unpleasant incidents as a result|fwutstudies of psychological phenom-
ena associated with Internet use or misuse, including $exuee via the Internet and Internet
addiction. In Chapter 4 we turn to the topic of safety and sgcawareness, where there have
been a small number of surveys which have specifically ainheétarming the level of aware-
ness in various segments of the population. In Chapter 5 weider a number of proposals
for improving safety and security, starting with generagmsals and guides for how to conduct
awareness campaigns, and then reviewing some existingacgnsp Since it is evident that hu-
man users do not always follow the good advice of such campawge end this chapter with a
summary of relevant research into the motivational andrgtkgchological mechanisms which
affect people’s actual behaviour with respect to safety sewlrity. The report concludes with
some tentative conclusions and a summary of areas wheeedreunanswered questions which
could generate new topics for research.



Chapter 2

Surveys of Internet Security

The studies considered in this chapter have been concerited/avious aspects of Internet
security in a general sense. This includes surveys of apna&tice in companies or among
the general public, surveys of technical vulnerabiliteesd surveys of what various segments of
society consider to be important requirements with resfmetitternet security. All the studies
have been traditional quantitative investigations, basethe use of questionnaires.

2.1 Actual Practice

In many Western countries, there is an established tradito investigating the level of ICT
security via surveys of the general public or of commerciglublic institutions. The questions
asked typically relate to one or both of the following areas:

e Practice: What have the respondents done in order to achieve an apgimlevel of secu-
rity, either by deploying technical counter-measures oajylying behavioural policies?

e Failures: What failures of security have been observed, in the fornuotessful hacker
or malware attacks, Internet-based crime, failures t@wwlinternal security procedures,
unpleasant personal experiences or other similar indicaf lack of security?

The successful execution and subsequent usefulness @lysurf/this type seem to depend to a
considerable extent on the existence of a formal organisaitivolving the major stakeholders,
for organising the surveys at regular intervals — and foiseghbently disseminating the results.
In such an organisation, the stakeholders feel they have sontivation to keep up to date with
what is happening in the security world. When such an orgainis is not present, the surveys
tend to be less systematic and the “difficult questions”hsagthe number of successful attacks
observed in the course of a year, tend to be avoided.

5
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Three examples of countries which have published regulaega of ICT security at a relatively
high level of detail are:

1. France, where the surveys are currently organised by CLUSTHI§ de la ®curite de
I'Information Francaig, an association with about 600 industrial enterprises aralic
institutions as members. CLUSIF’s surveys extend a lordjttoan started in France by the
FFSA in the 1980s.

2. USA, where the surveys are organised by CShrfiputer Security Instituten collabora-
tion with the FBI Computer Crime Squad. The CSl is an associatith more than 600
members, and has been performing annual surveys since 1996.

3. Germany, where the surveys are currently organised by the B8h{lesamtifr Sicherheit
in der Informationstechnjk This is a federal government organisation with a mandate
to improve ICT security in Germany. Their surveys includéadimom several sources.
The BSI itself carries out surveys of ordinary citizens, ildata about enterprises and
public institutions are largely taken from the surveys perfed by the technical newletter
<kes> — Die Zeitschrift éir Informations-Sicherheitvhich produces bi-annual surveys for
its readers.

It should be noted that these surveys are not entirely ccedpgrdue to their varying scope. In
particular, there are two different viewpoints of what ditnses an ICT security failure. The
narrow viewpoint is that only successful malicious attagtksuld be considered, while the broad
viewpoint is that failures attributable to non-maliciouscarrences such as mistakes by the re-
spondents’ own personnel, hardware failures, fire, floodimdjso on, should also be included.

2.1.1 France

The French organisation CLUSIF customarily carry out safgesurveys of security practice and
cybercrime. The most recent published survey of securdgtpre is from 2006 [10], and relates
to the year 2005. It covers three major areas of French soaevhich IT plays an important
role. The respondents were:

1. 400 companies of at least 200 employees. This represaois @% of the total number of
such companies in France.

2. Civil administrations in 50 areas of at least 30,000 iritizaits (about 15% of the adminis-
trations of this size).

3. 186 hospitals of various sizes (about 17% of the publiphals in France).

The respondents were chosen at random from the relevarst @freaciety, and were not specif-
ically members of CLUSIF (who might be assumed to have a lefssécurity which would be
higher than average).

75% of the companies and 68% of the civil administrationtesitthat they were strongly depen-
denton IT, in the sense that a breakdown of more than 24 haurkllave serious consequences
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for their activities, while 23% of companies and 28% of thal@dministrations could stand a
failure lasting up to 48 hours. For the hospitals, the le¥elependency on IT depended on the
size of the hospital, being significantly higher for largespitals ¢ 500 beds) than for small
ones K 200 beds).

The CLUSIF survey is particularly interesting because gpscifically related to ISO Standard
ISO/IEC 17799:20050n best practice in the area of IT security. One of the magnitibns was

to discover the extent to which the respondents followegtireiples of this standard. Accord-
ingly, the questionnaire used in the survey was structuredmanner reflecting the structure of
ISO/IEC 17799, and contained questions related to 10 of Hir tapics covered by the standard:

Security policies.

Security organisation.

Asset management and risk identification.
Personnel security.

10. Management of communications and operations.
11. Access control.

12. Acquisition, development and maintenance.

13. Security event management.

14. Continuity management.

15. Conformance.

0N OO

Topic 9 (Physical security) was deliberately omitted.

For most of these topics, there was very little differendsvieen the three groups of respondents
taken as a whole. However, it was noticeable that large carapaadministrations and hospitals
were considerably better prepared in relation to ISO/IEZ9B7than their smaller companions.
This means they were more likely to have a formal securit@oigation, a formalised security
policy, an organisation for dealing with security incidgrlans for ensuring business continuity
and so on.

The CLUSIF survey takes the broad view of what constitutescarsty failure. Failures were
observed to occur at almost the same rate as in the previf0g)28urvey. Occurrences of the
most common failures (those observed by at least 10% of 8porelents in at least one group)
are shown in Figure 2.1. Interestingly, only one of theseus tb malicious attacks, namely
infection by vira. Other forms of attack were observed by 5%ess of the respondents. This
probably reflects the high percentage of respondents whdégldyed anti-virus software, anti-
spam software and firewalls. On the other hand, the large auoflordinary thefts and outages
due to causes other than malware or hacker attacks inditat@wareness of more traditional
forms of IT security needs to be maintained at a high level.

CLUSIF’s latest report on cybercrime [11], published inuany 2007, relates to events in 2006.
It gives a review of some major cases of cybercrime, in Framzkelsewhere, which had been

1Subsequently renumbered to ISO/IEC 27002:2005.
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Figure 2.1: The most common security failures found by theJSIF, CSI/FBI and<kes>
surveys, expressed as the percentage of respondents whexperienced at least one incident

of the type indicated during the year of the survey.
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made public in the course of the year, with a view to providingassessment of emerging risks
and trends in existing risks. The principal trends note®fid6 were:

e Use of “money mules”to whitewash funds illegally acquired (via phishing, scamgn
use of keyloggers etc). The mules are private individuale véteive the funds in small
portions and transfer them electronically to “clients”.

¢ Identity theft, for example using Trojan horses with keyloggers. A caseftbe UK
involved information collected from 2300 compromised cangps. The malware used to
collect the identity information came via many differenpé&g of website. Some of the
keyloggers could even handle several types of virtual kayho

e SPam over Ip Telephony(SPIT), with the possibility of sending vast numbers of sail
a short time at very low cost.

e Manipulation of stock prices by circulation of false information in spam mail, possi-
bly sent via botnets. Several cases from USA involved sengpam including a stock
management tool with a Trojan keylogger, so the spammeidcstelal the victim’s on-
line brokerage account details. The intruded account cinald be used to manipulate the
prices of chosen stocks by buying or selling.

e Zero-day attacks exploiting newly discovered vulnerabilities before preds are avail-
able. This seems to be an increasing problem, as the numbkeaharabilities announced
increases year by year. In 2006, a market developed fordagyaexploits for supposedly
very secure systems, such as Windows Vista. Often the zgraitiack is only used once,
and on a few carefully chosen targets. Ordinary mass atsagisas worms or vira, which
cause a widespread alarm seem, on the other hand, to be ceciease.

e Phone taps and high-risk investigationgor industrial espionage or obtaining other con-
fidential information by fraudulent means. Several casaset on telephone taps, social
engineering or similar techniques, became public in thesmaf the year.

2.1.2 USA

The annual CSI/FBI Computer Crime and Security Surveysidendoth computer security
trends, trends in cybercrime and the effects of new regrlaiplegal initiatives. In contrast to
the French surveys, however, they take the narrow view of wdrastitutes a security failure, i.e.
only consider security failures due to malicious activitjre latest published survey is currently
the 11th annual survey, published in 2006 and referringeg/dar 2005.

The 2006 survey [32] was based on questionnaire repliessegttom 615 respondents, drawn
from among the members in the USA of the Computer Securitytinis (CSI), an organisation
for information security professionals. Respondentsasgmted a large number of different
branches of industry and public institutions. The indasgnterprises included both very large
firms (34% of respondents came from firms with annual reveaxeseding $1 billion) and much
smaller ones (25% from firms with revenues less than $10anilli
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The results of the survey are in general similar to those ®GhUSIF 2005 survey. Despite

widespread use of firewalls (98% of respondents), antisvanftware (97%) and anti-spyware
software (79%), successful virus attacks were observe®®yd all respondents, and misuse of
computer systems by 52%. As in the French survey, a consilgemamber of thefts of equipment

were observed, with 47% of respondents having experiereftidf mobile equipment such as

PCs, PDAs and mobile phones. These results are summariseglire 2.1.

The CSI/FBI survey is not directly related to the use of ITusgg standards such as ISO/IEC
17799. Nor was the topic of cybercrime dealt with in terms efailed case studies as in the
CLUSIF cybercrime surveys. On the other hand, it contaifegimation which makes it possible
to consider security activities from a cost-benefit viewppolalues were put on the estimated
losses due to various forms of attack or misuse, and on theigeexpenditure per employee.
The respondents were also asked to give an evaluation aftbedf investment in security oper-
ations, security equipment and security awareness tgifline results of this evaluation varied
from one branch of industry to another, with the generalifiggh most branches that not enough
investment was taking place, particularly in the area ofisgcawareness. This evaluation is in
general accord with a similar survey made by the Businessv@od Association (BSA) among
850 members of the Information Systems Security AssocigtieSA) at the end of 2004 [60].
In the BSA/ISSA survey, the three most commonly named chgéle for successful implemen-
tation of an Information Security program were:

1. Availability of budget (identifed by 52% of respondents)
2. Employee awareness (45% of respondents).
3. Security staffing (43% of respondents).

Finally, respondents in the CSI/FBI survey were requesiedentify the most critical issues for
the next two years. Perhaps surprisingly, in view of the taat successful virus attacks were
both the most common and the most expensive in terms of losskys52 out of 426 respondents
identified vira and worms as a “most critical” issue. This fiuh the 4th place in the “most
critical” table, where the first three places were occupied b

1. Data protection and application vulnerability secuitientified by 73 respondents).
2. Policy and regulatory compliance (63 respondents).

3. ldentity theft and leakage of private information (58p@sdents).

The survey did not include questions which could explain Wieyrespondents had this percep-
tion of the relative risks, but it can be surmised that the ganies judged the three top-ranked
issues as ones which (although very rare) could have exlyarostly consequences.
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2.1.3 Germany

In Germany, the federal organisation BSI (Bundesamt fah&iheit in der Informationstechnik)
has been responsible for carrying out and publishing thdteesf general surveys of IT security
since 2005. More specific surveys of industrial enterprasespublic institutions are published
by the journal<kes>. The most recently availablekes> survey was published in 2006 [46],
based on replies from 160 respondents, mainly from largesalimm-sized enterprises and insti-
tutions. The general results of thkekes> surveys are publicly available, while the detailed data
are only available to survey participants.

Like the CLUSIF and CSI/FBI surveys, thekes> 2006 survey investigated security failures,
the organisation of security functions, management atisyknowledge of security issues, tech-
niques used to achieve security, and issues related touwuailsg. The survey is based on the
broad view of security failures, and therefore includesigtias on traditional failures as well
as malicious attacks. The most commonly observed typescofisefailure are shown in Fig-
ure 2.1. As in the French and US surveys, the most frequetiderved malicious failures
in enterprises were due to successful attacks via malwame (vorms, Trojan horses or spy-
ware), which were experienced by 54% of the respondentiges in 2004 [45] and by 35%
in 2006 [46]. Virus and worm attacks were also the ones whiehewnost expensive to deal
with, both in time and money. The average time for which systevere out of operation due
to virus/worm attacks was 47.8 hours (the maximum was 100@showhile the average cost of
recovery was 18 324 Euro (maximum 500 000). Overall, 78%la@eapondents had experienced
at least one malware attack during the year.

The enterprises participating in the survey were also agkedt which of 50 counter-measures
they had deployed on three categories of system:

1. Servers and other central systems;
2. Clients and similar end systems;
3. Mobile units.

Table 2.1 summarises the situation with respect to thoseteomeasures which were installed
on at least 75% of systems in at least one category. An irtilegdeature of this part of the survey
is the observation that counter-measures based on “newdkxy”, such as the use of smart
cards or biometric information, had only been deployed oerg 8mall number of systems. All
the highly popular measures listed in Table 2.1 are very estliblished ones.

Finally, the <kes> 2006 survey investigated what the respondents believee tihédy biggest
hindrance to improving Information System security in tlegiterprises. The four most common
hindrances mentioned were:

1. Lack of funding (mentioned by 55% of respondents)

2. Lack of awareness among employees (52%).

3. Lack of awareness or support in the top management (45%).
4. Lack of awareness among the middle management (37%).
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Counter-measure Servers| Clients| Mobile units
Firewalls 89% 52% 42%
Anti-virus 94% 98% 79%
Backup 97% 50% 41%
Passwords for authentication 93% 92% 82%
Log of unauthorised access 76% 36% 21%
Anti-spam 79% 59% 47%
Physical access control 85% 54% —
Fire alarm 81% 45% —
Secure data storage rooms| 80% 21% —
No-break power supplies 90% 21% 10%
Mains surge protection 84% 39% 18%
Air conditioning 85% 14% —

Table 2.1: Commonly deployed counter-measures noted iakies> 2006 survey [46].

This makes lack of security awareness somewhere in the isegenm the biggest single factor
affecting security improvements in a negative way.

The BSI surveys published in 2005 [6] (with information ab2004) and 2007 [7] (with infor-
mation about 2006) achieve more generality by compiling flam many sources (including the
<kes> surveys), some relating specifically to German IT systenfslevothers describe more
general European or world-wide conditions. The BSI sunadgs include information about
ordinary citizens as well as enterprises and institutiods. the other hand, in contrast to the
CLUSIF, CSI/FBI and<kes> surveys, they only deal with security failures and assedialy-
bercrime, and do not consider investment levels, the cdstilofes, installed counter-measures
or organisational issues such as the use of standards ((KéHES 17799.

The BSI surveys also discuss levels of cybercrime, and $ramithis area. In the 2005 survey [6],
the most important increasing trends were said to be:

¢ Industrial espionage,either due to internal “moles” or external agents.

e Attacks exploiting the IT infrastructure, such as routers, DNS servers etc. A particular
source of danger was considered to be attacks on processl@@ZADA) systems, where
security often plays a very inferior role.

e Attacks on commercial enterprisesjncluding theft of credit card data, DDoS attacks on
e-commerce sites and the like.

e Criminal hackers, instead of the previously dominant amateurs who only hatkexys-
tems for “sport”.

e Regional adaptations of malware for example in connection with large popular events
in specific countries.

In rough terms, these trends coincide with those noted dawine CLUSIF cybercrime survey.
In the 2007 survey, it was noted that these predicted tread$ben observed in practice in the
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intervening period. The 2007 survey does not contain a ne&sament of cybercrime trends,
but concentrates on a review of changes in technology whashaffect ICT security, such as the
introduction of Web 2.0, Unified Threat Management Apples\¢UTMA), new cryptographic
hash functions to replace the widely used but possibly commed SHA-1, and the use of
longer cryptographic keys, possibly embedded in crypipschThe effects of these changes will
obviously not be seen for a number of years.

2.1.4 Other Surveys

All three of the major surveys discussed above have coratexton security in enterprises and
public institutions of various sizes. Much less effort sedmhave been put into investigating
the security situation for individual ordinary citizens.n@®of the few surveys of this type has
been performed for IT og Telestyrelsen, the Danish telecomaoations regulatory body, by
Teknologisk Institut in Denmark [74]. Strictly speakingjg was a survey of the ICT literacy
of Danish citizens, but this included some aspects of ICTisgg¢ such as the ability to use and
update anti-virus programs, the ability to use a digitahatgre and the ability to install and set
up a digital signature. A further survey on Danish citizeatsitudesto IT security [59] will be
discussed in Chapter 4 below.

2.2 \ulnerabilities

Surveys of what people do and what security failures theemesdo not in general attempt
to find the reasons for such failures. A number of organisatizave therefore attempted to
systematise knowledge of technical vulnerabilities s ithdividuals and enterprises can adopt
suitable counter-measures in order to reduce risk. Supplietechnical counter-measures such
as anti-virus software, or software for the detection ofvgme or other malware, build up large
databases of vulnerabilities within their area of expertidost of these databases can be freely
accessed by the general public, whether or not they areskckusers of the detection software.
However, we consider them to lie outside the scope of thisrtep

A more general collection of information about vulnerai®k has been built up by the SANS
Institute, who regularly publish a list of the most commogalploited Internet vulnerabilities
observed within 20 different categories in current compatestems [69]. This “Top-20” list
is a so-callecconsensus ligdhased on information collected from government securignages
such as the Department of Homeland Security (DHS) in the U8ktlae National Infrastructure
Security Coordination Centre (NISCC) in the UK, from vasdoranches of CERT, and from
about 50 specialists from leading security consultancypamres and suppliers of ICT security
products.

The latest published version of the list is the 2006 versiaimch includes information on the
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following 20 categories:

1. WL1. Internet Explorer
2. W2. Windows Libraries
3. W3. Microsoft Office
4. W4. Windows Services
5. W5. Windows Configuration Weaknesses
6. M1. Mac OS X
7. Ul. UNIX Configuration Weaknesses
8. C1. Web Applications
9. C2. Database Software
10. C3. P2P File Sharing Applications
11. C4. Instant Messaging
12. C5. Media Players
13. C6. DNS Servers
14. C7. Backup Software
15. C8. Security, Enterprise, and Directory Management Servers
16. N1. VoIP Servers and Phones
17. N2. Network and Other Devices Common Configuration Weaknesses
18. H1. Excessive User Rights and Unauthorized Devices
19. H2. Users (Phishing/Spear Phishing)
20. Z1. Zero Day Attacks and Prevention Strategies

The categories whose identification starts with W apply tedgivs systems, M to Mac OS,
U to Unix, C to cross-platform applications, N to network mes, H to security policies and
personnel and Z to zero-day attacks. For each categorymatoon is given on the principal
vulnerabilities and counter-measures to prevent theiloggbion, which enables the technically
minded reader to understand what has to be done in order tovepnternet security. On the
other hand, although it is based on some kind of quantitaissessment from the respondents,
the published list does not include actual quantitativendat the frequency of (successful or
unsuccessful) attempts to exploit the vulnerabilitiesjtszannot be used for quantitative risk
assessment. (It should perhaps also be pointed out theg, thia list pre-supposes considerable
knowledge of technical terms and procedures, it is unskaiti@o non-technical readers.)

2.3 Concerns

In addition to the surveys whose main focus is Internet sgcper se there have in recent years
also been a considerable number of more general investigadif the way in which people use
the Internet. Such surveys are in general motivated by aed&spinpoint current or potential
developments in society as a consequence of the new pdsssifibr communication which the
Internet offers. However, as a component of some of thesegsirrespondents have also been
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asked to voice any concerns which they have about the Interfag example, to explain why
they avoid using the Internet for certain purposes, or tovglagt would be needed in order to
convince them to use the Internet. Responses to such guesyically include an element of
evaluation of the security of the Internet. It should, hoarebe noted that this generally reflects
the perceived riskof using the Internet. This may be substantially differeotf theobjective
risk or threat level which the previously discussed sunaaternet security aim to measure.

2.3.1 The Oxford Internet Surveys

Two comprehensive surveys of the use of the Internet by ardiaitizens in Britain have been
carried out by the Oxford Internet Institute, in 2005 [21]Jttw2185 respondents) and 2007 [22]
(with 2350 respondents) as part of the World Internet Pt¢)tP). These surveys cover a very
large number of issues, including access to the Internetibst frequent uses of the Internet,
changes in habits due to the availability of the Internetetused on the Internet and differences
between Internet users and non-users (“the digital diyid€hree sections of these reports are
of particular interest in the context of this review:

¢ Attitudes towards the Internet and privacy.
¢ Attitudes towards regulation and parental control.
e Unpleasant experiences on the Internet.

The extent to which respondents “agreed” or “strongly adgjredth various statements about
privacy and the Internet is summarised in Table 2.2. Theeysrvevealed some differences

Statement Extent of agreement
2005 2007
“People should be concerned about protection of credit sard 88%
“People who go on the Internet put their privacy at risk” 70%
“People should be able to express their opinion anonymdusly 60%
“Personal information is being kept somewhere without myvking” 66% 84%
“The present use of computers is a threat to personal privacy 49% 66%

Table 2.2: Concerns about the Internet and privacy. So{2te22]

between users of the Internet and non-users (or ex-usergerieral, a smaller proportion of

non-/ex-users agreed with the statements given in the;t#ideonly exception was the third

statement, on freedom of speech, which users were much ikeketb agree with (64%, versus

49% of non-/ex-users). These results indicate that thesecansiderable degree of concern in
the general population about privacy issues in connectitimwse of the Internet, in as much as
well over half the respondents had these concerns. On tlee loéimd, only 37% of users agreed
that people could find their contact information too easitytioe Internet (36% disagreed, and
27% were neutral).
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Attitudes to regulation were in the Oxford Internet Surveystty investigated in the framework
of risks to children. A general question about whether orgaxernments should regulate the
Internet gave no clear conclusions, with roughly 1/3 answgethat they should, 1/3 that they
should not and 1/3 being undecided (“it depends”). Nonaseare slightly more in favour of
government regulation than users. Roughly 85% of respdadfnught that there should be
some restrictions on online content for children, where&®% thought there should be very few
restrictions and 3% thought there should be no restricib@dl. In practice, 60% of parents had
rules about Internet use by their children at home, and 14%need these rules to apply outside
the home. The rules were most commonly ones intended togbrctbédren against grooming
(see Chapter 3 below), and therefore reflect concerns abtarhkt safety in relation to sexual
harassment. Some families also had rules about time spetiteomternet, which reflects a
concern about possible addiction.

Finally, the Oxford Internet Survey specifically asked mspents about unpleasant experiences
which they might have had on the Internet. These includedrggdailures such as virus infec-
tions as well as invasions of privacy or actual harassmentiné with the results noted in the
ICT security surveys discussed in Section 2.1, virus imb@stwere the most common unpleasant
incidents (experienced by 34% of users in 2007), while:

18% had in 2007 been contacted over the Internet from soreegfocountry.
17% had been contacted by someone asking for bank details.

12% had received obscene or abusive e-mails from strangers.

9% had bought something which had been misrepresented o git¥e
7% had received obscene or abusive e-mails from someoné&ilegy

2% had had credit card details stolen via use of the Internet.

Non-financial incidents seem in general to be on the decredsereas incidents related to fi-
nance (bank details, credit cards, e-commerce) are sligitteasing. Nevertheless, many users
seemed concerned, particularly about bad experienceswhny risk having via the use of e-
mail. In 2007, 44% of the surveyed users had actively intceducounter-measures to prevent
obscene or other unwanted e-mails, while a further 17% wenearned about the matter but
had not (yet) taken action.

2.3.2 The Ofcom Media Literacy Survey

The Oxford Internet Surveys were directed at adult respatsdi@ Britain and are concerned
solely with Internet use. In the summer of 2005, the UK Offit€€Communications (Ofcom)

conducted a more general surveynoédia literacy which they defined as “the ability to access,
understand and create communications in a variety of ctsitekhe results of the survey were
disseminated in 2006 in a series of reports, in particulaepont on adults [56] and one on
children in the age group 8-15 [57]. As the report on adulieec® many of the same issues
as the Oxford Internet Surveys, we concentrate here on gi@tren media literacy amongst
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Rules on... 8-11 year olds 12-15 year olds
Parent| Child | Parent| Child

Content 91% | 70% | 68% | 53%

Length of time 23% | 17% | 10% | 23%

Download/purchase 15% | 15% | 19% | 18%
Computer location | 24% | 14% | 12% 9%
Any rules at all 95% | 79% | 78% | 67%

Table 2.3: Rules set by parents for children’s Internet es&gurce: [57]

Reason Age of child
8-11| 12-15
Trust my child 48% | 79%

Child always supervised | 14% | 1%
Don’t know how to do it 13% | 9%
Didn’t know it was possible 9% 5%
Child too young to surf 12% | 2%
Theydfindawayroundit| 1% | 6%

Table 2.4: Parents’ reasons for not installing blockingtome for the Internet. Sources: [57] and
[52]

children. The respondents were 1536 children plus a parfesaah child, all of whom were
interviewed in their own homes. Questions covered usagevafiaty of media, including TV,
radio, the Internet and mobile phones, and for the Intem&uded questions covering various
possible concerns. Overall, 14% of all 8—11 year olds and P& 12—-15 year olds had at some
time come across something on the Internet which they fomadty, worrying or frightening”.
This observation was reflected in parents’ attitudes, wi@gé of parents of 8-11 year olds
and 72% of parents of 12—15 year olds agreed that they wemneed@about their child seeing
inappropriate things on the Internet. Parents also hadiegaf a rather different sort which
might help to explain their attitudes: 48% of parents of 8y&a&r olds and 66% of parents of
12-15 year olds agreed to the statement that their childnemw kmore about the Internet than
they (the parents) did!

Parents and children were also independently asked abaiheitthe parents set rules for use of
the Internet. Interestingly, there were some differenada/ben the parents’ and the children’s
answers to this (see Table 2.3). About half of all parents Witernet access had some sort of
content blocking mechanism in place to prevent their childaccessing certain types of website.
Reasons given by parents who did not have content blockersiemmarised in Table 2.4 (the
ABA/NetAlert survey is discussed in Section 3.1.3 below)thAugh by far the most popular

reason was “l trust my child”, lack of technical competensaliso a significant reason. We
return to this issue in Chapter 5.
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2.3.3 The Forrester/BSA International Consumer Survey

In November 2005, Forrester Custom Consumer Researchrpedoa survey for the Business
Software Alliance (BSA) [26], which specifically investigal consumers’ attitudes to Internet
security and how this affected their use of e-commerce. Tiney involved 4711 respondents
in four countries (Canada, USA, Germany and Great Britanithy at least 1000 respondents
from each country. Overall, 71% of respondents repliedithet were “Somewhat concerned”,
“Very concerned” or “Extremely concerned” about Internetity when taking part in online
shopping activities, while 72% had these levels of concbouabidding or selling goods on on-
line auction sites. There were small variations from coutdgrcountry, with German consumers
being least concerned, and Canadian consumers most cedce@verall, 8% of respondents
answered that their use of online shopping would be gre#flgi®@d because of Internet security
concerns, while 21% (in Canada, as many as 40%) would notylordime shopping at all due
to such concerns. The Forrester/BSA survey also covere@ sspects of security awareness;
we return to these in Chapter 4 below.

2.3.4 The Consumer Reports Webwatch Surveys

The US organisation Consumer Reports Webwatch has comblivetesurveys [64, 65] which,
like the Forrester/BSA survey, investigated consumetguaes to the use of the Internet, and to
the security and safety problems associated with this uséh e 2002 and the 2005 surveys
involved about 1500 adult Internet users in USA. The surfeggssed mainly on four issues:

Concerns about trust in websites providing e-commerd@ancial services.

Concerns about credit card fraud and identity theft.

Concerns about online dangers to children.

Concerns about whether information sites (such as nees slogs, and search engines)
were trustworthy, or gave false or biased information.

HowpnE

Only the first three of these issues are relevant in the coofeRke current review.

In the most recent (2005) survey, 77% of respondents saidhbg trusted online stores “a lot”
or “somewhat”, while 15% only trusted them “a little” or “nat all”. Trust in online auction
sites was rather lower: 12% only trusted them “a little” ardddl“not at all”. About 60% of
respondents used one or more online financial services, dsé mopular being online banking
(45%); the exact fraction depended somewhat on the agenmemd education of the respon-
dents. 68% of all respondents stated that they trustedebkmking sites (as opposed to 23%
who only trusted them “a little” or “not at all”). It is intesting to note that a further 23% of
respondents, who in fact trusted banking sites to at least@derate degree, in practice did not
use online banking. The survey did not investigate why tlas the case.

The risks of credit card fraud and identity theft were a majeue for many of the respondents.
Two out of three respondents who used credit cards online wencerned (28% worried “a
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Danger Major Minor Not a
problem| problem| problem
Adults seeking out children in chatrooms | 86% 9% 2%
Ease of viewing sexually explicit material | 82% 12% 4%
Large number of violent online video games 61% 25% 10%
“Educational” sites are just advertising 42% 42% 9%

19

Table 2.5: Perception of major dangers to young personseimtarnet. Source: [65]

lot” and 39% worried “somewhat”) about somebody stealirgjrtbhard details during an online
transaction. Similarly, 45% worried “a lot” and 35% worriesbmewhat” about having personal
information such as Social Security numbers stolen viarnhberhet. These concerns had led to
noticeable changes in respondents’ behaviour on the kite86% of those who worried “a lot”
about identity theft had stopped giving out personal infation on the Internet, 55% had started
using just one credit card for all online purchases, 41% leadiced how often they shopped
online, and 37% had even completely stopped buying thinge@imnternet.

Finally, like several other surveys worldwide, the Webwatarvey revealed considerable con-
cern about dangers to young people who use the Internet. éBp@mdents’ perception of the
major dangers is summarised in Table 2.5. The Webwatch wamg contain very limited in-
formation about what respondents had done in view of theseeras: Parents tended to follow
more closely what their children were up to on the Internethhical counter-measures such as
filters, which could alleviate some of the concerns, werecoosidered.
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Chapter 3

Surveys of Internet Safety

The studies considered in this chapter have been conceitredspects of Internet safety, i.e. the
extent to which users have unpleasant personal experigrimasusing the Internet. The studies
fall into two groups: The first of these is a group of quanitf&asurveys based on questionnaires,
mostly focussing on issues related to misuse of childrene §déctond group contains a set of
studies of various psychological phenomena associatddiatiérnet use or misuse. These are
mostly based on interviews or small experiments, and arefihre of a more qualitative nature.

3.1 Quantitative Studies

3.1.1 Online Victimization in USA

In the year 2000, a large survey of young Americans’ expegsrof what the survey report
called “the seamier side” of the Internet was commissionethb U.S. Department of Justice.
The survey was carried out by the Crimes Against ChildrereReh Center at the University
of New Hampshire, and involved telephone interviews of 188@ographically representative
respondents of ages 10-17 who used the Internet regulaglyafi least once a month for the
previous six months) [24]. The questions covered threestgencident:

1. Sexual solicitation and approaches.
2. Harassment, including threats, hate messages, “mdhdniagsimilar incidents.

3. Unwanted exposure to sexual material, such as image<ketinmeople or people having
Sex.

The first two categories involve another person making édgdite effort to contact the victim,

typically via e-mail or by using a chat forum or instant megsg (IM) facility. 286 (19%) of
the respondents had experienced sexual solicitation i $om; 2/3 of these were girls and 1/3

21
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Way of resolving incident Solicitation| Harassment
Logged off computer 28% 19%
Left site 24% 13%
Blocked perpetrator 14% 17%
Changed logon name/mail addrgss 5% 3%
Told perpetrator to stop 13% 11%
Perpetrator just stopped 4% 10%
Contacted authorities 1% 2%
Other 20% 27%

Table 3.1: Resolution of cases of online solicitation anghesment. Source: [24]

boys. About a quarter of the victims characterised the agpgres as “distressing”. 95 (6%) of
the respondents had experienced harassment in some femawkre roughly equal numbers of
girls and boys. About a third of the victims characterisegltarassment as “distressing”. Ways
in which incidents of solicitation or harassment were resdlare summarised in Table 3.1.
Simple (essentially non-technical) expedients such agihggoff, leaving the site or telling the
perpetrator to stop seem to have been quite effective ahgrsdich incidents, but it is not clear
how good the long term effect was. Only about one in five of tlteims used more technical
(and probably more long-term) solutions such as changieig klgon name, getting a new mail
address or blocking the perpetrator. It was not clear fraastirvey whether this was due to lack
of technical expertise or other reasons. The survey didnatstigate the question of whether
the victims had indulged in unsafe behaviour, for examplebllicly exposing their e-mail
addresses, telephone numbers or other personal details.

281 of the respondents had experienced incidents of und/aetaial exposure via websites and
112 via e-mail; 93% of such e-mails came from senders who wekaown to the victims.
Roughly a quarter of the victims said they were “very upsetextremely upset” by the experi-
ence. Itis probably fair to assume that the offensive esnadre sent as spam mail, and would
largely have been removed by an efficient spam filter. Unvehex@osure via websites arose in
three main ways:

e Through searches, often for apparently innocuous termshwhi some contexts have a
hidden, sexual meaning (47% of cases).

e Due to misspelling a web address (17%).
¢ Via links found on another, not sexually related, site (1.7%)

Escaping from this type of exposure requires a more praastrategy from Internet users, and
a greater degree of awareness of where the pitfalls lie. Swige exposure could probably

have been removed by well-designed filtering or blockingveafe. However, at the time of the

survey very few families in USA had installed such softwaire] those that had often had mixed
experiences with respect to its effectiveness.
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Reason given Number of cases$
Implied sexual threats 27
Strangers accessing personal detgils 23
Persistent attempts to make contact 14
Verbal abuse or intimidation 12
Hackers got into computer 9
Implied physical threats 8

Table 3.2: Reasons given for feeling unsafe or threatenéle wking the Internet. Source: [38]

3.1.2 Girls on the Net in New Zealand

In 2001, the New Zealand Internet Safety Group conductedtabased survey [38] to inves-
tigate online victimisation of girls of age 11-19. There &@&47 respondents, all resident in
New Zealand at the time. 68.5% of them were using the Intémest days” and 23% used it

more than 10 hours a week. The respondents used the Intergariety of ways; for example,

47.5% used chat rooms, 56.5% used IM facilities and 86.5% eg®ail.

The survey focussed on approaches from persons met viatdraéhand on harassment, corre-
sponding roughly to the first two categories of questionk@US survey discussed above. When
asked about contacts to persons first met via the Internéd%w0f respondents answered that
they had sent e-mails to or received them from persons wheynitad first met on the Internet,
29% had sent or received ordinary “snail mail” and 26% hadedar been phoned. Only 23%
had done none of these things. 85 respondents had been te-toflace meeting with some-
one whom they had met via the Internet, and about a third cfeteent to the meeting alone.
Although a large proportion (53%) of the people whom they mete in the age group 15-17,
roughly corresponding to the age of the respondents, a pnogdbrtion (18%) were rather older
(more than 20 years old).

About 1 in 4 respondents said that they had felt unsafe oatbned while using the Internet.
The most common reasons given for this are summarised i BaPl This is a relatively larger
number of cases than that seen in the US survey. Howeveoutdbe noted that the respondents
in this survey did tend to indulge in what would normally benswlered unsafe behaviour on
the Internet, even though 91.5% of them had heard aboutnkttesafety from one source or
another. This can be seen both from the number of responddidscontacted people they
had only met via the Internet, and from the fact that many efittexposed personal details
via the Internet: 14,5% had posted a picture of themselvhde\85.5% had sent their address,
telephone number or family name, and 26.5% had sent a pcttinemselves to someone whom
they had met on the Internet. There are no obvious techniggs wf preventing such potentially
dangerous behaviour. It can only be counteracted by aeswthich more effectively increase
young persons’ awareness of behavioural rules that magisaifety on the Internet.
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Concern Mentioned by
Parents Boys | Girls
Exposure to pornography 63% | 19% | 17%

Communicating online with strangers| 37% | 15% | 25%
Exposure to other inappropriate contentl5% | 9% | 10%

Exposure to obscene language 10% 5%
Exposure to violent content 10% 5%
Malware or hacker attacks 5% 33% \ 18%
Inappropriate search results 5% 6%
Pop-ups 4% | 11% | 10%

Table 3.3: The most common concerns about the Internet fetralian parents and children.
Source: [52]

3.1.3 Internet use in Australian Homes

In 2005, the Australian Broadcasting Authority in collabbon with NetAlert Limited com-
missioned a survey of Internet use in Australian homes bidien in the 8-13 year old age
group [52, 50]. The investigation focussed on patterns afjasexperiences when online, and
Internet safety issues. The survey was based on structguedt{onnaire-based) telephone in-
terviews of 502 children and their parents, supplementdd imidepth interviews of a small
number of additional respondents. According to parentghedes, 37% of the children used the
Internet every day, and a further 34% used it 2—3 times a w@ekaverage, the 8-13 year olds
used the Internet for about 13 hours a month. (14-17 yearnmldgstralia use it about twice as
much.) The most common uses of the Internet were for homewaskudy (89% of children),
for playing games (about 80%), and for e-mail (71% of girld &7% of boys). About 16% of
children used chat rooms and about 50% used some kind of INcagpn.

A large majority of the respondents had a positive percepiidhe Internet. For example, 99%
of the Australian parents thought that the Internet was to@akfor their child, the main reasons

given for this being that it assisted their schoolwork, jded entertainment, improved general
knowledge or allowed regular contact with friends or famiipwever, 92% of parents and 97%
of the children had some concerns, of which the most comnmesawanmarised in Table 3.3. Very

few parents or children mentioned risks such as arrangingeget someone in person, receiving
unsolicited e-mails, fraud or loss of privacy/exposure@fspnal details.

These concerns reflect tiperceived riskof using the Internet, and it became clear from some
of the interviews that many of these perceptions were baseghecdotal evidence rather than
actual experience. The actual level of risk can be gauged Trable 3.4, which summarises the
extent to which children in fact had experiences relatechéorhajor concerns. Some of these
experiences were strongly media-dependent: One in foldrehiwho used IM services reported
that they had communicated online with people whom they’tlishow, whereas fewer than one
in twelve children who did not use IM had done this. The surd@ilynot include questions on
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Experience Once only| More than once
Accidentally found website parents prefer you not to see 19% 21%
Searched for websites parents prefer you not to see 4% 3%
Contacted by or sent messages by people you don’t know 7% 16%
Communicated with people you don’t know in real life 4% 10%
Given out personal details to websites or unknown people 6% 8%
Arranged to meet someone first met on the Internet 1% 2%

Table 3.4: Childrens’ actual experiences related to th@nwncerns. Source: [52]

Reason Age
8-13
Trust my child 50%
Other safeguards (e.g. supervision) O 7%
Don’t know how to do it 11%
Didn’t know it was possible 4%
Too restrictive 4%
Don't believe it would be effective 5%

Table 3.5: Parents’ reasons for not installing blockingtoala for the Internet. Source: [52]

whether the children (or their parents) actually found ¢hegoeriences frightening or unpleasant
in other ways.

Approaches to the problem of avoiding risk fell into two cpiges:

1. Technical approaches, such as use of filtering software.
2. Behavioural rules within the household.

About 35% of respondents used filtering software to blockpnapriate websites. Reasons for
not using such software can be seen in Table 3.5, which camrbpared with the results from the
Ofcom media literacy survey given in Table 2.4 on page 17.nrAke case of the Ofcom survey,
the most common reason given was “| trust my child”, althooglke again lack of technical
competence was a significant factor.

About 80% of the respondent parents used rules on what @esivheir children were allowed
to take part in on the Internet, and about 73% had rules abbat websites the children could
visit. The most common specific rules are shown in Table 3lGchvcan be compared with
Table 2.3 on page 17 from the Ofcom survey. Once again, there some quite large discrep-
ancies between the parents’ and the children’s view of vdredirule was in force or not! It is
clear from the survey that the use of trust and behavioutasis much more common than the
use of technical approaches (such as filtering) for redutsig This corresponds to the so-called
“informed choice-making” paradigm of ICT safety, often fareed in societies where filtering is
regarded as an authoritarian way of resolving the problem.
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Rule Parents| Children
Ask before visiting websites 38% 19%
Amount of time spent on Internet 30% 32%
Set time when Internet can be used 20% 14%
Only allowed to access specific websites | 21% 17%
Not allowed to access adult content 16% 14%
Not allowed to use chat rooms 15% 10%
Restrictions on how chat rooms/IM are used13% 6%
Not allowed to give out personal details 8% 9%

Table 3.6: Rules for regulating Internet use, according ap garents and (b) children.
Source: [52]

3.2 Qualitative Studies

A considerable number of qualitative studies of Internéttyassues have focussed on adverse
psychological effects on children. The issues considemetlide not only sexual solicitation,
predation, threats, hate messages and exposure to pgshagraaterial, as considered by the
guantitative surveys discussed in Section 3.1 above, batissues such as poor social develop-
ment, social isolation and associated depressive symptameneral review of relevant studies
has been given by Varnhagen [80] in her contribution to th&/2&dition of the book “Psychol-
ogy and the Internet”, edited by Jayne Gackenbach [30]. Y&gpect to social interactions, the
current consensus among psychologists appears to be ¢hiaténnet often provides a positive
environment for social development through inter-persocnenmunication. Major reasons for
this seem to be that children can try out various personasuss personal problems and obtain
personal information on embarassing topics without dsale.

Walker [82, 81] conducted a number of studies in Europe ngskoung people what they them-
selves consider as the dangers in using the Internet. A conatidude amongst the young
interviewees was that adults’ worries were largely mispthcPornography is just “a laugh”,
chatrooms are fun, and they do not believe that they themseWl ever become compulsive
on-line gamblers. They see a big attraction in being ablexpzement with different person-
alities, names, genders, ages and so on. This observatiomgéneral accord with the reports
of other authors, such as Valkenburg [79]. The conclusi@wdrfrom this by Walker is that
increasing Internet safety requires a long-term effortitange attitudes, similar to that needed
to reduce drug abuse.

O’Connell [54] discussed commonly accepted safety guidslifor children, focussing on the
issue of on-line solicitation in chatrooms, and the intaygdetween identity, trust and deception
in this environment. O’Connell points out that children arenost risk when they fail to interpret
cues which should signal danger, and that they cannot i&tiettrese cues without understanding
the situation in which they are operating. As pointed outvabonany children engage in high
levels of identity deception on the Internet, and enjoy d@nhs exactly because they permit this
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type of explorative behaviour. So detecting danger is nsit guquestion of detecting identity
deception — the child also has to be able to detect other elincsh indicate that something
might be wrong. This usually has to be done in the context adirabiguous discourse, where
the predator does not say directly what he or she means. r@waéety guidelines, such as
“Report anything which makes you feel uncomfortable” or fftogive out personal details”
are not very helpful in this respect, since they do not asbkestchildren to disambiguate the
discourse. O’Connell suggests that teaching programnddbe based on the use of realistic
scenarios, from which they can build up rules for themseines “Piagetian” process of self-
directed learning. Some examples of scenarios can be foLja&}.

The question of how easy it is to perform identity deceptiartlee Internet has been treated by
a number of authors. In a survey of 200 London school childasened at exploring the online
behaviour of sex offenders, Davidson and Martellozzo [dbjid that about 13% of the children
had at some time believed themselves (or a close friend) talkimg to an adult posing as a
child. About 70% of children claimed that they could easdlf the difference by looking at the
language used; Davidson and Martellezzo did not, howettemat to check this claim. A small
experimental study by Hills [34] revealed similarly thaiias relatively easy to tell the gender of
the “opposite party” in computer-mediated communicat©M(C) by exploiting linguistic clues,
even in the absence of context clues such as (true) namebergender-specific information.
For example, it is known from a body of other research thaesake more justifiers and refer-
ences to quantity and place than females do, and are molg ickexpress their opinions, use
judgmental phrases, action verbs, grammatical errordradictions and rhetorical questions,
while females are more likely to use relative clauses, hgdggensive adverbs, subordinating
conjunctions, references to emotion, personal pronowisdserogatory comments, questions,
compliments, apologies and tag questions. In situatiorsrevparticipants were trying to por-
tray a false gender identity, Hills found that they exagtgtahe traits which they believed
characterised the opposite gender. Nevertheless, 69%naldée and 91% of males could still be
accurately classified by their communication partnerspevieen they tried to act like persons of
the opposite gender, apparently because they could noporate all the gender-related features
in their communication in an appropriate manner.

A rather different type of deception which is often discussethe media isocial engineering
where the intent is typically to obtain some secret infororaby fraudulently pretending to be
someone else who has a rightful need for this informationthéncontext of the Internet, this
type of deception often appears in the formpbishing where false mails or websites are used
to persuade people to reveal personal secrets such assemigity numbers, bank details, pass-
words, PIN codes and so on. The total extent of phishing iacis very hard to estimate, but
data collected in 2005 indicated that at that time there wees 16 000 websites implicated in
phishing attacks. In order to understand why phishing wdtksamija, Tygar and Hearst [14]
performed some experiments with a group of 22 universitgestts and staff, all of whom were
familiar with the use of mail and the web. The respondenteweesented with 20 websites, of
which 7 were legitimate and the remainder were either genpimshing sites or phishing sites
constructed by the experimenters. Even though the resptsm@eew that they were expected
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to look for phishing sites, the most convincing sites werke ab deceive over 90% of the re-
spondents, who in most cases plainly overlooked (or wergvareof the significance of) the
indicators which show whether a website is legitimate or. nthhe ease with which phishing
sites deceived respondents was independent of the regp@nage, sex and educational level.
Dhamija, Tygar and Hearst concluded that this is essep@atiéchnical problem in the human-
computer interface, where users have to combine evalsatiba number of indicators (such as
use of HTTPS, appearance of a padlock in the address barf teeexpected graphic design for
the site, etc.) in order correctly to evaluate the legitiynaica website. The only effective cures
seem to be good, persistent training or a radical re-desigrowser interfaces.

A final area of focus for Internet safety studies has beenrgee @ Internet addiction, defined as
obsessive or compulsive use of the Internet in one way othanotoung [91] has identified 5
specific subtypes:

Cybersexual addiction: Compulsive use of adult websites for cybersex or cyberporn.
Cyber-relationship addiction: Over-involvement in online relationships.

Net compulsion: Obsessive online gambling, shopping etc.

Information overload: Compulsive web surfing or information seeking.

Computer addiction: Obsessive playing of online computer games.

Widyanto and Griffiths [85] have reviewed a number of studiésuch addictive behaviour.
There is no real consensus among psychologists about wheth@n independent psycholog-
ical disorder, or even whether it is technically speakingaddiction (i.e. a form of behaviour
exhibiting properties such as tolerance and withdrawalpggms). However, there is plenty of
evidence from case studies that uncontrollable excessieenet use exists and can have serious
social and personal consequences for afflicted personmuggoossible explanations have been
mooted for the magnetic attraction of the Internet, inahgdi

e It provides a feeling of intense intimacy in communication.

¢ It promotes disinhibition, i.e. behaviour which is not ibited by social convention or a
desire to present oneself from one’s best side. This mawdiechctivities such as self-
disclosure, swearing, insulting, flirting, searching fexsally explicit content etc. [43].

e Users lose all sense of time and location.

At the same time, it appears that certain personality taifssychological factors such as lone-
liness may promote addictive behaviour, implying thataiergroups of people are especially at
risk. As we shall see in Chapter 5, current approaches toowmnpg ICT safety awareness are not
designed to deal with this type of situation.



Chapter 4

Surveys of ICT Safety and Security
Awareness

In this chapter we review a small group of surveys which feedsmore directly on the question
of ICT safety or security awareness than the previouslyudised studies of ICT safety and secu-
rity levels. The border line between the two types of surgyf course, a fine one, and is best
illustrated by an example: A survey of ICT security levelshi a company might investigate
the length of people’s passwords. However, the use of a lasgword is not necessarily a sign
of a high individual level of awareness — it might just be thsecthat the company has installed
password software which makes it technically impossiblehoose passwords of less than a
certain minimum length and complexity. Investigationswheeness therefore need to discover
not only whether people do the right thing, but also whetleapte know and understand what is
the right thing to do. So the focus of such studies is on akisurather than the technical issues
involved.

A major attempt to map out the level of IT security awarenesBeénmark was performed in
2006 for IT og Telestyrelsen, the Danish telecommunicati@gulatory body [59]. The survey
involved telephone interviews with 1000 respondents frdrparts of Denmark, including spe-
cially selected groups from segments of the population vpievious surveys had revealed to
be “weak” with respect to IT security:

1. Women. (No information was provided about the proportibwomen among the respon-
dents.)

2. Elderly people, defined as over-60’s, who made up 17% afefigondents.
Young people, defined as 18-29 year olds, who made up 12B& oéspondents.

4. People with only a basic education, defined as those whadbbol at the 9th grade or
below. 22% of respondents fell into this group.

5. People with no daily contact to IT via work or studies. 31Psaspondents fell into this
group.

w
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It should be noted that some of these categories overlagx@ample, it is obviously possible
to have a female respondent who is also a young person wighitiée schooling and no daily
contact to IT via work or studies.

The survey was designed to measure the the respondentts tEveespectivelyKnowledge
UnderstandingandCompliancen relation to accepted IT-security rules. The levels wesde
ated for each of four specific areas (use of mail, use of the wsd of passwords and wireless
networks), and also to obtain an “overall” level of IT setyawareness. The general picture
obtained was that there were high levels of knowledge, wtaeding and compliance relating
to the use of passwords, independent of age, sex or geogahphea, whereas the levels relating
to use of mail, the web and wireless networks were signifigaoiver.

Unfortunately, from a scientific point of view the publishezport on the survey is not at all
satisfactory. In contrast to most large international sysy there is no description of the survey
methodology, there are no demographic details, and thalagtiestions asked have not been
made public. Moreover, the survey report does not descobethe index values for Knowledge,
Understanding and Compliance were in fact evaluated frareélponses to the questions, nor
how the results in the four specific areas were combined tmbite overall result. Itis therefore
very difficult to judge the validity of the results or to ret¢athem to those found in other surveys.

In Germany, Dimler carried out a small survey of about 10@etus from three faculties (law,
education and business informatics) at the University @fgRsburg [20] to investigate their level
of IT security awareness. The survey was based on a queairerji9] which covered a wide
range of issues, including the students’ attitudes to:

Making personal information public;
Security in online transactions;
Password protection;

Security of ISPs;

Use of online fora and chatrooms;
The need to keep computers updated,;
Use of firewalls and virus scanners;
Protection against loss or theft of data.

The answers to these questions were used to judge the deeslbf awareness about IT secu-
rity and data protection. Roughly 48% of students gave nesg®indicating that their attitude to
data protection was that it was “very important”, and abd#3hat it was “important”. There
were only small differences between the faculties. Witpeesto IT security, roughly 70% gave
answers indicating that it was “very important” and 20% thatas “important”. Interestingly,
the informatics students showed a higher degree of IT dg@wiareness (more of them gave re-
sponses showing that it was “very important”) than the sttglef education, who again showed
higher awareness than the law students.

A small investigation of the IT security culture among 79 8isa social workers from the Stock-
holm area was reported by Frisk and Tornberg [28]. Amongasewrkers, it is particularly
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important to maintain a high degree of data protection arpte¢gerve the confidentiality of data
related to the individual social clients. A high degree ofsBcurity awareness should therefore
be reflected in a high degree of attention to these issueswadé&n, IT security activities in
this area must follow a code of practice known as FA22, andtba is regulated by a complex
of laws on the handling of personal data, the duty of secrewyrg public employees, and the
handling of personal information in the social sector.

The main part of the survey fell into two sections:

1. Knowledge: How much did the respondents know about laws, regulatiodstemsecurity
organisation, how well did they feel they had they been &djrand how experienced were
they at using IT.

2. Motivation: What were the respondents’ attitudes to taking risks witlsé€urity, what
was their perception of the IT-security environment in therkplace, and what was their
attitude to issues like the use of passwords and the regaftifailures.

It is the issues in the Motivation section which corresporasticliosely to what we have previ-
ously discussed under the heading of security awarenessitémesting aspect of this survey is
that it investigated the respondents’ degree of “fatalignth respect to IT security. For example,
they were asked whether they agreed with the staternfigntdhough about IT security all the
time, | would not have time to perform my tasks at wofihout 10% agreed, while about 50%
said this was “not at all” the case), atatcidents in the handling of information occur whatever
you do” (about 1% agreed completely or largely with this, while a&8%6 said it was “slightly”
or “not at all” the case). This type of question reflects thet that the survey was primarily a
survey ofsecurity culturewhich is very much a question of people’s desire to mairdait im-
prove the level of security, analogous to the concegiadéty culturdor conventional workplace
safety. There was only a single question related to the relgds’ technical practice. This
concerned how many passwords they used when logging in teetinerk and the journalisation
system; about 78% used two quite different passwords, 24% the same password, and a very
few used two similar passwords or only needed to give a sipgdsword as a result of the way
in which their system was set up.

As a final example, we return to the international ForreB®A survey of consumers’ needs for
IT security [26], which we have partly discussed in Sectidh This survey also dealt with some
aspects of IT security awareness:

e How confident were respondents that they could protect tel@s against various forms
of security failure? This type of question relates to thagiebe ofUnderstanding 79%
of respondents felt “not confident” or only “somewhat confitiehat they could protect
themselves against theft of personal information, 74%reggadentity theft, 68% against
spam, 62% against credit card fraud and 58% against comyitgier

e What types of software had respondents installed to prttectselves from online risks?
This type of question relates to their degreeCaimpliance They were asked about an-
tivirus software, anti-spyware, email filters/spam blaskérewall software and web con-
tent filters/blockers. Results varied somewhat from cquiatrcountry, but overall 9% of
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Term Completely| Reasonable | Aware of | Never heard of
understand understanding the term the term
Pharming 5% 9% 20% 66%
Malware 15% 16% 17% 52%
Phishing 21% 20% 19% 40%
Spyware 39% 41% 13% 7%
Hackers 60% 34% 4% 2%

Table 4.1: Understanding of popular IT security terms. Seuf26]

respondents had no such software installed, 25% had oneoasftthe listed items, 47%
had three or four and 19% had all five. The worst group were USwwmers, of which
13% had no products of this type installed (or at least dikimiw they were there).

Unlike in most surveys, respondents were also asked abeini¢lrel of understanding of com-

mon terms used when discussing IT security issues. Thetsesuthese enquiries are sum-
marised in Table 4.1, and cast an interesting light over sofitbe other surveys, since it is

evident that respondents often simply do not understandetttenical terms being used. The
implications of this are that much attention needs to be fmaitie design of the questions and
the style of survey, if credible results are to be achieved.



Chapter 5

Proposals for Improving Safety and
Security

In this chapter we look at a number of published proposalsriproving ICT safety and security.
First we consider a number of general approaches to impgoawareness which have been
suggested. We then look at some specific proposals for gagsuareness, firstly in the form of
general guides for what to do to increase awareness via ¢gngand secondly in the form of
specific campaigns which have actually been run or are dilynemning via the Internet. Most
such campaigns just give good advice, but since it is evittexitnot everyone takes the advice,
we also summarise the results of a number of studies of wisyniight be the case. Finally
we comment on the campaigns and other initiatives in retigdtiche general problem of how to
increase the level of ICT safety and security.

5.1 Approaches to Improving Awareness

Although a considerable number of approaches to improwivey@ness have been suggested in
the literature, most proposals fall into one of three catiego

1. Campaigns,where the intention is to draw users’ attention to appraeneays of behav-
ing.

2. Regulation, which obliges users to behave in certain ways, with persafoe failure to
comply.

3. Demonstration, or learning-by-doing, where users are exposed to situatidrere they
are shown the consequences of their (possibly unsafe arurejeactions.

In practice, these approaches are often combined, so thaxfomple a campaign can draw
users’ attention to new regulatory policies, or may giversisiee possibility of testing whether
they have understood the campaign. Whether a particulabic@tion is relevant or not depends

33
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on the target group for the activity (for example, whetheisiimed at managers, company
employees or ordinary citizens) and whether the aim is taavgKnowledge Understanding
or Compliance

A discussion of the main issues involved in the campaignimgr@ach appeared in the 2002
edition of the Computer Security Handbook [68]. This pudtiicn is targeted at organisations
and their staff, and proposes the use of “media campaigrés"erents” within the organisation
to draw attention to important aspects of IT security whioh $taff should be aware of, and to
motivate the staff to pay attention to security risks. Tippraach is described in more detail
in the US National Institute of Standards and Technologys{NISpecial Publication “Building
an Information Technology Security Awareness and Traifnggram” [88] from 2003. Sig-
nificantly, the NIST report carefully distinguishes attaémfo improve security awareness from
attempts to perform securityaining. Awareness relates to the ability to recognise and deal with
general security issues, whereas training is regarded afanhto impart specific skills needed
for carrying out a particular job in the organisation. A cegsence of this viewpoint is that
everyone needs to be taught about awareness, but only sesompel need to undergo training,
which is regarded as lying at a higher level. We return in i8ach.2 below to the content of
the type of campaigns proposed in the Computer Security btaoidand by NIST. An explicit
example of such a campaign is described by Fox and Kaun [273, emphasise that it is the
combination of measures which characterises proper cgmgeaas opposed to clamp-downs on
individual issues which the management have caught sight of

Within companies, IT security will always involve decis®ohy management, and Garrett [31]
discusses how to raise managers’ IT security awarenessliresway that they make appropriate
and effective decisions. This involves attempting to:

¢ Modify their perceptions of riskwhich may be affected by the way in which a situation is
framed [77].
¢ Reduce bias due to fauljydgmental heuristicg44], in particular:

— Availability heuristic: The frequency of an event is judged from whether one can
easily recall a recent memory of it occurring.

— Representativeness heuristicThe frequency of an event is judged from available
descriptive or anecdotal evidence, rather than from couse of statistics.

— Anchoring heuristic: Decisions are made based on an existing mindset, even if the
actual situation is not covered by that mindset.

e Counteroverconfidencelt is known that people tend to be most overconfident in siina
of moderate to severe difficulty [47], such as often arisehm drea of IT security, and
that they tend not to reduce their level of confidence as theiwledge of a situation
decreases [63]. One result of this is that organisatiorendfiave an exaggerated view
of their ability to deal with security incidents, seen in fight of the actual number of
security incidents which they experience.

Managers, and others in a position of leadership, therdiaxe to be made aware of these
behavioural tendencies and the campaign should focus aevaut this.
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Approaches based on regulation reflect a completely difteattitude to improving Internet se-
curity, in which an authority decides on what Internet segvproviders (ISPs) and users are
allowed to do. Awareness in a regulatory framework is trereefs question of being aware of
the current rules governing the regulated activities — dsal@ knowing which activities are not
regulated. For these latter, the usual approaches to inmgrawareness will need to be followed.
In the context of ICT security and safety, the focus of reguriaefforts is currently orcontent
regulation i.e. the setting up of rules for what is permissible contantprotection of personal
data in order to protect citizens’ private lives. Both theseaaref focus correspond to common
concerns which citizens have about the use of the Internet.

Impermissible content falls into two classes:

1. lllegal content: Content which by law has been declared illegal. In Europeexample,
it is illegal to possess child pornography and (therefols) dlegal to transmit it via the
Internet.

2. Harmful content: Content which may be considered harmful by certain segnudritee

population. Examples include pornography in general, cigmis of extreme violence,
material inciting to racial or other forms of hatred, etc.

This is a political minefield, since content regulation bg 8tate can easily become a form of
censorship. The European attitude is therefore that defisitof illegal content should be as
narrow as possible, and that harmful content should be dethltvia a system of self-regulation
known as the Safer Internet Action Plan (IAP), which amogsér things involves the adoption
of codes of conduct for ISPs and content providers, the dpweént of a filtering and rating
system, and promotion of awareness-raising actions. p#iecrs of the European regulatory
framework for harmful content, and its relation to otherdegrinciples such as freedom of
speech and privacy, can be found in [9] and [48].

The third major approach to improving ICT security by in@ieg awareness relies on training
Internet users to perform more safely in commonly occurcimgtexts. This exploits‘d_earning

by Doing” paradigm to increase the user’s knowledge, understandicgropliance, typically
by getting the user to perform in a series of scenarios amdpghaviding feedback on his or her
performance. Baier and Straub [4] give some examples of soeharios intended to improve
awareness of:

e Internet security, including the dangers of false e-mails and web pages, andshef
digital signatures.

Password security, particularly the use of complex passwords of a certain mimm
length.

Malware, giving an introduction to various types of malware and walygealing with
them.

Chip or swipe card security, including the danger of having card details stolen via false
ATMs.

Dangers of physical access to computers)cluding the danger of having data files stolen.
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e Wireless LAN security, including problems of unauthorised access, eavesdrogmidg
suitable counter-measures.

e Hacking and forensics,intended to ensure that computer administrators reacobpppr
ately to an incident.

Following a similar approach, Guenther suggests a seriesl®@iplaying exercises intended to
exercise people’s reactions to potential breaches of #g¢88]. These focus largely on dealing
with obvious failures to observe security rules, and witierapts to breach security by social
engineering. For example:

“You notice a distinguished man in a three-piece suit withca teather briefcase in
your headquarters building. He’s not wearing a badge, burggositive he must
be an executive, as no one but executives wears suits inuhding. What should
you do?”

Such role playing exercises are intended to be performedonps in a workshop or seminar
setting, and participants are expected actively to disttiessanswers to the questions, so a form
of “group awareness” is established.

5.2 Guides to Improving Awareness

Based on some of the ideas mentioned above, there have hesmpt to collect up sets of

principles which should be used in any initiative which easly aims at increasing ICT security
awareness. The typical product of this is a guide which urssrmanagers or public authorities
in what steps to take in order to improve security awarenesst-thus, hopefully, security. Four

well-known guides are:

1. “Security Awareness’published as chapter 29 of the Computer Security Hando8kj [68].

2. “Building an Information Technology Security Awarenessl dmaining program”, pub-
lished by NIST as Special Publication 800-50 [88].

3. “Raising Citizen Awareness of Information Security: A Rreal Guide”, published by the
eAware consortium [90].

4. “A Users’ Guide: How to Raise Information Security Awaresiegpublished by the Euro-
pean Network and Information Security Agency, ENISA [23].

The CSH and NIST guides focus on IT security awareness imgatons, while the eAware
guide focuses on awareness among ordinary citizens and\l@AEguide covers both classes
of IT user. Despite these differences, there is broad agegreon what an awareness-raising
programme involves. Some important keywords describiregstieps in the awareness-raising
process are:
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asswords are like

Bubblegum . . .
if left laying around it

Figure 5.1: A humorous approach to improving IT security mmass. Source: US Army Space
& Missile Defence Commandyttp://www.smdc.army.mil/g2/g2.html

o

Perform a needs assessment to find out what needs to bevedprdhis may involve
activities such as reviewing the current state of awareaedgiscussing with managers,
policy-makers, regulators or stakeholders.

Define the target group(s), scope and objectives of thgrano. It is well known that
different groups require different approaches, accordantheir interests and levels of
knowledge, so it is important to find out whether the programsndirected at a group of
IT system managers, of schoolchildren or of female penssone

Define a communication strategy (including a choice ofappate communication media)
for getting the message across to the chosen target group(s)

Produce material appropriate to these target group@pesand objectives.

Execute the programme.

Check the effect of the programme, typically by a new nevié the state of awareness,
and determine how the programme should be adjusted to gétes bifect.

The guides typically also include suggestions for how toivaté people’s interest in the topic,
for example by using humour (cf. Figure 5.1), drama, ativaajraphics or other inspiring pre-
sentation features, or by offering prizes or rewards fortigiouting actively to the programme.
Characteristically, the guides do not in general go int@aiflebout possible techniques which
can be used to investigate and improve levels of IT secunitysafety awareness. So the ques-
tion of whether the use of traditional oral presentationgsgionnaires, games, e-learning, group
seminars, media campaigns or other techniques is mostieff@cthis context is not considered.
Nor have we been able to find any published research whicimptésl to answer this question.
The organisers of the programme therefore need to makeatvaidecisions based on what they
believe to be appropriate paedagogical and psychologigatiples. We return to this issue in
Section 5.4 below.
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5.3 Public Campaigns and Infosites

Most Western countries have set up some kind of campaignhwkimtended specifically to
improve levels of security awareness among the generalgoublich campaigns typically use
media such as brochures, TV spots, electronic newlettersvab sites in order to get their mes-
sage across. In many cases the main campaign, which coatesmin informing the public about
the issues involved and attempting to change people’sidéis, is associated with a separate so-
calledinfosite which provides concrete technical information on whatdadaimprove security

in a home or enterprise. It would make no sense in the contélxe@urrent review to discuss all
existing campaigns and infosites, so we have chosen somesespative and easily accessible
examples which also illustrate various communicationsgias.

Denmark: The Danish campaignetsikker nu! uses a website [41] and a printed newspaper to
draw attention to important issues and give good advices iBta specific campaign within
a general initiativel T-borger , which publishes information [40] on a very large number of
aspects of IT usage in the broadest sense, including theé&tfeadio/TV and telephones.
The information is highly verbally oriented, and appears @®llection of small articles
on the different topics. Quizzes intended to improve IT siggawareness are included in
the material, all based on the “multiple choice” verbal duesaire paradigm. Quiz par-
ticipants get told how many questions they answered cdyrdxit do not receive detailed
explanation as in a learning program.

Germany: The German Burger-CERT service, organised by the BSI, thensampaigiSicher
Informiert [5] aimed at individual citizens and small businesses. Tdrapaign uses a
website and a fortnightly newletter to draw attention to artpnt aspects of IT security
and to issue warnings of current dangers. The correspornidiagite, organised as part
of the BSI fur Burger initiative and entitledns Internet — mit Sicherhe[B], provides
information on a large number of aspects of IT security arfdtga The information is
largely verbally oriented, but also uses cartoon figureustrate important ideas.

Norway: The Norwegian web-based campaigettopp [53], organised by Norsk Senter for
Informasjonssikring (NorSIS), uses a website to providerimation on IT safety and se-
curity, particularly intended for small and medium-sizeginesses and public authorities.
Most of the information is verbally oriented advice, but astf this campaign, a collec-
tion of entertaining shontiideo filmshave been prepared, targeted at young people, under
the general title oPushPopBaluba illustrating various IT security situations.

UK: The UK web-base&et Safe Onlinecampaign [36] uses a website to provide information
on IT security and safety to the general public and to smalirnmasses. The approach is
intended to draw attention to the issues involved and to fpquiople’s behaviour rather
than to describe technology. Reflecting this approach, thlesite also includes pages
telling stories about victims of various security failurd$he material also includes some
small quizzes based on the “multiple choice” verbal questaire paradigm, with feed-
back telling how many questions were correctly answered.tit@slightly more techni-
cally minded, the infositéTsafe [35] provides detailed warnings about current security
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problems.

The UK Information Warfare Site, which provides information Information Assurance
(IA) in a broad sense, includes a Security Awareness TodlBdk an infosite which de-
scribes various ways of improving awareness. Most of thesaianed at enterprises.

Australia: The AustralianNetalert initiative, set up by the Australian government to improve
online safety for families, especially children, invohesiumber of awareness programs
aimed at slightly different age groups and covering difiéspects of IT safety and secu-
rity [51]. These differ substantially from the large majgrof the other campaigns which
we discuss in the current report, as they (like the NorweglashPopBaluba films) are
based orvideo clips often in the form of cartoon films, which can be activatedrirthe
NetAlert website. The material also includes guides focheas and guides for parents.

New Zealand: The New ZealandNetsafe campaign [39] is run by New Zealand'’s Internet
Safety Group, a collaboration between the police, judyciarinistries and other stake-
holders. The aim of the campaign is to provide “cybersafelycation for ... children,
parents, schools, community organisations and busiries$bée main website includes
links to material intended for various age groups and se¢sneinthe population, and
information about various aspects of IT safety and secungtuding legal aspects and
topics such as privacy and anonymity. The material for caids designed to promote
interactive discussigrwhere the children are immersed in a scenario and can disduet
they think is the right course of action before going on tortbgt step. The web pages for
adults mainly contain more verbally oriented advice anttutsion. There are no quizzes
or other material providing feedback.

USA: US-CERT, whose main function is to disseminate informatibout current patterns of
cyberattack, runs a website witbyber Security Tips [78], which “describe and offer
advice about common security issues for non-technical coenpsers”. It is possible to
subscribe to receiving these tips via e-mail or an RSS fe@tksLon the website lead to
further information on a broad variety of aspects of IT saétd security. The presentation
is entirely verbal and there are no quizzes or other materaiding feedback.

The Computer Security Institute (CSI) has developed a satimiorous online videos [12]
intended principally for training personnel in enterpsis&he videos illustrate the princi-
ples of safe and secure behaviour in six areas: Passwonaigi| security, laptop security,
internet security, social engineering and workspace ggcurne form of the videos im-
itates a sporting competition between two employees whdrgirey to win “The World
Security Challenge” People who are being trained watch the videos and partecipa
interactive exercises with feedback on their performaftes approach is quite different
from any of the other awareness campaigns discussed here.

An overview of these various initiatives is given in Tabl& 6n the next page. Although quite a
wide range of approaches is used in these campaigns, tleretadave been no recent attempts
to determine the effectiveness of any of them by longituidétadies of the target population.
This is unfortunate, since investigations in the early X9@dicated that, of the promotional me-
dia available at that time, only videos were effective inrgdiag the level of security awareness;
brochures and newsletters were in general ineffective.
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Campaign/infosite Media Style Quiz | Feedback
Netsikker nu! C| DK |W,N Verbal Yes Partial
IT-borger | | DK | W Verbal No —
Sicher Informiert C| DE | W, L Verbal No —
Ins Internet — mit Sicherheit| | DE | W Verbal No —
Nettopp | | NO | W,V | Verbal, film| No —
Get Safe Online C| UK | W Verbal Yes Partial
ITsafe | | UK | W Verbal No —
Netalert C| AU | W,V | Verbal, film| No —
Netsafe C| N2 | W Verbal No —
Cyber security tips C|IUSA | W, Verbal No —
World Security Challenge | C | USA | W Game No Yes

Table 5.1: Campaigns and infosites

The abbreviations used for the media types are: J: JournalNewsletter;
P: Newspaper; V: Video clip; W: Website.

5.4 Motivation and Commitment

The question of what to do to ensure that peoples’ behavsoactually improved by awareness
initiatives has attracted a lot of attention. Obviouslyréhare many similarities to the situations
faced by teachers of all kinds, and many of the same psyciwallognd paedagogical theories
have been applied in attempts to answer the question of wisathiat motivates users to do the
right thing. The basic issues involved are, of course, by mams confined to the area of ICT
security, and studies in this area often build on the larghy/lod knowledge accumulated in more
conventional areas of industrial safety. In our review & Hrea, we concentrate on two aspects:

1. Organisational issues which may affect people’s wiliegs to think about (and act on)
security issues.
2. Psychological issues.

5.4.1 Organisational Issues Affecting Motivation

A study performed in 1990 by Straub [73], well before the esple expansion in the popular use
of the Internet, attempted to answer the question of whetltcision to invest in Information
System security within companies actually resulted in lovages of wilful computer abuse by
authorised users of the company’s computers. Straub loatikkbe effects of three factors on the
incidence and cost of computer abuse within 1211 organissti

1. Deterrents: The number of security staff, number of hours of work put is¢gurity per
week, severity of penalties etc.
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2. Preventives: The number of security software packages in use.

3. Motivational/environmental factors: The employment status of offending users, the
level of offenders’ system privileges, the offenders’ mation for abuse, the number of
opportunities for collusion etc.

Straub found that only deterrents had much effect on wilbuise, a result in accordance with the
criminologicaltheory of general deterrence/hich predicts that antisocial behaviour is inhibited
by the prospect of heavy penalties and a high probabilityetéction.

With the expanding use of the Internet, other types of sgctailures than wilful abuse have
come into focus. One of the first attempts to discuss motimatifactors for attaining a high level
of IT safety and security in relation to such failures was g McLean [49], who approached
motivation from a marketing point of view. McLean pointedt marious consumer marketing
techniques which would be suitable for use in awareness aigmg

e Conditioning: Attempts to change the attitudes, perceptions or belietsiaumers, with-
out necessarily expecting any immediate active resportbe iiorm of changed purchasing
patterns.

e Behavioural change:Attempts to persuade consumers to change their behaviour.

e Point of delivery messagesAttempts to pass on a message at the instant when the product
is purchased or used.

e Branding: Use of easily recognised slogans, images or symbols togeprehe whole
product.

From marketing it is known that new products and technobgi® accepted by consumers at
different rates, a process knowndiffusion In marketing studies the segment of the population
which will eventually accept and use a new product or teabgwlis traditionally divided into
five groups according to the speed at which they will adophthwe idea:

[ —

. Innovators: The most venturesome, who are always eager to try out negshin

2. Early adopters: Opinion leaders who respond quickly to the successes aahigy the
innovators by adopting the idea.

3. Early majority: A large group who are responsive to change and willing to@wnfwvhen
the benefits are clear.

4. Late majority: A large group who tend to be sceptical about new ideas andanewshat
resistant to change.

5. Laggards: Traditionalists who are definitely suspicious of new idaad @re often difficult

to reach via a campaign.

In general, the time at which people adopt a new idea afteéngegption follows a normal distri-
bution, with a mean: and a standard deviation as illustrated in Figure 5.2. Groups 3 and 4
are by definition those that adopt the new idea withiaf the mean, which in a normal distri-
bution means they contain about 34% of the population eaahilg8ly, group 2 adopts the idea
betweens and2¢ before the mean and contains about 13.5% of the populatibihe wroup 1
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Figure 5.2: Acceptance of innovation over time. The scal¢hertime axis is in units of, the
standard deviation of the distribution.

contains the earliest 2.5% of the population and group Setfest 16% (=13.5%+2.5%). McLean
points out that, to achieve success in the adoption of anddela as IT security, it is important
to target the innovators and early adopters in the initedjss of the campaign; they will then
help to bring the slower groups into line. Having a succdssfa model is in itself an important
motivating factor for many people.

Spurling [72], in a 1995 case study from Alcoa Australia (s®@rincipal product is aluminium,
not an IT product), described some aspects of what the coyrpach to do to ensure a higher
level of IT security. Two major motivating factors were:

1. Commitment by the management;
2. Active involvement of all employees, so that they feelythee well-informed and their
problems are listened to.

The actual awareness campaign at Alcoa appears to haveddgrraditional, involving oral
presentations, security courses and awareness matesed ba several media, including book-
lets, cartoons, newsletters and screen savers. Despstérdlditional approach, the awareness
program was reported to be a success, so the motivating effiieowing that “somebody cares”
seems to have played a significant role.

Support for the idea that IT security in organisations igastta question of writing a set of policy
rules and buying some appropriate equipment, but also a&maltich requires management to
play a more active role, is provided by Wood [89]. His papdieseon empirical observation,
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rather than statistical investigations, but his claimswigely accepted. Among Wood’s main
points are:

e Policies must be consistently and regularly enforced. higi¢ are exceptions to an item
of policy under certain circumstances, they must be sudget a risk analysis and fully
documented.)

e Management must visibly support efforts to improve segurit

e Management must allocate sufficient resources to achievietiel of security which they
are aiming at.

e All users should go through regular security awarenes$a@iement programmes.

In 1997, Williamson, Feyer, Cairns and Biancotti investaghwhat it is that motivates people
to achieve a good climate for conventional industrial safeithin an organisation [86]. They
carried out a questionnaire-based study of 1560 workersvimim 660 responded) in a wide
range of jobs, and used factor analysis to reveal five impoféetors which affect safety (either
positively or negatively):

e Personal motivation: Items which the respondent believes are necessary in ooder f
him/her to behave more safely.

Positive safety practice:ltems which the respondent recognises as existing gootiggac
with respect to safety.

Risk justification: Excuses or reasons for not behaving safely.

Fatalism: Expressions of the inevitability of failures of safety.

Optimism: Expressions of the low probability of having an accident.

This corresponds in general terms to results from earligtiss, such as that of Cox and Cox [13].
To achieve better levels of safety, it is evidently impottancounteract the demotivating beliefs
associated with Risk Justification, Fatalism and Optimiand to reinforce the motivating be-
liefs by providing personal motivators and ensuring thainegles of good practice remain highly
visible to everyone in the organisation. Although the Vdithison study relates to conventional
safety, the authors of the study point out that the belieteeoled were more or less invariable
over a large range of workplaces and job types. Althoughténgr seems to have been checked,
there are therefore some grounds for believing that thdtsasil also be valid for IT safety and
security.

In the area of conventional safety, there have been a caabidenumber of studies cafety
cultureand its possible effect on the incidence of accidents intoazs industries, such as the
nuclear and chemical industries. There is no universattgpied definition of safety culture, but
there is a general consensus that it describes the managantearganisational factors which
lead to safe operation. The corresponding concept in tree&rkCT safety and security would
be factors which lead t€ompliance Sorensen [71] gives a review of some studies of this topic
in the area of nuclear power generation. Although it is widstlieved that safety culture has
an important effect on accident rates, Sorensen conclidéshere is very little real statistical
evidence for this belief — at least in the areas covered bgr&en’s review. More or less the
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Behaviour Intentions Behaviour
Person’s plan of Actual behaviour
how to act in given situation
Attitude
Cognitions Affective Responses
Beliefs and knowledge Person’s emotions
of how to behave and feelings

Figure 5.3: An attitude system

opposite point of view is, however, taken by Pidgeon [61]pwhaims that safety culture is “a
concept uniquely capable of improving safety in complexeys”. This seems to be an area
where more research needs to be done.

5.4.2 Psychological Aspects of Motivation

Thomson and von Solms [75] analysed the task of improvingymétion security awareness, us-
ing concepts from social psychology. Their analysis wasth@as amttitude systemas defined
by Zimbardo and Leippe [92], which we show figuratively in &g 5.3. Attitudes are affected
by and interact with four factors, which also interact wititeaanother:

e Behaviour intentions: The intentions of a person to behave in a certain way undainer
conditions.

e Behaviour: The actual behaviour of a person under certain conditions.

e Cognitions: The knowledge and beliefs of a person regarding how one dhmhave
under certain conditions.

o Affective responsesThe emotional reactions shown by a person under certaintommsl

The challenge with respect to ICT safety and security is tange a person’'8ehaviourso
that he/she behaves in a safe and secure manner. Follovamgetteral principles described by
Zimbardo and Leippe, Thomson and von Solms considered tmge of doing this:

1. Directly changethe person’®ehaviour (with no change of attitudes or knowledge). Well-
known ways of achieving this include:

e Operant learningwhere “good” behaviour is rewarded and “bad” behaviours-p
ished.

e Shapingwhich encourages improvements in behaviour by makingaards harder
to get as time goes by.
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e Social learning where employees are encouraged to follow the example af the
(well-behaved) peers.

e Conformity where group pressure is exploited to improve standards.

e Obediencewhere an authority sets the rules for what to do.

¢ Reciprocity where the teacher treats the pupil nicely, in the expextahiat the pupil
will do the right thing “in return”.

e Commitmentwhere the teacher gets the pupil to commit him/herself &yrto a
given course of action.

2. Change the personattitude via a change in behaviour thus (hopefully) ensuring a
long-term change of behaviour. These changes can for exdvedgbased on:

e Attribution, where the person concerned looks for rational reasonsiédndr be-
haviour, and discovers that the only possible reason is iagehia attitude.

e Self persuasionwhere the person (typically in a role play situation) isigétl to
argue for a point of view which is contrary to his or her own.

e Dissonancewhere the person is obliged to deal with inconsistenciésdxn his or
her current attitudes and the behaviour exhibited.

3. Change the personatitude by persuasion This is generally believed to be the best
long-term solution, but some well-known pedagogical regments of Exposure, Com-
prehension, Acceptance and Retention of the message hhaedudilled in order for it to
work.

A more comprehensive treatment of motivation in relatiomformation security awareness was
given by Siponen [70], who pointed out that most approachesd¢urity awareness (such as [49,
87]) weredescriptive in the sense of just giving a set of guidelines without cdesng how to
ensure that these guidelines would be followed. Like Thanasel von Solms, Siponen proposed
using behavioural theories as a basis for making the awssgor®gram mor@rescriptive so
that users will internalise the guidelines as rules whidytteel obliged to follow. The theories
considered by Siponen were:

e Fishbein and Ajzen'Sheory of Reasoned Action (TRA)[25]. This assumes thdte-
haviour is determined byntention, which itself depends on:

I1. Attitude, which is determined bipehavioural beliefandoutcome evaluations

12. Subjective norms which are determined bgormative beliefsand motivation to
comply

e Ajzen’s Theory of Planned Behaviour (TPB)[1, 2]. This is a further development of
TRA in which a third element contributes to intention:

13. Perceived behavioural contro] which is determined bgontrol beliefsandperceived
facilitation. According to Ajzen, these refer to people’s perceptiorheféase of per-
forming the behaviour of interest. Siponen took the pointiefv that this perception
is most likely to be changed by technical training to inceeskills. We discuss this
point of view in more detail below.

The relationships between the various quantities invoirgde TPB (and TRA) are illus-
trated in Figure 5.4.
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Figure 5.4: Relationships in the Theory of Planned Behaviou

e Deci and Ryan'’s theory dhtrinsic Motivation [17]. Here the fundamental assumption
is that people need to feel that they are free to make theiraheices, and the question is
how this can be ensured.

e Davis’ Technology Acceptance Model (TAM)[16]. This model, often used to explain
why people use or fail to use particular technologies, ietam the idea that actual use
(i.e. behaviour) depends amtention to use, which in turn relies on a (positivaftitude
to use, which in turn relies on two factors:

Al. Perceived usefulness
A2. Perceived ease of use

In the context of information security, this means that se&gguidelines must appear to
be useful to the user and simple to apply. Again, Siponentio@kiew that perceived ease
of use is most likely to be changed by technical training toease skills, a point of view

which we consider in more detail below.

Siponen used these theories to explain why descriptivecappes to improving information
security fail, and to indicate some strategies basedeyauasionwhich are more effective. In
order to achievéntrinsic motivation , the most useful strategies are those which are based on
moral or ethical precepts, on inducing positive emotions persuading people that they can
achieve a feeling of security, and on persuading peoplestatrity can prevent a loss of well-
being. In order to achieve changesattitude, as required according to TRA, TPB and TAM,
strategies based on providing rational reasons for theetelsehaviour or on the use of sanctions
can also be used.

Another possible approach to motivation is to {essr appealdo change people’s attitudes. This
has been a common approach in public campaigns in seveed, grarticularly those related
to health issues and road safety (“Smoking can damage yalithhe'Speed kills!”, ...), and
several psychological theories have been developed taiexXpbw fear appeals work and should
be applied. In the area of IT security, Weirich and Sassesinyated the use of fear appeals in a
campaign to persuade users to use secure passwords [88]afppeach was based on Rogers’
Protection Motivation Theor{66], which in its most recent formulation postulates thatadti-
tude change leading a person to (intend to) adopt a “googiiorese depends on that person’s
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Figure 5.5: Rogers’ Protection Motivation theory of feapaals

motivation for protection, which in turn depends on the hssof four cognitive processes:

Perception of the severity of the threat;

Perception of the probability of the threat materialisin

Perception of the efficacy of the response to cope withhieat;

Perception of the individual’s own ability to producestinesponse (often known aslf-
efficacy.

Hown e

This is illustrated in Figure 5.5. In the context of ICT sgfanhd security, this means that a fear
appeal to a user will be effective at getting the user to ptdterself if the problem is serious,
if it is likely to affect that user, if it can be avoided by takj suitable action and if the user is
confident that she can in fact perform the action. By inteving a group of users, Weirich and
Sasse found that many of them initially could not see that pse of passwords (lack of secrecy,
use of weak passwords etc.) constituted a threat. It wasftirervital to provide a suitable fear
appeal in order to rectify the situation. Interestingly,ikidl and Sasse suggested that if the
users did not believe in any of the real existing threats) the system managers could introduce
a threat, such as making it difficult to get a new passwordkifdial one got lost or compromised.
Unfortunately, they did not report whether this approadia@ty had any effect. As the authors
point out, it is well known that people often react negainvel fear appeals, so the efficacy of
this approach is still unclear.

The question of how users view compliance towards an Infaon&ystem security policy was
considered by Pahnila, Siponen and Mahmood [58], who paioté that there is very little

theoretical or empirical basis for methods which attemptrsure compliance. Pahnila et al.
therefore carried out an investigation of 245 users in aiBimnoompany, to see whether they
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could find support for a model covering this issue. The modehlmined several theoretical
approaches:

e Fishbein and Aijzen’s Theory of Reasoned Action (TRA) [2Bhich, as discussed above,
postulates that:

— Behaviour depends on intention, which in turn depends otudé.

— Attitude depends on normative beliefs, which reflect thamadive expectations of
other people.

e General Deterrence Theory, which mandates the adoptiopmpriatesanctionsfor
failure to comply.

e Rogers’ Protection Motivation Theory [66], which is hereedgo explain how the users’
perception othreats and perception of their owability to cope with these threats affects
their attitude to complying with IS security policies.

e DelLone and McLean’s concept of Information Systems Sucldéswhich leads to the
idea that compliance will depend on theality of the information available in the sys-
tem.

e Triandis’ Behavioural Framework [76]. This extends Aijzeiheory of Planned Be-
haviour with the ideas that people’s attitudes to a task arengst other things affected
by:

— Facilitating conditions, i.e. factors which are perceived as making the task easy. In
the context of IT security policy compliance, this couldlude factors such as easy
access to the policy, good training, ease of use of techoaalter-measures and so
on.

— Habits. In the context of security, this indicates the importantbwlding up good
habits from the very start.

A schematic view of the postulated relationships in the comdbtheory is shown in Figure 5.6.
The results of the reported survey gave no support to the ithed:

e Perception of own ability to cope with a threat has an effecatitudes towards compli-
ance.

e Sanctions have an effect on intention to comply.

¢ Rewards have any effect on actual compliance.

These unconfirmed relationships are indicated by dasheslilimthe figure. There was, however,
statistically significant evidence that the remainingtielagships shown in the figure were valid.
These results need to be taken into consideration in thgmesiawareness campaigns.

5.5 Comments on the Proposals

The proposals reviewed above approach the topic of impgoMdT safety and security from
a large variety of different starting points. One of the magasons for this is the belief that



5.5. Comments on the Proposals

Sanctions

Perception of
threat

Perception of
ability to cope |}

Negative reinforcement

Normative N

beliefs \

Information

Attitude towards
compliance

Intention to
comply

Actual
compliance

quality

Facilitating
conditions

Habits

Positive reinforcement

Rewards 1

49
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different segments of the population respond to awaremésatives in different ways and have
to be handled in a manner appropriate to their backgroundcarmegnt needs. One particular
dividing line separates the proposals for improving sagetg security in enterprises from pro-
posals aimed at the general public. Enterprises tend towal more regulatory approach based
on company security policies, which in some branches ofshgi(such as banking) may lead
to highly restrictive rules of behaviour and possibly seveanctions for failure to comply. In
most cultures, this approach is not acceptable to the gegméoéic, who also in general lack the
technical ability and support which can make it feasibledi@ary citizens therefore need an
approach which is more based on persuasion and easilytekig@esormation.

Another characteristic divide lies between those promosabse effectiveness has actually been
investigated and those proposals which describe puretyrétieal models. Methodologies for
running security awareness campaigns in enterprises, asithe widely used proposal from
NIST [88], state clearly that the level of security awarengisould be measured before and after
the campaign. This would seem to be even more important i€dmepaign is run as part of a
program of research into effective awareness improvensamte it is the only feasible way to
evaluate whatever method is being used. Unfortunatelyiti@ture only contains very sparse
material on such investigations. This is particularly ceéible in the case of campaigns aimed
at the general public, where we have been unable todimydrerifiable published reports of the
effectiveness of a public campaign. Currently, it is therefquite unclear how much of the
theoretical work carried out on security campaigns in gmises can be applied to the more
general public.

Most proposals for improving safety and security are relédemproving ICT safety or security
awarenesst theknowledgeand, to a certain extent, tltempliancdevel, where there have been
a number of studies of what to do. At the levelwfderstandingthe situation is less clear. As
pointed out in Chapter 1 of this report, to improve the gelnereel of safety and security it is
necessary to ensure that users deploy appropriate tetlnidébehavioural counter-measures
against the existing threats. There are a number of issuesdealt with here:

1. Users must know which technical measures to deploy (&stall a virus scanner).

2. Users must know how to deploy these measures (e.g. howstalliand set up a virus
scanner).

3. Users must know how to behave safely in relation to theviéiets in which they take part
(e.g. don’t open attachments in mails from senders whom wauod know).

The focus of current campaigns and websites is mostly on thednd last of these issues.
Unfortunately, most of the sites which offer technical agvassume a considerable amount of
pre-knowledge of the technical issues involved. Veryditiktention seems to have been paid
to the question of how to improvenderstandingamong non-technical users, so that they are
better able to fend for themselves. Several previous iesbins have demonstrated that it
is notoriously difficult, even for relatively experiencel lisers, to set up security mechanisms
correctly on an ordinary home computer [84, 42, 29]. Thisvislently an area which merits
considerably more attention.



Chapter 6

Conclusion

In general terms, the studies of ICT safety and security vinie have discussed in this report
attempt to answer one or more of the following questions fgivan segment of the population:

1. How do people use the Internet?

2. What issues and perceived risks occupy people’s minds?

3. How common and how serious are incidents which causelatdnaage to ICT assets or
unpleasant personal experiences?

4. What do people do to reduce the risk of using the Internet?

5. What are people’s attitudes to ICT safety and security?

6. How can the level of ICT safety and security be improved?

This is a very large area to cover, and general conclusiantharefore difficult to draw. How-
ever, some specific features of the studies are quite gfrikimd in this chapter we will comment
briefly on these.

One noticeable feature is that the great majority of theistud/hich concern themselves with
security and safety levels and counter-measures (i.etiqnes3 to 6) are concerned with ICT
safety and security ienterprisegather than in the population as a whole. The reasons for this
are never made explicit, but a qualified guess would be thi aablic and private enterprises
are strongly affected by requirements for good IT govereamnd therefore feel they have a
duty to protect their information assets. This gives them a natibwm for investigating their
own situation, either alone or as part of a general initggtand even makes them willing to pay
substantial sums to obtain the necessary level of sec@itigens in general merely havelasire

to protect their assets, and so do not have such a high defjreetiwation. Investigations of
ordinary citizens’ ICT safety and security therefore orllge place if a public or private funding
organisation is willing to invest in an initiative to achebetter ICT security for the general
population. This seems to happen relatively rarely. Witheélkpanding use of the Internet for
private banking, e-government, e-learning and similavaies, it would seem important to study
the ICT security of the general population more closely.

51
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Investigating (and hopefully improving) the level of ICTiety and security among the general
population is difficult, not just because of the magnitudheftask, but also because the technical
nature of the domain of ICT security makes it difficult to fariate questions which will actually
be understood. Although this aspect of studies of the gépefaulation is often ignored, inves-
tigations such as the Forrester/BSA survey of consumeeds1§26] indicate very clearly that
the general public’s understanding of even quite commoretlisty terms is extremely limited.
Worse still, it is a common observation among IT profesd®tiaat people without technical
training often have a picture in their minds of how their cartgy works and what the Internet
does which is very far from the technical reality. For examplhas been known since the time of
Project MAC in the 1960s that people often think of the corepas a sentient being with a mind
of its own (“It is thinking about it”, “Oh, now it says...”, diit decided to...”). In more recent
times, network technologies such as broadband networksless networks and even the Inter-
net itself have been the subjects of similarly imaginateegdianations”, leading to observations
such as “If | turn off the wireless network, then | can’t helae radio” or questions like “Have
we reached the end of the Internet?”. The models of the wohidhvunderly such statements
can easily clash with explanations of safety and securitgse bf the classic form of interview
guestionnaire generally relies on the assumption thatedfigondent can at least understand the
guestions. However, this assumption may well be ill-placetthe context of investigations into
technical topics such as ICT security. It seems importapetéorm more serious investigations
of people’s understanding of basic ICT security concepighat subsequent investigations of
people’sknowledgeandunderstandingan take place on a more solid foundation than they do
today.

Another major challenge in relation to improving the levéllGT safety and security among
the general public is to find methods which will motivate evem-technical persons to make
their IT systems secure. In this respect, just asking pesipbeit their abilities and attitudes via
guestionnaire-based interviews or web sites is not vergfakelCognitive studies, such as those
we have considered in Section 5.4.2, indicate that, in cimlee motivated, people must firstly
recognise the seriousness of the problem to be dealt withsacondly be convinced that they
can solve the problem in a (relatively) simple way, prefgrafathout beingforcedto do so.
Traditional questionnaires do not offer either of thesespmhties. If people are to improve their
security level, there is a need for:

e Feedback to the respondent which directly illustrates hmaoh her behaviour can have
serious consequences for his or her property or person.
e Explanations of steps which can be taken to improve thissdo.

e Automatic re-evaluation of the respondent, so that bettbabiour is praised or rewarded
and poorer behaviour leads to opportunities for new suggesof what to do.

These kinds of mechanism can be built into interactive tngiscenarios of various types, either
based on interactive Web pages or embedded within computédeo games. This type of

environment, essentially based on e-learning, can be sét apvay which appeals to large

segments of the population.
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As an example of this approach, some preliminary experigeate been carried out within the
CIT-AWAREproject, whereanimated questionnairegere presented on a Danish Web site [3].
Participants were exposed to simulated situations whigghtroccur in their Web browser or
mailer, where they had to make choices relevant to safetgaurity, and were given immediate
feedback and advice based on their performance. The sieetatll 230 respondents within a
period of about 4 weeks, without any significant effort to extige its existence. Respondents
said that they found this combination of testing and leagniary attractive. This approach,
together with others based on e-learning, seems to meittitsiuattention.

A large number of initiatives, such as campaigns and irggsior improving the safety and se-
curity level of the general population have seen the ligidaf. It is, however, very noticeable
that the actual effect of such initiatives is rarely (if evelnecked by repeated surveying or more
extensive longitudinal studies. There are reports of a rerrabinvestigations in the early 1990s
which attempted to find out how effective different promotab media were at changing the
level of security awareness. The results of these invdgiigaare, however, no longer publicly
available, and we have been unable to find any more recenituolivtal studies of the general
population. All the well-known guides to improving secyréwareness [68, 88, 90, 23] empha-
sise how important it is to measure the level of awareneds lbefore and after a campaign or
training initiative, and this advice is very commonly folled within enterprises. It would be
very interesting to see a genuine longitudinal study of ffexts of existing campaigns.

Finally, it seems appropriate to end this report with a woradaution: None of the surveys
which were looked at could confirm the picture often presgimethe media that the Internet
is an extremely dangerous place to move around in, and thgtbgninvesting in expensive
equipment and protective software can we protect ourselgamst its perils. As in very many
technical areas, the perceived risk greatly exceeds thextlg risk, and in most cases quite
simple technical precautions and rules of behaviour aregmdo keep us safe. This is not an
argument for complacency, but an argument for better egucaind information which will
enable ordinary citizens to evaluate their security needstake suitable precautions to protect
their interests.
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