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The Structure of Complex Networks vii

Abstract

THIS dissertation regards the structure of large complex networks. The
dissertation is divided into three main parts. Part I contains chapters 1–
3. Part II contains chapters 4–6. Part III consists of the concluding

chapter 7 and the bibliography.

Part I serves as an introduction. Chapters 1 and 2 directed toward enabling a gen-
eral reader to understand the concepts and nomenclature used in the research,
presented in Part II of the dissertation. These chapters also motivate and explain
the unifying idea behind the research contained in this dissertation. Chapter 3
describes the origin and general structure of the data set used in the subsequent
chapters.

Part II contains five papers that chronicle my research as a Ph.D.-student.

• Chapter 4 consists of two papers: Life, Death, and Preferential Attach-
ment [54] and Live and Dead Nodes [53] where a mathematical model of
the network of scientific papers is motivated empirically and solved ana-
lytically. The model is an augmentation of the growing networks model,
first introduced by Barabási and Albert [10]. In [53,54], the idea that net-
work nodes can ‘die’, is introduced, and the associated consequences for
the growth model are explored. Further, it is demonstrated that the mech-
anism for ‘node-death’, alone, can create networks with power-law degree
distributions.

• Chapter 5 concerns the longitudinal correlations, in the citation network,
that is induced by the authors of the scientific papers. This chapter also
contains two papers: Measures for Measures [56] and A Quantitative Anal-
ysis of Measures of Quality [57]. Here, Bayesian statistics are employed to
analyze several different measures of quality. Using scaling arguments, it
is demonstrated how many papers are needed to draw conclusions, regard-
ing long-term scientific performance with usefully small statistical uncer-
tainties. Further, the approach described here permits the value-free (i.e.,
statistical) comparison of scientists working in distinct areas of science.

• Chapter 6 discusses the detection of communities in large networks, us-
ing deterministic mean field methods. Further, the paper, Deterministic
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viii The Structure of Complex Networks

Community Detection [52] presents an analytical analysis of a simple class
of random networks, with adjustable community structure.

Part III consists of a final, concluding chapter that recapitulates the main ideas,
presented in this dissertation, and points towards new avenues for further re-
search. Additionally, part III also contains the bibliography.
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The Structure of Complex Networks ix

Resumé på dansk

MIN forskning drejer sig om at forstå strukturen af store komplekse
netværk. Denne afhandling indledes med tre kapitler der introduc-
erer feltet og datamaterialet. Mit eget arbejde har i særlig grad drejet

sig om tre områder. Artiklerne Life, death, and preferential attachment [54]
og Live and dead nodes [53] omhandler analysen af en simpel netværksmodel,
der er karakteriseret ved, at knudepunkterne i denne model kan blive inaktive
(dvs. ‘dø’). Artiklerne Measures for measures [56] og A quantitative analysis of
measures of quality in science [57] beskriver en Bayesiansk analyse af netvær-
ket af forfattere i SPIRES-databasen for højenergi partikelfysik. Denne anal-
yse benyttes blandt andet til at vurdere pålideligheden af forskellige mål for vi-
denskabelig kvalitet. Sluttelig, drejer artiklen Deterministic community detec-
tion [52] sig om at forstå den modulære stuktur som nogle netværk besidder.
Ved hjælp af middelfeltsmetoder, fx kendt fra spin-glas modeller i fysik, bestem-
mer vi modulerne i en simpel klasse af Erdös-Rényi netværk med indbygget
modulær struktur. Vi har opnået en analytisk forståelse af disse netværk og
kan derfor variere deres modularitet.
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Part I

A History of Structure

1





CHAPTER 1

Models and Measures

COMPLEX networks are everywhere. Every living person is endlessly en-
tangled in myriads of webs: Sociological networks of friends, cowork-
ers or sexual partners; information networks, such as the world wide

web, phone lines, and the internet1. We travel on transportation networks,
such as roads, trains, or airplanes; and participate in biological networks rang-
ing from macroscopic food-webs to microscopic regulatory networks that exist
inside each of our cells.

The existence of these networks has been known to anyone with an active imag-
ination since the beginning of time, and the odd and surprising links between
people and places have been explored in art and literature for centuries. It is,
however, only with the advent of the personal computers, the world wide web,
and easy access to advanced data storage systems, such as relational data bases,
that data sets regarding any of these networks have become available.

Large data bases of observations of these diverse real world networks form the
foundation of the science of complex networks. Since the theoretical under-

1By the word ‘internet’, I mean the physical system that enables the existence of the world
wide web.

3



4 The Structure of Complex Networks

Pajek

Figure 1.1: A network of 300 nodes, which is approximately the largest amount of nodes it
is possible to plot on a piece of paper without the links being an indistinguishable solid blue
surface on the page. This network has 3 communities and a scale free degree distribution. The
positions of the nodes are determined using an algorithm developed by Kamada and Kawai [40]
and the network is plotted using the program Pajek [92].

standing of large complex networks is still in its infancy, much of the research in
this field has focused on the development of statistical tools necessary to under-
stand and categorize the richness and diversity present in the complex networks
that surround each one of us.

As an illustration of the problems we are facing, figure 1.1 displays a small net-
work of 300 nodes. From this figure we can gain an idea of the network struc-
ture. It is clear to see that the network has 3 communities, it may also be possi-
ble to observe a large variation in the number of links connected to each node:
Some nodes have only a few links to other nodes, while a few nodes have many
more. The image also supplies some information about the typical path-length
of the network—due to the existence of the hubs, all nodes can be reached from
anywhere in a small number of jumps.

Most analyses of real world networks in the previous century, proceeded along

Version: June 19, 2007 22:27 Sune Lehmann Jørgensen 2007



The Structure of Complex Networks 5

these lines. Given a picture of a network, we can ask questions about its struc-
ture and find the answers by visual inspection. In fact, through the course of
evolution, our brain has become exceptionally skilled at analyzing information
in the visual field (for instance, see if you can spot the loop in figure 1.1). With
a network of a million or a billion nodes, however, the ‘eyeballing’ approach
described above is completely useless. Considering how unruly a network of
300 nodes looks on the page, imagine the difficulty of analyzing networks that
are just 10 times larger; for even larger networks, the initial task of determin-
ing an (x, y)-position for each node alone can bring super-computers to their
knees [40].

This is precisely the reason we use mathematics to study network structure! The
goal is to find statistical methods that can help to inform us what a particular
network ‘looks like’ even though we cannot actually observe it. The attempt
to overcome this challenge is the motivation of the work described in the re-
mainder of this dissertation. In this and the following chapter, I will outline
the origins of the science of complex networks with a focus on how successive
discoveries of surprising structural properties has shaped our understanding of
these massive data sets. In order to make things as simple as possible, I will
focus (almost2) exclusively on networks where the links are undirected and un-
weighted; many results can, however, easily be generalized to the directed and
weighted cases. For alternatives to the general review of the development of net-
work science presented below, the reader is referred to [5,9,13,14,23,65,71,93].

1.1 Random Networks

In terms of both chronology and structural complexity, random networks are the
starting point. Random networks are designed to possess no structure. A ran-
dom network is entirely defined by its number of nodes n, and the probability
p that a link exists between each pair of nodes. Random networks have been an
active research area in mathematics for many years and many of their properties
are known analytically. The field of modern graph3 theory was started by Erdös

2Whenever networks are directed or weighted, this will be stated explicitly in the text.
3The word ‘graph’ is often used instead of ‘network’—especially in the mathematics litera-

ture.

Sune Lehmann Jørgensen 2007 Version: June 19, 2007 22:27



6 The Structure of Complex Networks

and Renyi [25].

It follows immediately from the definition of a random graph, that when n is
large, the random network has m = pn(n− 1)/2 links. The number of links to
and from node i is denoted ki and called the degree of node i . The average degree
of a node in a random network, is 〈k〉 = n p. Having defined the degree of a
node, we can also consider the distribution of degrees. The degree distribution is
simply a function describing the number of nodes N (k) with a certain degree k.
The normalized degree distribution describes the probability P (k), that a node
in the network has degree k. In the following, we will adhere to the vernacular
of network science and designate the words ‘degree distribution’ to describe the
normalized degree distribution. The degree distribution of random networks
follows the Poisson distribution, thus

P (k) =
〈k〉k e−〈k〉

k!
. (1.1)

1.2 Watts and Strogatz

The first clue, that the random network model is too simple to be used as a
description for real world networks, came from the clustering coefficient. Watts
and Strogatz were attempting to gain a quantitative understanding of an earlier
result, by the socio-psychologist Stanley Milgram. In a simple experiment, Mil-
gram [61] documented that in the social network where links are constituted by
human relationships (friends and acquaintances), the average distance between
two nodes is very short. On average six steps are enough to connect any two
people in the western hemisphere. Networks that possess this quality are called
small world networks.

A random network is a small world network. An average node in a random
network has 〈k〉 neighbors, 〈k〉2 second neighbors, 〈k〉3 third neighbors, etc. If
a typical person has 100 friends and acquaintances, six steps will result in an
extended network of 1012 persons. Since only 6568751041 people inhabit the
globe4, this is more than enough to account for Milgram’s result.

4According to the U.S. Bureau of the Census, this was the world population aon January 9th
2007 20.27 GMT (time of writing).
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The Structure of Complex Networks 7

The problem with random networks as a model for social networks, is the fact
that real social networks display a property called clustering. Loosely speaking,
clustering describes the propensity of a person’s friends to also be friends with
each other. In a more technical formulation, social networks tend to have a
much higher percentage of triangles than random networks, since a triangle is
the network manifestation of two neighboring nodes being connected. Watts
and Strogatz [94] define the clustering coefficient ci of node i , as the actual
number of links between node i ’s neighbors divided by the maximum number
of links that could exist between them

ci =
2ti

ki (ki − 1)
and C =

1

n

n
∑

i=1

ci , (1.2)

where ti is the actual number of links, (or, equivalently, the number of triangles)
that i participates in, and ki (ki −1)/2 is the maximum possible number of links
between node i and its neighbors. The network clustering coefficient C , is de-
fined as the average of all node clustering coefficients.

First of all, note that the presence of clustering implies that the assumption
of a node having 〈k〉2 second neighbors, breaks down. This is due to the fact
that because of the triangles, many of the second neighbors have already been
counted as his first neighbors. Second of all, random networks display almost
no clustering. No part of the definition of random networks encourages the
formation of triangles. It turns out that for random networks with p < 1,
Crand ≈ O(n−1) [94]. This clustering coefficient is much lower than that of
most real world networks.

The solution that Watts and Strogatz propose is based on another very simple
network that displays abundant clustering: The regular lattice. A d -dimensional
regular lattice where each node is connected to its k nearest neighbors, has the
clustering coefficient

C =
3(k − 2d )

4(k − d )
, (1.3)

which tends to 3/4 for k � 2d . Low dimensional lattices do not display the
small world property. Unless k or d is large compared to the total network size
n, many jumps are needed to get from one side of the network to the other.
But, Watts and Strogatz demonstrated that all we need is ‘a little randomness’. If

Sune Lehmann Jørgensen 2007 Version: June 19, 2007 22:27



8 The Structure of Complex Networks

Figure 1.2: The Watts-Strogatz idea of network structure illustrated on a one dimensional lattice
with k = 4. On the left is the regular lattice; this network is clustered but does not exhibit the
small world property. In the middle, we see the Watts-Strogatz model. When each link is rewired
with probability p ′ = 1, we regain the random network, which is displayed on the right. The
small world property emerges for even very small p ′. Image from [94].

we, with some small probability p ′, rewire each link randomly, the small world
property emerges [94].

The Watts-Strogatz model manages to capture some structural elements of so-
cial networks that correspond very well to our intuitions. We all have a group
of close friends that we interact with on a day-to-day basis. Also, we all have
friends where the link is further ranging in time, place, or social stratus—that
one childhood friend that we are still in contact with, or someone we have met
while traveling, etc. Those links are what makes our world a small one.

There is only one problem with the Watts-Strogatz model. It makes one key
assumption about network structure that is completely wrong! It assumes that
the degree distribution of real world networks is roughly Poissonian5. In his
book about complex networks [93], Watts regrets this mistake:

“We didn’t check! We were so convinced that non-normal degree dis-
tributions weren’t relevant that we never thought to look at which
networks actually had normal degree distributions and which did
not. We had the data sitting there staring at us for almost two years,

5For large networks, the Poissonian degree distribution from equation (1.1) converges to-
wards the normal distribution.
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The Structure of Complex Networks 9

and it would have taken all of half an hour to check it, but we never
did.”

It is easy to understand Watts’ frustration. The mistake of assuming a Gaussian
degree distribution, illustrates precisely why the study of structure in complex
networks is important. Without the proper statistical tools to analyze these
massive networks, our background as statistical physicists can lead us to believe
that the assumptions of homogeneity and simplicity that have been successful in
the study of gasses and solids, might automatically be valid for networks. As we
shall see in the following, this is not the case.

1.3 Hubs and Power-laws

Barabási and Albert discovered that the degree distribution of many real world
networks is far from normal; they discovered that hubs are an essential part of
networks. In an important paper from 1999 [10], they document that the degree
distribution of many real world networks follows a power-law, that is

P (k)∼ k−γ , (1.4)

where γ > 1; typically 2 < γ < 3. In figure 1.3, the cumulative degree distribu-
tions6 for several real world networks are plotted. Panels (c), (d), and (f) of this
figure display power-law behavior over many orders of magnitude and panels (a)
and (b) display asymptotic power laws (no power-law for small k). To emphasize
that not all networks have power-law degree distributions, panel (e) shows one
network where the data decays according to an exponential curve.

Probability distributions with asymptotic power-law behavior are very different
from the familiar normal-type distributions (such as the Poisson- and Gaussian

6When plotting power-laws, it is often a good idea to use the cumulative distribution. Since
the cumulative distribution stems from the integral of the original distribution, the cumulative
distribution of a power-law degree distribution also displays a straight line on a log-log plot. The
cumulative distribution does not need to be binned for plotting, and because binning can often
be a problem when plotting the tail of power-laws directly (because of the sparsity of data in this
region), the cumulative plot is often a good choice for plots. See [67] for a detailed discussion of
these matters.
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10 The Structure of Complex Networks

Figure 1.3: Various (asymptotic) power-laws and one exponential. This figure displays the cumu-
lative degree distributions for six different networks. The x-axis for each panel is degree k and
the y-axis is fraction of vertices that have degree greater than or equal to k. The networks shown
are: (a) the collaboration network of mathematicians; (b) citations between 1981 and 1997 to all
papers cataloged by the Institute for Scientific Information; (c) a 300 million vertex subset of the
World Wide Web, circa 1999; (d) the Internet at the level of autonomous systems, April 1999;
(e) the power grid of the western United States; (f) the interaction network of proteins in the
metabolism of the yeast S. Cerevisiae. Network (e) has an exponential degree distribution (note
the log-linear scales used in this panel). Data and figure from [65].
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The Structure of Complex Networks 11

distributions) that are centered around some typical value and decay exponen-
tially for values both larger and smaller than the mean. Power-law distributions
are often called scale free distributions; we will address the frequent (mis)use of
this term below.

In order for a power-law to be normalizable, it must have a non-zero minimum
value kmin.7 This is the most probable number of links. From the maximum
value P (kmin) the distribution decays towards zero for k→∞; but the rate with
which it decays is much slower than the rate of normal-type distributions. This
heavy tail of power-law probability distributions, results in the fact that extreme
events are more likely; therefore, there is a large factor difference between the
mean and the median number of nodes in a scale free network, because the value
of the mean is highly influenced by these extreme events.

We can quantify this by calculating the moments of a normalized power-law
distribution. The normalization constant is determined by

1=C
∫ ∞

kmin

P (k) dk =
C

1− γ
�

x−γ+1�∞
kmin

(1.5)

which yields C = (γ − 1)kγ−1
min

. Here, we also see explicitly why the power-law
probability distribution is only defined for γ > 1, the integral diverges for γ ≤ 1.
The mean value of a power-law is calculated along similar lines

〈k〉=
∫ ∞

kmin

kP (k) dk =
C

2− γ
�

x−γ+2�∞
kmin

. (1.6)

This integral becomes infinite for γ ≤ 2. Thus, for a power-law with slope
smaller than or equal to two, no finite mean exists. Any finite sample from
this distribution will, of course, have a finite mean but, as we allow the sample
size grow, we have a non-neglible probability of getting a larger maximum value
for the set. This value will increase the mean. For larger and larger data sets the
mean will increase without bound. If γ > 2, the value of 〈k〉 will settle down to
a finite value as the data set becomes large. In the case of network analysis this

7In practice, the value k = 0 is often important. Some networks have a large number of
nodes with zero links. When plotting the degree distribution of these networks, one must take
this fact into account. A common solution to this problem is to use k + 1 for the plots instead
of k.
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12 The Structure of Complex Networks

is not a significant problem, since most real world networks have slopes that are
greater than two. Inserting the limits and the constant C , we find that

〈k〉=
γ − 1

γ − 2
kmin. (1.7)

We need to be even more careful with the second moment; this is due to the fact
that the integral

〈k2〉=
∫ ∞

kmin

k2P (k) dk =
C

3− γ
�

x−γ+3�∞
kmin

, (1.8)

diverges for γ ≤ 3. In other words, the variance of the mean is undefined for
networks with slope γ ≤ 3. Since γ is typically in the range from two to three,
this poses a serious problem. If the second moment is well defined, we can again
insert the limits and the constant to find

〈k2〉=
γ − 1

γ − 3
k2

min, (1.9)

which complements equation (1.7).

In summary, we should exhibit great care when using the mean degree to gain
knowledge about a network with a power-law degree distribution. In the case of
networks with power law degree distributions, the mean is highly influenced by
the tail of the distribution. This means that only a small fraction of the network
nodes will have degrees higher than the mean degree. Further, if the slope of
the power-law is smaller than or equal to γ = 3, then the variance of the mean is
undefined. An undefined variance leads to the consequence that finite samples
of nodes, from such a distribution, will have a diverging mean and will contain,
essentially, no information about the original distribution. This fact will turn
out to be important in chapters 4 and 5, when we study the network of scientific
citations and references. An author’s citation record is precisely a small sample
of nodes from a network with a power-law degree distribution. Using the mean
to characterize such a sample could therefore be highly problematic.

A more balanced alternative to the mean is the median. The median is well-
defined for any power-law distribution with γ > 1. For a normalized distribu-
tion, it is defined as the point k1/2 where the distribution is divided in two

∫ k1/2

kmin

P (k)dk =
1

2
. (1.10)
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The Structure of Complex Networks 13

We can solve this equation for k1/2 to find

k1/2 = 21/(γ−1)kmin. (1.11)

The strength of the median (as opposed to the mean) is that it has this clear and
intuitive interpretation for a power-law probability distribution. This is the case
for any percentile measure. For example, we can find the number of links k9/10

that a node needs to possess in order to be in the top ten percent of the most
connected nodes. These ‘percentile measures’ have the further advantage that
their variances are always well defined [56].

•

Power-law distributions are often referred to as scale-free distributions. This is
because a power-law distribution looks the same on any scale. We can formalize
this statement by defining a scale-free distribution as a distribution q(x) that
satisfies the criterion

q(ax) = f (a)q(x) (1.12)

for any a [67]. In plain words equation (1.12) simply states that if we increase the
scale by which we measure x by a factor of a, the overall shape of the distribution
is unchanged, except for a multiplicative constant. The power-law distribution
is the only distribution that fulfills this criterion. Let us see why this is the case.

Setting x = 1, we find that f (a) = q(a)/q(1). We now write equation (1.12) as

q(ax) =
q(a)

q(1)
q(x) . (1.13)

Since this must be true for any choice of a, we can differentiate both sides of the
equation with respect to a and find

x q ′(ax) =
q ′(a)

q(1)
q(x) , (1.14)

where the prime denotes the derivative of q with respect to its argument. Insert-
ing a = 1 yields

x
d q

dx
=

q ′(1)

q(1)
q(x) . (1.15)

which is a simple first order differential equation. The solution is

ln q(x) =
q(1)

q ′(a)
ln x + c . (1.16)
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14 The Structure of Complex Networks

We can find the constant c = ln q(1) by inserting x = 1. All we have left now is
exponentiating both sides. This yields

q(x) = q(1) xα , (1.17)

where α = q(1)/q ′(1). In other words, in order to fulfill the scale-free criterion,
our q(x)must be a power-law distribution.

In this sense, the use of ‘scale-free’ to describe any distribution that exhibits
power-law behavior in only a part of its domain is a clear misnomer. Any ‘break’
in the power-law introduces a typical scale. Strictly speaking, an empirical dis-
tribution should therefore only by denoted ‘scale-free’ if it is described by a
power-law over the entire domain of x-values. This is not the case for most real
world degree distributions; they typically have an asymptotically scale-free tail.
In the scientific network literature, however, it is common to use the expression
‘scale-free’ to denote almost any broad distribution, and in the following, I will
sometimes use the expression in this—less strict—sense.

It is worth mentioning that the concept of scale-free distributions plays an im-
portant role in modern statistical physics. One example is the correlation length
(a typical scale) of magnets. For certain critical values of the governing param-
eters, the system undergoes a phase transition, where the correlation length di-
verges and become scale-free. The argument given above implies that at such a
point the observable quantities in the system should adopt a power-law distribu-
tion.

•

Thus far, we have adhered to the tradition in network theory and analyzed the
power-laws under the tacit assumption that the degree distribution is real-valued
and positive. Since the degree distribution, in reality, is discrete, it is interesting
to take a look at power-law distributions for discrete variables; for now, we will
therefore assume that k is defined only on the integers. One way to proceed is
to declare that k follows a power-law if

P (k) =C1k−γ . (1.18)

Since equation (1.18) diverges for k = 0, the smallest possible value for k is k = 1.
Therefore, the normalization is given by

1=
∞
∑

k=1

P (k) =C1

∞
∑

k=1

x−γ =C1ζ (γ ), (1.19)
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where ζ (γ ) is the Riemann ζ -function. Thus, C1 = 1/ζ (γ ) and

P (k) =
k−γ

ζ (γ )
. (1.20)

Most of the results shown above can be generalized to discrete variables in this
way—although the results often require special functions instead of the more
tractable integrals we have encountered so far.

For reasons that will become clear shortly, a better definition of a power-law for
discrete variables obtained by replacing equation (1.18) by

P (k) =C2B(k ,γ ), (1.21)

where B(a, b ) is the Legendre B -function8 given by

B(a, b ) =
Γ(a)Γ(b )

Γ(a+ b )
. (1.22)

For large a and fixed b , we have that B(a, b )∼ a−b . This result can be derived by
applying Stirling’s approximation to the Γ-functions. The distribution given by
equation (1.21) is called the Yule-distribution, after the Scottish statistician Udny
Yule who derived it in 1925 [97]. The Yule-distribution is especially satisfying
because many of the sums used for normalization and the different moments
can be calculated in closed form.

Since the Γ-function diverges for kmin = 0, the smallest possible value is again
kmin = 1. In this case, the normalization is given by

1=C2

∞
∑

k=1

B(k ,γ ) =
C2

γ − 1
, (1.23)

which yields C2 = γ − 1 and

P (k) = (γ − 1)B(k ,γ ). (1.24)

If the degree distribution has a kmin higher than 1, we find that

1=C3

∞
∑

k=kmin

B(k ,γ ) =C3 B(kmin,γ − 1), (1.25)

8The ‘B ’ is a capital β, so the pronunciation is ‘beta-function’.
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Figure 1.4: Discrete and continuous distributions. The figure displays P (k) for k ≤ 30 for three
normalized power-law probability distributions with kmin = 1 and slope γ = 2.5 on log-log axes.
The solid black line is a continuous function of the type seen in equation (1.4). Note that in this
case, P (1)> 1. The black dots connected by a thin red line for visual guidance are the normalized
discrete expression from equation (1.20); this line is parallel to the continuous distribution on
the log-log plot, but normalized on the integers. Finally, the black dots connected by a blue
line follow the Yule distribution from equation (1.24). The Yule distribution does not follow
a power-law for the lowest values of k, but has many desirable qualities—for example the first
moment of the Yule distribution is identical to the first moment of the continuous power-law
probability distribution.

and, the fully normalized discrete power-law function becomes

P (k) =
B(k ,γ )

B(kmin,γ − 1)
. (1.26)

In the simple case, where kmin = 1, the first moment is given by

〈k〉=
γ − 1

γ − 2
, (1.27)

This expression is only valid for γ > 2. Similarly, the second moment is only
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The Structure of Complex Networks 17

defined for γ > 3 and given by

〈k2〉=
(γ − 1)2

(γ − 2)(γ − 3)
. (1.28)

These two expressions complement equations (1.7) and (1.9) nicely. We will en-
counter the Yule-distribution frequently in the following.

•

With the quantitative considerations behind us, we can begin to consider some
of the more qualitative implications of the power-law degree distributions: What
influence does the fact that most nodes in a network are not very connected
and a select few are very well connected have on the network properties? As
it turns out, the existence of hubs9 has a profound impact on most network
properties. The small-world effect that Watts and Strogatz had to design arises
spontaneously in many scale-free networks [19]. This is easy to understand:
Hubs act as an equivalent of long range links in the Watts-Strogatz model. Think
about the case of the scale-free network of air-traffic, a hub is always close and a
hub can get you close to where you are going.

The presence of hubs have many other important implications: A classical rea-
son for studying networks is understanding the spreading of infectious diseases:
it turns out that the dynamics of epidemics is vastly different if the network the
disease is spreading on has a scale free degree distribution [79]. In a related vein,
search strategies are radically different on networks with a power-law degree
distribution; this fact affects many entreprises from web-search [16, 43] to peer-
to-peer (P2P) file sharing [2, 3, 41]. Another important example is networks’
vulnerability to attacks and failures; scale-free networks are much more resilient
to random attacks than networks with normal-type degree distributions, but
they are much more vulnerable to attacks of highly connected nodes [7].

In the next section, we will discuss how these hubs can come into existence
and the our study of network structure will take a different direction, when the

9In a network with a heavy tailed degree distribution, some vertices have a degree that is
orders of magnitude larger than the average: Due to heavy advertising especially by Barabási [9],
these vertices are often called ‘hubs’, although this expression is a bit misleading as there is no
inherent threshold above which a node can be viewed as a hub. If there were, then it would not
be a scale-free distribution!

Sune Lehmann Jørgensen 2007 Version: June 19, 2007 22:27



18 The Structure of Complex Networks

time-evolution of networks is used to explain the power-law degree distribution
discussed here.

1.4 Growth Models

Barabási and Albert [10] did not just document that many real world networks
have power-law degree distributions, they also suggested plausible mechanisms10

by which power-law degree distributions can come into existence. Instead of
designing an entire network, Barabási and Albert suggested two mechanisms
that together result in networks with power-law degree distributions.

The first of these two mechanisms is growth. We imagine a network that grows
one node at at time. At each update the new node links to a number of nodes
that are part of the existing network. The second mechanism is preferential at-
tachment. Preferential attachment states that new nodes link to existing nodes
with a probability proportional to their degree. Together, these two mechanisms
constitute the growth-model. In order to set up a simulation for this model, we
need to make a number of choices: Should we simulate a directed or an undi-
rected network? How many nodes in the existing network, should each new
node link to? Do we want weighted or unweighted links? Is it necessary that the
preferential attachment is precisely proportional to the degree k of the nodes in
the network or could it be proportional to k raised to some power? Etc.

Here, we will begin by considering a simple model where each new node links
to ` nodes in the existing network. As we have assumed the previously our
network will be unweighted and undirected. Since our network is undirected,
the initial probability of a node acquiring a link is proportional to k = `, because
it enters the network with that number of links.

There are several ways to find an analytical solution for the degree distribution
of this model, but we will apply a variation of the rate equation approach for-

10This mechanism has been ‘discovered’ at least twice before. Herbert Simon discovered a
mechanism for generating power-laws as early as 1955 [89]. Simon’s work was rediscovered
by de Solla Price in 1976 [21], who was the first to use these ideas in the context of networks
(of scientific citations). Price also found an analytical solution to the model. In this sense, the
Barabási-Albert model should arguably be called the Price-model. In the following, I will call it
the ‘growth-model’.
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mulated by Krapivsky et al. [49]. As above, P (k) is the probability of finding a
node with k links. The rate equations are

P (k) = `
�

λk−1P (k − 1)−λk P (k)
�

+δ(k ,`) , (1.29)

where the λk are rate constants. The preferential attachment is included in the
rate constants by:

`λk = ak . (1.30)

The first term on the right hand side of equation (1.29) thus accounts for nodes
with k − 1 links gaining a new link, and the second term on the right hand side
accounts for nodes with k links being bumped up to k+1 links. The δ-function
accounts for the new node with ` links. We define P (k) to be zero for k < `
and since all nodes must have a finite number of links, the P (k) must become
exactly zero for sufficiently large k. Thus all sums run from k = ` to infinity.

The P (k) in equation (1.29) trivially satisfy the normalization condition

∞
∑

k=`

P (k) = 1. (1.31)

Equation (1.29) must also satisfy the constraint from the mean number of links.
Since all nodes are loaded with ` links, and the network is undirected (which
means that all links are counted twice), we must have

∞
∑

k=`

kP (k) = 2`. (1.32)

We must impose this constraint by an overall scaling of the λk . Solving the
recursion, we find

P (k) =
B(k ,η)

B(`,η− 1)
, (1.33)

which is simply the Yule distribution normalized on the interval from ` to infin-
ity, where we have introduced η= 1+1/a, cf. equation (1.26). But, the constraint
from the mean in equation (1.32), forces us to set a = 1/2 and in turn η= 3. The
fact that η is an integer allows us to write the Γ-functions as factorials and leads
to a tremendous simplification. We find that

P (k) =
(`+ 2)!

2!(`− 1)!

(k − 1)!2!

(k + 2)!
=

2`(`+ 1)

k(k + 1)(k + 2)
, (1.34)
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20 The Structure of Complex Networks

since most of the products in the factorials cancel out. In spite of the simplicity
of equation (1.34), this formally remains a special case of the Yule-distribution.
The solution is valid for all k ≥ ` and, for large k, it clearly scales like P (k) ∼
k−3.

•

Familiarity with the special case above, where the constraint from the mean in
equation (1.32) simplified the solution greatly, clearly points towards a way to
create networks with a more complex degree distributions. As we know from
our study of the Yule-distribution, the unconstrained solution in equation (1.33)
would allow for a fit to almost any power-law distribution. In the following,
we will add a little more wiggle-room to the model by considering a directed
network and adding a new parameter to obtain a more flexible model.

In a directed model, each node is introduced to the network with ` out-links.
Thus the out-link degree distribution is simply

P (k (out)) =
¨

1, if k (out) = `
0, otherwise.

(1.35)

For this reason, we want to model the in-degree distribution—in order to sim-
plify the notation, let us simply use the notation k (in) = k to denote the number
of in-links. Since we distinguish between in- and out-links, we have a problem
initiating the preferential attachment: Each new node has no in-links and there-
fore no ‘attraction’. This can be remedied by introducing a parameter k0 which
denotes a number of ‘ghost in-links’ that we use to initiate the preferential at-
tachment. The k0 can be removed after running the model. Note that k0 can
also be used to tune when the preferential attachment ‘kicks in’; for k0 → ∞
there is no preferential attachment in the model. The rate equation for the di-
rected network is given by

P (k) = `
�

µk−1P (k − 1)−µk P (k)
�

+δ(k , 0), (1.36)

where the new rate constant is given by `µk = a(k + k0) and the normalization
conditions are

∞
∑

k=0

P (k) = 1,
∞
∑

k=0

kP (k) = `. (1.37)

Again, the constraint from normalization is trivially fulfilled for all choices of
µk , and the constraint from the mean must be imposed by an overall scaling of
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the rate constants. Note that the mean number of in-links in this model is equal
to ` since the total number of out-links must match the total number of in-links.

This time, solving the recursion and imposing the constraint yields

P (k) =
B(k + k0,β)

B(k0,β− 1)
, (1.38)

for the in-degree distribution. Again, we have introduced a new constant β =
2+ k0/`. This model does indeed supply us with more freedom. We can now
‘tune’ the slope of the asymptotic power-law to any number greater than 2 by
adjusting the values of k0 and `.

•

During the first years of this millennium, much of the work performed in the
complex network community was centered around models such as the two pre-
sented above—gaining a deeper understanding of the analytical aspects and set-
ting up more complex models in order to emulate real systems in greater detail.
It was assumed that, if a network had a power-law degree distribution, then some
kind of preferential attachment was the source. Later, however, it has become
clear that many other mechanisms can cause power-law degree distributions,
see [67] for an overview. Today the consensus is that some variation of the
growth model gives a good description of the world wide web-network and the
network of scientific citations. As we shall see in the following, even in the case
of these two networks, this model runs into problems.

Chapter 4 of this dissertation concerns modeling of the network of scientific ci-
tations and references. The problems of the simple growth model in that context
will taken up there (see also section 3.3). Let us therefore consider the case of the
internet. As it turns out, the problems are again related to the inability of the
model to capture important elements of the network structure. Since we are not
‘designing’ these growth models in the sense that we were designing the Watts-
Strogatz networks, we must first simulate or solve analytically the network and
then analyze the structure. In an analytic study of the growth model, Krapivsky
and Redner [47] showed that this model has two important types of correla-
tions. Firstly, these authors noted a correlation between the degrees of adjacent
nodes.

Secondly, and more importantly in this context, there is a correlation between
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age and degree of a node, with older nodes having a higher mean degree than
nodes more recently added. In the simple case of Eq (1.34) with ` = 1, we have
that the probability distribution of the degree of a node i with age α (counted
in number of nodes added after node i ) is given by

P[k(i ,α)] =
r

1−
α

n

�

1−
r

1−
α

n

�k

, (1.39)

Thus, for specified age α, the distribution is exponential with a characteristic de-
gree scale that diverges as (1−α/n)−1/2 as α→ n. In other words, the first nodes
added have a substantially higher expected degree than those added later. More-
over, the overall power-law degree distribution of the whole graph is a result of
the influence of these early nodes.

This correlation between age and degree does not exist for the network of web-
pages [1]. A brand new webpage can quickly acquire many links and old pages
do not have a higher probability of being highly connected. In a reply to this
criticism, however, Barabási et al. [12] pointed out that this does not mean that
preferential attachment does not explain the power-law degree distributions in
the world wide web. Rather, the age-correlations imply that the dynamics of
the world wide web are more complicated than this simple model: Additional
mechanisms, that account for the observed age distribution, could be present.

Furthermore, it is interesting to note that although the growth model contains
the non-trivial correlations mentioned above, the correlation-coefficient C ap-
proaches zero for n →∞. Thus, the simple growth model also fails as a viable
model for social networks.

1.5 Random Scale Free Networks

The growth model can create networks with scale free degree distributions but,
as we have just seen, these networks contain degree-correlations with respect
to both neighboring nodes and node-age. If we want to create a truly random
network with a scale free degree distribution, how do we go about it?

This question appears innocuous but, as we shall see in the following, the an-
swer is quite interesting. One simple approach is suggested in [72], where the
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network is generated by creating n nodes and assigning a number ki of ‘link-
stubs’ to node i , corresponding to the desired distribution. The network itself
is then generated by picking pairs of nodes at random and joining their link-
stubs to form complete links. This scheme, however, suffers from one serious
problem: It has a tendency to create multiple links between nodes, especially
between highly connected nodes. This tendency is easy to understand: Each
hub is selected to partner up with other nodes in proportion to its number of
links. Thus, two nodes with many links have a high probability of linking to
each other many times. Typically this is not the case in real networks11. Here,
only a single link is allowed to join each pair of vertices.

If we try to impose the condition that only a single link may join two nodes
on the stub-connection model, problems arise. The problem is that we always
end up with configurations where the remaining stubs have no eligible partners.
The authors of [60] performed numerical studies for the asymptotically scale-
free network of the Internet [27]. In the resulting network, they found that the
average number of unconnected edge stubs is 23 times greater than its standard
deviation, precluding even the occasional completion of this algorithm. Thus,
this idea is not a viable option.

One promising way of dealing with these problems is introduced in [60]. Again,
we begin with n nodes and the desired degree distribution. Then we, create some
configuration of the links, where all link stubs can find a partner. This could,
for example, be done by first connecting all links from the node with the highest
degree to eligible nodes further down the degree hierarchy, then taking the node
with the second highest degree, etc. The resulting network is far from random.
We can now apply the local rewiring algorithm [59] to the network. This algo-
rithm randomizes a network, while strictly conserving degrees of its nodes. The

11This statement is not unproblematic, since it assumes that the links of the internet are un-
weighted. If we take the data regarding the internet on the level of autonomous systems [27]
(more on this network in the next section), there exists only one link between the two main hubs
(with degrees of 1458 and 750 respectively). The stub-connection model would predict as many
as 43 links [60]. It could be argued, however, that the reason there is only one link, is that we are
regarding this network as unweighted. Had we weighted this network (for example, by weight-
ing each connection by the real world network throughput), the weight of the link between two
hubs would be much higher than most link-weights in the network. In terms of the network
adjacency matrix (see equation (2.1)), which is the most common network representation, there
is no way to distinguish between multiple links and (integer) weights.
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Figure 1.5: One elementary step of the local rewiring algorithm. A pair of links A↔ B and
C ↔D is randomly selected. The links are subsequently rewired such that A↔D and B↔C ,
provided that none of these edges already exist in the network, in which case the rewiring step is
aborted. The last restriction prevents the occurrence of multiple links connecting the same pair
of nodes. From [60].

rewiring algorithm consists of repeated application of the elementary rewiring
step shown and explained in detail in figure 1.5. It is clear that the number of
neighbors of every node in the network remains unchanged after an elemen-
tary step of this randomization procedure. The directed network version of this
algorithm separately conserves the number of upstream and downstream neigh-
bors (in- and out-degrees) of every node. Randomization of a given network
(for example, the non-random network described above) is achieved by repeated
application of this rewiring step.

In the case of the random scale free network outlined above, it is interesting to
note that the constraint of ‘no multiple links’ induces an effective repulsion be-
tween hubs. This repulsion affects the average degree 〈kneighbor〉k0

of neighbors of

nodes with a certain degree k0. Specifically 〈kneighbor〉k0
∼ k−1/2

0 for this network.
Precisely this scaling relationship between 〈kneighbor〉k0

and k0 has been observed
for the internet [78]. Thus, we can attribute this relationship to the effective
repulsion between hubs. In the simple stub-connection model (where multiple
links between nodes are allowed) we have that 〈kneighbor〉k0

∼ const . [72]. As we
shall see shortly, this agreement does not necessarily imply that the topology of
the random model is similar to the topology of the real internet.
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Figure 1.6: Network motifs. Displayed above are the 13 different types of three node connected
subgraphs. Motif no. 5 is of particular interest in biological networks; it is called the ‘feed
forward loop’. From [62].

In summary, the rewiring algorithm can be used to create a random network
with any degree distribution. We can also apply this algorithm to any existing
network to create a randomized version where the degree distribution is con-
served. In fact, we can easily modify this algorithm to conserve almost any
property that we would like the network to sustain; the generic trick is to only
allow rewirings that maintain/emphasize the property we are interested in. In
the following, we will make frequent use of this algorithm.

1.6 Motifs: Building Blocks

The clustering coefficient from section 1.2 was a great help in understanding
why random networks are not an appropriate model of real world networks.
Now that we have the matter of the degree distribution firmly under control, it
is useful to return to this bottom up approach to understanding networks. In a
paper on directed networks, Milo et al. [62] analyzed the presence of network
motifs in a number of different networks. Motifs are sub-graphs of only a few
nodes—the triangle used in the definition of the clustering coefficient (see sec-
tion 1.2) is one example. Figure 1.6 displays all 13 types of three-node connected
subgraphs that can occur in directed networks (there are 199 types of motifs
of size four). Clearly, directed networks are much richer than undirected net-
works in this respect; undirected networks have only two motifs for three node
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subgraphs and seven four-node motifs.

In order to determine which motifs are important, Milo et al. counted the num-
ber of occurrences of each motif in a number of real world networks. With
this data in hand, the directed version of the local rewiring algorithm from sec-
tion 1.5 was applied to each network. Comparing the results from the real net-
work with the results from the randomized networks, it is possible to identify
the significant motifs; these subgraphs are either suppressed or enhanced com-
pared to the randomized network. Having identified these relevant motifs, we
can go back to the original network and begin to interpret the significance of
our findings.

Milo et al. analyze many different networks. Here, I will focus on one partic-
ular finding that regards transcription gene regulation networks, see also [87].
Transcription networks are biochemical networks responsible for regulating the
expression of genes in cells. We can think of these as directed networks: Each
node represents a gene and each directed link originates from a gene that en-
codes a transcription factor protein and points towards a gene that is regulated
by that transcription factor. The two best characterized such networks are yeast
Saccharomyces cerevieiae—which is an eukaryote—and the bacterium Escherichia
coli.

For both of these networks, the feed forward loop (motif no. 5 in figure 1.6)
appeared in numbers that are more than 10 standard deviations greater than its
mean number of appearances in randomized networks12. This important motif
arises in the common situation when a transcription factor X regulates a second
transcription factor Y , such that both X and Y jointly regulate an operon Z .
Feed forward loops are known to have many important functions in regulatory
networks [87].

Motifs are the building blocks of networks in the sense that they reflect processes
that are typical for the network we are studying. They reflect the functional
sub-networks that have merged to form the larger network. At the same time,
the motifs can help to shed light on the constraints under which a network has
evolved. In this way the motifs shed light on which processes during the network

12Other motifs than the feed forward loop appear with a significantly higher frequency in
these networks than their randomized counterparts. I mention this motif because of its simplic-
ity and ubiquity in many other regulatory systems.
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Figure 1.7: Correlation profiles of protein interaction and regulatory networks in yeast. Panel
A displays the ratio R(k0, k1) = P (k0, k1)/Pr (k0, k1) for the interaction network, and panel B
displays the same quantity for the regulatory network. While the transcription regulatory net-
work is naturally directed, the interaction network in principle has no directionality. Therefore,
panel A shows k0 and k1 as the total number of neighbors of each of the two nodes, while panel
B shows the out- and in-degrees of the two nodes connected by a directed edge 0→ 1. Note that
the axes in the two plots are different. From [59].

evolution that have caused their appearance.

1.7 Correlation Profiles

The network motifs focused on a bottom up approach in the study of the struc-
ture of networks. Maslov and Sneppen [59] attack the networks from the top
down. We can recall from section 1.4 that the major problem with the growth
models was that although the degree distribution was correct, the model had
node-degree correlation that were inconsistent with real world networks. Snep-
pen and Maslov work from this problem and study the degree-correlations of
real networks. Specifically, they studied the interaction and transcription reg-
ulatory networks in yeast (Saccharomyces cerevisiae). The protein interaction
network consists of 4549 physical interactions (the proteins are able to bind to
each other) between 3278 yeast proteins. The degree distribution of this net-
work has a power-law degree distribution where P (k)∼ k−α with α = 2.5± 0.3
in the range 1 < k ≤ 100. We are familiar with the genetic regulatory network
from section 1.6. It is formed by 1289 directed (positive or negative) direct tran-
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scriptional regulations within a set of 682 proteins.

In order to test for correlations in the node-degrees in each of these two net-
works, Maslov and Sneppen first calculated the quantity P (k0, k1) defined as the
normalized probability that a pair of proteins with degrees k0 and k1 interact
directly with each other on the full set of links. Again, it is especially interest-
ing to compare this with the same quantity Pr (k0, k1) calculated on a version of
the network randomized with the local rewiring algorithm. Correlations oc-
cur where the ratio R(k0, k1) = P (k0, k1)/Pr (k0, k1) is different from unity. In
figure 1.7, panel A shows the correlation profile for the undirected interaction
network. Here k0 and k1 are the total number of neighbors of each of the two
nodes, while panel B shows the out- and in-degrees of the two nodes connected
by a directed edge 0→ 1 for the directed regulatory network. Thus, R(k0, k1) is
symmetric for the protein interaction network and not for the regulatory net-
work.

Figure 1.7 reveals the regions on the k0k1-plane, where the correlation between
node degrees are significantly enhanced or suppressed compared to a randomized
network. These types of correlation profiles can supply a great deal of informa-
tion about the structure of the network we study. Let us continue to investigate
the yeast-networks.

For the interaction network, in panel A, along the diagonal, we can observe
an enhanced affinity, of proteins with between four and nine interactions, to
interact13. This feature is explained by a tendency of members of multiproteins
to interact with other proteins from the same complex. The red zones in the
upper left- and lower right corner reflect the tendency of highly connected nodes
to have neighbors of low degree, while the blue area in the upper right corner
shows that there is a highly reduced likelihood for two hubs to link to each
other.

The regulatory network panel B shows similar patterns. One implication of

13Note that for poorly understood reasons, the two-hybrid experimental data have a signifi-
cant asymmetry between baits and preys, with bait hybrids being more likely to be highly con-
nected than their prey counterparts. This can be seen, e.g., in the fact that average connectivity
of baits with at least one interaction partner is close to 3, whereas the same quantity measured
for preys is only 1.8. Because each reported interaction involves one bait and one prey protein,
this asymmetry needs to be taken into account when constructing an uncorrelated ‘null model’
for the interaction network.
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Figure 1.8: Correlation profile
R(k0, k1) of the internet. We
clearly see that P (k0, k1) is not
identical to the randomized ver-
sion Pr (k0, k1) in the case of the
internet. See the main text for
details. From [60].

the observed structures in both panels of figure 1.7 is the suppression of the
propagation of deleterious perturbations over the network. Because highly con-
nected nodes serve as powerful amplifiers for the propagations of any destructive
perturbations, it is especially important to limit this propagation beyond the
neighbors of these hubs. This property augments the result that we have men-
tioned earlier (in section 1.3): In general, scale free networks are less susceptible
to random attacks but they are more susceptible to attacks on highly connected
nodes [7]. The anticorrelation presented by Maslov and Sneppen [59] implies a
reduced branching ratio around these nodes and thus provides a certain degree
of protection against such attacks.

Later, the same authors [60] analyzed the internet on the (coarse grained) level
of hardwired autonomous systems [27]. This network is a snapshot of the inter-
net taken on January 2nd 2000; it consists of 6474 autonomous systems (nodes)
connected by 12572 links. The correlation profile of this network is displayed
in figure 1.8. It is clear from this correlation profile that there are many differ-
ences between P (k0, k1) and the randomized version Pr (k0, k1) of the internet.
There is a greatly suppressed probability of links between nodes of low degrees
(when k0 ≤ 3 and k1 ≥ 1). There is a suppression of links between nodes of
intermediate degrees (when k0 < 100 and k1 ≥ 10), with less suppression as k0

becomes smaller. Finally there is a pronounced enhancement of the number of
links connecting a node of a low degree (approximately when 1 ≤ k0 ≤ 3) to a
node of intermediate degree (in the range 10 ≤ k1 ≤ 100). In the upper right
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hand corner, we see that R(k0, k1) ≈ 1, which means that the probability of the
highest nodes having a connection is approximately the same as in a random
network (all highly connected nodes are connected to each other).

Clearly, the correlation profiles in figure 1.7 and figure 1.8 are qualitatively dif-
ferent. The structure of the internet is stratified with a division of nodes into
three ‘layers’ categorized by low, intermediate, and high degrees14, communicat-
ing as described above. The molecular networks are characterized by suppressed
connections between nodes of very high degree, and increased number of links
between nodes of intermediate degree. Thus, the correlation profile allows one
to differentiate between complex networks with similar degree distributions.

1.8 Hierarchies

So far, we have seen the statistical characterization of complex networks move
from simple scalar measures, such as the mean and the median, to the distribu-
tion of degrees, moving towards more complex measures, such as motifs and the
two point correlation profile. A further step in this progression was taken by
Trusina et al. [91], when they introduced the notion of the topological hierarchy
in networks. These authors argue that the defining feature of hierarchical sys-
tems and organizations is the existence of a hierarchical chain of command. A
request starts out at the lowest levels, travels up the ranks and then, after en-
countering the decision-making level, travels back down to its target. Further,
these authors point out that the degree of a node k is a good proxy of the im-
portance of that node. One example is web-pages where the in-degree of a page
is a good measure of its popularity; it is easy to think up many other examples
where degree corresponds to ‘importance’.

Thus, it is natural to define a hierarchical path between two nodes in a network as
consisting of an up path, where one is allowed to step from node i to node j only
if their degrees ki and k j satisfy ki ≤ k j , followed by a down path where only
steps to nodes of lower or equal degree are allowed. In a hierarchical path, either
the up- or down path is allowed to have zero length. It is possible to calculate the
shortest paths between all pairs of nodes in a network and calculate the fraction

14This may be due to the stratified structure of actual internet into users, low-level (possibly
regional) internet service providers (ISP), and high-level (global) ISP.
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Figure 1.9: Examples of networks. Displayed here are three networks with n = 50 nodes and
degree distribution p(k) ∼ k−γ with γ = 2.5. Panel a) displays the maximally hierarchical
version, b) is the randomized version and panel c) is the maximally anti-hierarchical version.
From [91].

of these that are hierarchical paths. This fraction of all nodes is denotedF .

We can also imagine pairs of nodes, where the shortest path is non-hierarchical (a
non-hierarchical shortcut) but where a hierarchical path (longer than the short-
est path) between the two nodes does exist; this fraction of all shortest paths is
denoted S ; and the fraction pairs of nodes, where no hierarchical paths exists
between them is denotedU = 1−F −S . For any given network, it is instruc-
tive to compare these three quantities with their values calculated on a network
randomized by the local rewiring algorithm. As was the case in the previous
sections, this comparison will allow us to spot design in networks; to see where
the network possesses structure that does not stem from randomness. We call
the counterparts calculated on randomized networksFr ,Sr andUr .

With these measures of hierarchy in hand, it is natural to analyze the hierarchi-
cal structure of several real world networks. Trusina et al. have explored the
following networks; note that all of these are undirected.

(i) The internet on the level of hardwired autonomous systems (from [27]). This
network of 6474 nodes and 12572 links was analyzed in [60] and discussed
in section 1.7. In this network, the level of topological hierarchy is high,
withF = 0.95. So is the level of hierarchy in its randomized counterpart,
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with Fr = 0.99. The small reduction in F compared to the randomized
version is mainly due to a higher number of non-hierarchical shortcuts in
the real internet, with S = 0.02 compared to Sr = 0.

(ii) The largest component of the yeast protein interaction network. This network
with 2839 nodes and 4220 links is part of one of the two networks ana-
lyzed in [59] and discussed in section 1.7. As we anticipate from the strong
preference for hubs to connect to nodes with low degree and to avoid con-
nections to other highly connected nodes seen in figure 1.7, this network
is highly anti-hierarchical withF = 0.33. The randomized version of this
network has Fr = 0.88. This is yet another confirmation of a structure
where highly connected nodes are placed on the periphery of the network.
As was the case with the internet, the randomized version of the network
has a much lower fraction of non-hierarchical shortcuts, Sr = 0.02, com-
pared to the actual data, where S = 0.17. One possible explanation for
this phenomenon, both in the internet and in the protein interaction net-
work, is a natural tendency toward shorter distances and thus shorter and
more specific signaling.

(iii) A scale free email network of correspondence from Kiel University (from [24]).
The largest connected component with 25151 nodes and 199963 links com-
piled over a 112 day period. Similarly to the internet, the randomized ver-
sion is a little more hierarchical than the real network, withF = 0.97 and
Fr = 0.98.

(iv) The network of CEOs. This network consists of 6193 Executive Company
Directors linked by 43077 memberships of boards of directors. As could be
expected, this network is less hierarchical than the internet and email net-
works, but much more hierarchical than the protein interaction network.
Specifically we haveF = 0.78 andFr = 0.84.

The notion of topological hierarchy has supplied us with a powerful tool to
understand and quantify the structural differences between the internet and the
protein interaction network that we began to study using the correlation profile.

The rewiring process (from section 1.5) used to create the randomized versions
of the networks can be subtly altered to help create maximally hierarchical or
maximally anti-hierarchical versions of a given network. For example, for the
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Figure 1.10: Measures of hierarchy vs. the power-law exponent, γ , for random scale free net-
works. Panel a) displays the fraction of hierarchical paths, F , measured as a function of γ and
panel b) shows the fraction of non-hierarchical shortcuts, S , as a function of γ . Both panels
display the data for three system sizes n = 300,1000,3000. From [91]

maximally hierarchical case, one only need to add is a particular preference for
reconnection. At each step, we select two links and connect the node with the
highest degree to the node with the next highest degree. The remaining two
nodes are then linked. Again, multiple links are forbidden and the network
must remain connected. To create the maximally anti-hierarchical network, the
same procedure is followed, but in this case we connect the node with highest
degree to the node with the lowest degree and then connect the two remaining
nodes. These procedures have been used to generate the different networks in
figure 1.9. Applying the algorithm to each of the four test networks it is possible
to achieve the limits whereF = 1 for maximal hierarchy andF ≈ 0 for maximal
anti-hierarchy.

Finally, these authors demonstrate that for random scale-free networks designed
using the local rewiring algorithm there exists simple correlations between the
slope of the asymptotic power law γ and the measures of topological hierarchy
F and S [91]. Figure 1.10 a) shows F plotted against γ . We can observe a
smooth transition from F = 1 for γ = 2 to F ≈ 0 for γ = 3. The transition
point is weakly dependent on system size and occurs at γ ≈ 2.6. This result is
augmented by the plot of S vs. γ in figure 1.10 b). Here, S = 0 for both γ = 2
and γ = 3 but grows smoothly to a maximum at an intermediate value after
which it falls off again.

Sune Lehmann Jørgensen 2007 Version: June 19, 2007 22:27



34 The Structure of Complex Networks

Let start investigating the behavior in these plots. When γ = 2 we have F = 1
and S = 0. In this state, the tail of the distribution is particularly heavy (recall
from equation 1.6 that the mean is not defined for this distribution) and there are
many highly connected hubs; the average distance in this network approaches 2,
since the majority of nodes are connected via at least one hub. As a result, most
shortest paths are via a hub and therefore the network is maximally hierarchical
with F = 1 and S = 0. When γ = 3 the topology of the network is very
tree-like. This means the number of alternative paths approaches zero so, again
S → 0. In the intermediate regimeS is not constrained by the two factors that
drive S to zero.

The reason F → 0 when γ → 3 is more complex and the details will not be
discussed here. Qualitatively, the reason is that when 2 < γ < 3, nodes with
a low degree have a low probability of neighboring a node with higher degree
than itself. At the same time, P (kneighbor > k)→ 1 for increasing k, resulting in a
hierarchical core of highly connected nodes. A consequence of the combination
of these two effects is that many nodes of low degree ‘escape’ the hierarchy,
causing a high fraction of the network paths to become non-hierarchical. For
values of γ higher than three, P (kneighbor > k) → 0 with the degree; thus for
these high values of γ the network becomes modular with each of the modules
centered around a local hub.

I would like to emphasize that the results above only apply to randomized net-
works. Real networks can—as we have just seen in the examples—arrange their
structure quite differently than what is dictated for their randomized counter-
parts.

Version: June 19, 2007 22:27 Sune Lehmann Jørgensen 2007



CHAPTER 2

Communities

COMMUNITY structure can be defined as the tendency of nodes in some
networks to be organized in modules with a high density of links be-
tween the nodes inside of a given module and few links between the

different modules. Many of the measures considered in the previous section
cannot detect such community structure.

Consider a network with C communities of roughly the same size and statisti-
cal properties, linked by a small number of inter-community links. The mean,
median, etc., provide no signs to suggest that the network possesses community
structure. The degree distribution might yield a subtle hint: One could imagine
that if a network consists of many small communities, the degree distribution
would have a cut-off around the size of the largest community—simply because
the hubs would not be able to link to a large number of nodes outside their own
community without blurring the community structure. Many other explana-
tions for a cut-off of the degree distribution could, however, exist.

Now, consider the higher order measures. We can argue that, as long as motifs
are small compared to the typical community size, counting the relative occur-
rence of different motifs is un-informative with respect to community struc-
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Figure 2.1: A small social network with community structure. Note that the various commu-
nities are quite heterogeneous. From [70].

ture. There is no reason to suspect that the global count of motifs is materially
changed due to the systematic variation of link-density that communities entail1.
One would suspect that community structure would somehow manifest itself in
the correlation profiles but, in analogy with case of the degree distribution, all
such systematic patterns could stem from many other causes. Thus, the correla-

1The motifs, however, might help us pinpoint the inter-community links: Links between
communities rarely participate in triangles. Therefore, one approach would be to count the
number of triangles that each link belongs to; the links that belong to an unusually low num-
ber of triangles are prime candidates for inter-community links, cf. [81]. Identifying the inter-
community links will allow us detect the communities. A different use of motifs, is seen in
section 2.4, where specific classes of motifs, called k-cliques, are utilized to define communities.
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tion profile does not provide a measure that enables one to derive the existence
of community structure. The hierarchy measures do allow us to detect some
signs of communities. In a network with community structure, the number of
hierarchical paths is low: If a network consists of a number of nearly disjunct
hierarchical communities, a large fraction of the shortest paths across communi-
ties would have to move up and down the degree hierarchy making these paths
non-hierarchical.

The situation, however, is more problematic that we might expect. Consider
figure 2.1 and note how the different communities are heterogeneous; they have
varying sizes and each community has different link densities and degree distri-
butions. This situation does not make it any easier for the measures from chap-
ter 1 to detect the community structure. In fact, if the communities are hetero-
geneous, the global measures can be directly misleading! Several real world net-
works possess such heterogeneous communities. One such network is the net-
works of sexual contact, where separate communities of high- and low-activity
individuals have been observed [29]. A characterization of this network by a
single figure, for example the median number of partners, would result in mis-
leading descriptions of features of the network. These problems thus are directly
relevant to important subjects, such as epidemiological dynamics [35].

In summary, if we want to understand the structure of networks, it is of para-
mount importance to understand how to identify communities. In the context
of the ‘history of structure’, the work on community detection has developed
quite independently of the work described in chapter 1. A full merger of these
two lines of research has not yet taken place. Until we discover a way to unify
these different paths, the ambition of a coherent and comprehensive set of sta-
tistical tools to understand networks will remain elusive. For now, a general
strategy is clear. When we have determined the modular structure of a given
network, we can proceed to analyze these modules using the tools of the previ-
ous chapter. The remainder of this chapter is devoted to the community struc-
ture of complex networks. Other reviews of community detection, in complex
networks, can be found in [20, 66].
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Figure 2.2: A microchip. In computer sci-
ence, graph partitioning has been used in
computers with multiple processors in or-
der to place processes (nodes) which need
to communicate (links) on the same pro-
cessor. The fastest configuration has the
fewest cross-processor links. The chip dis-
played here is actually a work of art enti-
tled Microchip Series 2:A (1991) weaved on
wool by the artist W. Logan Fry. (The
actual size is 45” × 35”. It is part of the
collection of The Minneapolis Institute of
Arts.)

2.1 Spectral Bisection

Dividing a network into C modules with as few links between the modules as
possible, has been of interest to computer scientists for many years. This is
because graph partitioning facilitates faster parallel processing. Consider dis-
tributing n computational tasks onto C processors. Further, imagine that there
are m links between these tasks, each link signifying that the two tasks need to
communicate. The crucial point is that because communication between two
tasks running on the same processor is fast and cross-processor communication
is slow, we would like to distribute the tasks in such a way that the number of
cross-processor links is minimized. Minimizing this number of links is identical
to the graph-partitioning problem on a graph with n nodes, m links and pre-
determined community sizes. The minimal number of links is called the cut-size
and denoted by R. In the context of complex network structure, we are in-
terested in a slightly different problem. We wish to detect naturally occurring
community structure, and therefore we have no pre-determined idea of the com-
munity sizes. We would like the algorithm to tell us what size the communities
are.

Minimization of the cut-size is an integer programming problem and can be
solved exactly in polynomial time [32]. The leading order, however, of the
polynomial in question is nC 2

, which is prohibitively slow even dividing into
C = 2 communities. Fortunately, many approximate methods exists; in this
section, we will discuss a particularly popular method, called spectral bisection,

Version: June 19, 2007 22:27 Sune Lehmann Jørgensen 2007



The Structure of Complex Networks 39

which was developed by Fiedler [26] and popularized by Pothen et al. [80]. I
will discuss the details of this method below.

First, we phrase the problem more precisely. Consider an unweighted and undi-
rected graph with n nodes and m links. This network can be represented by an
adjacency matrix A, with elements

Ai j =
¨

1, if there is a link joining nodes i and j
0 otherwise.

(2.1)

This matrix is symmetric with 2m entries2. Connecting this representation of
the network to the concepts from the previous chapter, we note that the degree
of node i can be found by summing over the adjacency matrix

ki =
∑

j

Ai j . (2.2)

The cut-size can be expressed in terms of A. We find that

R=
1

2

∑

i j

[1−δ(ci , c j )]Ai j , (2.3)

where ci is the community to which node i belongs and δ(α,β) = 1, if α = β
and δ(α,β) = 0, if α 6=β. We wish to minimize R.

To simplify the problem as much as possible (a more complete solution is pre-
sented in chapter 6), we limit ourselves to the case where C = 2 (hence, ‘bisec-
tion’). Let z be a vector (called the partition vector) with n elements and com-
ponent zi = 1, if node i ∈ c1, and zi = −1, if node i ∈ c2. We can utilize z to
emulate our delta function, by realizing that

zi z j =
¨

1, if i and j are in the same community
−1, if i and j are in different communities.

(2.4)

Further, this implies a normalization zT z = n. Using the partition vector, we
express the cut-size as

R=
1

4

∑

i j

[1− zi z j ]Ai j . (2.5)

2If the network had been directed, the adjacency matrix would have been asymmetrical, and,
if the network had been weighted, link weights would have replaced the 1’s, in equation (2.1).
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We can convert this to a matrix equation. First, we note that the first term in
equation (2.5) can be written as

∑

i j

Ai j =
∑

i

ki =
∑

i

z2
i ki =

∑

i j

zi z j kiδ(i , j ), (2.6)

where we have used the definition of z. The entire expression condenses to

R=
1

4

∑

i j

zi z j (kiδ(i , j )−Ai j ) =
1

4
zT Lz , (2.7)

where L is the so called Laplacian matrix, defined as

L=D−A , (2.8)

where D is a diagonal matrix with Li i = ki . In simple terms, our task is to find
the z that minimizes the cut-size. As we shall see shortly, this is closely related
to the spectrum of the Laplacian.

Therefore, let us take a closer look at this matrix. First of all, we note that by
construction, the sum of each row (and column) of L, is equal to zero. This
implies that the vector c e, where e= (1,1, . . . , 1)T , is always an eigenvector of L
with eigenvalue zero. Further, the Laplacian is positive semi-definite. A matrix
M is positive semi-definite when

xT Mx≥ 0 for all x ∈ Rn , (2.9)

which implies that all eigenvalues of M are real and non-negative. The Lapla-
cian, L, fulfills Eq (2.9). Let us show this. First, note that we can think of the
Laplacian as a sum of matrices, each of which correspond to one link between
two vertices i , j . Such a ‘mini-Laplacian’ has zeros everywhere, except in four
positions:

Li↔ j =





















. . .
1i j −1 j i

. . .
−1 j i 1i j

. . .





















, (2.10)

where the notation i ↔ j means that there is a link between node i and j , and
1i j means that there is a ‘1’ in position (i , j ). We note that

xT Li↔ j x= (xi − x j )
2 . (2.11)
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Next, we simply insert the Laplacian in Eqn. (2.9)

xT Lx = xT

 

∑

links

Li↔ j

!

x (2.12)

=
∑

links

(xi − x j )
2. (2.13)

Clearly, this sum must be greater than or equal to zero and thus, the Laplacian
is positive semi-definite. Without loss of generality, we can arrange eigenvalues
in increasing order λ1 ≤ λ2 ≤ · · · ≤ λn. The eigenvalue λ1 = 0 is always the
smallest eigenvalue of the Laplacian and a corresponding eigenvector is v1 =
e/
p

n, normalized to unit length3. Further, note that, due to orthogonality, all
other eigenvectors must have both positive and negative elements.

Now, let us write the partition vector z as a linear combination of normalized
eigenvectors vi of L. In other words

z=
n
∑

i=1

aivi , (2.14)

where ai = vT
i z. The normalization of z gives us

n = zT z=
∑

i

a2
i . (2.15)

Inserting equation (2.14) into R from equation (2.7), we find

R =
1

4

∑

i

aiv
T
i L
∑

i

aivi (2.16)

=
1

4

∑

i j

ai a jλkδ(i , j ) (2.17)

=
1

4

∑

i

a2
i λi , (2.18)

where λi is the eigenvalue of L that corresponds to the eigenvector vi , and we
have made use of the orthonormality of the eigenvectors. With eigenvalues ar-
ranged in increasing order, minimizing R is a question of the following: We must

3If the graph contains disjoint components and thus breaks perfectly into communities with
no joining links, this eigenvalue is degenerate. To see this, note that a simple permutation of
rows and columns can make the Laplacian block diagonal. Each diagonal block will form the
Laplacian of its own component and, also, have an eigenvector vk with eigenvalue zero.
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select a2
i , such that, in the sum of equation (2.18), as much weight as possible is

put in the terms corresponding to the lowest eigenvalues, and as little weight as
possible is placed in the terms corresponding to the highest eigenvalues—while
respecting the normalization constraint, equation (2.15).

The partition that minimizes R arises when z ∼ v1. Then all weight in equa-
tion (2.18) is placed in the term corresponding to the λ1 = 0 eigenvalue and all
other terms are zero since e is an eigenvector of L and, therefore, orthogonal
to the remaining eigenvectors. Physically, this means that we get the smallest
cut-size (R = 0) if we choose c1 as a community that includes the entire graph
and c2 to be completely empty. This solution is technically correct but also quite
uninteresting.

A more interesting solution to the problem can be forced by introducing the
constraint on the community sizes n1 and n2. As we mentioned earlier, this is a
natural constraint from the perspective of computer science because, typically,
a fixed number of tasks can run on each chip in a computer with multiple pro-
cessors. In the context of network community detection, this constraint is less
natural because we would like to learn about size of the communities. More on
this subject later.

Fixing the community sizes also fixes the coefficient a2
1 , since

a2
1 = (v

T
1 z)2 =

(n1− n2)
2

n
. (2.19)

Naively, we would think that R would be minimized by choosing z propor-
tional to the second eigenvector4, of the Laplacian v2. This puts all weight in
equation (2.18) in the term corresponding to the second smallest eigenvalue λ2

(the Fiedler value) and, again, all other terms are zero, due to orthogonality.

The problem is, however, that while the values of the partition vector z are
restricted to ±1, the elements of v2 are real numbers, constrained only by the
orthonormalization conditions. This means that we cannot choose z parallel to
v2. In practice, good approximations occur when z is chosen, such that it is as
parallel to v2 as possible. The two vectors are most parallel, when the product
vT

2 z is maximal. Since all elements of z are ±1, this maximum occurs when the

4The fact that this vector has its own name (it is called the Fiedler-vector) would appear to
indicate that we are on the right track.
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i th element of z has the same sign as the i th element of v2.

•

The fixed community sizes n1 and n2 may not correspond to the number of pos-
itive/negative elements of the Fiedler-vector. If this is the case, the best solution
is achieved, when we order the elements of the Fiedler vector from most positive
to most negative and assign vertices to one of the groups in the order of these
elements, until the groups have the required sizes. If n1 6= n2, we can do this
in two different ways, one in which the smaller group corresponds to the most
positive elements of the vector and one in which the larger group does. We can
choose between them by calculating the cut size for both cases and keeping the
one that yields the best result.

Since we do not know the sizes of the communities prior to our analysis of the
network, it is tempting to disallow the solution z ∼ v1 by use of an axiom (we
could, for example, denote this the ‘trivial’ solution) and let the community
sizes be determined by the sign of the elements of the Fiedler-vector. Apart
from a certain amount of philosophical discomfort from the introduction of an
ad hoc axiom, this approach is problematic because such solutions tend to favor
small groups of nodes that are connected to the network by only a few links.
In order to remedy this problem, many variations of the cut size criterion have
been suggested, for example

• Gap Cut. The network is divided according to the largest gap (numerical
difference) between two adjacent elements in the list of ordered Fiedler-
vector components [90].

• Ratio Cut. The ratio cut proposes that the quantity R/(n1n2) should be
minimized [95]. This forces the two communities to have roughly the
same size.

• Normalized Cut The normalized cut consists in optimizing R/a1 + R/a2,
where ai designates the total number of links from nodes in ci to the total
network [88].

A large body of literature regarding the optimization of these and other criteria
exists and the reader is referred to [33], for a review. Some of these methods
work quite well for many general network partitioning problems.
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Figure 2.3: Betweenness centrality and
edge betweenness. Panel (a) shows the
idea of betweenness centrality. The red
node in the center of the illustration
has the highest betweenness in this net-
work because all shortest paths from
one community to the other must pass
through this node. Therefore, this node
is central to communication in this net-
work. Panel (b) illustrates edge between-
ness. The red link has the highest edge
centrality in the network because it lies
between the two communities.

2.2 From Betweenness to Modularity

One of the first algorithms for detection of communities to emerge from within
the complex network community was the betweenness algorithm by Girvan and
Newman [31,74]. The algorithm is based on a concept called edge5 betweenness.
Edge betweenness is inspired by the concept of betweenness centrality, known
from sociology [30]. For a given node its betweenness centrality is the number
of shortest paths that pass through the node. The basic idea behind betweenness
centrality is that nodes that occur on many shortest paths between other nodes,
are central to a network. Betweenness centrality is illustrated in figure 2.3 (a);
the red node has the highest betweenness centrality. This is due to the fact that
all shortest paths running between the two communities must pass through this
node. In this sense the node is central to the network.

Similarly, the edge betweenness of a link is defined as the number of shortest
paths that runs through it. The concept of edge betweenness is displayed in
figure 2.3 (b). The red link has the highest edge betweenness because all shortest
paths between nodes in the two communities must run through this link. It is
clear from this definition that the links, that lie between communities, will have
higher edge betweenness than other links. In practice the edge betweenness is
determined simply by finding the shortest path between all pairs of vertices on a
graph and then counting the number of these shortest paths that run along each

5Somtimes the words ‘vertex’ and ‘edge’ are used to describe ‘node’ and ‘link’, respectively.
In mathematical graph theory, the former are the standard terms.
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Figure 2.4: Calculation of betweenness: (a) When there is only a single shortest path from a
source node s (top) to all other reachable nodes, those paths necessarily form a tree, making the
calculation of the contribution to betweenness, from this set of paths, particularly simple. (b)
For cases with more than one shortest path to some nodes, the calculation is more complex.
First, we must calculate the number of paths from the source to each other node (numbers on
nodes). Then these are used to weight the path counts appropriately. In either case, we can check
the results by confirming that the sum of the betweennesses of the edges connected to the source
node s , is equal to the total number of reachable nodes: six in each of the cases illustrated here.
From [74].

edge. For a concrete example, see figure 2.4.

The algorithm Girvan and Newman suggested, uses the edge betweenness as an
indicator of where to divide the network. In practice they iteratively remove the
link with highest betweenness. The general form of the algorithm becomes:

1. Calculate betweenness scores for all edges in the network.

2. Find the edge with the highest score and remove it from the network.

3. Recalculate betweenness for all remaining edges.

4. Repeat from step 2.
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What especially separates this algorithm from earlier attempts to create algo-
rithms that divide networks in to communities by gradually removing nodes,
is the recalculation step. This turns out to be crucial since the distribution of
betweennesses can change radically when just one edge is removed. Newman
and Girvan show, using specific examples on artificial data, that this is indeed
the case.

The betweenness algorithm is known to perform very well on many networks.
As nodes are removed, the algorithm slowly breaks the network into compo-
nents which are hierarchically connected through a dendrogram. This dendro-
gram ends in individual nodes. A partition where each community is its own
community is clearly too fine a division. The $64000 question is: “When do we
stop the link removal?” In order to answer this question, Newman and Girvan
introduce a quantity called the Modularity, Q, that measures how well a net-
work breaks into communities—i.e. how modular it is [74]. The modularity is
inspired by earlier work by Newman [64].

Girvan and Newman argue that networks are modular—not when there are few
edges between communities (as was expressed by the cut-size)—but rather when
there are fewer edges than expected. Schematically, a function that measures the
goodness of a split into communities should therefore be defined by

Q = fraction of edges within communities

− expected fraction of such edges . (2.20)

To express this quantitatively, we create a C ×C symmetric matrix, E, where
element ei j denotes the fraction of the total number of links that run from nodes
in community i to nodes in the community j .

The trace of E yields the fraction of all links that are intra-community links.
This sum corresponds to the positive term in equation (2.20). A good division
into communities will have a trace that is high. A trace close to unity, how-
ever, is not necessarily a good indicator of community structure on its own; a
trace of one could be obtained simply by placing all nodes in one community.
The sum across this matrix ai =

∑

j ei j represents the fraction of all links that
connect to nodes in community i . In a network, where links fall without re-
gard for community structure, we would expect the fraction ei j = ai a j . Thus,
this corresponds to the negative term in equation (2.20). We can now formulate
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equation (2.20) precisely

Q =
C
∑

i=1

(ei i − a2
i ) . (2.21)

If the nodes are placed in communities at random, we get Q = 0 and for values
of Q = 1, which is the maximum, we have good community divisions.

Now, the betweenness algorithm is complete. For each split of the network
until we reach the node level, we simply calculate Q. Then, we go back and
pick the division of the network for which Q is maximal. In practice this al-
gorithm works very well. It does, however suffer from one detrimental flaw;
computation of all shortest paths in each step is very expensive. The complexity
of the algorithm scales with the number of nodes n and number of edges m as
O(m2n). Thus this algorithm is only applicable to rather small graphs with an
approximate upper network size limit at around 105 nodes.

•

The goal of the betweenness algorithm is to find high values of Q, but the al-
gorithm is very slow. One is tempted to ask the question “Why not simply
optimize Q?”—this might be much faster than running the costly betweenness
algorithm. Newman realized this option in two later papers [18, 73], where he
maximized Q on very large networks using a simple greedy optimization.

By doing this, Newman started a whole new sub-field of community detection,
dedicated to the understanding of general properties of Q and discovering ways
of optimizing Q on various networks. I will not spend time on strategies for
Q-optimization here, since the subject is treated in detail in chapter 6. Relevant
papers in this tradition include [8, 34, 68, 69].

It is, however, of interest here, to note a connection between the modularity and
the cut-size from Eq (2.3). To see this connection explicitly, we must rewrite Q
in terms of the adjacency matrix. We begin by fleshing out what is meant by the
elements of the E matrix, in terms of the adjacency matrix: Here,

ei j =
1

2m

∑

vw

Avwδ(cv , i)δ(cw , j ) , (2.22)

which is still the fraction of total links that join nodes in community i with
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nodes in community j . And the row sum ai is

ai =
1

2m

∑

v

kvδ(cv , i) , (2.23)

which is again the fraction of all links that are attached to nodes in community
i . We insert this in equation (2.21)

Q =
∑

i

(ei − a2
i ) (2.24)

=
∑

i

�

1

2m

∑

vw

Avwδ(cv , i)δ(cw , i)

−
1

2m

∑

v

kvδ(cv , i)
1

2m

∑

w

kwδ(cw , i)
�

(2.25)

=
1

2m

∑

vw

�

Avw −
kv kw

2m

�

∑

i

δ(cv , i)δ(cw , i) (2.26)

=
1

2m

∑

vw

�

Avw −
kv kw

2m

�

δ(cv , cw) . (2.27)

The final expression displays the similarities with the cut-size. The modularity
maximizes the number of intra-community links rather than minimizing the
number of inter-community links (this is the difference between the multipli-
cation by [1− δ(ci , c j )] in the case of the cut-size, and the multiplication by
δ(ci , c j ) seen here).

The extra term (ki k j )/(2m) can be interpreted as a ‘null model’ containing our
idea of what to expect of the network (except for the community structure). We
see explicitly that this term makes the assumption that (if there are no communi-
ties) the probability of a link between two nodes is proportional to the product
of the two degrees. This is a sound assumption, since the degree distribution
is an important feature in most networks. By the normalization (2m)−1, this
term incorporates information about the entire network into the modularity.
The cut-size has no equivalent term. The similarities and differences between
cut-size and modularity will be illuminated further, in the following section.

Finally, we note that the formulation of Q in Eq (2.27) allows us to maximize
it using many of the tools that are already available for the cut-size (with small
adjustments). In [69], for example, a method of spectral optimization of Q is
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discussed; the calculations there are analogous to the spectral optimization of R
described in section 2.1.

2.3 Communities and Spin States

In a recent paper [83], Reichardt and Bornholdt have elegantly incorporated the
primary idea behind the modularity and the ratio cut, into a very general frame-
work. In spectral bisection, we minimized the number of links between commu-
nities, in the case of modularity, we maximize the number of intra-community
links (modulo the null model). Both of these measures yield good results, but
the form of the modularity, especially, can appear quite ad hoc.

The idea is to systematically design the most general measure that optimizes the
number of links and non-links both inside- and between communities; this will
result in a framework that we can utilize to gain a deeper understand the other
measures. There are four possibilities:

(i) First, we can reward internal edges between nodes of the same community.
(This relates to modularity.)

(ii) We can also penalize edges that are not present between nodes of the same
community.

(iii) Following this idea, it is natural to penalize edges between existing groups.
(This relates to cut-size.)

(iv) Finally, we can reward non-links between nodes of different communities.

Combining all of these into one single criterion H that we would like to mini-
mize, gives us

H = −
∑

i j

αi j Ai jδ(ci , c j ) (2.28)

+
∑

i j

βi j (1−Ai j )δ(ci , c j ) (2.29)

+
∑

i j

γi j Ai j (1−δ(ci , c j )) (2.30)

−
∑

i j

ηi j (1−Ai j )(1−δ(ci , c j )) , (2.31)
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where (2.28) regards internal links, (2.29) corresponds to internal non-links,
(2.30) is external links, and (2.31) corresponds to external non-links. The αi j ,
βi j , γi j , ηi j are weights of the individual contributions. It is natural to assign
the same weight to all links—that is, to choose αi j = γi j —and similarly for non-
links, βi j = ηi j . A convenient choice that allow us to adjust the relative con-
tribution of links and non-links is αi j = 1− θPi j and βi j = θPi j . Here θ is a
constant between 0 and 1, and Pi j is the probability that a link exists between
node i and j normalized such that

∑

i j Pi j = 2m. If θ = 1, this normalization
leads to the situation that the weight contributed by links and non-links is equal.
This choice of weights simplifies H . We find

H =−
∑

i j

(Ai j −θPi j )δ(ci , c j ) . (2.32)

This equation should remind the reader of the modularity. If we choose6

Pi j =
ki k j

2m
, (2.33)

and θ= 1, we find that

Q =−
1

2m
H , (2.34)

which makes the connection to Q explicit.

•

The general framework is only half of Reichardt and Bornholt’s achievement.
The same authors also point out that the problem of minimizing H is equivalent
to determining the ground state of a C -state Potts model. The couplings are Ji j =
Ai j − θPi j and exist between all pairs of nodes. The coupling is ferromagnetic
where links between nodes exist and it is anti-ferromagnetic, where the links are
absent. The letter H is, of course, chosen because the task of finding community
structure is equivalent to minimizing a Hamiltonian of the form equation (2.32).

The observation that community detection is equivalent to finding ground states
in spin glass, opens up for the application of many powerful methods that are
well known from statistical physics. Again, I will not go into the details of
optimization here, since this subject is covered in chapter 6.

6Other choices of Pi j correspond to different null models. For example, Pi j = p would be a
good approximation for a random network.
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Figure 2.5: Complete
graphs. If all pairs of
nodes of a certain graph
are connected, the graph
is said to be complete.
If a subgraph of a given
network is complete, this
subgraph is called a clique.
The size of the clique is
identical to the size of
the subgraph. This image
displays complete graphs
of k = 2,3,4,5,6,7 nodes.
Image from [96]

2.4 k-Cliques

An interesting counterweight to the global optimization algorithms that we
have seen in this chapter, is the k-clique community detection algorithm, which
is a bottom up method for identifying communities in complex networks [76].
The k-clique algorithm utilizes a certain type of motifs—called cliques—to de-
tect communities in unweighted and undirected complex networks. A k-clique
is simply a complete subgraph consisting of k nodes, see figure 2.5 for more
details.

A community of k-cliques is defined as the union of all k-cliques that can be
reached from each other through a series of adjacent k-cliques; in this context
adjacency is defined as sharing k − 1 nodes. Figure 2.6 shows a simple example
of k-clique communities. One exciting feature of this algorithm, which is evi-
dent from figure 2.6, is that it allows for overlap of communities7. The k-clique
definition of ‘community’ allows any node to be a member of any number of
communities. We know from experience that in a social network, each individ-
ual is a member of many different communities: Family, friends, work, hobbies,

7Technically, the algorithm by Reichardt and Bornholdt [83] also allows for overlap. This is
defined as the case where the ground state is degenerate, that is, if different assignments of nodes
to communities lead to the same ground state energy.
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Figure 2.6: An example of
cliques, overlap and clique-
adjacency. The figure dis-
plays four k-cliques with
k = 4. The k-clique defini-
tion allows for overlap be-
tween communities. The
green and yellow commu-
nity share 3 nodes, the
blue and yellow commu-
nity share one node; these
nodes are said to be over-
lapping. From [76].

etc. Assigning a person to just one of these communities is too simplistic—the
concept of overlapping communities is not limited to social networks, but ex-
tends to most real world networks. including biological networks, technologi-
cal, and networks of concepts (see figure 2.7).

Note that once the full set of cliques is located, we must determine an opti-
mal value of k. Tuning this parameter enables a better understanding of the
behavior of the network in different levels of detail. If the interest lies in the
network around a given node, one would scan (from below) through a range of
k’s and observe how its communities change—this behavior is highly network-
dependent. For high values of k, the network breaks into pieces and only the
most-connected cliques remain.

Weighted networks can be analyzed by picking some threshold w∗ and keep-
ing all links with weight higher than w∗ while discarding all links with a lower
weight. Changing this threshold is like changing the resolution (as in a micro-
scope) used to investigate the community structure: In analogy with the varia-
tion of k, increasing w∗ will cause communities to shrink and fall apart. When
observing the network on a global scale, Palla et al. [76] suggest a way of setting
a global w∗, based on finding a community structure that is as highly structured
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Figure 2.7: Overlapping communi-
ties. The communities of the word
‘bright’ in the South Florida Free As-
sociation norms list. Each commu-
nity is color coded, and the over-
lapping nodes and links between
them are emphasized in red. Fi-
nally, the volume of the balls and the
width of the links are proportional
to the total number of communities
that they belong to. Each commu-
nity represents a different meaning
of ‘bright’. The network of word
meanings is a great example of how
every node/word is part of many dif-
ferent communities of meaning. As-
signing the word ‘bright’ to any sin-
gle category would indicate a fun-
damental misunderstanding of the
nature of the network of words.
From [76].

as possible. In the related percolation phenomena, a giant component appears
when the number of links is increased above the critical point. Therefore, to
approach this critical point from below the threshold w∗ is lowered until the
largest community is twice as big as the second largest one. This is done for
each value of k. The procedure ensures that as many communities as possi-
ble are located, without the negative effect of a giant component/community
smearing out the details of the community structure by merging many smaller
communities. For random networks, the clique percolation behavior is well
understood [22, 77].

From these considerations, however, one weakness of the theory becomes ap-
parent. Regardless of their structural relevance, nodes with fewer links than
k are never accounted for, because they cannot participate in k-cliques. This
also has the consequence that all nodes on the ‘periphery’ of the network are
not part of the analysis. In a network with power-law degree distribution, the
majority of nodes often have fewer than 3− 4 links. The opposite problem oc-
curs for the highly connected hubs that tend to obscure the analysis by being
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connected to too many other nodes. In this sense, the algorithm works best on
networks with normal-type degree distributions and the results are questionable
for graphs with power-law degree distribution.

Another potential problem with this algorithm is that the determination of the
full set of cliques of a graph is widely believed to be an NP complex problem.
Palla et al. [76] report, however, that their algorithm is very efficient when ap-
plied to the graphs of the investigated real systems. The required CPU time
depends very strongly on the structure of the input data. For this reason no
closed formula can, in general, be given even to estimate the system size depen-
dence. As an example, it was reported that a complete analysis of a co-authorship
network with 127000 links takes less than 2 hours on a desktop PC anno 2005.

2.5 Status

Although the study of communities has evolved tremendously since Fiedler first
developed spectral bisection in 1973 [26], we are still a long way from a coherent
and complete description. This state of affairs is emphasized by the fact that no
commonly accepted definition of what we mean by a community in a complex
network exists.

One obvious contender for a definition of community structure is ‘the division
of nodes into communities that maximizes the modularity’. This solution, how-
ever, suffers from several serious problems. First, it turns out that the factor of
Pi j ∼ (ki k j )/(2m) in equation (2.27) has unwanted and unexpected consequences
for the division into communities: In a large network, the expected number of
links between two small modules is small; therefore, a single link between two
such communities is enough to join the two distinct modules into a single com-
munity [28]. The normalization by the number of links, m, has the related
consequence that if one uses Q-optimization to divide a network into C com-
munities and subsequently adds a disjoint set of nodes to the network and divide
the resulting network into C +1 communities by optimizing Q, the boundaries
between the original C communities can shift substantially compared to the ini-
tial division [84]. Finally, as we have discussed above, the current definition of
Q suffers from the serious draw-back that it does not allow nodes to belong to
more than one community.
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The k-clique definition of community structure does allow nodes to participate
in more than one community. Further, the k-clique definition commences to
bridge the gap between the global measures (motifs in section 1.6) and commu-
nity detection. These attractive traits, however, do not change the fact that the
k-clique definition also suffers from many other problems as discussed in sec-
tion 2.4.

This is the status: Without even a commonly accepted definition8 of commu-
nity structure, we are a long way from a satisfying mathematical framework for
description of the structure of complex networks. We need a description that is
able to bridge the conceptual gap between the tools of chapter 1 and 2, respec-
tively. We also need a definition of community structure that allows for overlap
between communities and varying topological hierarchies within each commu-
nity. In the final chapter of this dissertation, chapter 7, I will present my ideas
for the road ahead.

8This topic is discussed in the literature. See [81].
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CHAPTER 3

SPIRES

THE essential component of any investigation of network structure is, of
course, real network data. So far, we have considered the mathematical
tools for analyzing network structure. But, without access to data, the

tools are meaningless. This chapter concerns the data set, used for most of the
work in this dissertation, namely the SPIRES database of scientific papers in
high energy physics.

3.1 History of Spires

The SPIRES high energy physics (hep) data base is the oldest computerized data
base on the planet. It was founded in 1962, by the Stanford Linear Accelerator
Center (SLAC) library and it has been comprehensively collecting hep preprints
since then. That same year, Deutsches Elektronen–Synchrotron (DESY) in
Hamburg, Germany, began publishing a record called ‘High Energy Physics—
An Index’ (HEPI).

In 1967, computer scientists at Stanford University began working on a new
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computerized database that was designed to handle (in principle) a limitless num-
ber of large records. Come March 1968, the SLAC Library, being in possession
of a large database that was perfect for testing the new system, began partici-
pating in this project. Thus, SPIRES (Stanford Physics Information REtrieval
System1) was born. Due to this origin, SPIRES is also a unique programming
language.

In the present context, the fact that the SPIRES database allowed the SLAC
librarians to add the reference list of all papers to the data base, is of paramount
importance, making the extraction of citation data possible. It was only natural
for the DESY and SLAC libraries to cooperate, and by June 1969, the conversion
of the DESY data to SPIRES format was complete. By 1974, SLAC and DESY2

were comprehensively collecting preprints (and by extension published articles)
and cataloguing them in a single SPIRES hep database.

The next important step for the SPIRES database was the 1991 creation of the
LANL (Los Alamos National Laboratory) e-Print server (now arXiv). This
archive allows authors to self-publish their preprints on one common server,
assigning, to each paper, a unique number of the form archive/0701311. The
archive label denotes the subfield: For example, astrophysics is astro-ph, con-
densed matter is cond-mat, etc., and the number identifies the 311th paper of Jan-
uary 2007. This unique labelling allowed systematic referencing to unpublished
papers and now allows citations of preprints to be registered in the SPIRES hep
database. This review of the history of SPIRES, is based on a paper by Heath
O’Connell [75].

3.2 Information Networks

The network constituted of papers in the SPIRES database is a classical example
of an information network. The citation network is directed, the nodes are scien-
tific publications and links arise when one papers cites another paper. Incoming
links are citations and outgoing links are called references. To get an intuitive feel
for the citation network, recall that the network of papers shares certain prop-

1SPIRES was later renamed Stanford Public Information REtrieval System.
2Later, CERN, the University of Durham, KEK, the Yukawa Institute, and Fermilab joined

the collection of papers.
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time

Figure 3.1: An excerpt of the net-
work of papers in SPIRES. The •’s
are papers and (directed) links are
represented using arrows. Note the
time-line. In this illustration, the
tree structure is clear; papers can
only link back in time, and once
they are published, no new out-
bound links can arise. From [51].

erties with the world wide web. The analogy is: paper ∼ webpage, reference
∼ outgoing link, and citation ∼ incoming link. The structure of the citation
network reflects the structure of the information stored at each node, making
the network an ‘information network’. Scientific papers are printed on paper,
and therefore the citation network instantly freezes into a tree structure, when
a paper is published, cf. figure 3.1. The network of scientific papers contains no
cycles.

Another important example of an information network is the world wide web.
Unlike the citation network, the world wide web is cyclic, simply because there
is no natural ordering of sites and no constraints to prevent the appearance of
closed loops. The world wide web has been under continuous scrutiny since
its appearance coincided with the emergence of complex network science in
the early 1990s. The studies by Albert et al. [6, 11], Kleinberg et al. [44], and
Broder et al. [17], were particularly influential.

Other examples of information networks are the network of citation between
U.S. patents [38] and peer-to-peer (P2P) networks, which are networks between
computers that allow file sharing [2, 3]. Finally, the network between word
classes in a thesaurus can be thought of as an information network (where one
‘surfs’ from meaning to meaning) [42, 45]—although this can also be regarded
as a conceptual network representing the structure of the language [63] (cf. fig-
ure 2.7).
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3.3 Longitudinal Correlations

Including knowledge about the author of every publication adds a new level
of complexity to the network we have been considering the previous section.
So far, we have neglected the structure that emerges when we include this new
level in the investigation of the citation network. From now on, let us use the
distinction that the author network refers to the entire network, including the
author information, whereas the paper network refers to the network of papers
discussed in the previous chapter. A clear understanding of the details of the
author network is of great importance, when we include the author correlations
in the analysis in chapter 5.

a

b c

d

e

time

a

b c

d

e

(a) (b)

Figure 3.2: A visualization of the author network. (a) Displays (a small portion of) the author
level connecting to (an even smaller portion of) the paper level; each author is represented by a
‘◦’ and a letter from a to e, each paper is represented by a ‘•’. (b) Here, the paper-network from
figure 3.1 has been added to the picture. This representation provides an excellent illustration
of how the author-level induces correlations on the level of papers; see the main text for further
details. From [51].

The most natural way to represent the author network visually, is to use two
levels, consider figure 3.2. The (upper) level of authors in figure 3.2 (a) connects
to the (lower) paper level by means of their publications. Each of the 5 authors
(a− e) have authored a number of publications represented by ‘•’s on the paper
level. In figure 3.2 (b) the directed network of citations and references between
papers that was discussed in the previous chapter, has been added to the lower
level, cf. figure 3.1.

Analogously to the definition of citations and references from the previous chap-

Version: June 19, 2007 22:27 Sune Lehmann Jørgensen 2007



The Structure of Complex Networks 61

2

2

2

1

2 1

2

1

1

1

1

1

2

3
2

2

a

b

c

d

e

Pajek

Figure 3.3: A visualization of the author network from figure 3.2 (b) collapsed into one level
of authors citing authors; each line is labelled by the number of citations it represents, also
the thickness of a line is proportional to the number of citations it represents. Loops signify
self citations. This network was generated using Pajek network visualization software [92].
From [51]

ter, we define an author’s references as the papers listed at the end of all of his
papers and correspondingly, his citation count is the cumulated sum of citations
in this entire citation record. This definition and the two level representation un-
derscores that references and citations between authors run via the paper network.
As an example of this, consider figure 3.2 (b), where the dashed line illustrates
how author e cites authors b and c via a reference from one of e’s papers to a
(highly cited) paper co-authored by b and c. Sometimes, it is convenient to dis-
regard the fact that citations between authors run via the network of papers, and
collapse the two levels into one single level of authors citing other authors.

For example, such a collapse of the network in panel (b) of figure 3.2 so that
only the links between authors are visible, results in the structure displayed in
figure 3.3. This figure is confusing because so much structure is repressed: Here,
a number is affiliated with each edge, the graph contains loops, etc.—this repre-
sentation of the network also makes the time-line from figure 3.2 (b) an impossi-
bility. Generally, the two-level representation strengthens our intuitions about
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the structure of the author network.

Finally, the author-network can also be thought of as an unweighted network
with links defined by either co-authorship or citations. In such a network, each
node can be characterized by a number of properties. Specifically, the network
where each node (author) is characterized by a list of papers each written by the
author and with with degrees {ki}, will be considered in chapter 5.

Previously, we have discussed the similarities between the paper network and
the world wide web. The inclusion of the author level in the considerations,
however, reveals that the two networks are, in fact, radically different; the inter-
net does not possess any structural property analogous to the strong correlations
that the author level imposes on the network of papers. This fact has been al-
most completely ignored in the literature. Here the citation network is usually
considered a much simpler network than the world wide web, due to the tree-
structure and acyclicity, cf. the discussion of correlations in the simple growth
model in section 1.4.

3.4 Further Reading

For more details on the actual data in SPIRES, the reader is directed to the work
by Lehmann [51] and Lehmann et al. [58].
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CHAPTER 4

Modelling

ONE of the surprising insights gained from the careful study of SPIRES
by Lehmann et al. [51,58] is the fact that a surprisingly large fraction
(29%) of the high energy physics papers are never cited. And 29% is

the number obtained without correcting for self-citations; the removal of self-
citations would make the fraction of uncited papers substantially higher. At the
other end of the food-chain, the 4% most cited authors account for 50% of the
citations in the data base. Lehmann et al. continue:

While it is a truism that progress in physics is driven by a few great
minds, it can be disturbing to confront this quantitatively. The pic-
ture which emerges is thus a small number of interesting and signifi-
cant papers swimming in a sea of dead papers. This has the practical
consequence that any study seeking to understand the dynamics of
interesting papers will be forced to discard most papers and accept
the greatly increased statistical uncertainties.” [58]

The rather striking image of a few living papers swimming in a sea dead papers,
is the outset of a rather successful modelling effort [53, 54], described below.
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4.1 Life, Death, and Preferential Attachment

The model by Lehmann et al. [54] provides a description the citation network
on the paper level, cf. section 3.2. The model describes a growing network of
citations, similar to the situation presented in section 1.4. However, motivated
by a significant inhomogeneity in the data, this model explores the consequences
of a distinguishing between ‘live’ and ‘dead’ network nodes. ‘live’ nodes are able
to acquire new links whereas ‘dead’ nodes are static. Lehmann et al. develop
an analytically soluble augmentation of the growing network model described
in section 1.4 that incorporates the distinction between living and dead papers:
Each paper (node) enters the data base ‘live’, but has a probability of dying at
each time step that is inversely proportional to its number of citations (links).

It is demonstrated that the live-dead model provides an excellent description
of the empirical degree distributions of both live and dead papers in SPIRES.
An excellent fit, with remarkable little strain, is obtained for both of these dis-
tributions using only three parameters. All of these parameters have immediate
physical interpretations: The mean number of citations for live and dead papers,
and the fraction of dead papers. All values of these parameters are determined
by the fit to the distribution, and the numerical values found are in excellente
agreement with the actual data.

Furthermore, Lehmann et al. demonstrate that the death mechanism alone can
result in power law degree distributions for the resulting network.
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Abstract. – Scientific communities are characterized by strong stratification. The highly
skewed frequency distribution of citations of published scientific papers suggests a relatively
small number of active, cited papers embedded in a sea of inactive and uncited papers. We
propose an analytically soluble model which allows for the death of nodes. This model provides
an excellent description of the citation distributions for live and dead papers in the SPIRES
database. Further, this model suggests a novel and general mechanism for the generation of
power law distributions in networks whenever the fraction of active nodes is small.

That progress in science is driven by a few great contributions becomes disturbingly clear
when one considers citation statistics. The vast majority of scientific papers is either com-
pletely unnoticed or minimally cited. In high-energy physics, 4% of all papers account for
50% of the citations, while 29% of all papers are not cited at all [1].

In a pioneering sociological work analyzing American high-energy physicists, Cole and
Cole [2] connect this high degree of stratification in the scientific literature to what they call
cumulative advantage. The concept underlying cumulative advantage was originally intro-
duced by Merton [3] with the more striking name of the “Matthew Effect”. Merton’s simple
observation was that success seems to breed success. A paper which has been cited many
times is more likely to be cited again than one which is less cited, since “unto every one that
hath shall be given, and he shall have abundance: but from him that hath not shall be taken
away even that which he hath” [4] —hence the name.

Inspired by refs. [2, 3] and his own work on citation networks [5], de Solla Price recast
Simon’s [6] ideas on the mathematics leading to the power law distributions found in nature
and society into the first mathematical model of a scale-free network [7]. Much later, the prin-
ciples underlying Price’s model were independently re-discovered by Barabási and Albert [8],
who coined yet another name for the same effect, namely preferential attachment, and also
firmly established the field of network theory as a branch of physics, cf. reviews in refs. [9–11].
Preferential attachment has since become a widely accepted explanation of the power law de-
gree distributions in complex networks in general. The strength of the preferential attachment
model in either incarnation is its simplicity, but this can also be its weakness. In particular,
such models tend to assume that networks are homogeneous. When real-world networks can
be shown to have identifiable and significant inhomogeneities, preferential attachment must
be supplemented by appropriate additional ingredients.
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Fig. 1 – The ratio of live to dead papers. The solid straight line has been inserted to illustrate the
linear relationship between the live and dead populations for low values of k. The error bars are
calculated from the square roots of the citation counts.

For example, it is an empirical fact that the vast majority of nodes in citation networks
“die” after a relatively short time and are never cited again. A relatively small population
of papers remains alive and continues to accumulate citations many years after publication;
this is the main conclusion in ref. [1]. The distinction between live and dead populations rep-
resents an important inhomogeneity in the citation data that is not considered in the simple
preferential-attachment model. We do not suggest that the presence of death in citation net-
works diminishes the importance of preferential attachment; however, the distinctly different
citation distributions observed for live and dead papers compel us to include the effects of the
death of papers in our modeling efforts. It is the purpose of this paper to suggest one such
extension of preferential attachment models.

Dead papers. – The work in this paper is based on data obtained from the SPIRES
database of papers in high-energy physics. To be specific, the data used below is the network
of all citable papers from the Theory subfield of SPIRES, ultimo October 2003. Filtering out
all papers for which no information of publication time is available, we are left with a network
of 275665 nodes (i.e., papers). All citations to papers not in this network were removed,
resulting in 3434175 edges (i.e., citations).

Clearly, there is a variety of ways to define what is meant by a dead node in real data(1).
We have tested several definitions, and our results are qualitatively independent of the specifics
of the definition. We have chosen to define papers that have not been cited in 2003 to be dead.
Having identified a population of dead papers, we have determined the citation distributions
for live and dead papers. These distributions are shown in fig. 2(a) and indicate that the
two distributions are significantly different. As suggested in the introduction, most (i.e.,
approximately three-quarters) of the papers in SPIRES are dead. It is also a simple matter to
determine the empirical ratio of live to dead papers as a function of the number of citations
per paper k. Figure 1 displays this ratio in the range 1 ≤ k ≤ 150. Over most of this
range the data is described by a straight line. We note that the data for dead papers with
high k-values is very sparse. Since only 0.15% of dead papers have more than 100 citations,
statistics beyond this point are highly unreliable. Thus, plotting the ratio of live to dead
papers gives a pessimistic representation of the data. The ratio of dead to live papers is
described satisfactorily by the simple form b/(k +1) for all but the highest values of k, where
this form overestimates the number of dead papers by a factor of two to three. In short, fig. 1

(1)We recognize that there are examples of papers that receive new citations after a long dormant period.
However, such cases are rare and do not affect the large-scale statistics.
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implies that —to a fairly good approximation— the fraction of dead papers with k citations
is proportional to 1/(k + 1). We will make use of this fact in the next section to suggest an
extension of the preferential attachment model which includes the effects of death.

Modeling death and preferential attachment. – Following the usual structure of preferen-
tial attachment models, we imagine that at every update a new paper makes m references to
papers already in the network and then enters the network with k = 0 real citations and k0 = 1
“ghost” citations. Since we have chosen to eliminate all references to papers not in SPIRES in
constructing our data set, there is an obvious and rigorous sum rule that the average number
of citations per paper is also m. The probability that a paper in the network will receive one of
these references is assumed to be proportional to its current total of real and ghost citations.
We can estimate when the effects of preferential attachment become important by regarding
k0 as a free parameter. Since we see no a priori reason why a paper with 2 citations should
have a significant advantage in acquiring citations over a paper with 1 citation, we prefer to
allow the data to decide. Thus, in our model, the probability that a paper with k citations
acquires a new citation at each time step is proportional to k + k0 with k0 > 0. We can think
of the displacement, k0, as offering a way to interpolate between full preferential attachment
(k0 = 1) and no preferential attachment (k0 →∞), cf. [12].

More importantly, at every update each live paper in the network has some probability
of dying. Guided by the SPIRES data, we assume that this probability is proportional to
1/(k + 1) for a paper with k real citations. Once dead, a paper can no longer receive new
citations. In his 1976 paper, Price notes that cumulative advantage is only half the Matthew
Effect, because although success is rewarded, there is no punishment for failure. In this sense,
the model described here represents one implementation of the full Matthew Effect. Since the
rate at which papers are killed is inversely proportional to the number of citations which they
have, low cited papers have a much higher probability of paying the ultimate penalty.

The rate equation approach introduced in the context of networks by Krapivsky, Redner,
and Leyvraz [13] can easily be modified to allow for death. We let Lk be the probability for
finding a live paper with k citations and Dk be the probability of finding a dead paper with
k citations. Each paper cites m other papers in the database. Papers are loaded into the
database with in-degree k = 0. We arrive at the following rate equations:

Lk = m(λk−1Lk−1 − λkLk)− ηkLk + δk,0 , (1)
Dk = ηkLk , (2)

where λk and ηk are rate constants. We define Lk to be equal to zero for k < 0 and since
every paper has a finite number of citations, the probabilities Lk must become exactly zero
for sufficiently large k. Thus, we can let all sums run from k = 0 to infinity. While the total
citation distribution is, of course, given by Lk + Dk, we can also probe the live and dead
distributions separately both theoretically and empirically. For any choice of λk and ηk, these
equations trivially satisfy the normalization condition on the total distribution. However,
the constraint that the mean number of references equals the mean number of citations,∑

k k(Lk + Dk) = m, must be imposed by an overall scaling of the λk and ηk. Equation (2)
shows that the coefficients, ηk, are simply the ratio of dead to live papers as a function of
k. Given the empirical values of this ratio shown in fig. 1, our model corresponds to the
case where

mλk = a(k + k0) and ηk =
b

k + 1
. (3)
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Performing the recursion, we find

Lk =
Γ(k + 2)
ak1k2

Γ(k + k0)
Γ(k0)

Γ(1− k1)
Γ(k − k1 + 1)

Γ(1− k2)
Γ(k − k2 + 1)

, (4)

where k1 and k2 are the solutions to the quadratic equation

(a(k + k0) + 1)(k + 1) + b = 0 (5)

regarded as a function of k.
One general observation of some interest emerges in the limit k0 →∞ in which preferential

attachment is turned off. We obtain this limit by making the replacement α = ak0 in eq. (4)
and then taking the limit k0 →∞ for fixed α. A little work reveals that

Lk =
1
α

(
α

1 + α

)k+1 ( b
1+α )!(k + 1)!

( b
1+α + k + 1)!

. (6)

The Dk are simply bLk/(k+1) as before. (Equation (6) can also be obtained by solving eqs. (1)
and (2) with constant λk and ηk = b/(k + 1); the two approaches are equivalent.) When the
death mechanism is eliminated by setting b = 0, the resulting distribution shows an exponen-
tial decrease which is to be expected given the assumed absence of preferential attachment.

In fact, the death of nodes offers an alternative mechanism for obtaining power laws. To
see this, consider the limit α → ∞ and b → ∞ with the ratio r = b/(α + 1) ≈ b/α fixed. In
this limit it is tempting to replace the term α/(1+α) by 1, which allows us to compute simple
expressions for the fraction of dead papers f and the average number of citations of the live
and dead papers, mL and mD. (This approximation is appropriate when r ≥ 2. When r < 2
the neglected factor is essential for ensuring the convergence of mL and/or mD.) The fraction
of live papers is then

1− f =
1

α(r − 1)
, (7)

and the average number of citations for the live papers and dead papers, respectively, is

mL =
2

r − 2
and mD =

1
r − 1

. (8)

The average number of citations for all papers is evidently mD in the limit α →∞ for which
f → 1. Most importantly, we see in this limit that

Lk ∼ 1
kr

and Dk ∼ b

kr+1
(9)

for k > r. Thus, we see that power law distributions for both live and dead papers emerge
naturally in the limit where the fraction of dead papers f goes to 1. In this limit, a vanishing
fraction of live papers swim in a sea of dead papers. Since such power laws are sometimes
regarded as an indication of preferential attachment, it is useful to see a quite different way
of obtaining them.

Death in the real world. – We now return to the full model and compare it to the data
from SPIRES. If we assign all zero cited papers to the dead category, the mean number of
citations is 34.1 for live papers, 4.5 for dead papers, and 12.5 for all papers. The fraction of
live papers is 27.0%. By minimizing the squared fractional error, we can fit the live data with
an rms error of only 21% using the forms of eqs. (4) and (5) with the parameters k0 = 65.6,
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Fig. 2 – (a) Log-log plots of the distributions for live and dead papers. The triangles are the live data
and the squares are the dead data. The solid lines are the fit. (b) A log-log plot of the distribution
of all papers (live plus dead). The points are the data; the solid lines are the fit.

a = 0.436, and b = 12.4. Given that the data spans six orders of magnitude, the quality of
this agreement is strikingly high. The results of the fits are displayed in fig. 2.

The fitted mean number of citations is 32.9 citations for live papers, 4.25 for dead papers,
and 12.8 for all papers. According to the fit, 7.5% of all papers with 0 citations are, in fact,
alive. Assigning this fraction of zero citation papers to the live data, we find mean citations of
31.5, 4.6, and 12.5 respectively. We also find that 29.2% of the papers in the model are live.
This is in excellent agreement with the data. There is remarkably little strain in the fit. We
can, for example, determine the model parameters a, b, and k0 from the empirical values of
mL, mD, and f . This leads to small changes in the model parameters and yields a description
of comparable quality for the distributions. It is clear from fig. 2 that the present fit to the
live distribution leads to some systematic errors in the description of the dead population for
the highest values of k. Given the deviations from a straight line of the data of fig. 1 for large
k, this comes as no surprise. This could obviously be remedied by a small modification of the
ηk through the inclusion of a suitable k2-term in the denominator.

It is clear that the present simple model is capable of fitting the distributions of both live
and dead papers with remarkable accuracy. We note that the best-fit value of the parameter
k0 = 65.6 suggests that a paper with k = 66 citations has a competitive advantage over a
paper with no citations of a factor of 2 rather than the factor of 67 suggested by the simplest
preferential attachment models.

Discussion and conclusions. – It is obvious that the death mechanism introduced here is
essential if we wish to consider the empirical citation distributions of live and dead papers sep-
arately. It is less obvious that the death mechanism (i.e., b 
= 0) is required to provide a good
description of the total citation data. A similar fit to the citation distribution for all papers
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with the constraint b = 0 yields the parameters a = 0.528 and k0 = 13.22 and gives an rms
fractional error of 33.6%. Although there are some indications of systematic deviations in the
resulting fit, its overall quality remains high in spite of the fact that this constrained fit ignores
important correlations present in the data set. This result illustrates the familiar fact that
more detailed modeling is not necessarily required to fit global network distributions even if
important empirical correlations are neglected in the process. It also reminds us of the equally
familiar corollary that even a high-quality fit to global network distributions cannot safely be
regarded as an indication of the absence of additional correlations in the data. The most signifi-
cant difference between the model parameters obtained with and without the death mechanism
is the value of k0, which changes by a factor of 5 from 65.6 to 13.2. We have an intuitive prefer-
ence for the larger value. (We believe that preferential attachment will play an important role
when a paper is sufficiently visible that authors feel entitled to cite it without reading it and
that k0 ≈ 65 represents a reasonable threshold of visibility.) It is clear, independent of such
subjective preferences, that it is dangerous to assign physical significance to even the most
physically motivated parameters if a network contains unidentified correlations or if known
correlations are neglected in the modeling process. Specifically, it is difficult to draw firm con-
clusions regarding the onset of preferential attachment if the death mechanism is not included.

We have identified significant differences between the citation distributions of live and
dead papers in the SPIRES data, and we have constructed a model including both modified
preferential attachment and the death of nodes that is quantitatively successful in describing
these differences. We have further seen that the death mechanism can provide an alternate
mechanism for producing power law distributions when the fraction of live nodes is small. Since
many networks involve a small fraction of active nodes, this mechanism may be of more general
utility. However, the numerical success of the present model does not indicate the absence
of additional correlations in the SPIRES data. In fact, we know that such correlations exist.
Consider the conditional probability, P (k|m̄), that a paper written by an author with a lifetime
average of m̄ citations per paper will receive k citations. The general interest in citation data
is based on the widespread intuitive belief that P (k|m̄) is a sensitive function of m̄. This
belief is supported by the SPIRES data and will be treated in a subsequent publication.

∗ ∗ ∗
Our grateful thanks to T. C. Brooks at SPIRES without whose swift replies and thought-
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Security (April 2005), but the paper was later published [53]. It covers much of
the same ground as Life, Death, and Preferential Attachment from section 4.1, but
it contains some additional analytical considerations, regarding the form of the
degree distribution.
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Abstract

In this paper, we explore the consequences of a distinction between ‘live’ and ‘dead’ network nodes; ‘live’ nodes
are able to acquire new links whereas ‘dead’ nodes are static. We develop an analytically soluble growing network
model incorporating this distinction and show that it can provide a quantitative description of the empirical
network composed of citations and references (in- and out-links) between papers (nodes) in the SPIRES database
of scientific papers in high energy physics. We also demonstrate that the death mechanism alone can result in
power law degree distributions for the resulting network.

Keywords: power law, network evolution, networks, network models, citations

1. Introduction

The study and modeling of complex networks has expanded rapidly in the new millen-
nium and is now firmly established as a science in its own right (Watts, 1999; Albert and
Barabási, 2002; Dorogovtsev and Mendes, 2002; Newman, 2003). One of the oldest ex-
amples of a large complex network is the network of citations and references (in- and
out-links) between scientific papers (nodes) (de Solla Price, 1965; Redner, 1998; Lehmann
et al., 2003, 2005; Redner, 2004). A very successful model describing networks with power-
law degree distributions is based on the notion of preferential attachment. The principles
underlying this model were first introduced by Simon (Simon, 1957), applied to citation
networks by de Solla Price (de Solla Price, 1976),1 and independently rediscovered by
Barabási and Albert (Barabási and Albert, 1999). Various modifications of the preferential
attachment model have appeared more recently. In the present context, the key papers on
preferential attachment are Lehmann et al. (2003, 2005), Krapivsky et al. (2000), Krapivsky
and Redner (2001) and Klemm and Eguı́luz (2002). Simplicity is both the primary strength
and the primary weakness of the preferential attachment model. For example, preferen-
tial attachment models tend to assume that networks are homogeneous. When networks
have significant and identifiable inhomogeneities (as is the case for the citation network),
the data can require augmentation of the preferential attachment model to account for
them.
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The primary conclusion of Ref. (Lehmann et al., 2003) is that the majority of nodes in a
citation network ‘die’ after a short time, never to be cited again. A small population of papers
remains ‘alive’ and continues to be cited many years after publication. In Ref. (Lehmann
et al., 2005) it was established that this distinction between live and dead papers is an
important inhomogeneity in the citation network that is not accounted for by the simple
preferential attachment model. Interestingly, a similar distinction between live and dead
nodes was recently independently suggested by Redner (2004). In this paper, we will explore
how the distinction between live and dead papers manifests itself in network models and
thus suggest an extension of the preferential attachment model.

2. The SPIRES Data

The work in this paper is based on data obtained from the SPIRES2 database of papers
in high energy physics. More specifically, our dataset is the network of all citable papers
from the theory subfield, ultimo October 2003. After filtering out all papers for which no
information of time of publication is available and removing all references to papers not in
SPIRES, a final network of 275 665 nodes and 3 434 175 edges remains.

Above we described a dead node as one that no longer receives citations, but how does
one define a dead node in real data? We have tested several definitions, and the results are
qualitatively independent of the definition chosen. Therefore, we can simply define live
papers as papers cited in 2003. While we acknowledge the existence of papers that receive
citations after a long dormant period, such cases are rare and do not affect the large scale
statistics. In figure 2, the (normalized) degree distributions of live and dead papers in the
SPIRES data are plotted, and it is clear that the two distributions differ significantly. Having
isolated the dead papers, we are not only able to plot them; we can also determine the
empirical ratio of live to dead papers as a function of the number of citations per paper, k.
In figure 1 this ratio is displayed with k ranging from 1 to 150 (papers with zero citations
are dead by definition). Over most of this range, the data is well described by a straight line.
Note that the data for dead papers with high citation counts is very sparse. For example,
only 0.15% of the dead papers have more than 100 citations, so the statistics beyond this
point are highly unreliable. More generally, a linear plot of the ratio of live to dead papers
provides a pessimistic representation of the data. We therefore conclude that the ratio of
dead to live papers is relatively well described by the simple form 1/(k + 1) for all but the
largest values of k, for which the number of dead papers is overestimated by a factor of two
to three. In the following section, we will make use of this relation to extend the preferential
attachment model to include dead nodes.

3. The Model

The basic elements of the preferential attachment model are growth and preferential attach-
ment (Barabási and Albert, 1999). The simplest model starts out with a number of initial
nodes and at each update, a new node is added to the database. Each new node has m out-
links that connect to the nodes already in the database. Each new node enters with k = 0
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Figure 1. Displayed above is ratio of live to dead papers as a function of k. Error bars are calculated from square
roots of the citation counts in each bin. Also, a straight line is present to illustrate the linear relationship between
the live and dead populations for low values of k.

real in-links. This is the growth element of the model. Note that, since we have chosen to
eliminate all references to papers not in SPIRES from the dataset, there is a sum rule such
that the average number of citations per paper is also m. Preferential attachment enters the
model through the assumption that the probability for a given node already in the database
to receive one of the m new in-links is proportional to its current number of in-links. In
order for the newest nodes (with k = 0 in-links) to be able to begin attracting new citations,
we load each node into the database with k0 = 1 ‘ghost’ in-links that can be subtracted
after running the model. The probability of acquiring new citations is proportional to the
total number of in-links, both real and ghost in-links.

One of the simplest ways to augment this simple incarnation of the preferential attachment
model described above is to regard k0 as a free parameter. This allows us to estimate when
the effects of preferential attachment become important. Since there is no a priori reason
why a paper with 2 citations (in-links) should have a significant advantage over a paper
with 1 citation, it is preferable to let the data decide. Thus, in our model, the probability
that a live paper with k citations acquires a new citation at each time step is proportional
to k + k0 with k0 > 0. Also, note that we can think of the displacement k0 as a way to
interpolate between full preferential attachment (k0 = 1) and no preferential attachment
(k0 → ∞).

The significant extension of the simple model to be considered here is that, in our model,
each paper has some probability of dying at every time step. From Section 2, we have a
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very good idea of what this probability should be: Figure 1 shows us that for a paper with k
citations, this probability is proportional to 1/(k + 1) to a reasonable approximation. With
this qualitative description of the model in hand, we proceed to its solution.

4. Rate Equations

One very powerful method for solving preferential attachment network models is the rate
equation approach, introduced in the context of networks by Krapivsky et al. (2000). Let Lk

and Dk be the respective probabilities of finding a live or a dead paper with k real citations.
As explained above, we load each paper into the database with k = 0 real citations and m
references. The rate equations become

Lk = m(λk−1Lk−1 − λk Lk) − ηk Lk + δk,0 (1)

Dk = ηk Lk, (2)

where λk and ηk are rate constants. Since every paper has a finite number of citations, the
probabilities Lk and Dk become exactly zero for sufficiently large k; we also define Lk to
be zero for k < 0. In this way, all sums can run from k = 0 to infinity. These equations
trivially satisfy the normalization condition

∑

k

(Lk + Dk) = 1, (3)

for any choice of ηk and λk . However, we also demand that the mean number of references
is equal to the mean number of papers

∑

k

k(Lk + Dk) = m. (4)

This constraint must be imposed by an overall scaling of ηk and λk . The model described
in Section 3 corresponds to a choice of ηk and λk , where

mλk = a(k + k0) (5)

is the preferential attachment term and

ηk = b

k + 1
(6)

corresponds to the previously described death mechanism. We insert Eqs. (5) and (6) into
Eq. (1) and perform the recursion to find

Lk = �(k + 2)

ak1k2

�(k + k0)

�(k0)

�(1 − k1)

�(k − k1 + 1)

�(1 − k2)

�(k − k2 + 1)
, (7)
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and of course Dk = bLk/(k + 1). The two new constants, k1 and k2 are solutions to the
quadratic equation

(a(k + k0) + 1)(k + 1) + b = 0 (8)

as a function of k.

5. The k0 → ∞ Limit

Before moving on, let us explore the limit where k0 → ∞ and preferential attachment is
turned off. In this regime, the network is, of course, completely dominated by the death
mechanism. We can either obtain this limit by again solving Eqs. (1) and (2) with λk =
constant and ηk = b/(k + 1), or we can make the more elegant replacement α = ak0 in
Eq. (7), and then take the limit k0 → ∞ for fixed α. The two approaches are equivalent.
We find

Lk = 1

α

(
α

1 + α

)k+1
(

b
1+α

)
!(k + 1)!

(
b

1+α
+ k + 1

)
!
, (9)

and the Dk are still simply bLk/(k + 1). With this expression for Lk , let us consider the
limit of α → ∞ and b → ∞ with the ratio r = b/(α + 1) ≈ b/α fixed. In this limit, it is
tempting to replace the term α/(α + 1) by one.3 In this case, the use of identities, such as

∞∑

k=1

k!

(k + r )!
= 1

(1 − r )r !
(10)

enable us to compute the fraction of dead papers f , and the average numbers of citations
for live and dead papers. The results are simply

1 − f = 1

α − 1
(11)

mL = 2

r − 2
(12)

m D = 1

r − 1
, (13)

and the average number of citations for all papers is evidently m = (1 − f )mL + f m D .
The fraction of dead papers is f → 1 −O(1/b) and the average number of citations for all
papers approaches m D .

The most important result, however, is that in this limit we find that

Lk ∼ 1

kr
and Dk ∼ b

kr+1
, (14)
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where we assume that k > r . Thus, we see that power law distributions for both live
and dead papers emerge naturally in the limit of f → 1. In the literature, power laws in
the degree distributions of networks are often regarded as an indication that preferential
attachment has played an essential part in the generation of the network in question. It is
thus of considerable interest to see an alternative and quite different way of obtaining them.

6. The Full Model

Let us now return to the full model and see how it compares to the data from SPIRES. With
all zero cited papers in the dead category, the data yields the following average values: mL =
34.1, m D = 4.5 and m = 12.8. The fraction of live papers is f = 27.0%. With an rms. error
of only 21%, we can do a least squares fit of Lk to the distribution of live papers with
parameters k0 = 65.6, a = 0.436, and b = 12.4. Although only the live data (the squares in
figure 2) is fitted, the agreement with the empirical data in figures 2 and 3 is quite striking.

From the model parameters k0, a, b, we can calculate mean citation numbers for the fit
of 32.9, 4.25, and 12.8 for the live, dead, and total population respectively; the fraction of
live papers is found to be 29.8%. More interestingly, we learn from the fit that 7.5% of the
papers with 0 citations are actually alive. If we assign this fraction of the zero-cited papers
to the live population, we find the following corrected values for the average values 31.5,
4.6 and 12.5 for the live, dead, and total population respectively; the fraction of live papers

2 4 6 8
log(k+1)

− 17.5

− 15

− 12.5

− 10

− 7.5

− 2.5

log (P(k))

Figure 2. Log-log plots of the normalized degree distributions of live and dead papers. The filled squares represent
the live data and the stars represent the dead data. Both lines are the result of a fit to the live data (filled squares)
alone.
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Figure 3. A log-log plot of the normalized degree distribution of all papers (live plus dead). The points are the
data; the fit (solid line) is derived from the fit to the live papers (filled squares) in figure 2.

is adjusted to become 29.2%. Again, this is a striking agreement with the data. There is so
little strain in the fit that we could have determined the model parameters from the empirical
values of mL , m D , and f . Doing this yields only small changes in the model parameters
and results in a description of comparable quality!

Figure 2 reveals that fitting to the live distributions, results in systematic errors for high
values of k when we extend the fit to describe the dead papers, but this is not surprising.
Recall the similarly systematic deviations from the straight line seen in figure 1. This figure
also explains why the fit to the total distribution shows no deviations from the fit for high
k-values even though the total fit includes both live and dead papers—live papers dominate
the total distribution in this regime. The obvious way to fix this problem is via a small
modification of the ηk . In summary, the full model is able to fit the distributions of both live
and dead papers with remarkable accuracy.

One drawback, with regard to the full solution is the relatively impenetrable expression
for Lk in Eq. (7)—associating any kind of intuition to the conglomerate of gamma-functions
presented there can be difficult. Let us therefore demonstrate that Lk can be well approxi-
mated by a two power law structure. We begin by noting that, in the limit of large k0 (as it
is the case here), the values of k1 and k2 are simply

k1 = −1

a
+ b

ak0
− k0 (15)

k2 = −1 − b

ak0
. (16)
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Now, let us write out only the k-dependent terms in Eq. (7) and assign the remaining terms
to a constant, C

Lk = C
(k + k0 − 1)!

(k − k1)!

(k + 1)!

(k − k2)!
(17)

≈ C
1

(k + k0 − 1)1−k0−k1

1

(k + 1)−(1+k2)
(18)

≈ C
1

(k + k0 − 1)1+ 1
a − b

ak0

1

(k + 1)
b

ak0

, (19)

In Eq. (18), we have utilized the fact that

(x + s)!

x!
≈ xs (20)

when x → ∞, and in Eq. (19) we have inserted the asymptotic forms of k1 and k2, from
Eqs. (15) and (16).

This expression for Lk in Eq. (19) is only valid for large k and k0, but it proves to be
remarkably accurate even for smaller values of k. With the asymptotic forms of k1 and
k2 inserted, we can explicitly see that the first power law is largely due to preferential
attachment and that the second power law is exclusively due to the death mechanism. The
form for very large k is unaltered by the parameter b. This is not surprising, since there is
a low probability for highly cited papers to die. We see that the primary role of the death
mechanism in the full model is to add a little extra structure to the Lk for small k.

7. Conclusions

Compelled by a significant inhomogeneity in the data, we have created a model that provides
an excellent description of the SPIRES database. It is obvious that the death mechanism
(b �= 0) is essential for describing the live and dead populations separately, but less clear
that it is indispensable when it comes to the total data. Fitting the total distribution with a
preferential attachment only model (b = 0) results in a = 0.528 and k0 = 13.22 and with
a rms. fractional error of 33.6%. This fit displays systematic deviations from the data, but
considering that the fit ignores important correlations in the dataset, the overall quality is
rather high. The important lesson to learn from the work in this paper, is that even a high
quality fit to the global network distributions is not necessarily an indication of the absence
of additional correlations in the data.

The most significant difference between the full live-dead model and the model described
above is expressed in the value of the parameter k0. The value of this parameter changes
by a factor of approximately 5, from 65.6 to 13.2. It strikes us as natural that preferential
attachment will not be important until a paper is sufficiently visible for authors to cite it
without reading it. We thus believe that k0 ≈ 66 is a more intuitively appealing value
for the onset of preferential attachment. However, independent of which value of the k0

parameter one prefers, the comparison of these two models clearly demonstrates the danger
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of assigning physical meaning to even the most physically motivated parameters if a network
contains unidentified correlations or if known correlations are neglected in the modeling
process. Specifically, it would be ill advised to draw strong conclusions about the onset of
preferential attachment if the death mechanism is not included in the model making.

In summary, the live and dead papers in the SPIRES database constitute distributions
with significantly different statistical properties. We have constructed a model which in-
cludes modified preferential attachment and the death of nodes. This model is quantitatively
successful in describing the citation distributions for live and dead papers. The resulting
model has also been shown to produce a two power law structure. This structure provides
an appealing link to the work in Lehmann et al. (2003), where a two power law structure
was adopted to characterize the form of the SPIRES data without any theoretical support.
Finally, we have been shown that even in the absence of preferential attachment, the death
mechanism alone can result in power laws. Since many real world networks have a large
number of inactive nodes and only a small fraction of active nodes, we are confident that
this mechanism will find more general use.

Notes

1. More precisely, de Solla Price was the first person to re-think Simon’s model and use it as a basis of description
for any kind of network, cf. Newman (2003).

2. SPIRES is an acronym for ‘Stanford Physics Information REtrieval System’ and is the oldest computer-
ized database in the world. The SPIRES staff has been cataloguing all significant papers in high energy
physics and their lists of references since 1974. The database is open to the public and can be found at
http://www.slac.stanford.edu/spires/.

3. For present purposes, this is appropriate when r ≥ 2. When r < 2, the neglected factor is essential for ensuring
the convergence of the average number of citations for the live and dead papers mL and m D .
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CHAPTER 5

Bayesian Analysis

BASED on the fact that the Roman Empire’s excellent road system radi-
ated from the capital like the spokes of a wheel, the metaphor that “All
roads lead to Rome” was already being used as early as the 1100s. In the

spirit of this metaphor, we will now follow a completely new path towards an
understanding of the structure of complex networks.

As a scientist, the project of uncovering the structure of complex networks,
is an end in itself. The goal of science is to understand nature. Most analy-
ses of networks do, however, have practical applications. Exploration of social
networks lead to a better understanding of the spreading of epidemics, or enable
us to navigate more intelligently in the social domain. Investigating the network
of the power-grid enables us to understand the nature of the major black-outs
that periodically affect densely populated areas in both Europe and America [4].
Knowledge of the topology of the P2P networks lets us design intelligent search-
and download schemes [2, 3].

The network of scientific citations network enhances our knowledge of the
structure of scientific knowledge; via the author-network it also illuminates the
relationships between scientists. The main application derived from the study
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of this network stems from the fact that the paper network can help us answer
the emotionally charged question of which scientists are ‘good’ and which scien-
tists are ‘bad’. Specifically, it is common to assume that the number of citations
of a scientific papers is an indicator of the quality of that paper. — If a paper has
many citations, its content has been used by many other scientists; if a paper has
only a few citations, this means that results in the paper have not been used in
other people’s work1.

While it is relatively unproblematic to discuss the quality of a single paper, based
on its number of citations, it is less obvious how one should judge the quality of a
scientist based on a list of the papers that he/she has written. How do we go from
a scientist’s list of citations to a scalar measure of his/her quality as a researcher?

In Sections 5.1 and 5.2 Lehmann et al. set out to answer this question in a sta-
tistical manner. Although the starting point clearly concerns an application of
the network data, the path to obtaining an answer has opened up an interesting
approach towards analysis of more features than simply nodes and links. In the
case of the complicated author-network shown in figure 3.2, we represent author
(node) by a set of numbers, corresponding to the citations (in-degrees) of each
of his papers. These citation records are analyzed using Bayesian statistics [39].
This approach does not take into account the network ‘structure’—in the strict
sense of the arrangement of links between nodes—but, as we shall see in the
following—it does, for example, provide valuable information about groupings
of authors (nodes) and the level of stratification in the network.

In chapter 1, we have discussed the perils of using classical statistical measures to
describe complex networks. This criticism does not extend to a Bayesian frame-
work, because the Bayesian scheme forces us to make our assumptions about the
network explicit. Qua the SPIRES data base, we possess an extremely detailed
knowledge about the complicated network of papers and authors; the Bayesian
framework allows us utilize this information in a systematic way. A Bayesian
approach can be a helpful tool in the quest for a deeper understanding of net-
work structure, whenever we wish to include information about the network
that extends beyond the simple adjacency matrix.

1There are many caveats to respect if one makes the assumption that citations are a proxy for
quality. See Section 5.2 for an in-depth discussion of this subject.
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Figure 5.1: The front page of Nature on Decem-
ber 28th, 2006. The fact that our analysis of the
network of scientific citations is mentioned on
the front page, serves to illustrate the high level
of personal involvement and interest that scien-
tists exhibit, when when their research is eval-
uated. Since the recent publication of this pa-
per, we have received hundreds of emails, been
the subject of several newspaper articles, partic-
ipated in radio-shows, and started to become a
visible part of blogosphere with appearances in
dozens of science-blogs.

5.1 Measures for Measures

The paper Measures for Measures2 [56]which reports some of the results obtained
using the Bayesian analysis was published as a commentary in the Journal Na-
ture. Due to the commentary format, the focus is primarily on the application
side of the network of scientific citations. In this paper, Bayesian statistics is
applied in order to investigate the reliability of several well known indicators of
scientific quality. Specifically, the number of papers published per year, the mean
number of citations per paper, and a new (but popular) measure called the Hirsch
index [37] were investigated. A scientist is said to have Hirsch index h if h of
their total, N , papers have at least h citations each, and the remaining (N − h)
papers have fewer than h citations. Lehmann et al. demonstrate that the mean
number of citations is the best measure. The h-index turns out (somewhat sur-
prisingly) to be a poor measure of scientific quality. Measuring the number of
papers published per year is as ineffective as assigning quality to authors based

2Aside from the literal meaning of the title of this paper, the title refers to a play called
Measure for Measure, by William Shakespeare [86].

Sune Lehmann Jørgensen 2007 Version: June 19, 2007 22:27



88 The Structure of Complex Networks

on their first initial.

At the Nature website, substantial supplementary online information accompa-
nies the main text. Here, the supplementary information is presented directly
after the main text.
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Measures for measures
Are some ways of measuring scientific quality better than others? Sune Lehmann, Andrew D. Jackson and 
Benny E. Lautrup analyse the reliability of commonly used methods for comparing citation records.

Although quantifying the quality of individual 
scientists is difficult, the general view is that 
it is better to publish more than less and that 
the citation count of a paper (relative to cita-
tion habits in its field) is a useful measure of 
its quality. How citation counts are weighed 
and analysed in practice becomes important 
as publication records are increasingly used 
in funding, appointment and promotion deci-
sions. Typically, a scientist’s full citation record 
is summarized by simpler 
measures, such as average cita-
tions per paper, or the recently 
proposed Hirsch index1, which 
is ever more being used as an 
indicator of scientific quality2. 
Despite their growing impor-
tance, there have been few 
attempts to discover which 
of the popular citation meas-
ures is best and whether any 
such measure is statistically 
reliable.

Measures of citation quality are of value only 
if they can be assigned to individual authors 
with high confidence. Previous bibliometric 
studies2 have compared different measures of 
scientific quality, but just because two meas-
ures agree does not mean that either one is 
accurate or reliable. We will argue that some 
citation-based measures can provide useful 
information given data of sufficient quality, 
but others fail to meet minimum acceptable 
standards. This should concern every work-
ing scientist.

Unfair discrimination
Because citation practice differs markedly 
between disciplines and subfields, a homo-
geneous set of authors is essential for any 
statistical analysis of citations. Here we use 
data from the theory section of the SPIRES 
database in high-energy physics, which has 
the requisite homogeneity3. Within this data-
base, the probability that a paper will receive 
k citations falls slowly with increasing k and 
is described by a power-law distribution, 
a/kγ with γ ≈ 2.8, for large k. This long-tailed 
distribution has a number of consequences. 
About 50% of all papers have two or fewer 
citations; the average number of citations is 
12.6. The top 4.3% of papers produces 50% of 
all citations whereas the bottom 50% of papers 
yields just 2.1% of all citations. Measuring an 

author’s mean or median citation count per 
paper probe different aspects of their full cita-
tion record: which is better? Fortunately, this 
question can be posed in a way that yields a 
statistically compelling answer.

The purpose of comparing citation records is 
to discriminate between scientists. An author’s 
citation record is a list of the number of cita-
tions of each of the author’s publications. Until 
reduced to a single number, this list cannot 

provide a means of ranking 
scientists. But whatever the 
intrinsic merits of the chosen 
number, it will be of no practi-
cal use unless the uncertainty 
in assigning it to individual 
scientists is small. From 
this perspective, the ‘best’ 
measure will be that which 
minimizes uncertainty in the 
values assigned and hence 
maximizes discrimination 

between individuals. We analyse three meas-
ures of author quality: mean number of cita-
tions per paper, number of papers published 
per year, and the Hirsch index. A scientist is 
said to have Hirsch index h if h of their total, 
N, papers have at least h citations each, and 
the remaining (N-h) papers have fewer than 
h citations1. For this study, we adopt Hirsch’s 
assumption that h divided by N “should pro-
vide a useful yardstick”. To calibrate our results, 
we also consider an obviously mean-
ingless measure; we rank authors 
alphabetically by 
name.

We start with 
one of the three  

measures we had chosen and sort the SPIRES 
authors into decile bins. We use the full cita-
tion records for all authors in a given bin, n, 
to calculate the conditional probability that a 
paper written by an author in bin n will have k 
citations. From these conditional probabilities, 
we use Bayes’ theorem to determine the average 
probability that an author initially assigned to 
bin n should instead be assigned to bin m. (To 
do this, we calculate the probability that the full 
publication record of each author in bin n was 
drawn, at random, on the conditional prob-
ability appropriate for bin m; see Supplemen-
tary Information.) Because the m assignment 
is based on an author’s full citation record, it 
is more reliable than the n assignment. This 
process is repeated for each decile bin and for 
each measure considered.

Quality testing
A perfect measure of author quality would 
place all weight in the diagonal entries of a plot 
of m versus n (Fig. 1, overleaf). The better the 
measure, the more weight will be found in the 
diagonal boxes. Figure 1 reveals that both accu-
racy and certainty are sensitive to the choice 
of indicator. 

An alphabetical ranking of authors contains 
no information regarding scientific quality, 
and so every author is assigned to every decile 
with equal probability (Fig. 1a). The resulting 
root-mean-square (rms) uncertainty in author 
assignment thus has the maximum value of 
±29 percentile points. One of the most widely 

used measures of scientific quality is the 
average number of 

papers published 
by an author per 

“There have been 
few attempts to 

discover which of 
the popular citation 

measures is best 
and whether any are 
statistically reliable.”
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year1,4. This measure has a similar rms varia-
tion to alphabetization (Fig. 1b). Publication 
frequency would be more useful if all papers 
were cited equally but, as noted above, this is 
not the case. The best that can be said of pub-
lication frequency is that it measures industry 
rather than ability. 

Impact factors are widely used to intro-
duce a citation measure into calculations of 
publication frequency. The impact factor for 
each journal, as defined by Thomson Scien-
tific/ISI5, is the average number of citations 
acquired during the past two years for papers 
published over the same period. But weighting 
each paper by the journal’s current impact fac-
tor is unlikely to improve the situation, espe-
cially when estimating scientific quality across 
an author’s entire career. The impact factor for 
reputable journals is determined by a small 
fraction of highly cited papers, so the citation 
rate for individual papers is largely uncor-
related to the impact factor of the journal in 
which it was published6. The widespread use 
of publication frequency — with or without 
an impact factor — is disturbing and requires 
further study.

Word of caution
Hirsch’s h-index attempts to strike a balance 
between productivity and quality and to avoid 
the heavy weight that power-law distributions 
place on a relatively small number of highly 
cited papers. Hirsch’s measure is obtained by 
ranking papers in order of decreasing citations 
with paper i having C(i) citations and solving 
the equation h = C(h). This is the simplest ver-
sion of h = AC(h)Κ. Hirsch’s choice of A = Κ = 1 
is unsupported by any data. Nevertheless, 
Fig. 1 indicates that this measure does better 
than publication frequency, because the h-
index depends on the entire citation record.

Hirsch’s measure overestimates the initial 
n-assignments by some 8 percentile points 
as indicated by higher densities above the 
diagonal (Fig. 1c). Moreover, the rms uncer-
tainty in the assignment of h is ±16 percentile 
points, which is only a factor of two better than 
alphabetization. Although capturing certain 
aspects of quality, Hirsch’s index cannot make 

decile assignments with confidence.
Compared with the h-index, the mean 

number of citations per paper is a superior 
indicator of scientific quality, in terms of both 
accuracy and precision. The average assign-
ment of each n-bin is in error by 1.8 percentile 
points with an associated rms uncertainty of 
±9. Similar calculations based 
on authors’ median citation 
give an accuracy of 1.5 and 
an uncertainty of only ±7 per-
centile points, suggesting that 
the median copes better with 
long-tailed distributions.

Simple scaling arguments4 
show that the rms uncertainty 
for any measure decreases 
rapidly (exponentially) as 
the total number of papers 
increases. Thus, for example, 
no more than 50 papers are 
required to assign a typical 
author to deciles 2–3 or 8–9 
with 90% confidence when using the mean 
citation rate as a measure. Fewer papers suf-
fice for deciles 1 and 10. Any attempt to assess 
the quality of authors using substantially fewer 
publications must be treated with caution.

Data access
The methods used here are not specific to 
high-energy physics. Given suitably homo-
geneous data sets, they can be applied to 
any scientific field and permit a meaningful 
(probabilistic) comparison of scientists work-
ing in different fields by assuming the equal-
ity of scientists in the same percentile of their 
respective peer groups. Similarly, probabilities 
can be combined to make meaningful quality 
assignments to authors with publications in 
several disjointed subfields.

There are strong indications that an author’s 
initial publications are drawn on the same 
probability distribution as their remaining 
papers7. Therefore, with sufficient numbers of 
publications to draw meaningful conclusions 
(50 or more) the mean or median citation 
counts can be a useful factor in the academic 
appointment process.

Unfortunately, the potential benefits of 
careful citation analyses are overshadowed 
by their harmful misuse. Institutions have a 
misguided sense of the fairness of decisions 
reached by algorithm, and unable to measure 
what they want to maximize (quality), insti-
tutions will maximize what they can meas-

ure. Decisions will continue 
to be made using measures 
of quality that either ignore 
citation data entirely (such 
as frequency of publication) 
or rely on data sets of insuffi-
cient quality.

Access to the full citation 
distribution for an entire sub-
field is essential to our analy-
sis. Existing databases such as 
the ISI can therefore actively 
help to improve the situation 
by compiling field-specific 
homogeneous data sets simi-
lar to what we have generated 

for SPIRES. This would allow institutions and 
scientists alike to evaluate the quality of any 
citation record using all available informa-
tion. For their part, scientists should insist that 
their institutions disclose their uses of citation 
data, making both data and the methods used 
for data analysis available for scrutiny. In the 
meantime, we shall have to continue to do 
things the old-fashioned way and actually read 
the papers. ■
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Figure 1 | The probabilities for four different measures. a–d, Each horizontal row, indexed by n, shows the average probabilities that authors initially 
assigned to a given decile bin n are predicted to lie in a different decile bin m. The probabilities are proportional to the areas of the corresponding squares.

“Institutions have 
a misguided sense 
of the fairness of 

decisions reached by 
algorithm; unable to 
measure what they 
want to maximize 
(quality), they will 

maximize what they 
can measure.”
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1 Data

1.1 Acquisition

This section provides a short description of the acquisition and processing of data from
the SPIRES (Stanford Public Information REtrieval System) data base. Ultimo 2003, the
database manager1 provided us with a text file containing the following information for
each paper in spires: Title, List of authors, Publication information, References, Sub-field
classification, and Keywords. We added this information to a relational data base (MySQL)
in order to create a network of authors and papers. The data used here was generated
by querying the resulting data base. Thus, only citations from within the data base are
counted. In order to ensure the validity of the data, we have also used an independent
route to generate the data; we employed the programming language Perl to extract the
relevant information from the main text file.

One main problem in processing this data is identifying authors uniquely, since the
same author can represent his name in may different ways (e.g. John James Smith, John
J. Smith, J. J. Smith, J. Smith, etc.). For the data shown, authors were identified by last
name and first two initials. Checks were performed using (i) last name and all initials
and (ii) last name and first initial only. These two cases represent approximate upper and
lower bounds on the number of unique authors in the data base. No significant changes
were found in either case.

1.2 Statistics

Our data set consists of all publications by “academic scientists”—defined as those with
25 or more published papers—in the theory subfield of SPIRES. The resulting data set
contains 274 470 papers written by 6 737 authors; this data set is highly homogeneous [1].
One possible description of the distribution of citations of papers is a double power-law
structure2. Specifically the probability that a paper will recieve n citations is approximately
proportional to (n + 1)−γ with γ = 1.10 for n ≤ 50 and γ = 2.78 for n > 50. These
features of the global distribution are also present in the conditional probabilities for sub-
groups of authors binned according to most measures of quality. In virtually all cases, the
conditional probabilities can also be described accurately by separate power-laws in each
of two regions with a relatively sharp transition between the regions. As one might expect,
authors with more citations are described by flatter distributions (i.e., smaller values of
γ) and a somewhat higher transition point. Supplementary Figure 1 displays the total
distribution of citations as a binned and normalized histogram.

1Travis C. Brooks from the SLAC Library.
2The double power-law description is only one of many possible parameterizations of the data; better fits

to the data can certainly be made, but any increase in the number of parameters demands a justification.
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Supplementary Figure 1: Logarithmically binned histogram of the citations counts of all
papers by authors with more than 25 publications in the theory subsection of SPIRES.
The data is normalized and the axes are logarithmic.

2 The Bayesian Method

We have binned the SPIRES authors and their citation records according to each of the
four tentative measures, m, described in the main paper. Studies performed on the first 25,
first 50 and all papers of authors with a given value of m indicate the absence of temporal
correlations in the citation distributions of individual authors. In practice, we bin authors
in deciles according to their value of m and papers logarithmically, due to the asymptotic
power law behavior noted above. We have confirmed that the results here are relatively
insensitive to binning effects.

We have constructed the prior distribution, p(α), that an author is in author bin α (in
the case of decile bins p(α) = 1/10 for all bins) and the conditional probability, P (i|α),
that a paper by an author in bin α will fall in citation bin i. For each bin α, the P (i|α)’s
are simply citation distributions analogous to the normalized histogram displayed in Sup-
plementary Figure 1, but constructed using only papers written by authors in bin α.

Now, we wish to calculate the probability, P ({ni}|α), that an author in bin α will have
a citation record with ni papers in each citation bin i. To do this, we assume3 that citations
for the M papers written by a given author with ni papers in citation bin i are obtained

3The argument here is based on the additional simplifying assumption that the distribution of total
papers per author is the same in all author bins. This assumption, which is readily relaxed, has no
significant effect on the results presented here.
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from M independent random draws on the appropriate distribution, P (i|α). Thus,

P ({ni}|α) = M !
∏

i

P (i|α)ni

(ni)!
. (1)

We have already noted the absence of large-scale temporal variations in P (i|α) during an
author’s scientific life. Other correlations could be present. For example, one particularly
well-cited paper could lead to an increased probability of high citations for its immediate
successor(s). While it is difficult to demonstrate the presence or absence of such correla-
tions, the results below provide a posteriori indications that such correlations, if present,
are not overly important. We can invert the probability P ({ni}|α) using Bayes’ Theorem
to obtain

P (α|{ni}) =
P ({ni}|α) p(α)

p({ni})
=

p(α)
∏

k P (k|α)nk∑
α′ p(α′)

∏
k′ P (k′|α′)nk′

. (2)

Note that the combinatoric factors cancel.
The quantity P (α|{ni}), which represents the probability that an author with citation

record {ni} belongs in quality bin (i.e., decile) α, is of primary interest. While any given
measure (e.g., the mean number of citations per paper) can be calculated immediately
from an author’s citation record {ni}, the calculated values of P (α|{ni}) provide more
detailed and reliable information. By exploiting differences between the various conditional
probabilities, P ({ni}|α), as a function of α, Supplementary Equation (2) determines the
appropriate decile value of m (or its most probable value) using all statistical information
in the data. By using the an author’s full citation record, the large fluctuations which are
inevitable in e.g. the number of citations of the author’s maximally cited paper are thereby
materially reduced. Further, by providing us with values of P (α|{ni}) for all α, we have a
statistically trustworthy gauge of whether the resulting uncertainties in the assigned value
of m are sufficiently small for it to be a reliable measure of author quality.

2.1 A Single Author Example

In short, Supplementary Equation (2) provides us with a measure of an author’s expected
lifetime quality along with information which allows us to assess the reliability of this
determination. The confidence with which we can assign a value of m approaches 100%
exponentially with the total number of published papers. As we shall see, it is also sensitive
to the quality measure chosen. To gain an understanding of P (α|{ni}), let us consider a
concrete example.

We will investigate the (real) citation record of author A with citation record Ω. Sup-
plementary Figure 2 shows the probabilities that A will lie in each of the deciles using
the four different measures defined in the main text. It is clear from the figure that there
are significant differences in the results obtained, both in the apparent accuracy of their
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Supplementary Figure 2: A single author example. We analyze the citation record of
author A with respect to four different measures. Author A has written a total of 88
papers. The mean number of citations per paper is 26, Hirsch’s h-index is 29 for this
author, the maximally cited paper has 187 citations, and papers have been published at
the average rate of 2.5 papers per year. The various panels give the probability that author
A belongs to each of the ten deciles based on the corresponding measure; the vertical arrow
shows the decile bin to which author A is assigned by direct calculation of each measure.

predictions and, more importantly, in the corresponding uncertainties. In all cases, large
uncertainties are due to the fact that the conditional probabilities, P (i|α) are largely in-
dependent of α. Such independence is to be expected in the case of the alphabetic binning
of authors, and the inability of the citation record to identify the first initial of author
A’s name is hardly surprising. The figure also suggests that, although this distribution
has a peak, the number of papers published per year is unable to determine to which bin
author A was assigned. The mean number of citations per paper provides an accurate
determination with a small uncertainty, thus the use of Supplementary Equation (2) has
compensated for the large fluctuations which might have been expected from the use of
mean citation rate as a measure of quality. Hirsch’s measure falls somewhere between the
best and worst choice of measures.
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2.2 Construction of Figure 1 in Main Paper

Measures of quality are of value only to the extent that they can be assigned to individ-
ual authors with high confidence. The methods described above allow us to determine
this confidence for any choice of measure in a manner which is value-free and completely
quantitative. In order to perform this evaluation, we repeat the calculations leading to
Supplementary Figure 2 for all authors in the SPIRES database. We calculate the prob-
ability, P (β|α), which is the probability, averaged over the authors in author bin α, that
the full citation record of an author initially assigned to bin α by the measure under con-
sideration was drawn at random on the distribution P (i|β), appropriate for author bin β.
Stated simply, P (β|α) is the probability that an author assigned to be in bin α is predicted
to lie in bin β. Thus, P (β|α) is the average

P (β|α) =
1

Nα

∑
{ni}∈α

P (β|{ni}), (3)

where Nα is the number of authors in bin α. The figure in the main paper is simply
the “stacked” results of this calculation, that is, for each measure, we plot the array of
probabilities

P (1|10) P (2|10) P (10|10)
...

...

P (1|2) P (2|2) P (10|2)
P (1|1) P (2|1) · · · P (10|1)

, (4)

where each probability P (β|α) is represented as a black square with area proportional to
the corresponding probability.

2.3 Scaling

In this section, we will consider the question of how many published papers are required
in order to make a reliable prediction of the lifetime quality measure for a given author.
(Here, we will consider only results using the mean citation rate as a measure.) Obviously,
if this number is sufficiently small, analysis along the lines presented here can provide
a practical tool of potential value in predicting long-term scientific accomplishment. In
order to address this question, we will look at how P (m|{ni}) scales as a function of the
the number of papers in each bin for an average author. Assume that an average author
belonging to bin α draws M papers at random from the distribution of P (n|α). The most
most probable number of papers in each citation bin will thus be given as ni = MP (i|α).
Inserting this result into Supplementary Equation (2) and discarding all fixed factors, we
find that

P (α|{ni}) ∼ p(α)

(∏
i

P (i|α)P (i|α)

)M

. (5)

For the same citation record, {ni}, a similar expression permits determination of the prob-
ability that this average author will be assigned to any bin. It is clear from Supplementary

6



Equation (5) that the probability of assigning this average author to the wrong bin will
ultimately vanish exponentially with M . Given enough papers, the bin with the largest
probability will ultimately dominate. To correctly assign the most probable to outer deciles
1, 2, 3 and 8, 9, 10 at the 90% confidence level requires respectively M = 10, 40, 50, and
50, 50, 30 papers.

All quality measures have difficulty in making correct assignments to deciles 4–7. This
apparent difficulty is due to our decision to group authors by deciles. It can be understood
by assuming that the distribution of intrinsic author quality has a maximum at some non-
zero value. Such an assumption seems reasonable if we imagine that there is a natural
high-end cutoff and that academic appointment procedures filter out the least able. For
any such distribution, the probability density will be highest for authors in the vicinity of
this maximum. The binning of authors by deciles or percentiles then invites us to make
distinctions where no material quality difference exists. The results of the main figure in
the actual commentary remind us that we cannot do so. On the other hand, the probability
that an author can be correctly assigned to the bins 4, 5, 6, 7 collectively on the basis of 50
publications is higher than 90%.

3 The Median

Here, we show that the median of N = (2N + 1) random draws on any normalized
probability distribution, q(x), is normally distributed in the limit N →∞. To this end we
define the integral of q(x) as

Q(x) =

∫ x

q(x′)dx′ (6)

Evidently, Q(x) grows monotonically from 0 to 1 independent of q(x). The ‘median’ of this
sample is defined as that value of x such that (i) one draw has the value x, (ii) N draws
have a value less than or equal to x, and (iii) N draws have a value greater than or equal
to x. The probability that the median is at x is now given as

Px1/2
(x) =

(2N + 1)!

1!N !N !
q(x)Q(x)N [1−Q(x)]N . (7)

For large N , the maximum of Px1/2
(x) occurs at x = x1/2 where Q(x1/2) = 1/2. Expanding

the logarithm of Px1/2
(x) about its maximum value, we see that

Px1/2
(x) =

1√
2πσ2

exp[−(x− x1/2)
2

2σ2
] , σ2 =

1

4N q(x1/2)2
. (8)

An identical argument applies for any percentile—not just the median. E.g., for construct-
ing the distribution of the 90th percentile, we would construct the the probability that 9N
draws have a value less than x, N draws have a value greater than x, and one draw has
the value of x. The distribution of any percentile, 0 ≤ z ≤ 1 measured with N random
draws on any distribution is a Gaussian with a maximum at some xz such that Q(xz) = z
and σ2 ∼ (N q(xz)

2)−1.
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4 Explicit P (β|α)

In this section we attach the actual probabilities behind the figure in the main text; the
numbers below correspond to the array in Supplementary Equation 4. As a visual help,
the diagonals are set in bold face.

4.1 First Initial

0.0761 0.2104 0.0686 0.0709 0.0819 0.1148 0.1010 0.0747 0.0801 0.1216
0.0839 0.1869 0.0710 0.0772 0.0866 0.1100 0.1107 0.0818 0.0876 0.1042
0.0820 0.1902 0.0700 0.0760 0.0857 0.1071 0.1147 0.0820 0.0868 0.1054
0.0851 0.1698 0.0715 0.0781 0.0927 0.1080 0.1248 0.0841 0.0887 0.0972
0.0790 0.2127 0.0695 0.0736 0.0847 0.1142 0.1113 0.0776 0.0817 0.0958
0.0814 0.1886 0.0713 0.0757 0.0887 0.1099 0.1144 0.0817 0.0857 0.1025
0.0814 0.1986 0.0680 0.0751 0.0851 0.1057 0.1154 0.0802 0.0858 0.1048
0.0791 0.2029 0.0719 0.0728 0.0831 0.1096 0.1052 0.0779 0.0826 0.1150
0.0776 0.2276 0.0703 0.0724 0.0822 0.1161 0.1028 0.0757 0.0800 0.0953
0.0841 0.1885 0.0712 0.0770 0.0857 0.1089 0.1129 0.0816 0.0876 0.1025


.

4.2 Papers Per Year

0.4493 0.0979 0.0347 0.0319 0.0462 0.0415 0.2412 0.0276 0.0169 0.0128
0.3591 0.1180 0.0452 0.0453 0.0637 0.0565 0.2204 0.0437 0.0273 0.0208
0.3134 0.1118 0.0484 0.0503 0.0674 0.0614 0.2388 0.0536 0.0320 0.0228
0.2321 0.1018 0.0518 0.0616 0.0839 0.0758 0.2547 0.0683 0.0407 0.0292
0.2321 0.1280 0.0672 0.0674 0.0861 0.0780 0.1994 0.0649 0.0436 0.0332
0.2130 0.1256 0.0679 0.0711 0.0891 0.0792 0.2051 0.0699 0.0455 0.0336
0.2024 0.1308 0.0768 0.0746 0.0885 0.0811 0.1855 0.0734 0.0492 0.0378
0.2747 0.1563 0.0805 0.0665 0.0750 0.0692 0.1335 0.0621 0.0452 0.0369
0.3077 0.1741 0.0852 0.0642 0.0699 0.0661 0.0946 0.0529 0.0465 0.0388
0.3406 0.1751 0.0841 0.0576 0.0590 0.0573 0.0774 0.0538 0.0482 0.0469


.

4.3 Hirsch

0.0000 0.0000 0.0010 0.0051 0.0124 0.0375 0.0805 0.1457 0.2298 0.4881
0.0000 0.0004 0.0105 0.0325 0.0593 0.1145 0.1703 0.2169 0.2205 0.1752
0.0000 0.0048 0.0503 0.0930 0.1292 0.1585 0.1671 0.1671 0.1498 0.0801
0.0003 0.0277 0.1150 0.1541 0.1789 0.1658 0.1294 0.1041 0.0811 0.0435
0.0046 0.0945 0.1787 0.1747 0.1745 0.1413 0.1011 0.0704 0.0459 0.0142
0.0248 0.2102 0.2253 0.1682 0.1499 0.0957 0.0605 0.0405 0.0190 0.0059
0.0711 0.3251 0.2157 0.1322 0.1118 0.0665 0.0356 0.0211 0.0181 0.0027
0.2243 0.4026 0.1656 0.0768 0.0592 0.0352 0.0195 0.0101 0.0038 0.0029
0.5417 0.3180 0.0761 0.0315 0.0196 0.0071 0.0030 0.0030 0.0000 0.0000
0.8844 0.0981 0.0104 0.0039 0.0032 0.0000 0.0000 0.0000 0.0000 0.0000


.
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4.4 Mean

0.0000 0.0000 0.0000 0.0005 0.0000 0.0039 0.0049 0.0253 0.2087 0.7567
0.0000 0.0000 0.0006 0.0081 0.0038 0.0337 0.0493 0.2089 0.6062 0.0895
0.0000 0.0000 0.0015 0.0157 0.0185 0.0747 0.2037 0.4388 0.2434 0.0036
0.0000 0.0000 0.0104 0.0224 0.0563 0.2039 0.4086 0.2566 0.0414 0.0003
0.0000 0.0005 0.0257 0.0656 0.1873 0.3843 0.2648 0.0654 0.0063 0.0000
0.0000 0.0026 0.0619 0.1915 0.4041 0.2600 0.0697 0.0096 0.0005 0.0000
0.0000 0.0322 0.2127 0.4104 0.2706 0.0646 0.0086 0.0007 0.0000 0.0000
0.0028 0.1826 0.5034 0.2542 0.0505 0.0060 0.0004 0.0000 0.0000 0.0000
0.1037 0.6462 0.2212 0.0266 0.0022 0.0001 0.0000 0.0000 0.0000 0.0000
0.8044 0.1882 0.0071 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000


.
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5.2 A Quantitative Analysis of Measures of Quality

The paper A quantitative analysis of measures of quality in science [57], is the ‘en-
gine’ behind the commentary [56]. Here, the comprehensive set of arguments
and calculations that comprise the foundation of the conclusions in [56], is pre-
sented.

In particular, the new data set from SPIRES is described in great detail, four ad-
ditional measures of quality are presented and analyzed, the effects of binning
the data into deciles are analyzed, and the role of the Kullback-Leibler diver-
gence between the conditional citation distributions is explored fully and used
to illuminate the scaling arguments.

This paper has recently been submitted to the journal Physical Review E and is
currently available from the online preprint server http://arXiv.org/ under the
label physics/0701311.
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Condensing the work of any academic scientist into a one-dimensional measure of scientific quality is a diffi-
cult problem. Here, we employ Bayesian statistics to analyze several different measures of quality. Specifically,
we determine each measure’s ability to discriminate between scientific authors. Using scaling arguments, we
demonstrate that the best of these measures require approximately 50 paper to draw conclusions regarding long
term scientific performance with usefully small statistical uncertainties. Further, the approach described here
permits the value-free (i.e., statistical) comparison of scientists working in distinct areas of science.

PACS numbers: 89.65.-s,89.75.Da

I. INTRODUCTION

It appears obvious that a fair and reliable quantification
of the ‘level of excellence’ of individual scientists is a near-
impossible task [1–5]. Most scientists would agree on two
qualitative observations: (i) It is better to publish a large num-
ber of articles than a small number. (ii) For any given paper, its
citation count—relative to citation habits in the field in which
the paper is published—provides a measure of its quality. It
seems reasonable to assume that the quality of a scientist is
a function of his or her full citation record1. The question is
whether this function can be determined and whether quanti-
tatively reliable rankings of individual scientists can be con-
structed. A variety of ‘best’ measures based on citation data
have been proposed in the literature and adopted in practice
[6, 7]. The specific merits claimed for these various measures
rely largely on intuitive arguments and value judgments that
are not amenable to quantitative investigation. (Honest people
can disagree, for example, on the relative merits of publishing
a single paper with 1000 citations and publishing 10 papers
with 100 citations each.) The absence of quantitative support
for any given measure of quality based on citation data is of
concern since such data is now routinely considered in mat-
ters of appointment and promotion which affect every work-
ing scientist.

Citation patterns became the target of scientific scrutiny in
the 1960s as large citation databases became available through
the work of Eugene Garfield [8] and other pioneers in the field
of bibliometrics. A surprisingly, large body of work on the sta-
tistical analysis of citation data has been performed by physi-
cists. Relevant papers in this tradition include the pioneer-
ing work of D. J. de Solla Price, e.g. [9], and, more recently,
[6, 10–12]. In addition, physicists are a driving force in the
emerging field of complex networks. Citation networks rep-
resent one popular network specimen in which papers corre-
spond to nodes connected by references (out-links) and cita-

∗Electronic address: slj@imm.dtu.dk
1 Citation data is, in fact, publicly available for all academic scientists.

tions (in-links). Citation networks have frequently been used
as an example of growing networks with preferential attach-
ment [13]. For reviews on this extensive subject, see [14–
16]. The aim of the present paper is to take such studies in
a novel direction by addressing the question of which one-
dimensional measure of citation data is best in a manner which
is both quantitative and free of value judgments. Given the re-
marks above, the ability to answer this question depends on a
careful definition of the word ‘best’.

The primary purpose of analyzing and comparing the cita-
tion records of individual scientists is to discriminate between
them, i.e., to assign some measure of quality and its associ-
ated uncertainty to each scientist considered. Whatever the
intrinsic and value-based merits of the measure, m, assigned
to every author, it will be of no practical value unless the corre-
sponding uncertainty, δm is sufficiently small. From this point
of view, the best choice of measure will be that which pro-
vides maximal discrimination between scientists and hence
the smallest value of δm. We will demonstrate that the ques-
tion of deciding which of several proposed measures is most
discriminating, and therefore ‘best’, can be addressed quanti-
tatively using standard statistical methods.

Although the approach is straightforward, it is useful first
to describe it in general. We begin by binning all authors by
some tentative measure, m, of the quality of their full citation
record. The probability that an author will lie in bin α is de-
noted p(α). Similarly, we bin each paper according to the total
number of citations2. The full citation record for an author is
simply the set {ni}, where ni is the number of his/her paper
in citation bin i. For each author bin, α, we then empirically
construct the conditional probability distribution, P(i|α), that
a single paper by an author in this bin will lie in citation bin
i. These conditional probabilities are the central ingredient in
our analysis. They can be used to calculate the probability,
P({ni}|α), that any full citation record was actually drawn at
random on the conditional distribution, P(i|α) appropriate for

2 We use the Greek alphabet when binning with respect to to m and the Ro-
man alphabet for binning citations.
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a fixed author bin, α. Bayes’ theorem allows us to invert this
probability to yield

P(α|{ni})∼ P({ni}|α) p(α) , (1)

where P(α|{ni}) is the probability that the citation record {ni}
was drawn at random from author bin α. By considering the
actual citation histories of authors in bin β, we can thus con-
struct the probability P(α|β), that the citation record of an au-
thor initially assigned to bin β was drawn on the the distribu-
tion appropriate for bin α. In other words, we can determine
the probability that an author assigned to bin β on the basis
of the tentative quality measure should actually be placed in
bin α. This allows us to determine both the accuracy of the
initial author assignment its uncertainty in a purely statistical
fashion.

While a good choice of measure will assign each author to
the correct bin with high probability this will not always be the
case. Consider extreme cases in where we elect to bin authors
on the basis of measures unrelated to scientific quality, e.g.,
by hair/eye color or alphabetically. For such measures P(i|α)
and P({ni}|α) will be independent of α, and P(α|{ni}) will
become proportional to prior distribution p(α). As a conse-
quence, the proposed measure will have no predictive power
whatsoever. It is obvious, for example, that a citation record
provides no information of its author’s hair/eye color. The
utility of a given measure (as indicated by the statistical ac-
curacy with which a value can be assigned to any given au-
thor) will obviously be enhanced when the basic distributions
P(i|α) depend strongly on α. These differences can be for-
malized using the standard Kullback-Leibler divergence. As
we shall see, there are significant variations in the predictive
power of various familiar measures of quality.

The organization of the paper is as follows. Section II is
devoted to a description of the data used in the analysis, Sec-
tion III introduces the various measures of quality that we will
consider. In Sections IV and V, we provide a more detailed
discussion of the Bayesian methods adopted for the analysis
of these measures and a discussion of which of these measures
is best in the sense described above of providing the maximum
discriminatory power. This will allow us in Section VI to ad-
dress to the question of how many papers are required in order
to make reliable estimates of a given author’s scientific qual-
ity; finally, Section A discusses the origin of asymmetries in
some the measures. A discussion of the results and various
conclusions will be presented in Section VII.

II. DATA

The analysis in this paper is based on data from the
SPIRES3 database of papers in high energy physics. Our data

3 SPIRES is an acronym for Stanford Physics Information RE-
trieval System. The database is open and can be found at
http://www.slac.stanford.edu/spires/. Citations in SPIRES are gath-
ered only from the papers in the database that have references entered
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FIG. 1: Logarithmically binned histogram of the citations counts of
all papers by authors with more than 25 publications in the theory
subsection of SPIRES. The data is normalized and the axes are loga-
rithmic.

set consists of all citable papers written by academic scien-
tists from the theory subfield, ultimo 2003. All citations to
papers outside of SPIRES were removed. In the context of
this paper, we define an academic scientist as someone who
has published 25 papers or more. This definition is intended
to include almost everyone with a permanent academic po-
sition and exclude those who leave academia early in their
careers (and generally cease active journal publication) in the
interests of maintaining the homogeneity of the data sample.
For more see [17], Chapters 3 and 4. The resulting data set
includes 6737 authors and a total of 274470 papers. The ac-
tual number of papers is smaller than this since each multiple
author paper is counted once per co-author. The theory sub-
field is, however, that part of high energy physics where this
effect is least pronounced. This is due to the relatively small
number of co-authors (typically 1− 3) per theoretical paper.
In the case of the theory subfield, this weighting of papers by
the number of co-authors has been shown to have negligible
effects [11].

The theory subsection of the SPIRES data has a power-law
structure. Specifically the probability that a paper will re-
cieve k citations is approximately proportional to (k + 1)−γ

with γ = 1.11 for k ≤ 50 and γ = 2.78 for k > 50. The
transition between these two power laws is found to be sur-
prisingly sharp [11]. These features of the global distribu-
tion are also present in the conditional probabilities for sub-
groups of authors binned according to most measures of qual-
ity. In virtually all cases, these conditional probabilities can
also be described accurately by separate power laws in each
of two regions with a relatively sharp transition between the
regions. As one might expect, authors with more citations
are described by flatter distributions (i.e., smaller values of
γ) and a somewhat higher transition point. Figure 1 displays
the total distribution of citations as a binned and normalized

electronically via eprints or journal articles, publications such as mono-
graphs or conference proceedings are treated inconsistently and therefore
not included in this study.
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FIG. 2: Logarithmically binned histogram of the citations in bin 6
of the median measure. The 4 points show the citation distribution
of the first 25 papers by all authors. The points marked by ? show
the distribution of citations from the first 50 papers by authors who
have written more than 50 papers. Finally, the � data points show
the distribution of all papers by all authors. The axes are logarithmic.

histogram4.
Studies performed on the first 25, first 50 and all papers for

a given value of m show the absence of temporal correlations.
It is of interest to see this explicitly. Consider the following
example. In Figure 2, we have plotted the distribution for bin
6 of the median measure5. There are 674 authors in this bin.
Two thirds of these authors have written 50 papers or more.
Only this subset is used when calculating the first 50 papers
results. In this bin, the means for the total, first 25 and first
50 papers are 11.3, 12.8, and 12.9 citations per paper, respec-
tively. The median of the distributions are 4, 6, and 6. The
plot in Figure 2 confirms these observations. The remaining
bins and the other measures yield similar results.

Note that Figure 2 confirms the general observations on the
shapes of the conditional distributions made above. Figure 2
also shows two distinct power-laws. Both of the power-laws in
this bin are flatter than the ones found in the total distribution
and the transition point is lower than in the total distribution
from Figure 1.

III. MEASURES OF SCIENTIFIC EXCELLENCE

Despite differing citation habits in different fields of sci-
ence, most scientists agree that the number of citations of a
given paper is the best objective measure of the quality of that
paper. The belief underlying the use of citations as a measure
of quality is that the number of citations to a paper provides

4 Due to matters of visual presentation, the binning used in this and the fol-
lowing figure here is different from the binning used when constructing
the P(i|α) used later in the paper. The correct binning is described in
AppendixB

5 Since this plot is constructed from authors assigned to bin 6, each paper is
weighted by the number of its authors present in this bin. Weighing papers
by the number of co-authors, however, does not significantly change the
distribution of citations [11].

an indication of how often the content of that paper has been
used in the work of others6. Note, however, the obvious fact
that citations can only be interpreted as a meaningful proxy
of quality relative to the citation habits of one’s peers or, put
slightly differently, in the context of the citation habits of the
field in which the paper is published. In [11], we have shown
that the theory subsection of SPIRES is indeed a very homo-
geneous data set. In this sense, we will assume that the cita-
tion count of a paper is a proxy of the intrinsic quality of that
paper.

The questions remain, however, of how to extract a measure
of the quality of an individual scientist from his citation record
and how fairly to project this record onto a scalar measure.
This question is non-trivial because the probability, p(k) of
finding a scientific paper with k citations roughly follows an
asymptotic power-law distribution, see Figs. 1 and 2. This fact
was documented for the SPIRES data in Ref. [11] and holds
true in many other scientific fields [9, 10, 16]. Thus, it is
useful to consider some of the properties of the distribution of
citations for all authors before discussing the various specific
measures of quality to be considered here.

Empirical evidence indicates that most citation distributions
are largely power-law distributed with p(k) ∼ k−γ. For small
values of k, γ ≈ 1; for larger values, 2 < γ < 3. Although
the average number of citations per paper is well-defined, the
asymptotic power-law tails of these distributions cause their
variance to be infinite7. When the variance is not defined (or
very large), the mean values of a finite sample fluctuate sig-
nificantly as a function of sample size. As a consequence,
the average number of citations, 〈k〉, in the citation record
of a given author (which is precisely a finite sample drawn
from a power-law probability distribution) is a potentially un-
reliable measure of the quality of an author’s citation record
since the addition or removal of a single highly cited paper can
materially alter an author’s mean. Nevertheless, the mean of
an author’s citations is commonly used as an intensive scalar
measure of author quality.

The reservations just expressed about the use of mean cita-
tions per paper apply with even greater force if one chooses
to measure author quality by the number of citations of each
author’s single most highly cited paper, kmax. Virtually all
of the stabilizing statistical power of the full citation record
has been discarded, and even greater fluctuations can be ex-
pected in this measure as the sample size changes. In spite of
such statistical arguments, there are reasons for considering
the maximum cited paper as a measure of quality. It is per-
fectly tenable to claim that the author of a single paper with

6 We realize that there are a number of problems related to the use of cita-
tions as a proxy for quality. Papers may be cited or not for reasons other
than their high quality. Geo- and/or socio-political circumstances can keep
works of high quality out of the mainstream. Credit for an important idea
can be attributed incorrectly. Papers can be cited for historical rather than
scientific reasons. Indeed, the very question of whether authors actually
read the papers they cite is not a simple one [18]. Nevertheless, we assume
that correct citation usage dominates the statistics.

7 Diverging higher moments of power-law distributions are discussed in the
literature. E.g. [19].
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1000 citations is of greater value to science than the author of
10 papers with 100 citations each (even though the latter is far
less probable than the former). In this sense, the maximally
cited paper might provide better discrimination between au-
thors of ‘high’ and ‘highest’ quality, and this measure merits
consideration.

Another simple and widely used measure of scientific ex-
cellence is the average number of papers published by an au-
thor per year. This would be a good measure if all papers
were cited equally. As we have just indicated, scientific pa-
pers are emphatically not cited equally, and few scientists hold
the view that all published papers are created equal in quality
and importance. Indeed, roughly 50% of all papers in SPIRES
are cited ≤ 2 times (including self-citation). This fact alone is
sufficient to invalidate publication rate as a measure of sci-
entific excellence. If all papers were of equal merit, citation
analysis would provide a measure of industry rather than one
of intrinsic quality.

In an attempt order to remedy this problem, Thomson Sci-
entific (ISI) introduced the Impact Factor8 which is designed
to be a “measure of the frequency with which the ‘average
article’ in a journal has been cited in a particular year or pe-
riod”9. The Impact Factor can be used to weight individual
papers. Unfortunately, citations to articles in a given journal
also obey power-law distributions [12]. This has two conse-
quences. First, the determination of the Impact Factor is sub-
ject to the large fluctuations which are characteristic of power-
law distributions. Second, the tail of power-law distributions
displaces the mean citation to higher values of k so that the
majority of papers have citation counts that are much smaller
than the mean. This fact is for example expressed in the large
difference between mean and median citations per paper. For
the total SPIRES data base, the median is 2 citations per pa-
per; the mean is approximately 15. Indeed, only 22% of the
papers in SPIRES have a number of citations in excess of the
mean, cf. [11]. Thus, the dominant role played by a relatively
small number of highly cited papers in determining the Impact
Factor implies that it is subject to relatively large fluctuations
and that it tends overestimate the level of scientific excellence
of high impact journals. This fact was directly verified by
Seglen [20], who showed explicitly that the citation rate for
individual papers is uncorrelated to the impact factor of the
journal in which it was published.

An alternate way to measure excellence is to categorize
each author by the median number of citations of his papers,
k1/2. Clearly, the median is far less sensitive to statistical fluc-
tuations since all papers play an equal role in determining its
value. To demonstrate the robustness of the median, it is use-
ful to note that the median of N = 2N + 1 random draws on
any normalized probability distribution, q(x), is normally dis-
tributed in the limit N →∞. To this end we define the integral

8 For a full definition see http://scientific.thomson.com/knowtrend/essays/-
journalcitationreports/impactfactor/.

9 Ibid.

of q(x) as

Q(x) =
Z x

q(x′)dx′ (2)

Evidently, Q(x) grows monotonically from 0 to 1 independent
of q(x). The ‘median’ of this sample is defined as that value
of x such that (i) one draw has the value x, (ii) N draws have
a value less than or equal to x, and (iii) N draws have a value
greater than or equal to x. The probability that the median is
at x is now given as

Px1/2(x) =
(2N +1)!
1!N!N!

q(x)Q(x)N [1−Q(x)]N . (3)

For large N, the maximum of Px1/2(x) occurs at x = x1/2 where
Q(x1/2) = 1/2. Expanding Px1/2(x) about its maximum value,
we see that

Px1/2(x)=
1√

2πσ2
exp[− (x− x1/2)2

2σ2 ] , σ2 =
1

4q(x1/2)2N
.

(4)
A similar argument applies for every percentile. The statis-
tical stability of percentiles suggests that they are well-suited
for dealing with the power laws which characterize citation
distributions.

Recently, Hirsch [6] proposed a different measure, h, in-
tended to quantify scientific excellence. Hirsch’s definition is
as follows: “A scientist has index h if h of his/her Np papers
have at least h citations each, and the other (Np − h) papers
have fewer than h citations each”[6]. Unlike the mean and the
median, which are intensive measures largely constant in time,
h is an extensive measure which grows throughout a scientific
career. Hirsch assumes that h grows approximately linearly
with an author’s professional age, defined as the time between
the publication dates of the first and last paper. Unfortunately,
this does not lead to an intensive measure. Consider, for exam-
ple, the case of authors with large time gaps between publica-
tions, or the case of authors whose citation data are recorded
in disjoint databases. A properly intensive measure can be
obtained by dividing an author’s h-index by the number of
his/her total publications. We will consider both approaches
below.

The h-index represents an attempt to strike a balance be-
tween productivity and quality and to escape the tyranny of
power law distributions which place strong weight on a rel-
atively small number of highly cited papers. The problem
is that Hirsch assumes an equality between incommensurable
quantities. An author’s papers are listed in order of decreasing
citations with paper i having C(i) citations. Hirsch’s measure
is determined by the equality, h =C(h), which posits an equal-
ity between two quantities with no evident logical connection.
While it might be reasonable to assume that hγ ∼C(h), there is
no reason to assume that γ and the constant of proportionality
are both 1.

We will also include one intentionally nonsensical choice
in the following analysis of the various proposed measures of
author quality. Specifically, we will consider what happens
when authors are binned alphabetically. In the absence of his-
torical information, it is clear that an author’s citation record
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should provide us with no information regarding the author’s
name. Binning authors in alphabetic order should thus fail any
statistical test of utility and will provide a useful calibration
of the methods adopted. The measures of quality described in
this section are the ones we will consider in the remainder of
this paper.

IV. A BAYESIAN ANALYSIS OF CITATION DATA

The rationale behind all citation analyses lies in the fact
that citation data is strongly correlated such that a ‘good’
scientist has a far higher probability of writing a good (i.e.,
highly cited) paper than a ‘poor’ scientist. Such correlations
are clearly present in SPIRES [11, 21]. We thus categorize
each author by some tentative quality index based on their to-
tal citation record. Once assigned, we can empirically con-
struct the prior distribution, p(α), that an author is in author
bin α and the probability P(N|α) that an author in bin α has
a total of N publications. We also construct the conditional
probability P(i|α) that a paper written by an author in bin α
will lie in citation bin i. As we have seen earlier, studies per-
formed on the first 25, first 50 and all papers of authors in a
given bin reveal no signs of additional temporal correlations
in the lifetime citation distributions of individual authors. In
performing this construction, we have elected to bin authors in
deciles. We bin papers into L bins according to the number of
citations. The binning of papers is approximately logarithmic
(see Appendix A). We have confirmed that the results stated
below are largely independent of the bin-sizes chosen.

We now wish to calculate the probability, P({ni}|α), that
an author in bin α will have the full (binned) citation record
{ni}. In order to perform this calculation, we assume that the
various counts ni are obtained from N independent random
draws on the appropriate distribution, P(i|α). Thus,

P({ni}|α) = P(N|α)N!
L

∏
i=1

P(i|α)ni

(ni)!
. (5)

Although large scale temporal correlations are known to be
absent, transient correlations are possible. For example, one
particularly well-cited paper could lead to an increased prob-
ability of high citations for its immediate successor(s). It is
difficult to demonstrate their presence or absence, but the re-
sults of following section will provide a posteriori evidence
that such correlations, if present, are not important.

We can now invert the probability P({n j}|α) using Bayes’
theorem to obtain

P(α|{ni}) =
P({ni}|α) p(α)

P({ni})
=

p(α)P(N|α)∏ j P( j|α)n j

∑β p(β)P(N|β) ∏k P(k|β)nk
, (6)

where we have inserted Eq. (5) and used marginalization to
obtain the normalization. The combinatoric factors cancel.
The quantity P(α|{ni}), which represents the probability that
an author with binned citation record {ni} is in author bin α.
It can be used in two ways—each of which is interesting.

For any measure chosen Eq. (6) provides us with the prob-
ability that an author lies in author bin α. While the value of
any measure (such as the mean number of citations per paper)
can be calculated directly, the calculated values of P(α|{ni})
provide far more detailed and more reliable information using
all statistical information contained in the data. The large fluc-
tuations which can be encountered in identifying authors by
their mean citation rate or by their maximally cited paper are
reduced. Further, by providing us with values of P(α|{ni}) for
all α, we obtain a statistically trustworthy gauge of whether
the resulting uncertainties in α are sufficiently small for the
measure under consideration to be a reliable indicator of au-
thor quality. In short, Eq. (6) provides us with a measure of
an author’s ranking independent of the total number papers
currently published, and with information which allows us to
assess the reliability of this determination. The accuracy of
the resulting value of α increases dramatically with the total
number of published papers. We will return to this point in
Section V.

Fig. 3 shows the probabilities P(α|{ni}) that A will lie in
each of the decile bins using the measures discussed in section
II. These measures include: (a) the first initial of the author’s
name, (b) the average yearly output of papers, (c) Hirsch’s h
normalized by the author’s professional age T , (d) the h-index
normalized by the number of published papers, (e) the citation
count of the single most cited paper, (f) the mean number of
citations per paper, (g) the median number (50th percentile)
of citations per paper, and (h) a 65th percentile measure. It is
clear from the figure that there are significant differences, both
in the accuracy of of the initial assignments and, more impor-
tantly, in the corresponding uncertainties. Large uncertainties
are due to the fact that the conditional probabilities, P(i|α)
are largely independent of α. Such independence is to be ex-
pected in the case of the alphabetic binning of authors, where
the inability of the citation record to identify the first initial of
author A’s name is hardly surprising. The figure also suggests
that the number of papers published per year is not reliable.
Initial assignments of author A based on mean, median, 65th
percentile, and maximum citations all appear to provide an
accurate reflection of his full citation record with a satisfac-
torily small uncertainty. Hirsch’s measures falls somewhere
between the best and worst choice of measures.

Given the large variations in the accuracy and confidence
of decile assignments as a function of the measure selected,
it is of interest to investigate in greater detail the question of
which of these measures is best. We address this question in
the next section.

V. WEIGHING THE MEASURES

In order to obtain a more graphic representation of the qual-
ity of a given measure, we calculate the probability, P(β|α),
that an author initially assigned to bin α is predicted to lie
in bin β. In practice, we determine P(β|α) as the average of
the probability distributions P(β|{ni}) for each author in bin
α. The results are shown ‘stacked’ in Fig. 4 for the various
measures considered. Here, row α shows the (average) prob-
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FIG. 3: A single author example. We analyze the citation record of author A with respect to the eight different measures defined in the text.
Author A has written a total of 88 papers. The mean of this citation record is 26 citations per paper, the median is 13 citations, the h-index is
29, the maximally cited paper has 187 citations, and papers have been published at the average rate of 2.5 papers per year. The various panels
show the probability that author A belongs to each of the ten deciles given on the corresponding measure; the vertical arrow displays the initial
assignment. Panel (a) displays P(first initial|A) (b) shows P(papers per year|A), (c) shows P(h/T |A), (d) shows P(h/N|A), panel (e) shows
P(kmax|A), panel (f) displays P(〈k〉|A), (g) shows P(k1/2|A) , and finally (h) shows P(k.65|A).

abilities that an author initially assigned to bin α belongs in
decile bin β. This probability is proportional to the area of the
corresponding squares. Obviously, a perfect measure would
place all of the weight in the diagonal entries of these plots.
Weights should be centered about the diagonal for an accurate
identification of author quality and the certainty of this iden-
tification grows as weight accumulates in the diagonal boxes.
Note that an assignment of a decile based on Eq. (6) is likely
to be more reliable than the value of the initial assignment
since the former is based on all information contained in the
citation record.

Figure 4 emphasizes that ‘first initial’ and ‘publications per
year’ are not reliable measures. The h-index normalized by
professional age performs poorly; when normalized by num-
ber of papers, the trend towards the diagonal is enhanced. We
note the appearance of vertical bars in each figure in the top
row. This feature is explained in Appendix A. All four mea-
sures in the bottom row perform fairly well. The initial as-
signment of the kmax measure always underestimates an au-
thor’s correct bin. This is not an accident and merits comment.
Specifically, if an author has produced a single paper with ci-
tations in excess of the values contained in bin α, the prob-
ability that he will lie in this bin, as calculated with Eq. (6),
is strictly 0. Non-zero probabilities can be obtained only for
bins including maximum citations greater than or equal to the
maximum value already obtained by this author. (The fact that
the probabilities for these bins shown in Fig. 4 are not strictly
0 is a consequence of the use of finite bin sizes.) Thus, binning
authors on the basis of their maximally cited paper necessarily
underestimates their quality. The mean, median and 65th per-
centile appear to be the most balanced measures with roughly
equal predictive value.

It is clear from Eq. (6) that the ability of a given measure to
discriminate is greatest when the differences between the con-

ditional probability distributions, P(i|α), for different author
bins are largest. These differences can quantified by measur-
ing the ‘distance’ between two such conditional distributions
with the aid of the Kullback-Leibler (KL) divergence (also
know as the relative entropy). The KL divergence between
two discrete probability distributions, p and p′ is defined10 as

KL[p, p′] = ∑
i

pi ln
(

pi

p′i

)
. (7)

The Kullback-Leibler divergence is positive and has desirable
convexity properties. It is, however, not a metric due to the
fact that KL[p′, p] 6= KL[p, p′]. While this asymmetry is of lit-
tle concern when the differences between p and p′ are small,
some care is required when such differences are large. This
can occur when the data set is so small that some citation
bins are empty or when we bin authors by kmax, in which case
empty bins are inevitable as noted above. We consider the KL
distance between adjacent distributions, Fig. 5 shows the dis-
tances KL[P(i|α),P(i|α+1)] for various measures. The prob-
ability P(β = α + 1|α) is exponentially sensitive to the KL
divergence. Measures with large KL divergences between ad-
jacent bins provide the most certain assignments of authors.
The KL divergences for the measures not shown are signifi-
cantly smaller than those displayed. The results of Fig. 5 pro-
vide quantitative support for the roughly equal performance
of mean, median, and 65th percentile measures11 seen in Fig-
ure 4. The h-index normalized by number of publications is

10 The non-standard choice of the natural logarithm rather than the logarithm
base two in the definition of the KL divergence, will be justified below.

11 Figure 5 gives a misleading picture of the kmax measure, since the KL di-
vergences KL[P(i|α+1),P(i|α)] are infinite as discussed above.
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FIG. 4: Eight different measures. Each horizontal row shows the average probabilities (proportional to the areas of the squares) that authors
initially assigned to decile bin α are predicted to belong in bin β. Panels as in Fig. 3.
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FIG. 5: The Kullback-Leibler divergences KL[P(i|α),P(i|α + 1)].
Results are shown for the following distributions: h-index normal-
ized by number of publications, maximum number of citations,
mean, median, and 65th percentile.

dramatically smaller than the other measures shown except for
the extreme deciles.

The reduced ability of all measures to discriminate in the
middle deciles is immediately apparent from Fig. 5. This is a
direct consequence any percentile binning given that the dis-
tribution of author quality has a maximum at some non-zero
value, the bin size of a percentile distribution near the maxi-
mum will necessarily be small. The accuracy with which au-
thors can be assigned to a given bin in the region around the
maximum is reduced since one is attempting to distinguish

x

PHxL

FIG. 6: Binning according to deciles. This plot displays a normal
distribution (solid black line) as an example of a probability distri-
bution peaked around a non-zero maximum. The grey vertical lines
mark the boundaries of the 10 deciles.

between authors with very similar citation distributions. As
a result, the statistical accuracy of percentile assignments is
high at the extremes and relatively low in the middle of the
distribution where we are attempting to make fine distinctions
between scientists of similar ability. This effect is illustrated
in Fig. 6.
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FIG. 7: The probability that a typical (i.e., most probable) author
with 50 published papers will be assigned to the correct decile as a
function of actual author decile. The median number of citations is
used as a measure.

VI. SCALING

In this section, we consider the question of how many pub-
lished papers are required in order to make a reliable predic-
tion of the percentile ranking of a given author. (We consider
results only using the 65th percentile measure.) If this num-
ber is sufficiently small, analysis along the lines presented
here can provide a practical tool of potential value in predict-
ing long-term scientific performance. In order to address this
question, we will consider how P(α|{ni}) scales as a function
of the total number of publications for an average author in
each bin. Assume that an average author belonging to bin α
draws N papers at random from the distribution of P(i|α). The
most probable number of papers in each citation bin will thus
be given as ni = NP(i|α). Inserting this result into Eq. (6) and
discarding all fixed factors, we find that

P(α|{ni})∼ p(α)

(
∏

i
P(i|α)P(i|α)

)N

. (8)

For the same citation record, {ni}, a similar expression per-
mits determination of the probability that this average author
will be assigned to any bin, β. We see that

lim
N→∞

1
N

ln
(

P(β|{ni})
P(α|{ni})

)
=−KL [P(•|α),P(•|β)] . (9)

This equation illustrates the utility of the KL divergence and
explains the origin of its lack of symmetry. It is clear from
Eqs. (8) and (9) that the probability of assigning this average
author to the wrong bin will ultimately vanish exponentially
with N. Given enough papers, the largest bin will ultimately
dominate.

To obtain a quantitative sense of how many papers are re-
quired in practice, we pose the following question: What is
the probability that a typical author from each author decile
with N = 50 published papers will be assigned to the correct
decile? The answer is plotted as a histogram in Fig. 7 using the
65th percentile citation rate as a measure (Similar results are

obtained when using the mean or median citation rates). The
figure indicates that N = 50 papers is more than sufficient to
identify authors in the first and tenth deciles. In fact, approxi-
mately 25 and 20 papers respectively are sufficient to place au-
thors in these deciles at the 90% confidence level. Fig. 7 also
indicates that ≈ 50 published papers are sufficient to make
meaningful assignments of authors to the second, third, and
ninth deciles. All measures have difficulty in assigning au-
thors to deciles 5−8. As indicated by the small values of the
KL divergence in these bins for all measures considered, the
citation distributions of these authors are simply too similar
to permit accurate discrimination (see arguments in the previ-
ous section). On the other hand, the probability that an author
can be correctly assigned to one of these middle bins on the
basis of 50 publication is high. This difficulty is due to the
relatively small range of citations ranges which cover these
bins: the 65th percentile-bins 5 though 8 contain authors with
a 65th percentile between 5 and 13 citations (cf. the narrow
ranges of the middle bins in the case of the mean, displayed
in Table II).

VII. CONCLUSIONS

There are two distinct questions which must be addressed
in any attempt to use citation data as an indication of author
quality. The first is whether the measure chosen to character-
ize a given citation distribution or even the citation distribu-
tion itself reflects the qualities that we would like to probe.
The second question is whether a given measure is capable of
discriminating between authors in a statistically reliable way
and, by extension, which of several measures is best. We have
shown that the use of Bayesian statistics and the Kullback-
Leibler divergence can answer this question in a value-neutral
and statistically compelling manner. It is possible to draw
reliable conclusions regarding an author’s citation record on
the basis of approximately 50 papers, and it is possible to as-
sign meaningful statistical uncertainties to the results. The
high level of discrimination obtained in the highest and low-
est deciles provides indirect support for our assumption that
an author’s citation record is drawn at random from an appro-
priate conditional distribution and suggests that possible addi-
tional correlations in citation data are not important. Further,
the difficulty in discriminating between authors in the middle
deciles suggests that intrinsic author ability is peaked at some
non-zero value.

The probabilistic methods adopted here permit meaningful
comparison of scientists working in distinct areas with only
minimal value judgments. It seems fair, for example, to de-
clare equality between scientists in the same percentile of their
peer groups. It is similarly possible to combine probabilities
in order to assign a meaningful ranking to authors with publi-
cations in several disjoint areas. All that is required is knowl-
edge of the conditional probabilities appropriate for each ho-
mogeneous subgroup.

We note, however, that the number of publications required
to make meaningful author assignments is large enough to
limit the utility of such analyses in the academic appointment
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process. This raises the question of whether there are more ef-
ficient measures of an author’s full citation record than those
considered here. Our object has been to find that measure
which is best able to assign the most similar authors together.
Straightforward iterative schemes can be constructed to this
end and are found to converge rapidly (i.e., exponentially)
to an optimal binning of authors. (The result is optimal in
the sense that it maximizes the sum of the KL divergences,
KL[P(•|α),P(•|β)], over all α and β.) The results are only
marginally better than those obtained here with the mean, me-
dian or 65th percentile measures.

Finally, it is also important to recognize that it takes time for
a paper to accumulate its full complement of citations. While
their are indications that an author’s early and late publications
are drawn (at random) on the same conditional distribution
[11], many highly cited papers accumulate citations at a con-
stant rate for many years after their publication. This effect,
which has not been addressed in the present analysis, repre-
sents a serious limitation on the value of citation analyses for
younger authors. The presence of this effect also poses the ad-
ditional question of whether there are other kinds of statistical
publication data that can deal with this problem. Co-author
linkages may provide a powerful supplement or alternative to
citation data. (Preliminary studies of the probability that au-
thors in bins α and β will co-author a publication reveal a
striking concentration along the diagonal α = β.) Since each
paper is created with its full set of co-authors, such informa-
tion could be useful in evaluating younger authors. This work
will be reported elsewhere.

APPENDIX A: VERTICAL STRIPES

The most striking feature of the calculated P(β|α) shown in
Fig. 4 is presence of vertical ‘stripes’. These stripes are most
pronounced for the poorest measures and disappear as the re-
liability of the measure improves. Here, we offer a schematic
but qualitatively reliable explanation of this phenomenon. To
this end, imagine that each author’s citation record is actually
drawn at random on the true distributions Q(i|A). For sim-
plicity, assume that every author has precisely N publications,
that each author in true class A has the same distribution of
citations with nA

i = NQ(i|A), and that there are equal num-
bers of authors in each true author class. These authors are
then distributed into author bins, α, according to some cho-
sen quality measure. The methods of Sections IV and V can
then be used to determine P(i|α), P({n(A)

i }|β), P(β|{n(A)
i })

and P(β|α). Given the form of the n(A)
i and assuming that N

is large, we find that

P(β|{n(A)
i })≈ exp(−NKL[Q(•|A),P(•|β)]) (A1)

and

P̃(β|α)∼∑
A

P(A|α)exp(−NKL[Q(•|A),P(•|β)]) , (A2)

where P(A|α) is the probability that the citation record of an
author assigned to class α was actually drawn on Q(i|A). The
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FIG. 8: A comparison of the approximate P̃(β|α) from Eq. (A2) and
the exact P(β|α) for the papers published per year measure.

results of this approximate evaluation are shown in Fig. 8 and
compared with the exact values of P(β|α) for the papers per
year measure. The approximations do not affect the qualita-
tive features of interest.

We now assume that the measure defining the author bins,
α, provides a poor approximation to the true bins, A. In this
case, authors will be roughly uniformly distributed, and the
factor P(A|α) appearing in Eq. (A2) will not show large vari-
ations. Significant structure will arise from the exponential
terms, where the presence of the factor N (assumed to be
large), will amplify the differences in the KL divergences. The
KL divergence will have a minimum value for some value of
A = A0(β), and this single term will dominate the sum. Thus,
P̃(β|α) reduces to

P̃(β|α)∼ P(A0|α)exp(−NKL[Q(•|A0),P(•|β)]) . (A3)

The vertical stripes prominent in Figs. 4(a) and (b) emerge as
a consequence of the dominant β-dependent exponential fac-
tor. The present arguments also apply to the worst possible
measure, i.e., a completely random assignment of authors to
the bins α. In the limit of a large number of authors, Naut,
all P(i|β) will be equal except for statistical fluctuations. The
resulting KL divergences will respond linearly to these fluc-
tuations.12 These fluctuations will be amplified as before pro-
vided only that Naut grows less rapidly than N2. The argument
here does not apply to good measures where there is signif-
icant structure in the term P(A|α). (For a perfect measure,
P(A|α) = δAα.) In the case of good measures, the expected
dominance of diagonal terms (seen in the lower row of Fig. 4)
remains unchallenged.

APPENDIX B: EXPLICIT DISTRIBUTIONS

For convenience we present all data to determine the prob-
abilities P(α|{ni}) for authors who publish in the theory sub-
section of SPIRES. Data is presented only for case of the mean

12 This is true because there will be no choice of A such that Q(i|A) = P(i|α).
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P(i|α) P(N|α)
Bin number Citation range Bin Number Total paper range

i = 1 k = 1 m = 1 N = 25
i = 2 k = 2 m = 2 N = 26
i = 3 2 < k≤ 4 m = 3 26 < N ≤ 28
i = 4 4 < k≤ 8 m = 4 28 < N ≤ 32
i = 5 8 < k≤ 16 m = 5 32 < N ≤ 40
i = 6 16 < k≤ 32 m = 6 40 < N ≤ 56
i = 7 32 < k≤ 64 m = 7 56 < N ≤ 88
i = 8 64 < k≤ 128 m = 8 88 < N ≤ 152
i = 9 128 < k≤ 256 m = 9 152 < N ≤ Nmax

i = 10 256 < k≤ 512
i = 11 512 < k≤ kmax

TABLE I: The binning of citations and total number of papers. The
first and second column show the bin number and bin ranges for the
citation bins used to determine the conditional citation probabilities
P(i|α) for each α, shown in Table III. The third and fourth column
display the bin number and total number of paper ranges used in the
creation of the conditional probabilities P(m|α) for each α, displayed
in Table IV.

α 〈k〉-range # authors p(α) n̄(α)
1 0 – 1.69 673 0.1 37.0
2 1.69 – 3.08 673 0.1 41.8
3 3.08 – 4.88 675 0.1 44.0
4 4.88 – 6.94 673 0.1 46.8
5 6.94 – 9.40 674 0.1 52.2
6 9.40 – 12.56 674 0.1 54.3
7 12.56– 16.63 673 0.1 59.5
8 16.63– 22.19 674 0.1 59.0
9 22.19– 33.99 674 0.1 65.4
10 33.99–285.88 674 0.1 72.2

TABLE II: The author bins. This table shows the mean numbers of
citations that define the limits of the 10 author bins.

number of citations. All citations are binned logarithmically
according to the citation bins listed in column one and two
of Table I. The author bins are determined on the basis of
deciles of the total distribution of mean citations, p(〈k〉). Ta-
ble II shows the relevant quantities for these bins. Given the
definitions of both the author- and citation bins, we can deter-
mine the conditional citation distributions P(i|α) empirically.
These are given in Table III.

We also need the probabilities P(N|α) describing that an
author in bin α has N publications. Because of the low num-
ber of authors in each bin, we need to bin the total number of
publications when calculating this probability; we use the let-
ter m to enumerate the N-bins. Because P(N|α) is described
by a power-law distribution13 and since we only consider au-
thors with more than 25 publications, we choose to bin N log-
arithmically as displayed in the third and fourth column of
Table I. The conditional probabilities, P(m|α) are displayed
in Table IV.

13 This fact is known as Lotka’s Law [22].
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CHAPTER 6

Community Structure

THE measures of quality from the previous chapter create a ranking of the
author publication records {ki}. By forming communities of nodes in
the author-network based on this ranking, Lehmann et al. [56, 57] ar-

gue that a good measure of quality is one that creates groups, where all nodes
have similar citation records and where the groups themselves are as heteroge-
neous as possible. A bad measure corresponds to grouping authors at random.

In this chapter, we will continue to concentrate on communities, but consider
only networks that are much simpler than the author-network in SPIRES. We
shall return to networks that are simple in the sense that they can be described
completely with adjacency matrices that are symmetric and contain only 0s and
1s.

6.1 Deterministic Modularity Optimization

The paper Deterministic Modularity Optimization [52] regards maximization of
the modularity Q defined in equation (2.27). Lehmann and Hansen propose a
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novel scheme for the optimization of Q based on deterministic mean field meth-
ods. Further, these authors propose a simple class of random networks with
adjustable community structure. Given a set of parameters that characterize
the network model, they demonstrate how to calculate the modularity of this
particular network model, analytically.

The simple model is used as a testing ground for the mean field optimization and
the mean field scheme is shown to find higher values of Q for all tested parameter
settings than any previously used deterministic optimization methods.

This paper has recently been submitted to the journal Physical Review E and is
currently available from the online preprint server http://arXiv.org/ under the
label physics/0701348.
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We study community structure of networks. We have developed a scheme for maximizing the modularity Q
[1] based on mean field methods. Further, we have defined a simple family of random networks with community
structure; we understand the behavior of these networks analytically. Using these networks, we show how the
mean field methods display better performance than previously known deterministic methods for optimization
of Q.

PACS numbers:

I. INTRODUCTION

A theoretical foundation for understanding complex net-
works has developed rapidly over the course of the past few
years [2–4]. More recently, the subject of detecting network
communities has gained an large amount of attention, for re-
views see Refs [5, 6]. Community structure describes the
property of many networks that nodes divide into modules
with dense connections between the members of each mod-
ule and sparser connections between modules.

In spite of a tremendous research effort, the mathematical
tools developed to describe the structure of large complex net-
works are continuously being refined and redefined. Essential
features related to network structure and topology are not nec-
essarily captured by traditional global features such as the av-
erage degree, degree distribution, average path length, cluster-
ing coefficient, etc. In order to understand complex networks,
we need to develop new measures that capture these structural
properties. Understanding community structures is an impor-
tant step towards developing a range of tools that can provide
a deeper and more systematic understanding of complex net-
works. One important reason is that modules in networks can
show quite heterogenic behavior [7], that is, the link struc-
ture of modules can vary significantly from module to module.
For such heterogenic systems, global measures can be directly
misleading. Also, in practical applications of network the-
ory, knowledge of the community structure of a given network
is important. Access to the modular structure of the internet
could help search engines supply more relevant responses to
queries on terms that belong to several distinct communities1.
In biological networks, modules can correspond to functional
units of some biological system [8].

II. THE MODULARITY

This section is devoted to an analysis of the modularity Q.
Identifying communities in a graph has a long history in math-

∗Electronic address: slj@imm.dtu.dk
1 Some search engines have begun implementing related ideas, see for exam-

ple Clusty, the Clustering Engine (http://clusty.com/). There is, however,
still considerable room for improvement.

ematics and computer science [5, 9]. One obvious way to
partition a graph into C communities is distribute nodes into
the communities, such that the number of links connecting the
different modules of the network is minimized. The minimal
number of connecting links is called the cut size R of the net-
work.

Consider an unweighted and undirected graph with n nodes
and m links. This network can be represented by an adjacency
matrix A with elements

Ai j =
{

1, if there is a link joining nodes i and j;
0 otherwise. (1)

This matrix is symmetric with 2m entries. The degree ki of
node i is given by ki = ∑ j Ai j. Let us express the cut-size in
terms of A; we find that

R =
1
2 ∑

i, j
Ai j[1−δ(ci,c j)], (2)

where ci is the community to which node i belongs and
δ(α,β) = 1 if α = β and δ(α,β) = 0 if α 6= β. Minimizing
R is an integer programming problem that can be solved ex-
actly in polynomial time [10]. The leading order of the poly-
nomial, however, is nC2

which very expensive for even very
small networks. Due to this fact, most graph partitioning has
been based on spectral methods (more below).

Newman has argued [5, 7, 11] that R is not the right quan-
tity to minimize in the context of complex networks. There
are several reasons for this: First of all, the notion of cut-size
does not capture the essence of our ‘definition’ of network as a
tendency for nodes to divide into modules with dense connec-
tions between the members of module and sparser connections
between modules. According to Newman, a good division is
not necessarily one, in which there are few edges between the
modules, it is one where there are fewer edges than expected.
There are other problems with R: If we set the community
sizes free, minimizing R will tend to favor small communi-
ties, thus the use of R forces us to decide on and set the sizes
of the communities in advance.

As a solution to these problems, Girvan and Newman pro-
pose the modularity Q of a network [1], defined as

Q =
1

2m ∑
i j

[Ai j −Pi j]δ(ci,c j). (3)
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The Pi j, here, are a null model, designed to encapsulate the
‘more edges than expected’ part of the intuitive network def-
inition. It denotes the probability that a link exists between
node i and j. Thus, if we know nothing about the graph, an ob-
vious choice would be to set Pi j = p, where p is some constant
probability. However, we know that the degree distributions of
real networks are often far from random, therefore the choice
of Pi j ∼ kik j is sensible; this model implies that the proba-
bility of a link existing between two nodes is proportional to
the degree of the two nodes in question. We will make ex-
clusive use of this null model in the following; the properly
normalized version is Pi j = (kik j)/(2m). It is axiomatically
demanded that that Q = 0 when all nodes are placed in one
single community. This constrains the Pi j such that

∑
i j

Pi j = 2m, (4)

we also note that P = (P)T , which follows from the symmetry
of A.

Comparing Eqs. (2) and (3), we notice that there are two
differences between Q and R. The first is that Q implies
that we maximize the number of intra-community links in-
stead of minimizing the the number of inter-community links
as is the case for R—this is the difference between multiply-
ing by δ(ci,c j) and [1− δ(ci,c j)]. The second difference lies
in the the introduction of the Pi j in Equation (3). The subtrac-
tion of Pi j serves to incorporate information about the inter-
community links into the quantity we are optimizing.

Use of modularity to identify network communities is
not, however, completely unproblematic. Criticism has been
raised by Fortunato and Barthélemy [12] who point out that
the Q measure has a resolution limit. This stems from the fact
that the null model Pi j ∼ kik j can be misleading. In a large
network, the expected number of links between two small
modules is small and thus, a single link between two such
modules is enough to join them into a single community. A
variation of the same criticism has been raised by Rosvall and
Bergstrom [13]. These authors point out that the normaliza-
tion of Pi j by the total number of links m has the effect that if
one adds a distinct (not connected to the remaining network)
module to the network being analyzed and partition the whole
network again allowing for an additional module, the division
of the original modules can shift substantially due to the in-
crease of m.

In spite of these problems, the modularity is a highly in-
teresting method for detecting communities in complex net-
works when we assume that the communities are similar in
size. What makes the modularity particularly interesting com-
pared to other clustering methods is its ability to inform us of
the optimal number of communities for a given network2.

2 This ability to estimate the number of communities, however, stems from
the introduction of the Pi j term in the Eq. (3) and is therefore directly linked
to the conceptual problems with Q mentioned in the previous paragraph.

III. SPECTRAL OPTIMIZATION OF MODULARITY

The question of finding the optimal Q is a discrete opti-
mization problem. We can estimate the size of the space we
must search to find the maximum. The number of ways to di-
vide n vertices into C non-empty sets (communities) is given
by the Stirling number of the second kind S(C)

n [14]. Since we
do not know the number of communities that will maximize
Q before we begin dividing the network, we need to examine
a total of ∑n

C=2 S(C)
n community divisions [15]. Even for small

networks, this is an enormous space, which renders exhaustive
search out of the question.

Motivated by the success of spectral methods in graph par-
titioning, Newman suggests a spectral optimization of Q [11].
We define a matrix, called the modularity matrix B = A−P
and an (n×C) community matrix S. Each column of S corre-
sponds to a community of the graph and each row corresponds
to a node, such that the elements

Sic =
{

1, if node i belongs to community c;
0 otherwise. (5)

Since each node can only belong to one community, the
columns of S are orthogonal and Tr(ST S) = n. The δ-symbol
in Equation (3) can be expressed as

δ(ci,c j) =
C

∑
k=1

SikS jk, (6)

which allows us to express the modularity compactly as

Q =
1

2m

n

∑
i, j=1

C

∑
k=1

Bi jSikS jk =
Tr(ST BS)

2m
. (7)

This is the quantity that we wish to maximize.
The next step is the ‘spectral relaxation’, where we relax the

discreteness constraints on S, allowing elements of this matrix
to possess real values. We do, however, constrain the length of
the column vectors by ST S = M, where M is a C×C matrix
with the number of nodes in each community n1,n2, . . . ,nC
along the diagonal. In order to determine the maximum, we
take

∂
∂S

(
1

2m
Tr[ST BS]+Tr[(ST S−M)Λ̃]

)
= 0, (8)

where Λ̃ is a C×C diagonal matrix of Lagrange multipliers.
The maximum is given by

BS = SΛ, (9)

where Λ =−2mΛ̃ for cosmetical reasons. Eq. (9) is a standard
matrix eigenvalue problem. Optimizing in the relaxed repre-
sentation, we substitute this solution into Eq. (7), and see that
in order to maximize Q, we must choose the C largest eigen-
values of B and their corresponding eigenvectors. Since all
rows and columns of B sum to zero by definition, the vector
(1,1, . . . ,1)T is always an eigenvector of B with the eigen-
value 0. In general the modularity matrix can have both posi-
tive and negative eigenvalues. It is clear from Eq. (7) that the
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eigenvectors corresponding to negative eigenvalues can never
yield a positive contribution to the modularity. Thus, the num-
ber of positive eigenvalues presents an upper bound on the
number of possible communities.

However, we need to convert our problem back to a discrete
one. This is a non-trivial task. There is no standard way to go
from the n continuous entries in each of the C largest eigenvec-
tors of the modularity matrix and back to discrete 0,1 values
of the community matrix S. One simple way of circumventing
this problem is to use repeated bisection of the network. This
is the procedure that Newman [11] recommends. In New-
man’s scheme, the only eigenvector utilized is the eigenvector
corresponding to the largest eigenvalue bmax of B (with high-
est contribution to Q). The 0,1 vector most parallel to this
continuous eigenvector, is one where the positive elements of
the eigenvector are set to one and the negative elements zero.
This is the first column of the community matrix S. The sec-
ond column must contain the remaining elements.

We can increase the modularity iteratively by bisecting the
network into smaller and smaller pieces. However, this re-
peated bisection of the network is problematic. There is no
guarantee that that the best division into three groups can be
arrived at by finding by first determine the best division into
two and then dividing one of those two again. It is straight
forward to construct examples where a sub-optimal division
into communities is obtained when using bisection [7, 16].

Spectral optimization is not perfect—especially when only
the eigenvector corresponding to bmax is employed3. There-
fore, Newman suggests that it should only be used as a start-
ing point. In order to improve the modularity, Newman has
devised an algorithm inspired by the classical Kernighan-Lin
(KL) scheme [17]. The procedure is as follows: After each
bisection of the network we go through the nodes and find the
one that yields the highest increase in the modularity of the
entire network (or smallest decrease if no increase is possi-
ble) if moved to the other module. This node is now moved
to the other module and becomes inactive. The next step is to
go through the remaining n− 1 nodes and perform the same
action. We continue like this until all nodes have been moved.
Finally, we go through all the intermediate states and pick the
one with the highest value of Q. This is the new starting divi-
sion. We proceed iteratively from this configuration until no
further improvement can be found. Let us call this optimiza-
tion the ‘KLN-algorithm’.

In the spectral optimization, the computational bottleneck
is the calculation of the leading eigenvector(s) of B, which is
non-sparse. Naively, we would expect this to scale like O(n3).
However, B’s structure allows for a faster calculation. We can

3 Newman has proposed a scheme that utilizes two eigenvectors of the mod-
ularity matrix corresponding to the two highest eigenvalues [7] that—
according to our experiments—performs slightly better than the single
eigenvector method described above. However, after the application of
the KLN-algorithm described in this section, we found no difference in the
results found by using one or two eigenvectors.

write the product of B and a vector v [11] as

Bv = Av− k(kT v)
2m

. (10)

This way we have a divided the multiplication into (i) sparse
matrix product with the adjacency matrix that takes O(m+n),
and (ii) the inner product kT v that takes O(n). Thus the entire
product Bv scales like O(m+n). The total running for a bisec-
tion determining the eigenvector(s) is therefore O((m + n)n)
rather than the naive guess of O(n3). Using Eq. (10) during the
KLN-algorithm reduces the cost of this step to O((m + n)n)
[11].

IV. MEAN FIELD OPTIMIZATION

Simulated annealing was proposed by Kirkpatrick et
al. [18] who noted the conceptual similarity between global
optimization and finding the ground state of a physical system.
Formally, simulated annealing maps the global optimization
problem onto a physical system by identifying the cost func-
tion with the energy function and by considering this system
to be in equilibrium with a heat bath of a given temperature
T . By annealing, i.e., slowly lowering the temperature of the
heat bath, the probability of the ground state of the physical
system grows towards unity. This is contingent on whether
or not the temperature can be decreased slowly enough such
that the system stays in equilibrium, i.e., that the probability
is Gibbsian

P(S|T ) =
1
Z

exp
(
− 1

T
Q(S)

)
=

1
Z

exp
(
−Tr(ST BS)

2m

)
.

(11)
Here, Z is a constant ensuring proper normalization. Kirk-
patrick et al. realized the annealing process by Monte Carlo
sampling. The representation of the constrained modularity
optimization problem is equivalent to a C-state Potts model.
Gibbs sampling for the Potts model with the modularity Q as
energy function has been investigated by Reichardt and Born-
holdt, see e.g., [16].

Mean field annealing is a deterministic alternative to Monte
Carlo sampling for combinatorial optimization and has been
pioneered by Peterson et al. [19, 20]. Mean field anneal-
ing avoids extensive stochastic simulation and equilibration,
which makes the method particularly well suited for optimiza-
tion. There is a close connection between Gibbs sampling and
MF annealing. In Gibbs sampling, every variable is updated
by random draw of a Potts state with a conditional distribu-
tion,

P(Si1, ...,SiC|S{−i},T ) =
P(S|T )

∑Si1,...,SiC
P(S|T )

, (12)

where the sum runs over the C values of the i’th Potts variable
and S{−i} denotes the set of Potts variables excluding the i’th
node. As noted by [16], Eq. (12) is local in the sense that the
part of the energy function containing variables not connected
with the i’th cancels out in the fraction. The mean field ap-
proximation is obtained by computing the conditional mean
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of the set of variables coding for the i’th Potts variable using
Eq. (12) and approximating the Potts variables in the condi-
tional probability by their means [20]. This leads to a simple
self-consistent set of non-linear equations for the means,

µik =
exp(φik/T )

∑C
k′=1 exp(φik′/T )

, φik = ∑
j

Bi jµ jk. (13)

For symmetric connectivity matrices with ∑ j Bi j = 0, the set
of mean field equations has the unique high-temperature so-
lution µik = 1/C. This solution becomes unstable at the mean
field critical temperature, Tc = bmax/C, determined by the
maximal eigenvalue bmax of B.

This mean field algorithm is fast. Each synchronous itera-
tion (see Section VI for details on implementation) requires a
multiplication of B by the mean vector µ. As we have seen,
this operation can be performed in O(m + n) time using the
trick in Eq. (10). In these experiments, we have used a fixed
number of iterations of the order of O(n), which gives us a to-
tal of O((m+n)n) similar to the case of by spectral optimiza-
tion. (A forthcoming paper discusses the relationship between
Gibbs sampling, mean field methods, and computational com-
plexity.)

V. A SIMPLE NETWORK

We will perform our numerical experiments on a simple
model of networks with communities. This model network
consists of C communities with nc nodes in each, the total
network has n = ncC nodes. Without loss of generality, we
can arrange our nodes according to their community; a sketch
of this type of network is displayed in Figure 1. Communities

p q · · · q
}

nc

q p

...
. . .

q p

︸ ︷︷ ︸
n

FIG. 1: A sketch of the simple network model. The figure displays
the structure of the adjacency matrix with nodes arranged according
to community. Inside each community (the blocks) along the diag-
onal, the probability of a link between two nodes is p and between
communities, the probability of a link is q.

are defined as standard random networks, where the probabil-
ity of a link between two nodes is given by p, with 0 < p≤ 1.
Between the communities the probability of a link between is

given by 0 ≤ q < p. The networks are unweighted and undi-
rected.

Let us calculate Q for this network in the case where p = 1
and q = 0. In this case, we can calculate everything exactly.
First, we note that all nodes have the same number of links,
and that the degree of node i, ki = nc − 1 (since a node does
not link to itself). Thus the total number of links mc in each
sub-network is

mc =
1
2

nc(nc−1), (14)

and since our network consists of C identical communities the
total number of links is m = Cmc. We can now write down the
contribution Qc from each sub-network to the total modularity

Qc =
1

2m ∑
i j

(Ai j −Pi j)δ(c,c) (15)

=
1

2m

[
nc(nc−1)−n2

c
(nc−1)2

2m

]
. (16)

If we insert m and use that Q = CQc, we find

Q = CQc = 1− 1
C

. (17)

We see explicitly that when C→∞ the modularity approaches
unity.

Now, let us examine at the general case. Since our network
is connected at random, we cannot calculate the number of
links per node exactly, but we know that the network is well-
behaved (Poisson link distribution), thus we can calculate the
average number of links per node. We see that

k = (nc−1)p+nc(C−1)q, (18)

which is equal to the number of expected intra-community
links plus the number of expected number of inter-community
links. The number of links in the entire network is therefore
given by

m =
1
2

Cnck =
Cnc

2
[(nc−1)p+nc(C−1)q]. (19)

We write down Q

Q =
C
2m

[
nc(nc−1)p−n2

c
{(nc−1)p+nc(C−1)q}2

2m

]
=

(nc−1)p
(nc−1)p+nc(C−1)q

− 1
C

. (20)

When nc � 1 (which is always the case), we have that

Q =
p

p+q(C−1)
− 1

C
, (21)

When we write q as some fraction f of p, that is q = f p, with
0 ≤ f ≤ 1, we find

Q(C, f ) =
1

1+(C−1) f
− 1

C
, (22)
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FIG. 2: Equation (22) and Qdesign. This figure displays Q as a func-
tion of f (the relative probability of a link between communities),
with C = 5 for the simple network defined in Figure 1. The blue line
is given by Eq. (22) and the black dots with error-bars are mean val-
ues of Qdesign in realizations of the simple network with p = 1/10
and n = 500; each data-point is the mean of 100 realizations. The
error bars are calculated as the standard deviation divided by square
root of the number of runs.

which is independent of p. Thus, for this simple network,
the only two relevant parameters are the number of commu-
nities and the density of the inter-community links relative to
the intra-community strength. We can also see that our result
from Eq. (17) is valid even in the case p < 1, as long as the
communities are connected and q = 0.

If we design an adjacency matrix according to Figure 1, we
can calculate the value Qdesign = Tr(ST

d BSd)/(2m), where Sd
is a community-matrix that reflects the designed communities.
Values of Qdesign should correspond to Eq. (22). We see in
Figure 2 that this expectation is indeed fulfilled. The blue
curve is Q as a function of f with C = 5. The black dots
with error-bars are mean values of Qdesign in realizations of
the simple network with p = 1/10 and n = 500; each data-
point is the mean of 100 realizations and the error bars are
calculated as the standard deviation divided by square root of
the number of runs. The correspondence between prediction
and experiment is quite compelling.

We should note, however, that the value of Qdesign may
be lower than the actual modularity found for the network
by a good algorithm: We can imagine that fluctuations of
the inter-community links could result in configurations that
would yield higher values of Q—especially for high values of
f . We can quantify this quite precisely. Reichardt and Born-
holdt [16] have shown that demonstrated that random net-
works can display significantly larger values of Q due to fluc-
tuations; when f = 1, our simple network is precisely a ran-
dom network (see also related work by Guimerà et al. [21]).
In the case of the network we are experimenting on, (n = 500,
p = 1/10), they predict Q ≈ 0.13.

Thus, we expect that the curve for Q( f ,C) with fixed C will
be deviate from the Qdesign displayed in Figure 2; especially
for values of f that are close to unity. The line will decrease
monotonically from Q(0,C) = 1− 1/C towards Q(1,C) =
0.11 with the difference becoming maximal as f → 1.

VI. NUMERICAL EXPERIMENTS

We know that the running time of mean field method scales
like that of the spectral solution. In order to compare the pre-
cision of the mean field solutions to the solutions stemming
from spectral optimization, we have created a number of test
networks with adjacency matrices designed according to Fig-
ure 1. We have created 100 test networks using parameters
nc = 100, C = 5, p = 0.1 and f ∈ [0,1]. Varying f over this
interval allows us to interpolate between a model with C dis-
junct communities and a random network with no community
structure.

We applied the following three algorithms to our test net-
works

1. Spectral optimization,

2. Spectral optimization and the KLN-algorithm, and

3. Mean field optimization.

Spectral optimization and the KLN-algorithm were imple-
mented as prescribed in [11]. The nC non-linear mean field
annealing equations were solved approximately using a D =
300-step annealing schedule linear in β = 1/T starting at βc
and ending in 3βc at which temperature the majority of the
mean field variables are saturated. The mean field critical
temperature Tc = bmax/C is determined for each connectivity
matrix. The synchronous update scheme defined as parallel
update of all means at each of the D temperatures

µ(d+1)
ik =

exp(φ(d)
ik /T )

∑C
k′=1 exp(φ(d)

ik′ /T )

φ(d)
ik = ∑

j
Bi jµ

(d)
jk (23)

can grow unstable at low temperatures. A slightly more ef-
fective and stable update scheme is obtained by selecting ran-
dom fractions ρ < 1 of the means for update in 1/ρ steps at
each temperature. We use ρ = 0.2 in the experiments reported
below. A final T = 0 iteration, equivalent to making a deci-
sion on the node community assignment, completes the pro-
cedure. We do not assume that actual the number of commu-
nities C < Cmax is known in advance. In these experiments we
use Cmax = 8. This number is determined after convergence
by counting the number of non-empty communities

The results of the numerical runs are displayed in Fig-
ure 3. This figure shows the point-wise differences between
the value of Qalgorithm found by the algorithm in question and
Qdesign plotted as a function of the inter-community noise f .
The line of Qalgorithm −Qdesign = 0 thus corresponds to the
curve plotted in Figure 2. We see from Figure 3 that the mean
field approach uniformly out-performs both spectral optimiza-
tion and spectral optimization with KLN post-processing. We
also ran a Gibbs sampler [16] for with a computational com-
plexity equivalent to the mean field approach. This lead to
communities with Q slightly lower than the mean field re-
sults, but still better than spectral optimization with KLN post-
processing.
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FIG. 3: Comparing spectral methods with the mean field solution.
The networks were created according to the simple model, using pa-
rameters nc = 100, C = 5, p = 0.1 and f ∈ [0,1]. All data points dis-
play the point-wise differences between the value of Qalgorithm found
by the algorithm in question and Qdesign. The error-bars are calcu-
lated as in Figure 2. The dash-dotted red line shows the results for the
spectral method. The dashed blue line shows the results for the spec-
tral optimization followed by KLN post-processing. The solid black
curve shows the results for the mean field optimization. The grey,
horizontal line corresponds to the theoretical prediction (Eq. (22))
for the designed communities.
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FIG. 4: The median number of communities found by the various
algorithms. The panel shows the median number of communities as
a function of the relative fraction of inter-community links f . All
optimization schemes consistently pick four or five communities for
the highest values of f . This finding is consistent with theoretical
and experimental results by Reichardt and Bornholdt [16]

We note that the obtained Qalgorithm for a random network
( f = 1) is consistent with the prediction made by Reichardt
and Bornholdt [16]. We also see that the optimization algo-
rithms can exploit random connections to find higher values of
Qalgorithm than expected for the designed communities Qdesign.
In the case of the mean field algorithm this effect is visible for
values of f as low as 0.2.

Figure 4 shows the median number of communities found
by the various algorithms as a function of f . It is evident
from Figs. 3 and 4 that—for this particular set of parameters—
the problem of detecting the designed community structure is
especially difficult around f = 0.3. Spectral clustering with
and without the KLN algorithm find values Qalgorithm that are
significantly lower than Qdesigm. The mean field algorithm
manages to find a value of Qalgorithm that is higher than the
designed Q but does so by creating extra communities. As
f → 1 it becomes more and more difficult to recover the de-
signed number of communities.

VII. CONCLUSIONS

We have introduced a deterministic mean field annealing
approach to optimization of modularity Q. We have evalu-
ated the performance of the new algorithm within a family
of networks with variable levels of inter-community links, f .
Even with a rather costly post-processing approach, the spec-
tral clustering approach suggested by Newman is consistently
out-performed by the mean field approach for higher noise
levels. Spectral clustering without the KLN post-processing
finds much lower values of Q for all f > 0.

Speed is not the only benefit of the mean field approach.
Another advantage is that the implementation of mean field
annealing is rather simple and similar to Gibbs sampling. This
method also avoids the inherent problems of repeated bisec-
tion. The deterministic annealing scheme is directed towards
locating optimal configurations without wasting time at care-
ful thermal equilibration at higher temperatures. As we have
noted above, the modularity measure Q may need modifica-
tion in specific non-generic networks. In that case, we note
that the mean field method is quite general and can be gener-
alized to many other measures.
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CHAPTER 7

Perspectives

“Physicists, it turns out, are almost perfectly suited to invading other
people’s disciplines, being not only extremely clever but also generally
much less fussy than most about the problems they choose to study. Physi-
cists tend to see themselves as lords of the academic jungle, loftily regard-
ing their own methods as above the ken of anybody else and jealously
guarding their own terrain. But their alter egos are closer to scavengers,
happy to borrow ideas and techniques from anyone if they seem like they
might be useful, and delighted to stomp all over someone else’s problem.
As irritating as this attitude can be to everybody else, the arrival of
physicists into a previously non-physics area of research often presages a
period of great discovery and excitement.”

— Duncan J. Watts, Six Degrees [93]

WELL, the scavengers are certainly here—that much is evident from
the ubiquitousness of physicists and ex-physicists in the bibliog-
raphy of this dissertation. — And Watts really gets it right: The

science of networks has indeed experienced a period of great discovery and ex-
citement. Luckily there is still a great number of juicy subjects left to scavenge.
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This concluding chapter summarizes the work presented in the previous chap-
ters and points out the subjects that I consider particularly interesting and ripe
for future research.

7.1 Scientific Citations

Much of the work in this dissertation regards the network of scientific citations.
Two papers describe modelling of the degree distributions of live- and dead pa-
pers in the SPIRES data base [53, 54]. The distinction between live and dead
nodes is based on the fact that many nodes in the SPIRES network are ‘dead’ in
the sense that they have not been cited in many years and that they will (most
likely) never be cited again. The proposed model is an augmentation of the sim-
ple growth model proposed by Barabási and Albert [10] (cf. section 1.4), where,
at each update, in addition to the standard probability of gaining a new link,
each node of the network also has a finite probability (inversely proportional to
the number of links) of becoming permanently inactive (i.e. dead). The model
is analytically soluble and the solution provides a surprisingly good fit to the
empirical distributions of live and dead papers in the data base, with only three
parameters (mean degree of live distribution, mean degree of dead distribution,
and the fraction of dead papers).

The live/dead model is particularly interesting because many other networks
possess nodes that can become permanently inactive due to age. Further, it is
demonstrated that the death-mechanism alone can result in power-law degree
distributions.

•

Citation data is used to evaluate individual scientists. This is the starting point
for the two papers [56, 57] that investigate the author-network in the SPIRES
data base. In particular, authors (the nodes in figure 3.2) are characterized by
their publication record {ki}, which is a list of in-degrees from the paper-network
of their publications.

Lehmann et al. use Bayesian statistics to analyze several measures of scientific
quality. More precisely, each measure’s ability to discriminate between authors
is determined. By use of scaling arguments, it is shown that the best of these
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measures (the mean and median) require approximately 50 papers in order to
draw conclusions regarding long-term scientific performance with usefully small
uncertainties. The probabilistic methods also permit comparison of scientists
working in different areas.

•

That approximately 50 publications are required to make author assignments
to decile groups with 90% certainty is large enough to limit the utility of such
analyses in the academic appointment process. Therefore, improvement of this
number is an interesting subject for future research. Are there more efficient
measures of an author’s full citation record than those considered in [56, 57]?

• First of all, preliminary investigations have revealed that straightforward
iterative schemes can be constructed to create more efficient measures.
The iterative schemes converge rapidly to an ‘optimal’ binning of authors
into deciles. The result is optimal in the sense that it maximizes the KL
divergences between the conditional distributions P (i |α) (see section 5.2).
The results for these optimal binnings, however, appear to be only mar-
ginally better than those obtained for the mean or median measures. This
work is in progress.

• Secondly, it is important to recognize that it takes time for a paper to ac-
cumulate its full complement of citations. Therefore, co-author linkages
may provide a powerful supplement or alternative to citation data, since
the list of co-authors remains unaltered from the moment a paper is sub-
mitted for publication. We can empirically construct co-author distribu-
tions conditioned on any measure of quality, and analyze these completely
analogously, with the analysis of citation data presented in chapter 5. Pre-
liminary studies of the probability that authors in bins α and β will co-
author a publication reveal a striking concentration along the diagonal
α=β. This promising line of work is also in progress. It appears that we
may be able to substantially reduce the number of papers needed in order
to assign authors to bins with a 90% accuracy level.

• Thirdly, we know that the author network possesses a high degree of strat-
ification. Until now, we have made the assumption that all authors in the
data base pick their topics and give their references with as much care and
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insight as the top 10%. Assume for a moment that the ability of authors to
identify the ‘right’ papers varies as much as—and is directly related to—the
ability to write highly cited papers.

If this is the case, the roughly 50% of references that the lower half of
authors contribute, could be essentially noise with no useful information
about the quality of papers. We may obtain a much sharper measure by
considering only the references given by the top 50% of authors. Ex-
cluding these citations disqualifies approximately half of the data, but if
the data we lose is mostly noise rather than signal, it can only improve
things. Implementing the assumption of ‘variation in the ability to give
references’ into the analysis of citations is also a work in progress.

A related project stems from the fact that the citation network is an information
network. Let us assume that the number of citations pointing towards a given
author is proportional to the amount of information, he has supplied to the
network. Let us make the related assumption that each reference is similarly
proportional to the amount of information received from the network. Since
we only consider links that are internal to SPIRES, there is a conservation of
information.

With these assumptions, we can explicitly study the flow of information be-
tween authors in SPIRES. Preliminary investigations of the flow of information
between the decile groups of authors based on the mean number of citations,
have been performed. The only group that has an out-flux of information is
the group containing the ten percent highest cited authors. Group nine breaks
approximately even and the remaining 80 percent of authors receive informa-
tion. This analysis emphasizes the conclusion from [58] that only a select few
authors drive the progress in theoretical high energy physics. It also points to-
wards interesting results for investigations of the directed author-network with
links weighted by information flux, cf. figure 3.3.

In summary, a statistical approach is highly useful when the network contains
more structure than what can be contained in an adjacency matrix. Since we
would like to include information about the nodes into the analysis of many
other networks (social networks, the internet, etc.), this approach may find
wider use in the future.
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7.2 Communities and Beyond

The paper Deterministic Community Detection [52] discusses the use of mean
field methods to maximize the modularity Q. In order to test the mean field al-
gorithm in a controlled environment, Lehmann and Hansen constructed a sim-
ple class of random networks with adjustable community structure and an ana-
lytic expression for the designed modularity Q. Using these networks, Lehmann
and Hansen show that the mean field methods displays a better performance
than previously known deterministic (e.g. spectral) methods.

In the context of optimization of Q, one interesting topic for future research is
an investigation of relationship between the deterministic methods, such as the
mean field algorithm, and probabilistic methods, such as Gibbs sampling. For
the networks we have investigated, the two methods performance comparably
in terms of values of Q. However, if the community structure is fuzzy, the
two methods find dissimilar communities for the same network. Understanding
why this is the case, will lead to a deeper understanding of both the mean field
and probabilistic methods.

•

In a more general setting, we would like to develop better measures for com-
munity structure. Imagine a network with power-law degree distributions and
community structure. We can imagine different scenarios for the hubs of such a
network

(i) Hubs are ‘shielded’ from the remaining network by their communities. One
example of a network, where hubs are possibly shielded from the remain-
ing network, is the network of academic co-authorship. Professors are the
most connected nodes (hubs), but they link mostly to post. docs. and grad-
students in their own department. The two latter groups are more mobile
and link more often to other research groups. At the same time, however,
they ‘insulate’ professors from the rest of the network.

Of course the role of nodes change over time in this network. At one
point in time, the professors themselves have been both grad-students and
post. docs.

(ii) Hubs lie on the boundary between two communities. This situation is proba-
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bly the case in the network of musical performers linked by co-play in user
playlists. Most people stick to one or two genres of music (communities)
that they like, but most people also like to listen to hit songs. The perform-
ers behind these songs span several genres and become hubs that connect
different communities: People who listen mostly to pop may still play an
occasional song by the hub Metallica, and people who are dedicated to hard
rock, probably like the song ‘Lose Yourself’, even if it is written and per-
formed by the rapper Eminem.

So what can we learn from these observations? First of all, if we try to visualize
the structure of these communities, case (i) should remind us of figure 1.9 a), that
is: In the case of shielded hubs, each community, must possess a high level of
topological hierarchy. Similarly, we may expect that communities, where hubs
lie on the boundary, are somewhat anti-hierarchically structured. In case (ii), it
also becomes extremely important that our community detection algorithm is
able to handle overlap between modules in a natural way.

Our ambition with respect to measures of community structure is to develop
a measure that is able to handle communities in power-law networks, e.g. by
considering the level of topological hierarchy in each community. One could
utilize the level of hierarchy in each community to estimate the possible pres-
ence of hubs on the boundary of that module; in this way, one could assign the
hubs to each of their various communities.

•

Let me end this dissertation with a short poem by the Danish1 writer, Henrik
Nordbrandt:

Søg ingen sandhed her. Disse digte er håndens værk
som den bevægede sig nogle dage i november, eller skælvede
påvirket af sin ejers humør, kaffe, cigaretter, vin
skyerne over dalen, venners død og meddelelser om krige.

— Henrik Nordbrandt, Håndens skælven i november (1986)

♥
1I apologize to those readers who do not understand Danish.
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