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Abstract

Many nanostructures have special properties that suggest technological ap-
plications where each nanostructure must be accurately positioned in a mi-
crosystem. Special techniques are required in order to integrate such com-
ponents and thereby establish an electrically and mechanically reliable con-
nection to the surroundings. This work covers the development and testing
of methods to integrate two widely different types of nanostructures, each
in relation to a specific application.

Carbon nanotubes have unique mechanical and electrical properties.
For example, they have a yield strength that is 100 times that of steel and
they can be either semiconducting or metallic depending on their geometric
structure. These special properties have led to the fabrication of for example
sensors and transistors. In this project, the possibility is explored of using a
multi-walled carbon nanotube as a strain gauge instead of a microfabricated
silicon sensor in a microcantilever-based sensing system. For this purpose,
a 3-D micro- and nanomanipulation set-up has been constructed, which can
be used for integration of nanocomponents in prefabricated microsystems
during the prototyping phase. Using this set-up, individual carbon nano-
tubes have been integrated in microcantilever systems and characterized.
A small part of the investigated sensors had a sensitivity comparable to or
larger than that of similar silicon sensors. However, it is concluded that
it is not worthwhile to use multi-walled carbon nanotubes due to too large
variations in performance and too large intrinsic noise caused by the minute
size, unless an extremely small sensor is required.

A further challenge is to fabricate more devices than manipulation can
facilitate. For this purpose, a parallel integration method is required that
can facilitate wafer scale fabrication. This could be in-situ growth, where the
nanotube is synthesized from a catalyst particle that already has been placed
at the desired position in the microsystem. This has been investigated by
developing and fabricating microsystems with integrated catalyst particles
and by constructing and optimizing a chemical vapor deposition system for
nanotube growth.

Organic nanofibers consisting of para-hexaphenylene molecules stacked
in a crystal structure can potentially be used for the fabrication of a nano-
scale light source. However, these nanofibers are much more fragile than
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carbon nanotubes which makes mechanical handling difficult. Their mecha-
nical properties have been investigated and particularly gentle manipulation
methods, which facilitate integration, have been developed.

Light emission from a organic semiconductor can occur through electro-
luminescence in which an electron-hole pair recombines and emits a photon.
This requires injection of both electrons and holes from a cathode and anode,
respectively. Here, the charge injection and transport properties of indivi-
dual nanofibers with metal contacts have been investigated. The use of
either gold, aluminum, or chromium results in injection-limited current, i.e.
the contact rather than the nanofiber bulk is the main current limiting fac-
tor. Of the investigated metals, gold has the best hole injection properties,
while a suitable cathode material, which can inject an electron current of
similar magnitude, is still not found.



Dansk Resumé

En række nanostrukturer har specielle egenskaber, der lægger op til teknolo-
giske anvendelser, hvor den enkelte nanostruktur skal placeres meget præcist
i et mikrosystem. For at kunne integrere s̊adanne komponenter og derved
etablere elektrisk og mekanisk p̊alidelig forbindelse til omverdenen kræves
specielle teknikker. Denne afhandling omhandler udvikling og afprøvning af
metoder til at integrere to vidt forskellige typer nanostrukturer, hver især i
relation til en konkret applikation.

Kulstof nanorør har unikke mekaniske og elektriske egenskaber. De
har for eksempel en brudstyrke, der er 100 gange større end brudstyrken af
st̊al, og de kan være enten halvledende eller metalliske afhængig af deres
geometriske struktur. Disse specielle egenskaber har givet anledning til
fabrikation af for eksempel sensorer og transistorer. I dette projekt un-
dersøges muligheden for at benytte et flervægget kulstof nanorør som strain
gauge i stedet for en mikrofabrikeret silicium sensor i et mikrobjælke-baseret
målesystem. Til det formål er der konstrueret en opstilling til 3-D mikro-
og nanomanipulation, som kan bruges til integration af nanokomponenter i
præfabrikerede mikrosystemer under prototype-fasen. Ved hjælp af denne
opstilling er individuelle kulstof nanorør blevet integreret i mikrobjælke-
systemer og karakteriseret. En mindre del af de undersøgte sensorer havde
en følsomhed, der var sammenlignelig med eller overgik tilsvarende silicium
sensorer, men alt i alt er konklusionen, at det ikke kan betale sig at anvende
flervæggede kulstof nanorør p̊a grund af for store variationer i performance
og for stor intrinsisk støj p̊a grund af den ringe størrelse, medmindre der
stilles krav om en ekstremt lille sensor.

En yderligere udfordring er at kunne fremstille større styktal end mani-
pulation tillader. Til det formål behøves en parallel integrationsmetode, der
kan muliggøre fabrikation p̊a wafer-skala. Dette kunne være in-situ dyrk-
ning, hvor nanorøret bliver syntetiseret fra en katalysepartikel, der i forvejen
er placeret det ønskede sted i mikrosystemet. Dette er undersøgt ved at ud-
vikle og fabrikere mikrosystemer med indbyggede katalysepartikler og ved
at konstruere og optimere et chemical vapor deposition system til dyrkning
af nanorør.

Organiske nanofibre best̊aende af para-hexaphenylen molekyler ar-
rangeret i en krystalstruktur kan potentielt bruges til fremstilling af en
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nanoskala lyskilde. Dog er disse nanofibre meget mere skrøbelige end kulstof
nanorør, hvilket gør mekanisk h̊andtering vanskelig. Deres mekaniske egen-
skaber er blevet undersøgt og særligt sk̊ansomme manipulationsmetoder,
som muliggør integration, er blevet udviklet.

Lysudsendelse fra en organisk halvleder kan ske gennem elektrolumi-
nescens, hvor et elektron-hul-par rekombinerer og derved udsender en foton.
Dette kræver injektion af b̊ade elektroner og huller fra hhv. en katode og en
anode. Her er egenskaberne omkring ladnings-injektion og -transport i in-
dividuelle nanofibre med metalkontakter blevet undersøgt. Brugen af enten
guld, aluminium eller krom resulterer i injektionsbegrænset strøm, dvs. kon-
takten snarere end nanofiberen selv er den væsentligste strømbegrænsende
faktor. Ud af de undersøgte metaller har guld de bedste hul-injicerende egen-
skaber, mens et passende katodemateriale, som kan injicere en elektronstrøm
af samme størrelsesorden, endnu ikke er fundet.
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Chapter 1

Introduction

1.1 A Perspective on Engineering

Many Ph.D. theses within the area of small things would start out something
like ”In 1959 at Caltech, Feynman gave his famous speech There’s Plenty
of Room at the Bottom, where he foresaw...” This thesis will not start like
that. Instead it will linger shortly on science fiction.

In 1863 Jules Verne wrote Paris in the 20th Century, in which he cor-
rectly predicted several modern technological inventions but also an in-
creased barrenness of modern society that seems not far from todays reality.
In 1932 Aldous Huxley described an ironic utopia in Brave New World with
an apparently all-happy and carefree humanity, which, however, is governed
by a totalitarian state that controls all aspects of life through advanced
technology. Despite being far-fetched, traits of similar ideas have emerged
in some societies. In 2002 Michael Crichton wrote Prey, which forecasts
intelligent, autonomous, self-replicating systems that end up threatening all
life on Earth. Some people might argue that such science fiction will never
come true, however, they should bear in mind Clarkes 1st ’law’, which says
”When a distinguished but elderly scientist states that something is possible,
he is almost certainly right. When he states that something is impossible,
he is very probably wrong.”

But why does science fiction turn into science and technology, and what
are the consequences? It could seem as if we are more keen on using tech-
nology for destruction1 rather than construction, for narcissistic scrutiny of
all men’s doings and sayings2 rather than for exploration, or for building
the ultimate soldier3. That we are simply using technology to precipitate
our ultimate fate. In view of this, it would make sense to stop.

However, one could also choose a less pessimistic view. Despite the fact

1http://en.wikipedia.org/wiki/Manhattan_Project
2http://www.nsa.gov/
3http://web.mit.edu/isn/

11



12 Introduction

that new technology can be abused, its main purpose is to improve quality
of life - such as to detect and cure diseases, or to provide means of com-
munication and education. Given the recent advance of modern societies, it
appears that if new technology is used with care, it indeed is beneficial.

1.2 Nanostructures as Components

Much recent technological progress has been founded on microelectronics,
which has provided us with the ability to perform complicated calculations
fast. It has been revolutionizing in the sense that it has spun entirely new
structures in our societies and has had a profound impact on peoples lives.

Nanotechnology has been hailed as the next big ’thing’ - a revolution
with even more impact than the computer. However, at least part of the
technology that today is being characterized as nanotechnology is more evo-
lutionary in character, since a general trend of much of technology develop-
ment simply has been to scale down. The integrated transistors of modern
electronics are almost exclusively fabricated in silicon by a top-down ap-
proach. The development in this field has primarily relied on advancing the
present top-down fabrication methods for example by developing lithogra-
phy techniques capable of ever smaller line widths. However, two aspects are
suggesting the introduction of a different kind of components that are not
made by a conventional top-down approach. First, it becomes increasingly
difficult to control the fabrication processes as the dimensions of the compo-
nents shrink. For instance, as the channel width of a field-effect transistor
shrinks to few tens of nanometers, the exact position of the dopant atoms
becomes increasingly important and they can no longer just be treated on
a statistical basis. Second, advances in chemical synthesis has enabled the
fabrication of a range of self-assembled macromolecules - or nanostructures
- with unique properties. Of particular interest is the fact that such syn-
thesis techniques can provide control of size, shape and composition - in
principle at the atomic level. Two of the most important nanostructures
are carbon nanotubes[1] and inorganic semiconducting nanowires[2], which
in combination have a variety of interesting properties in both the electri-
cal, mechanical, and optical domain as well as in overlapping domains such
as the electro-mechanical and the electro-optical. However, also less well-
investigated nanostructures exist such as biologically inspired nanotubes[3]
and organic crystalline nanofibers[4] with equally appealing properties.

Making use of such nanostructures requires the ability to interface these,
i.e. to excite these and probe their response. This could for instance be rea-
lized by integrating these in a top-down fabricated microsystem to establish
electrical contact. Here, integration means placing individual nanostructures
at desired positions and creating the necessary interface with the surround-
ing circuitry, thus turning these nanostructures into nanocomponents.
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1.3 Methods of Integration

Conventional top-down fabrication methods allow us to define, deposit, etch,
and thus construct very small structures typically on a silicon platform.
Chemical synthesis techniques can produce millions or billions of engineered,
self-assembled nanostructures. A major challenge lies in bringing these two
domains together, i.e. in integrating nanocomponents in microsystems4.
Where chemical synthesis typically produces a vast amount of nanostruc-
tures with less concern about the exact position of the individual units, the
concept of using such structures as components calls for this kind of con-
trol. Therefore, techniques to controllably position and interface individual
nanocomponents in microsystems should be developed.

A significant number of different integration methods have been develo-
ped, which can be broadly divided into four classes: 1) Random positioning,
2) Semi-controlled positioning, 3) Controlled positioning, and 4) In-situ fa-
brication. Fig. 1.1 shows examples from each of these four classes of methods.

Figure 1.1: Conceptual illustrations of examples from each of the four classes
of integration methods. (a) The nanocomponents are dispersed randomly on
a pristine substrate. A suitable component is located and custom-designed
electrodes are made. (b) Semi-controlled positioning can be realized by at-
tracting nanocomponents from a liquid dispersion towards electrodes using
electric fields. (c) Mechanical manipulation can be used to controllably posi-
tion nanocomponents at specific positions in a microsystem such as between
two electrodes. (d) In-situ growth can facilitate component fabrication di-
rectly at the desired position in the microsystem.

1. Random positioning Some of the first investigations of the electrical
properties of carbon nanotubes used randomly positioned nanotubes.
The nanotubes are dispersed in solution and deposited on a substrate
with prepatterned alignment markers. A suitable nanotube is located,

4Heinrich Rohrer: The Challenges of Nanotechnology, Talk given at TNT05, Septem-
ber 2, 2005, Oviedo, Spain, abstract: http://www.phantomsnet.net/files/abstracts/

TNT2005/TNT05_kEYNOTE_Rohrer.pdf
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and through electron beam lithography and metal evaporation a set
of contacts is made[5] as shown in fig. 1.1(a). Alternatively, the nano-
tube dispersion can be applied to a substrate with a lithographically
predefined pattern of metal electrodes. Subsequent imaging can locate
an individual nanotube, which happens to bridge a set of electrodes
and which can then be electrically characterized[6, 7].

2. Semi-controlled positioning Less random methods, where the posi-
tion of the components is better controlled, have also been developed.
One possibility is to use fluidic alignment to orient several nanocompo-
nents before contacting these via lithographic techniques[8]. Another
option is to selectively position the nanocomponents on a chemically
patterned substrate[9]. A third method (dielectrophoresis) uses elec-
tric fields to guide nanotubes dispersed in a liquid medium towards
predefined electrodes[10] as depicted in fig. 1.1(b).

3. Controlled positioning The methods of the second class provide
some control of nanocomponent position but their stochastic nature
results in an inherent randomness in the exact position and number of
the components. More controlled positioning is possible through me-
chanical manipulation. It has been shown how a carbon nanotube can
be positioned between two electrodes by sliding it along a surface (2-D
manipulation)[11]. Mechanical manipulation can also be extended to
3 dimensions[12] to facilitate pick-and-place operations for example to
position a nanocomponent between electrodes as shown in fig. 1.1(c).

4. In-situ fabrication The last class of methods employs in-situ growth
of nanocomponents in a microsystem. These methods typically use
catalytic particles, from which the nanocomponent can grow often via
a vapor deposition process as depicted in fig. 1.1(d). An example is
chemical vapor deposition of carbon nanotubes, which can be grown
between opposing metal electrodes[13] and with the additional option
of guiding the growth direction by an applied electric field[14]. In-situ
growth can also be used for inorganic nanowires, in which case epitaxy
can control the direction[2], while the position can be determined by
positioning the catalytic particles prior to nanowire growth[15].

Even though examples can be found, which do not fit exactly into the
classes of this scheme, it still gives the possibility to evaluate different generic
methods and compare them to one another. The ’random’ methods work
on planar substrates and have the advantage of providing relatively fast
means of constructing a few prototype devices to study component pro-
perties. However, the random nature limits the possibilities in terms of
high-volume fabrication. The second class of methods also requires a planar
substrate and some additional processing to realize the positioning system.
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However, the more controlled positioning is desirable from an application-
oriented point of view since it can allow parallel device fabrication. Con-
trolled positioning via mechanical manipulation can be advantageous in par-
ticular cases such as positioning in a 3-D microsystem. Also, it can be used
to position components in prefabricated microsystems which is preferred in
situations where post processing can have damaging effects. The fourth and
final strategy has the advantage of eliminating both the randomness of the
first strategies and the serial component positioning step of the third, and it
is fairly straight-forward to develop into a parallel process for high-volume
fabrication. However, it requires a microsystem that can withstand and
in some cases facilitate the nanocomponent fabrication typically by having
prefabricated catalytic particles to define the nanocomponent positions.

1.4 Nanocomponent Function

Integration of nanocomponents in microsystems can enable engineering of
a new class of components where the functionality can be designed at the
atomic level. An interesting class of nanocomponents are those with semi-
conducting properties, which can be used in nanoscale transistors - for ex-
ample based on semiconducting single-walled carbon nanotubes (SWCNTs)
[16] or inorganic nanowires[17]. Another related area, where nanocompo-
nents can offer distinct advantages, is as chemical sensors. A SWCNT has
all its atoms located at its surface. If a particular kind of molecule can be
made to bind specifically to the nanotube, such a binding event could alter
its electrical properties thus creating a signal that can be read out. Since a
SWCNT is ’all surface’, this has the potential of being a very sensitive chemi-
cal sensor[18]. A third interesting nanocomponent function is light emission.
A nanoscale light-emitting device (LED) could for example have applications
in optoelectronic or photonic circuitry[19]. This function has been demon-
strated with different nanocomponents such as two crossed nanowires[17], a
single nanowire with built-in p-n junction[20], or a SWCNT[21].

1.5 Device Development

Development of a device based on nanocomponents requires consideration
of the three aforementioned aspects: component, integration, and function.
However, since these factors influence each other, it is necessary during de-
vice development to also consider their interaction as illustrated in fig. 1.2.
Most nanocomponent devices can be characterized with the framework pro-
vided by fig. 1.2, where a particular device can be described by: 1) the
type of nanocomponent(s), 2) the method used for integration of the na-
nocomponent(s), and 3) their function. Fig. 1.3 shows three examples of
nanocomponent devices described within this scheme.
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Figure 1.2: The development of a device requires consideration of several
aspects. The component(s) will influence the function and the choice of
integration method. The function will determine which components and
integration methods can to be used. Finally, the technologically available
integration methods will affect the choice of components and can have a
significant influence on the function. Therefore, a consideration of all aspects
is necessary both in the prototyping phase and in a fabrication process.

As indicated in fig. 1.2, this type of consideration applies both for proto-
typing and for fabrication. The difference between these two primarily lies
in the integration methods and in the requirements that are put on these.
In both cases the integration methods must provide accurate positioning
of the nanocomponent with respect the microsystem and must not damage
neither the nanocomponent nor the microsystem. The objective of proto-
typing is to produce relatively few - but still sufficiently many - devices to
investigate and improve their performance. Therefore, the corresponding
methods should preferably be as flexible or ’generic’ as possible to be able
to handle different types of components while the parameters influencing the
integration should be tunable to investigate their effect. It should be able
to produce a sizeable number of prototype devices, but does not have to be
scalable. In contrast, a fabrication method is typically more specific, i.e. it
focusses on one particular type of component, but it must then be capable
of producing a much larger number of devices.

1.6 Key Topics

The basis of this thesis will be the concepts illustrated in fig. 1.2 with
particular emphasis on two different components, two different integration
methods, and two different functions. These six areas have been selected
under consideration of their individual relationship. The two components
will be multi-walled carbon nanotubes (MWCNTs) and organic crystalline
nanofibers[4]. From the point of view of investigating integration methods,
these two components complement each other nicely. The nanotubes are
very robust structures that can sustain significant external load both in
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Figure 1.3: A particular nanocomponent device can be characterized as
a set consisting of: {component, integration, function}. The exam-
ples here are carbon nanotube transistors produced either by mechanical
manipulation[11] or in-situ growth[13], or nanoscale LEDs made by fluidic
assembly of inorganic nanowires[22]. Illustrations adapted from [8, 23], Sci-
ence Magazine vol. 294 no. 5545, and http://www.research.ibm.com/.

the mechanical, thermal, chemical and electrical domain. Most integration
methods can therefore be applied to nanotubes including different types of
lithography, manipulation, fluidic alignment, dielectrophoresis, and in-situ
growth. In contrast, the nanofibers are significantly more fragile thus pla-
cing severe constraints on the integration method and thereby significantly
limiting the number of possible methods. Chapter 2 will describe these two
different nanostructures.

The two integration methods are also chosen so they complement each
other. The first is mechanical manipulation for precise positioning of a nano-
component in a prefabricated microsystem. This is a quite general method
that can be applied to different types of nanocomponents. The mechanical
manipulation method will therefore be examined both for MWCNTs and
for organic nanofibers - both as a method for nanocomponent positioning
but also in terms of investigating mechanical properties. This includes the
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construction of a manipulation set-up and an evaluation of manipulation
tools and strategies, and will be the topic of chapter 3.

The second integration method is in-situ growth. This has a better po-
tential of high-volume device fabrication but it is also more specific to a
particular nanostructure. Chapter 4 describes investigations of the prere-
quisites for using in-situ growth as a method for integrating a MWCNT
between electrodes on a microcantilever. This involves fabrication of a suit-
able microcantilever system and construction and testing of a chemical vapor
deposition system for nanotube growth.

The next two chapters treat particular aspects of MWCNTs and organic
nanofibers, respectively, to explore the possibilities of using their intrinsic
properties to realize a particular function. Carbon nanotubes have been
shown to change their electrical properties significantly when exposed to
mechanical strain[24]. This suggests that it should be possible to construct
a miniaturized strain sensor with a high sensitivity based on a carbon nano-
tube. This is investigated in chapter 5 by considering a specific application:
the use of a MWCNT as a strain sensor in a microcantilever system as
depicted schematically in fig. 1.4(a).

Figure 1.4: The topics of chapter 5 and 6 illustrated within the framework
of fig. 1.2. (a) Device 1: Multi-walled carbon nanotube integrated in a mi-
crocantilever system for strain sensing. (b) Device 2: Organic nanofiber
integrated in a microsystem for light generation.

The final point to be studied is the possibility of using organic nanofibers
as components with the ultimate goal of establishing electroluminescence in
order to construct a nanoscale LED as illustrated in fig. 1.4(b). The prere-
quisites for such nanoLED construction are examined by investigating mani-
pulation as an integration method and by investigating charge injection and
transport properties of the constructed devices to establish an understan-
ding of these aspects, which are crucial to the process of light generation.
This will be the topic of chapter 6.



Chapter 2

Nanocomponents

The term ’nanocomponents’ is used here to describe self-assembled rod-like
structures with cross-sectional dimensions of tens of nanometers or less.
Such structures can have several attractive properties with large potential
for applications[25].

Carbon nanotubes (CNTs) were first observed by Iijima in 1991[1]. These
are hollow cylinders of one or more rolled-up graphene sheets and display a
number peculiar effects such as being mechanically very strong and electri-
cally either metallic or semiconducting depending on the geometric struc-
ture. This has stimulated an intense research effort both in exploring their
fundamental properties[26] and in applying these in numerous fields such as
for high-strength composite material, field-emission displays, sensors, and
semiconductor devices and interconnects[27].

Inorganic, crystalline, semiconducting nanowires are a second class of ap-
pealing nanostructures. These include a number of different types: elemental
nanowires such as silicon or germanium[28] or binary compounds - typically
from III-V materials - such as gallium arsenide or indium arsenide[29]. Also
more complicated nanowire compositions such as superlattice structures con-
sisting of two alternating materials[20, 30] or core-shell structures[31] have
been realized - something that is not possible with carbon nanotubes. Such
nanowires could find applications in similar areas to carbon nanotubes as
sensors or semiconductor devices. In addition, the ability to fabricate hete-
rostructure nanowires facilitates tailoring of their properties by constructing
for example in-wire tunnel barriers[30] or core-shell structures with very low
carrier scattering[32].

Apart from these two classes of nanostructures, which have been in-
vestigated extensively, a variety of other types of nanostructures exist[33].
One example is peptide nanotubes[34], which are of special interest due to
their biocompatibility and possible function as scaffolds for other types of
nanostructures such as silver nanowires[3]. Metal nanowires also comprise a
significant research area with particular focus on sensing applications[35, 36].

19
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Another example is a class of organic nanofibers made up of small organic
molecules stacked in a crystal structure[4]. These nanofibers are of techno-
logical interest due to their optical and electro-optical properties[37].

This chapter will introduce the two types of nanocomponents that are
investigated in this work: carbon nanotubes and organic nanofibers.

2.1 Carbon Nanotubes

A fascinating aspect of carbon nanotubes is their mechanical properties such
as high strength, high stiffness, and low density[38]. Similarly interesting are
their electronic properties. A single-walled carbon nanotube can be either
metallic or semiconducting depending on the atomic arrangement[39]. Here,
an introduction will be provided to set up the required concepts, however,
for a broader overview the reader is referred to one of the numerous review
articles or books on carbon nanotubes[26, 38, 40, 41, 42].

2.1.1 Geometric Structure

The simplest type of carbon nanotube consists of just one layer of graphene
rolled up in the form of a seamless cylinder, known as a single-walled car-
bon nanotube (SWCNT) with a typical diameter of just a few nanometers.
Larger diameter nanotube structures are nanotube ropes, consisting of many
individual, parallel nanotubes closed-packed into a hexagonal lattice, and
multi-walled carbon nanotubes (MWCNTs) consisting of several concentric
cylinders nested within each other. Fig. 2.1 shows transmission electron mi-
croscope (TEM) images of both MWCNTs (a-c) and a SWCNT rope (d).

Figure 2.1: TEM images showing side views of (a) a MWCNT with five
shells and an outer diameter (OD) of 6.7 nm (b) a MWCNT with two shells
and an OD of 5.5 nm (c) a MWCNT with seven shells and an OD of 6.5
nm. Reproduced from [1]. (d) TEM image showing an end view of a rope
of SWCNTs, each with a diameter of ∼ 1.4 nm. Reproduced from [43].
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The basic configuration is thus the SWCNT. Its structure is most ea-
sily illustrated as a cylindrical tube conceptually formed by the wrapping
of a single graphene sheet. The hexagonal structure of the 2-dimensional
graphene sheet is due to the sp2 hybridization of the carbon atoms, which
causes three directional, in-plane σ bonds separated by an angle of 120◦.
The nanotube can be described by a chiral vector C that can be expressed
in terms of the graphene unit vectors a1 and a2 as C = na1 + ma2 with the
set of integers (n,m) uniquely identifying the nanotube. This chiral vector
or ’roll-up’ vector describes the nanotube circumference by connecting two
crystallographically equivalent positions i.e. the tube is formed by super-
imposing the two ends of C. Fig. 2.2(a) illustrates the chiral vector for the
case of a (n,m) = (4, 3) nanotube. In addition, it illustrates the chiral angle
θ between the chiral vector C and the zig-zag direction. Based on the chiral
angle SWCNTs are defined as zig-zag tubes (θ = 0◦ ↔ m = 0), armchair
tubes (θ = 30◦ ↔ n = m), or chiral tubes (0◦ < θ < 30◦). Examples of the
structure of these three types of nanotubes are shown in fig. 2.2(b-d).

Figure 2.2: (a) The hexagonal lattice of graphene with unit vectors a1 and
a2 are used to illustrate the structure of a nanotube described by a chiral
vector C = na1 + ma2. In this example (n,m) = (4, 3). Also shown are
the patterns of carbon atoms along the circumference of a zig-zag and an
armchair nanotube. Reproduced from [44]. (b) (n, m) = (13, 13) armchair
nanotube, (c) (n,m) = (20, 10) chiral nanotube, and (d) (n,m) = (25, 0) zig-
zag nanotube. Adapted from http://www.nanoelectronics.jp/freestuff.htm

MWCNTs are composed of a number of SWCNTs in a coaxial geom-
etry as shown in fig. 2.1(a-c). Each nested shell has a diameter of d =√

3aC−C(m2+n2+mn)1/2/π where aC−C is the length of the carbon-carbon
bond which is 1.42 Å. The difference in diameters of the individual shell
means that their chiralities are different, and adjacent shell are therefore
in general non-commensurate, which causes only a weak intershell interac-
tion. The intershell spacing in MWCNTs is ∼ 0.34 nm - quite close to the
interlayer spacing in turbostratic graphite[42].
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2.1.2 Electronic Structure

The electronic structure of a SWCNT is most easily described by again
considering a single graphene sheet. The 2-D, hexagonal-lattice graphene
sheet has a 2-D reciprocal space with a hexagonal Brillouin zone (BZ) as
shown in fig. 2.3(b).

Figure 2.3: (a) The hexagonal lattice of graphene with unit vectors a1 and
a2. The dotted line indicates the unit cell containing the two carbon atoms
A nd B. (b) The reciprocal lattice of graphene with reciprocal lattice vectors
b1 and b2. The shaded area indicates the Brillouin zone. Also shown are
the high symmetry points Γ, K, and M . (c) 3-dimensional rendering of the
energy band structure arising from the π bands within the BZ. (d) Energy
bands along the high symmetry directions. Reproduced from [41].

The σ bonds are mainly responsible for the mechanical properties, while
the electronic properties are mainly determined by the π bands. By a tight-
binding approach the band structure of these π bands can be calculated - see
fig. 2.3(c-d)[41]. Graphene is a zero-gap semiconductor with an occupied π
band and an unoccupied π∗ band meeting at the Fermi level at six K points
in the BZ, thus it behaves metallic, a so-called semimetal. Upon forming
the tube by conceptually wrapping the graphene sheet, a periodic boundary
condition is imposed that causes only certain electronic states of those of
the planar graphene sheet to be allowed. These states are determined by
the tube’s geometric structure, i.e. by the indices (n,m) of the chiral vector.
The wave vectors of the allowed states fall on certain lines in the graphene
BZ as shown in fig. 2.4.

Based on this scheme it is possible to estimate whether a particular tube
will be metallic or semiconducting. When the allowed states include the K
point, the system will to a first approximation behave metallic. However,
as indicated by the open circles in fig. 2.4 the points where the π and the
π∗ bands meet are shifted slightly away from the K point due to curvature
effects, which causes a slight band opening in some cases[39]. This leads to
a classification scheme that has three types of nanotubes:

1. Metallic These are the armchair tubes where the small shift of the
degenerate point away from the K point does not cause a band opening
for symmetry reasons. This corresponds to fig. 2.4(b).
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Figure 2.4: (a) The Brillouin zone of graphene (dashed line) with the wave
vectors of the allowed states of a (n,m) = (6, 0) zig-zag tube shown as
full lines. The open circles show the points where the π and π∗ bands
meet. These are slightly offset from the K points due to the curvature of
the nanotube. (b) Similar to (a) but for a (n,m) = (4, 4) armchair tube.
Adapted from [39].

2. Small-bandgap semiconducting These are characterized by n −
m = 3j with j being an integer. Here, the wave vectors of the allowed
states cross the K point, but due to the slight shift of the degenerate
point a small gap will be present, the size of which is inversely pro-
portional to the tube diameter squared with typical values between a
few and a few tens meV[45]. This corresponds to fig. 2.4(a).

3. Semiconducting In this case n − m 6= 3j. This causes a larger
bandgap, the size of which is inversely proportional to the tube diam-
eter: Eg = k/d with experimental investigations suggesting a value of
k of 0.7-0.8 eV/nm[46, 47].

Typically the bandgap of the type 2 nanotubes is so small that they
can be considered metallic at room temperature. Based on this it can be
inferred that 1/3 of all tubes should behave metallic whereas the remaining
2/3 should be semiconducting. However, it should be noted that due to
the inverse proportionality between the bandgap and the diameter of the
semiconducting tubes, large-diameter tubes will tend to behave metallic at
room temperature. This is especially important in regards to large-diameter
MWCNTs. From a electrical point of view a MWCNT can be seen as a
complex structure of many parallel conductors that are only weakly inter-
acting. Since probing the electrical properties typically involves electrodes
contacting the outermost shell, this shell will be dominating the transport
properties[48]. In a simplistic view, this can be compared to a large-diameter
SWCNT, which will therefore typically display metallic behavior.

2.1.3 Electrical and Electromechanical Properties

Many studies have focused on SWCNTs for exploring the fundamental pro-
perties of nanotubes. Due to their essentially 1-D nature and intriguing
electronic structure, SWCNTs exhibit a range of interesting quantum phe-
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nomena at low temperature[26, 42]. The discussion here will, however, pri-
marily be limited to room temperature properties.

The conductance G of a 1-dimensional conductor such as a SWCNT is
given by the Landauer formula[49]: G = (2e2/h)

∑
i Ti, where 2e2/h = (12.9

kΩ)−1 is the conductance quantum G0 and Ti is the transmission coefficient
of the contributing channel i. Since there are two channels at the Fermi level,
a metallic SWCNT would have a (low bias) resistance of h/4e2 = 6.5 kΩ in
the absence of scattering (T1 = T2 = 1)[40], in which case it would behave
as a ballistic conductor where the electron mean free path is longer than
the device length. In a practical device there will additional contributions
to the resistance. Imperfect contacts will cause a contact resistance Rc.
Also, scattering events can limit the electron flow, thus giving rise to an
additional, ohmic term, inversely proportional to the electron mean free
path lm. A model of the total resistance contains these three terms[50]:

R =
h

4e2

(
1 +

l

lm

)
+ Rc (2.1)

with l being the device length.
Experiments on metallic SWCNTs have demonstrated ballistic transport

by electrical transport measurements (in particular at low temperature)[51]
and using scanning probe microscopy to investigate the spatial potential
distribution[52]. Often electron-phonon scattering limits the mean free path
in metallic SWCNTs. In the low-bias regime, lm is of the order of a few
µm whereas much stronger scattering occurs at higher bias thus limiting the
mean free path down to ∼ 10 nm[53]. In this high bias regime, the scatter-
ing causes the current to saturate around 20 µA for increasing voltages[54].
Semiconducting SWCNTs are often investigated in a field-effect transistor
(FET) configuration as first reported in 1998[16]. In this scheme a gate
voltage is used to control the current flow either by altering the Schottky
barriers at the contact-nanotube interface[55] or by changing the electro-
static potential of the nanotube bulk[56], thus enabling switching between
ON and OFF states similar to the function of conventional Si based FETs.

MWCNTs are complex composite structures consisting in general of both
metallic and semiconducting shells. Therefore, much experimental research
has focused on the more well-defined SWCNTs. However, from an integra-
tion point of view, SWCNTs are significantly more troublesome due their
very small diameter of typically just a few nm, which makes handling and
positioning of individual nanotubes difficult. This makes MWCNTs an in-
teresting alternative since many of the same properties must be anticipated.

Ballistic transport has been observed in MWCNTs where the conduc-
tance was found to be quantized typically at integer values of G0[48]. Here,
the low conductance was attributed to current conduction taking place in
just one shell. However, in most cases the transport is diffusive[7, 57]. A
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simple estimation of the intrinsic conductance is the Drude model[58]

G =
σ

l
=

ne2τ

m∗
1
l
, (2.2)

where σ is the conductivity, n is the carrier density, τ is the mean free time,
and m∗ is the effective carrier mass.

The Avouris group has investigated both the low- and the high-bias be-
havior of MWCNTs[59]. At high bias a current saturation effect is observed
similar to the SWCNT case but at significantly higher current values due to
the larger cross section. This indicates that at higher bias voltages current
is injected into deeper-lying shells and is not limited to the outer shell. This
could be due to an energy dependence of the intershell coupling, where elec-
trons are more easily injected into deeper-lying shells at high bias. Their
work also demonstrates how electrical breakdown of individual shells can be
used to controllably remove the outermost shells in a step-wise fashion and
thereby probe the remaining, deeper-lying shells.

The exact nature of the current conduction paths at low bias is less clear.
Using the method of alternatingly removing the outermost shell and mea-
suring the low-bias characteristics of the remaining shells, it was shown that
part of the current is flowing in the deeper-lying shells also at low bias[59].
However, the low-bias conductance dropped to approx. one tenth of its ini-
tial value upon the first breakdown, which indicates that the majority of the
current was initially carried by the outermost shell(s). A more recent study
probed the intershell conductance by nonlocal four-point measurements[60].
Here, the voltage drop was measured between electrodes placed outside the
two current biased electrodes (fig. 2.5(c)). A non-zero nonlocal voltage drop
indicates a complex conduction path including deeper-lying shells as shown
in fig. 2.5(a). The nonlocal voltage drop shows an exponential dependence
on separation distance between current and voltage electrodes with a decay

Figure 2.5: (a) The conduction pathways in a MWCNT. The three lines rep-
resent the three outermost shells with the current applied to the outermost.
Part of the current enters the inner shells which causes the current pathways
not to be confined to the area between the electrodes. (b) Transmission line
model of the MWCNT including the two outermost shells. (c) The nonlo-
cal voltage is measured between two electrodes located outside the current
biased electrodes. Reproduced from [60].
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length of ∼ 1 µm. Thus, when the electrode separation is of the same or-
der, only a negligible part of the current will reach the third shell, and a
model containing just the two outermost shells (fig. 2.5(b)) will suffice. The
intershell conductivity (g in fig. 2.5(b)) was found to be ∼ (10 kΩ)−1/µm.

The electromechanical properties have primarily been investigated for
SWCNTs. Theoretical work has focused on bandgap changes in response to
strain (relative elongation). Using a tight-binding approach and neglecting
the effect of curvature, the bandgap change with respect to strain |dEg/dε|
for metallic and semiconducting SWCNTs (type 1 and 3) was found to be[61]

|dEg/dε| = 3t0(1 + ν) cos 3θ, (2.3)

where t0 is the tight-binding overlap integral ∼ 2.66 eV, ν is Poisson’s ratio
∼ 0.2, and θ is the chiral angle.

A second study included the effect of curvature to investigate the re-
sponse of small-bandgap semiconducting SWCNTs (type 2)[62]1

|dEg/dε| = 3
2
aC−Cb cos 3θ, (2.4)

where b is the change in overlap integral with bond length ∼ 3.5 eV/Å.
From eq. 2.3, metallic (armchair) SWCNTs, which have a chiral angle

of 30◦, are thus expected not to respond to tensile strain, whereas zig-zag
SWCNTs (θ = 0◦) will be the most sensitive both in the small-bandgap and
in the semiconducting case with bandgap changes of 76 and 96 meV pr %
strain, respectively. An important point is that the bandgap change can be
either positive or negative, depending on the chiral vector[61].

Using the Landauer formula, the low-bias resistance due to the change
in electronic bandgap can be modelled as[63, 64]

R(ε) = R0

(
1 + exp

(
Eg(ε)
αkBT

))
+ Rc, (2.5)

where R0 is a prefactor of the order of 1/G0, Rc is the contact resistance, kBT
is the thermal energy, and α is a factor, whose exact value depends on the
assumed energetics of the electrode-nanotube interface and which has been
suggested to be either 1[63] or 2[64]. Assuming a value of α = 2, an estimate
of the maximum gauge factor g = (1/R)(dR/dε) = (1/R)(dR/dEg)(dEg/dε)
can be found to be ∼ 190 for a zig-zag semiconducting SWCNT assuming
negligible contact resistance. Assessing the response in the diffusive regime
can be done on the basis of eq. 2.2. The carrier density n is controlled by
Fermi statistics, and its value will therefore depend on the bandgap and on
the position of the Fermi level. This suggests that an increased bandgap
should cause a reduction in the carrier density and thus in the conductivity.

1Please note the different definition of chiral angle in [62].
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Quantitative modelling would require knowledge of the Fermi level position,
which is difficult to predict. In addition, since strain alters the electronic
band structure it will most likely influence the effective carrier mass which
also will change the conductance. However, these aspects have not been
considered further and the attention is turned to experimental investigations.

In a pioneering experiment, Tombler and co-workers used the tip of an
atomic force microscope (AFM) to deflect the center part of a SWCNT that
was suspended across a trench. This caused the nanotube conductance to
reversibly drop by two orders of magnitude when strained up to 3 %[24].
Based on theoretical simulations on an armchair nanotube, it was suggested
that this conductance drop was caused by the local deformation of the nano-
tube just below the AFM tip. It was later suggested that modelling it as a
zig-zag rather than an armchair SWCNT could explain the conductance drop
as the result of a uniform axial strain that caused a change in the bandgap
[65]. The Dai group and the McEuen group simultaneously reported similar
studies where a nanotube in a FET configuration was stretched while its
electrical properties were probed[63, 64]. These studies indicated that the
bandgap change explanation could only partly account for the observed be-
havior as gauge factors up to ∼ 1000 was observed[64] which is comparable
to the effect observed by Tombler[24]. Both studies also found that for some
nanotubes the conductance increased with strain in agreement with theory.
However, both studies also included large local deformations of the nano-
tube, and it was not possible to rule out that this also contributed to the
observed resistance changes. Recently, Stampfer et al. have demonstrated
a SWCNT based pressure sensor, in which the nanotube exhibited a gauge
factor of ∼ 210[66].

2.1.4 Synthesis of Carbon Nanotubes

Several methods exist for the fabrication of carbon nanotubes. The first
carbon nanotubes were observed in carbon-soot made by an arc-discharge
process[1]. Here, a helium plasma is created between two opposing carbon
electrodes by passing a high current through, which causes carbon atoms
to be evaporated and assemble in different forms including as MWCNTs.
The fabrication of SWCNTs requires the presence of a metal catalyst, for
instance by having a small amount of cobalt incorporated in the carbon
anode[67]. Another method, developed by Smalley and co-workers, also
involves evaporating carbon atoms from a carbon target containing small
amounts of catalyst[43]. Here, a laser is used for ablating the carbon target
in a 1200◦C hot tube furnace. An inert gas flow is passed through the furnace
during growth to carry the produced nanotubes to a cold-finger, where they
can be collected.

A third method, chemical vapor deposition (CVD), involves the decom-
position of a hydrocarbon gas aided by a catalyst material, typically a tran-
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sition metal[68]. Here, catalyst material is placed in a furnace, which is
heated to typically 700-900◦C, and a hydrocarbon gas is led through the
furnace for a period of time. The hydrocarbon molecules decompose at the
catalyst particles where the carbon atoms dissolve in the metal particle. The
nanotube growth then occurs by precipitation of carbon atoms from the sat-
urated particle and form nanotube structures. A range of different variants
of the CVD method have been used for nanotube growth. For example, a
plasma can be used as an additional energy source for the hydrocarbon de-
composition, which can then occur at lower temperatures than in a purely
thermal process.

An advantage of both the arc-discharge process and the laser ablation
method is that they produce nanotubes with very few defects - presumably
due to the high reaction temperature of ≥ 3000◦C which allows the carbon
atoms to anneal into perfect crystal structures. For MWCNT growth, the
lower reaction temperature of CVD based methods causes a larger concen-
tration of defects[42]. However, CVD based methods provide other advan-
tages. By patterning a catalyst nanoparticle dispersion on a silicon wafer,
the Dai group demonstrated how horizontal SWCNTs could be grown at
selected positions[69] and later contacted for electrical characterization[70].
Lateral growth between two opposing metallic electrodes has allowed the
construction of a nanotube FET[13]. It has also been demonstrated how
an applied electrical field during growth can align the nanotubes with the
field direction, for instance by using the self-bias field in plasma enhanced
CVD to obtain vertically aligned CNTs[71] or using an applied field but no
plasma[72]. Lateral growth in a direction determined by an applied elec-
tric field has been demonstrated both for supported[14] and suspended[73]
SWCNTs as well as suspended MWCNTs[74]. Since CVD growth is fa-
cilitated by metallic nanoparticles, electron beam lithography (EBL) can
provide control over the exact location of individual catalytic particles and
thereby individual nanotubes[75], while the size of the catalytic particle will
determine the diameter of the nanotube[76].

However, one of the significant remaining problems is that it is today
still not possible to fabricate nanotubes with a predefined geometric and
thereby electronic structure. The fabricated nanotubes will therefore in
general be a mixture of both metallic and semiconducting. However, it has
been demonstrated how particular fabrication methods can produce pre-
ferentially semiconducting SWCNTs[77] or how post-processing techniques
can be used to sort between metallic and semiconducting nanotubes[10].

2.1.5 Noise in Carbon Nanotubes

When attempting the use of carbon nanotubes as sensors, an important fac-
tor is the signal to noise ratio. A poor signal to noise ratio will compromise
the sensivity. This aspect is of particular importance in relation to carbon
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nanotubes since they have been reported to generate much internal noise.
Mathematically, noise is often described as a spectral noise power density

Sv(f), which, according to the Wiener-Kinchine theorem, is found as the
Fourier transform of the auto-correlation function CV (τ)

SV (f) = 4
∫ ∞

0
CV (τ) cos(2πfτ)dτ (2.6)

CV (τ) = 〈V (τ)V (0)〉. (2.7)

Several types of electrical noise exist, which can broadly be divided into
two categories: noise originating from external sources and noise generated
internally in the circuit. While the first type can be minimized or even
eliminated by careful design of the circuit, the latter is more difficult to
circumvent but indeed worth studying, since it might be the main limiting
factor.

Thermal Noise

Due to thermal fluctuations of the carriers, a sample with resistance R will
exhibit a small fluctuating voltage at its terminals. This is also termed the
Johnson or Nyquist noise. The thermal spectral density is given by

SV,T = 4kBTR, (2.8)

where kB is the Boltzmann constant and T is temperature. This does not
depend on frequency, which has caused the designation white noise.

Shot Noise

At finite bias IDC 6= 0 the observed noise will be larger than the value
predicted by eq. 2.8. One contributing factor is the shot noise, which is
caused by the finite charge of electrons. This leads to a noise contribution
of the form

SV,I = 2qIR2, (2.9)

where q is the electronic charge and I is the current. Shot noise is usually
found in systems where the electrons must pass a barrier such as in Schottky
barrier diodes or p-n junctions. In macroscopic resistors shot noise is absent
due to electron-phonon scattering smoothing out the fluctuations. However,
if the dimensions are reduced, shot noise can be found in resistors also.

1/f Noise

At low frequencies a third type of noise will dominate the frequency spectrum
also known as flicker or Hooge noise. A phenomenological equation, which
fits the low frequency noise found in many systems was given by Hooge[78]

SV,1/f =
αH

N

V 2

f
, (2.10)
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where N is the number of free carriers in the sample and αH is a material
constant typically ∼ 2 · 10−3[79]. Eq. 2.10 has been shown to describe the
low frequency noise arising from different physical sources and a general
description of its origin is therefore impossible to give and is in many cases
not known.

Experimental Investigations of Noise in Nanotubes

The first experimental investigation of noise in nanotubes was carried out by
Collins and co-workers[80], who found a very large 1/f noise in SWCNTs.
They investigated both individual SWCNTs as well as larger nanotube as-
semblies, and found the 1/f voltage noise power for all samples to be ap-
proximately described by

SV,1/f,Collins = A
V 2

f1.06
(2.11)

with A = 1.0 · 10−11Ω−1R. From this it appeared that the 1/f noise in
nanotubes is up to 10 orders of magnitude higher than in conventional con-
ductors. It was later suggested that the A/R ratio should depend on device
length[81], but apparently still not with the expected scaling dependence
with N . Recently, however, the Avouris group has clarified these issues[82]
by investigating semiconducting SWCNTs in different FET configurations.
Here, different gate designs allowed modulation of the device resistance ei-
ther by modifying the Schottky barriers at the nanotube/metal interface
or by modulating the potential of the nanotube channel, with similar low-
frequency fluctuations regardless of switching mechanism. As the gate vol-
tage is used to modulate the device resistance, the noise level increases with
resistance in qualitative agreement with eq. 2.11, however, with A/R ratios
between 2·10−10Ω−1 and 2·10−9Ω−1 (on the same device). Using theoretical
modelling, which reproduces the transistor characteristics with a high accu-
racy, the number of carriers in the nanotube N was estimated at different
gate voltages. Using these values of N together with eq. 2.10 and a value of
αH = 2 · 10−3 resulted in noise estimations in very good agreement with the
measured 1/f noise. Thus, the noise level in carbon nanotubes appears not
to be intrinsically higher than in other, bulk materials. The large observed
values of 1/f noise are simply due to the small dimensions causing very few
carriers. It must therefore be anticipated that the same relations holds for
MWCNTs. A few reports of noise in individual MWCNTs exist such as[83],
which observe noise levels comparable to or slightly less than Collins[80].
Shot noise has been investigated in SWCNT ropes[84] where it was found
that the shot noise at low temperatures was more than 100 times smaller
than predicted by eq. 2.9 and practically absent above 77 K.
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2.2 Organic Nanofibers

Nanofibers based on organic molecules have been fabricated in various forms[3,
4, 85]. Here, the focus is on a particular kind: a crystalline nanostructure
composed of small, organic, semiconducting molecules[4]. Such nanofibers,
which have not been explored quite as comprehensively as the carbon nano-
tube, but which nonetheless have some appealing features that point towards
the potential use as components, have most of the features of ’conventional’
large-scale organic semiconductors in addition to those gained from its size.

The investigations of organic nanofibers in this work have been focused
on a particular type: para-hexaphenylene (p6P) nanofibers. This section
will therefore describe this type of nanofiber. However, one of the very
intriguing features of such nanofibers is that the individual molecules making
up the nanofiber can be tailored through chemical synthesis to possess a
particular property[86]. So while the work presented here will be on this
specific type, the potential of the techniques developed for its handling and
the understanding gained of its properties can reach beyond just this type.

Among the interesting properties of p6P nanofibers are their photo-
luminescence output, which is in the blue range of the spectrum and is
highly polarized[87] due to the molecular structure and the ordering of
the molecules in the crystal. A similar nanofiber electroluminescence spec-
trum is expected from thin-film measurements[88]. In addition, these sub-
wavelength nanofiber structures show waveguiding capabilities[87], can act
as laser gain medium[89], and resist most chemical treatment.

Similar to the carbon nanotube section, an introduction to the geometric
and electronic structure will be given. This will be followed by a description
of the electrical and optical properties. The focus of this chapter will be on
the intrinsic properties of p6P itself. In a an actual device, where electrodes
have been attached to the p6P nanofiber, additional factors originating from
the electrode-p6P interfaces can/will contribute significantly to the device
properties. This will be further elaborated in chapter 6.

2.2.1 Geometric Structure

Para-hexaphenylene (C36H26) is an aromatic molecule consisting of 6 pheny-
lene rings in a linear chain as depicted schematically in fig. 2.6(a). Similar
to the carbon nanotube case, the carbon atoms also hybridize to form the
sp2 hybridization in p6P. The three sp2 electrons form strong σ bonds, while
the remaining p electron makes π bonds that in general are delocalized over
the entire molecule. In the gaseous phase the p6P molecules are not planar,
rather they have interring torsional angles of 30 - 40◦[90]. This is due to
two competing forces: the intramolecular repulsion caused by the hydrogen
atoms and the delocalized π electron system that tends to planarize the
molecule. In the solid phase, however, the molecules crystallize in a planar
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configuration[91]. The crystal structure is a monoclinic lattice with lattice
constants of a = 8.091 Å, b = 5.565 Å, c = 26.264 Å, and β = 98.17◦. The
molecules are stacked in a herring-bone structure where the molecular planes
are tilted 66◦ with respect to each other as indicated in fig. 2.6(c). A shift
of electronic charge from the hydrogen atoms to the carbon atoms causes a
Coulombic interaction between the molecules. This interaction is expected
to be stronger than the van der Waals interaction, which is also present[91].
The Coulomb attraction leads to parallel alignment of the molecular axes
and to the formation of layers, each with a width of ∼ 26 Å as shown in
fig. 2.6(b). Between the vertical segments the interaction is almost entirely
due to van der Waals forces and therefore weaker than within the layers.
Due to the non-covalent intermolecular interaction this material may be
expected to be relatively soft and fragile.

a b

c (1 -1 -1)

Figure 2.6: (a) Ball and stick model of a p6P molecule. (b) The arrangement
of the p6P molecules in the crystal structure in the (1 -1 -1) plane. The
molecules form layers of a width of 25.97 Å. (c) The herringbone structure
within one layer corresponding to looking at (b) from the right. Reproduced
from [91].

A special property of the p6P molecules is that they can form fiberlike
crystalline aggregates[4], here termed nanofibers. Fig. 2.7(a) shows a space-
fill model of the crystal structure of such a nanofiber, while the TEM image
in fig. 2.7(b) indicates the crystalline structure. The fibers have a typical
width between 100 and 400 nm, a typical height between 20 and 50 nm,
and an as-grown length of typically some hundred µm. The AFM image
in fig. 2.7(c) shows a 300 nm wide and 50 nm tall nanofiber along with the
cross-sectional profile. Due to tip convolution effects the nanofiber width is
slightly overestimated. The fluorescent properties are shown in fig. 2.7(d),
where UV light is used to excite the nanofibers.
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Figure 2.7: (a) Space-fill model of the p6P molecular crystal structure. (b)
Transmission electron microscope image of a p6P nanofiber. Courtesy of
Annette Thierry, CNRS, Strassbourg. (c) 4.9 µm by 4.9 µm AFM image of
a short piece of a p6P nanofiber supported on silicon dioxide. Inset shows the
cross-sectional profile measured along the indicated line. (d) Fluorescence
microscope image of a growth substrate with many parallel nanofibers.

2.2.2 Electronic Structure

While the strong σ bonds have high binding energies, the energy levels near
the Fermi level originate from the molecular orbitals formed by the π electron
system. The two most important orbitals are the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO). To
a large extent, these two govern the electrical and optical properties of both
isolated molecules and the molecular crystal[92].

The electronic structure can be investigated by quantum chemical cal-
culations. For example, the electronic properties of small, isolated, or-
ganic molecules can be computed using the Hartree-Fock INDO calculation
scheme[93]. Such calculations can provide approximate molecular orbitals
(i.e. one-electron wave functions) and their corresponding energy levels.
Fig. 2.8(a-b) show the spatial distribution of the HOMO and LUMO, re-
spectively, of the p6P molecule.

In the solid state, the molecules are packed in a crystalline structure as
shown above (fig. 2.6). The HOMO is a fully occupied, bonding π-orbital
while LUMO is an unoccupied, anti-bonding π∗-orbital. Since the π electron
system is thus saturated no intermolecular covalent bonds can form, and
the molecular solid is held together only by van der Waals and Coulomb
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Figure 2.8: (a) HOMO and (b) LUMO of the isolated p6P molecule. The
different colors represent the sign of the wave function phase. Courtesy of
Henrik Henrichsen, who performed the p6P electronic structure calculations
with the ArgusLab software. (c) Electronic band structure of p6P along high
symmetry directions calculated by density functional theory (DFT). The
unoccupied levels have not been adjusted to account for the underestimation
of the band gap inherent in DFT (see text). Reproduced from [94].

forces as described earlier. Still, the interaction between adjacent molecules
causes the energy levels of the isolated molecules to split up and form energy
bands. However, since the overlap of the molecular orbitals between adjacent
molecules is small, the splitting is not significant. The electronic structure of
the solid is therefore to a large extent determined by the electronic structure
of the individual molecules. The electronic band structure of crystalline p6P
have been calculated by DFT[94] and is reproduced in fig. 2.8(c). Here, the
energy axis is referenced to the position of the HOMO level. This band
structure resembles that of a typical inorganic semiconductor where the
HOMO levels form a valence band while the conduction band is formed
from the LUMO levels although with significantly smaller bandwidths. It
should be noted that DFT calculations typically underestimate the band
gap, and that the unoccupied bands therefore should be shifted ∼ 1.3 eV
upwards[94]. A band gap of ∼ 3.5 eV is thus predicted from this.

2.2.3 Electrical and Optical Properties

In a simplistic view, the HOMO band supports the conduction of holes, the
LUMO band supports the conduction of electrons, and photon generation
occurs through the relaxation of an electron-hole pair - analogous to the case
of inorganic, covalently bonded semiconductors. However, the situation in
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organic semiconductors is more complex. In general, two different trans-
port mechanisms can exist: 1) band-like motion similar to that in inorganic
semiconductors, and 2) hopping transport, where localized charge carriers
jump between adjacent molecules. Whether the band model or the hopping
model applies is determined by the balance between the energy gained by
delocalization of a carrier in a carrier band and the energy gained when a
molecule relaxes around a carrier to adapt to the excess charge thus forming
a self-trapped state i.e. a polaron[95].

In ultrapure single-crystals at low temperature, carrier transport can
be described with the band model[96]. In this case, the widths of the va-
lence and conduction bands, formed by the interaction of the HOMO and
LUMO levels of the molecules, respectively, determine the hole and electron
mobilities. At higher temperatures, electron-phonon scattering increases
leading to a high temperature regime where the transport occurs through
thermally assisted carrier hopping. This transition occurs well below room
temperature[97]. Similarly to the carbon nanotube description, the focus
will here be limited to the high temperature case, i.e. the carriers are local-
ized and transport occurs by incoherent hopping.

When a carrier is localized on a molecule in the solid, its energy will be
shifted to a lower energy with respect to that of the isolated molecule because
of the polarization of the surrounding medium. This polarization energy
will include electronic contributions from the electronic charge of both the
molecule in question as well as its neighbors, and a vibronic contribution due
to the relaxation of the molecular geometry to accommodate for the excess
charge[98]. The energy levels associated with charge transport are thus those
of electron and hole polarons. The position of these levels can be investigated
by photoelectron spectroscopy. Koch et al. made such investigations for a
p6P thin film and found the LUMO and HOMO levels to be located ∼ 2.9
eV and ∼ 6.0 eV, respectively, below the vacuum level[99]. These values
will be used here, although this system is not completely identical to the
nanofiber case since the p6P film is less crystalline[99].

The charge transfer in the localized regime can be expressed as the trans-
fer of one electron (or hole) polaron from a charged molecule to an adjacent,
neutral molecule. This can be described theoretically with the Marcus the-
ory, in which the electron transfer rate kEF is given by[100, 101]

kEF =
4π2

h

1√
4πλkBT

t2 exp(− λ

4kBT
), (2.12)

where h is Planck’s constant, t is the transfer, or overlap, integral, and λ is
the reorganization energy. The reorganization energy, which describes the
strength of the electron-phonon coupling, is due to the relaxation of the
geometries of both molecules involved in the charge transfer. An additional
contributing factor stems from the possible polarization/relaxation of the
surrounding medium. To a first approximation, the reorganization energy
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can be estimated as two times the polaron binding energy[93], which has
been found to be 45 meV and 65 meV for the hole and electron polaron in
p6P, respectively[102].

The transfer integral t corresponding to a particular molecular orbital
can be determined by a number of different theoretical approaches[95]. It is
in general proportional to the splitting (bandwidth) of the particular orbital
involved in the carrier transport, since a large splitting corresponds to a
large interaction between neighboring molecules. In a one-electron picture,
t can be estimated as half the splitting of a particular level in a two-molecule
system[103] or one fourth the splitting in an infinite 1-D crystal[95].

In general, the transfer rate will be the governing factor of the carrier
mobility, however, an exact determination of the mobility requires addi-
tional knowledge of the interaction with phonons and the polarization of
the surrounding medium[104]. Still, the band structure can provide insight
into the transport properties. Examination of the energy bands shown in
fig. 2.8(c) reveals different band splittings in different directions. This sug-
gests a higher mobility along a direction perpendicular to than along the
long molecular axis[94]. This can also qualitatively be understood from the
orbitals in fig. 2.8(a-b). The carrier is primarily located near the center
of the molecule, and it therefore has a larger probability of hopping to a
molecule within the same layer rather than one in adjacent layers. This is
in agreement with experimental findings from ordered p6P films with the
molecular axis either parallel or perpendicular to the direction of current
flow[105]. For the nanofibers this means that the preferred carrier transport
direction will be approximately along the long nanofiber axis.

Also the optical properties of organic semiconductors differ from the
inorganic counterparts. When an electron is excited from the HOMO to the
LUMO level or when an electron and a hole meet at the same molecule,
a Coulomb force will act between the electron and the hole and form an
exciton. Due to the Coulomb interaction, the energy of this electron-hole
pair is smaller than the difference between the HOMO and LUMO energy
levels, and the photon energy emitted when the exciton relaxes is thus also
smaller than the band gap. The luminescence spectrum of p6P shows several
peaks corresponding to different vibrational levels. Fig. 2.9 shows both the
photo- and electroluminescence spectrum of a p6P thin film.

The spectra are dominated by a peak at 425 nm, which is due to a transi-
tion from the LUMO vibrational ground state to the first excited vibrational
state in the HOMO band (i.e. the (0-1) transition). Also the (0-0) and (0-
2) transitions are discernible although less intense. The similarity of the
two spectra suggests that the same transitions are responsible for the light
emission in both cases. A different study[106] has shown that the nanofiber
photoluminescence spectrum shows the same features although with some
slight differences: the widths of the individual peaks are smaller and their
intensity ratio changes with the (0-1) peak becoming more pronounced.
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Figure 2.9: Photo- and electroluminescence spectrum of a p6P thin film.
The peaks correspond to transitions between different vibrational levels as
described in the text. Reproduced from [88].

When the exciton relaxes, the emitted light will be polarized along the
direction of the long molecular axis[106] due to the spatial distribution of
the orbitals involved in the electronic transition. Since the long molecular
axes are all parallel, the emitted light from a nanofiber is highly polarized
almost perpendicular to the long nanofiber axis.

2.2.4 Synthesis of Organic Nanofibers

The nanofibers are fabricated via a self-assembly process where the indivi-
dual molecules align on the surface of the growth substrate through interac-
tion with its surface dipoles[4]. The growth substrate, typically muscovite
mica [K2Al4[Si6Al2O20](OH)4], is cleaved along the (0001) direction and
transferred to the growth chamber. The hetero-epitaxial growth occurs un-
der ultra-high vacuum conditions where the p6P molecules are evaporated
towards the mica substrate from a resistively heated Knudsen cell. If the
mica substrate is kept at room temperature, a structureless film is formed
[107], whereas an elevated substrate temperature of typically ∼ 400 K causes
the formation of long parallel p6P nanofibers. The surface dipoles polarize
the individual molecules, and at elevated temperatures the molecules have
sufficient thermal energy to align with the surface dipoles. Similar growth
can be obtained with shorter phenylene molecules such as p4P and p5P al-
though the growth direction becomes less well-controlled - presumably due
to the decreasing polarizability with decreasing length[107]. The fluores-
cence microscope image in fig. 2.7(d) shows the mica substrate with the
parallel p6P nanofibers after growth. By observing the luminescence under
different polarization angles it can be confirmed that the light is polarized
approximately perpendicular to the long nanofiber axis.
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Chapter 3

Manipulation and
Integration

The scope of this chapter is to explore the mechanical manipulation stra-
tegy both in terms of investigating mechanical properties of nanostructures
and as a method for nanocomponent positioning. This chapter starts with
an introduction to the important forces in micro- and nanomanipulation
since the behavior of these differ somewhat from what is experienced at the
macroscale. This is followed by an introduction to different manipulation
systems both for 2-D, AFM based manipulation and for 3-D manipulation,
for which an experimental set-up has been constructed. Then, different tools
and strategies for 3-D manipulation are described and evaluated, followed
by two sections dealing with manipulation experiments on carbon nanotu-
bes and organic nanofibers, respectively. Finally, an experimental method,
based on 3-D manipulation, for contacting individual nanocomponents will
be detailed.

3.1 Micro- and Nanomanipulation Forces

The word manipulation stems from the Latin manus: ”hand” and has as
one of its meanings ”To adjust an object by hand”. In the present context
it therefore means mechanically moving a nanocomponent in a controlled
manner either by sliding along a surface (in the case of 2-D manipulation)
or by pick-and-place (in the case of 3-D). Manipulation at the micro- and
nanoscale differs considerably from the macroscale equivalent due to the
scaling of the involved forces. Since the volume of an object scales with the
cube of some characteristic length, while the surface area scales with the
square, gravity tends to become insignificant for sufficiently small objects.
Instead, forces that depend on surface area will become dominating. These
include van der Waals (vdW) forces and adhesion forces due to capillary
effects and to the interfacial energy between two objects in contact. Most
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of these forces are typically attractive. In addition, electrostatic forces and
friction forces can also play a significant role for the behavior of nanoscale
objects, in particular in relation to manipulation.

This section will give an introduction to the origin of these forces, and ap-
proximate quantitative estimates based on a specific example will be made.
Typically, manipulation involves the contact between the nanocomponent
and a manipulation tool and substrate, respectively. Both types of contact
can in a simple picture be modelled as a cylindrical rod (the component)
near or in contact with a flat surface (either the tool or the substrate). This
will therefore be the example of choice. To be able to provide quantita-
tive estimates, the forces between a 100 nm diameter silicon wire and a
glass surface will be considered, since this corresponds approximately to an
experimental case considered later in this chapter.

Van der Waals Forces

Van der Waals forces between two objects are due to electromagnetic in-
teractions between the atomic or molecular constituents of the two objects.
Typically, the largest contribution to the vdW forces is caused by the in-
stantaneous polarization of one molecule due to charge distribution fluctua-
tions in a nearby molecule which leads to a mutual attraction known as the
London dispersion interaction. The vdW interaction energy between two
molecules takes the form EvdW (r) = −CvdW /r6, where CvdW is a constant
depending on the particular molecules and r is their separation[108]. To a
first approximation the total vdW interaction can be found by summing the
pairwise interactions between the molecules making up the objects (known
as the Hamaker method). In the case of a cylinder with diameter d lying on
a planar surface, the vdW forces per unit length, FvdW , take the form[108]

FvdW =
AH

√
d

16x5/2
, (3.1)

where AH is the Hamaker constant and x is the separation distance between
the cylinder surface and the planar surface. The value of AH depends on
the two interacting materials and the intermediate medium. For interaction
between silicon and glass in air, AH has a value of ∼ 10−19 J, whereas
in water it is around 5 times lower[109]. Assuming a typical Lennard-Jones
separation of 0.2 nm[110] gives vdW forces in air of 3.5 µN per µm nanowire.
It should be noted that this calculation assumes two smooth surfaces and
that surface roughness or any curvature will reduce this value.

Electrostatic Forces

In addition to the dipole forces considered in the previous section, there
can be an additional interaction if the objects are electrostatically charged,
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leading to a conventional Coulomb interaction. If the object and the tool
are electrically conductive it is to some extent possible to control or even
use the electrostatic forces by applying appropriate electrostatic potentials.
However, if one or both are electrically insulating, this is not possible, and
the electrostatic forces are then difficult to predict and thus control[111].
For example, triboelectrification effects can cause charge to build up, which
can severely disturb manipulation experiments. Sometimes a scanning elec-
tron microscope is used for observation during manipulation. This can lead
to additional electrostatic interactions since the electron beam can cause
charging effects, especially of surfaces and objects that are not grounded or
are poorly conducting.

Capillary Forces

In ambient conditions, a liquid bridge, or meniscus, can form between two
objects in close proximity by condensation of humidity from the surroun-
dings. This meniscus will cause an adhesive force between the objects due to
a pressure difference across the vapor-liquid interface known as the Laplace
pressure[112], which is proportional to the surface tension γL. This adhe-
sive force is typically the most significant part of the capillary force, which
in general, however, contains additional contributions not considered here.
Calculating exact values of the capillary force requires a detailed knowledge
of the surrounding water vapor pressure as well as surface roughness and
wettability properties of both the object and the tool/substrate. This is ty-
pically done via numerical calculations and is beyond the scope here, which
is to provide an estimate of the relative importance of the involved forces.
A simple way of estimating the capillary force relative to the vdW forces is
to consider the forces acting between a simple geometry such as a sphere
and a plane. A 100 nm diameter sphere separated from a plane by 0.2 nm
experiences vdW forces of[108]: FvdW = AHd/12x2 = 21 nN, where the
same Hamaker constant as previously has been used. The capillary force
can to a first approximation be found from[112]

Fcap ≈ 2πdγL cos θ, (3.2)

where θ is the contact angle. A maximum estimate can be found by assuming
cos θ = 1 for a strongly hydrophilic material, which gives a capillary force
of 44 nN (a value of 7 · 10−2 J/m2 has been used as the surface tension
of water[113]). This simple estimate predicts that the vdW forces and the
capillary force can be of the same order of magnitude. Since the capillary
force is dependent on the experimental surroundings it is necessary to control
the ambient conditions for reproducible manipulation for example by always
working in a dry environment to reduce the capillary effects, or to use objects
with hydrophobic surfaces.
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Contact Forces

When two elastic objects come in contact there will be additional adhesive
forces that must be overcome to separate the objects. Both objects will
experience a deformation, which will generate a contact area that depends
on their Young’s modules (and on any external forces). Due to the surface
energy of the two materials, this generated contact area will cause a lowering
of the overall surface energy, which must be overcome in order to separate
the objects. This is known as the work of adhesion W and will introduce an
additional ’pull-off’ force that will depend on the interfacial energy between
the two solids[112]. This is typically described within the framework of the
JKR theory to provide an estimate of the pull-off force. The pull-off force
per length between a cylinder and a plane is[114]

Fpull−off = 1.25(KW 2d)1/3, (3.3)

where K is the equivalent Young’s modulus (equal to ∼ 70 GPa for the
combination of Si and SiO2 - see [114] for details) and W is the work of
adhesion. Its value is highly dependent on the materials in question. For
example the high surface energy of silicon would cause a similar high work
of adhesion. However, since a silicon wire must be expected to have a thin
native oxide layer, the surface energy and thus work of adhesion will be
lower. Assuming a value of W of 3 ·102 mJ/m2[115] leads to an pull-off force
per unit length of nanowire of ∼ 10 µN per µm. Again, this is calculated
assuming two smooth surfaces in contact. Like with the vdW forces, the
surface roughness can lower the resulting pull-off force considerably[108].

Whereas adhesion is of particular importance in 3-D manipulation, where
the tool must lift the object off the substrate and release it at the desired
position, friction forces play an important role in 2-D manipulation. The
friction is classically proportional to the normal force Fn, which will have
contributions from some of the aforementioned forces. The macroscopic
friction force Ff can be quantified by means of the friction coefficient µ

Ff = µ · Fn, (3.4)

where the friction coefficient typically lies in the range between 0.1 and 1.
The situation is somewhat different at the nanoscale, where friction has been
demonstrated to scale with contact area[116].

3.2 Manipulation Systems

Micro- and nanomanipulation can be divided into two categories: 2-D and
3-D. In 2-D manipulation, the object is constantly supported on a sub-
strate and is moved controllably by the application of a lateral force. In
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contrast, 3-D manipulation involves releasing the object from its initial po-
sition, transferring it to the target substrate, and releasing it here. The
primary applications of the two also differ. Where 2-D manipulation is typi-
cally used for exploring fundamental, intrinsic properties of nanostructures
and their interaction with each other or the supporting substrate, 3-D mani-
pulation typically has a more technology-oriented scope. It is most relevant
as a method of handling nanostructures/components in order to facilitate
pick-and-place operations to fabricate prototype devices[12].

To manipulate an object requires overcoming the forces that pin it to its
present position. In the 2-D case, this involves applying a force larger than
the static friction force. In 3-D manipulation, the object must first be lifted
off the initial substrate, i.e. the tool must apply a force larger than the adhe-
sive forces. Then the object must be placed at a target substrate by achiev-
ing the opposite force balance: that the adhesive forces towards the target
substrate are increased above the force keeping the object on the tool. The
increased complexity of 3-D over 2-D manipulation has meant that whereas
2-D manipulation has been demonstrated even with single atoms[117], 3-
D manipulation experiments have only been demonstrated with somewhat
larger objects such as MWCNTs (with diameters of a few tens of nm and
micron lengths) depending on the type of manipulation system. This section
will introduce different manipulation systems with particular emphasis on
the two systems used here: an AFM based, 2-D system for investigating na-
nocomponent properties and a 3-D system, based on an optical microscope
and xyz translators, for prototype device fabrication by pick-and-place op-
erations.

3.2.1 2-D Manipulation Systems

Manipulation along a surface is typically carried out using the tip of a scan-
ning probe microscope (SPM) as the tool. The high resolution achieva-
ble with a scanning tunnelling microscope (STM) has made this instru-
ment the favored choice for manipulation at the scale of single atoms and
molecules[118]. The use of an AFM based system enables monitoring of the
forces during manipulation, which can provide valuable information both
about the mechanical properties of the object as well as its interaction with
the substrate. Although the main application of 2-D manipulation is for
exploring fundamental properties, it has also been used for more technology-
related aspects such as the accurate positioning of an individual MWCNT
between two prefabricated electrodes[11]. 2-D manipulation often uses the
same probe for imaging and manipulation. This is a significant drawback
of 2-D manipulation as an efficient manipulation method for constructing
prototype devices since this tends to make 2-D manipulation comparably
slower than 3-D manipulation, which typically employs separate imaging
and manipulation systems.
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The focus here is on AFM based manipulation systems in order to probe
mechanical properties of nanostructures/components. Several AFMs with
built-in nanomanipulation capabilities are commercially available. Typi-
cally, they rely on a similar principle of using the probe tip for imaging and
manipulation in separate, successive steps, where the tip during manipula-
tion is used as a tool to laterally push the object.

2-D Manipulation Set-up

In this project, a special nanomanipulation system1 [119], developed by the
Nanoscale Science Research Group at the University of North Carolina, has
been used. On top of the aforementioned capabilities, this system includes
an advanced visual interface and a haptic device (a force-feedback joystick
with 6 degrees of freedom) that allows the force experienced by the AFM
tip before and during manipulation to be routed back to the operator thus
providing a sense of ’feel’ of the nanocomponent. Fig. 3.1 shows a block
diagram of the nanomanipulator system.

Figure 3.1: Block diagram of the nanomanipulator system.

This system features different ways of performing manipulation ranging
from a manual method where the position of the tip during manipulation
is controlled directly by the motion of the haptic device to more auto-
mated procedures where the tip follows a predefined trajectory. Typically,
a medium soft cantilever with a spring constant of ∼ 1.5 N/m is used for
imaging in tapping mode and manipulating in contact mode. A typical ex-
periment involves first using the AFM to image a substrate with dispersed
nanostructures to locate a suitable one. Then, the AFM is switched to an
intermediate ’touch mode’, where the microscope still operates in tapping

1http://www.nanomanipulator.org/



3.2 Manipulation Systems 45

mode, but where the xy position of the tip is controlled directly through
the haptic device which allows the user to ’feel’ the sample topography. In
this way the trajectory, to be followed by the tip during the subsequent
automated procedure, can be marked very accurately with the haptic de-
vice, and the drift that might have occurred can be taken into consideration
since the exact position of the nanostructure can be felt. The AFM is then
switched to contact mode with some predefined contact force set-point and
the tip performs a lateral movement. During this movement the tip trajec-
tory and lateral forces are recorded simultaneously. In the following, the
AFM is switched back to tapping mode imaging to visualize the result of
the pushing cycle. Also, it is possible to perform manipulation experiments
in a ’direct z’ mode, where the tip is not brought into contact mode (i.e. the
feedback circuit in not engaged) but where tip position is controlled directly.
This is for example used for manipulation of suspended structures. After
the initial imaging in tapping mode and the intermediate ’touch mode’, the
AFM is switched to the ’direct z’ mode where the tip can then by used to
deflect the suspended structure laterally or vertically.

3.2.2 3-D Manipulation Systems

3-D manipulation systems consisting of a microscope with integrated mani-
pulation tools are most often custom-built systems as no complete systems
are commercially available. Examining the prerequisites for 3-D nanoma-
nipulation can be done in a macroscopic view by considering a seemingly
trivial task such as picking up a pencil and placing it somewhere else. This
requires: 1) the ability to approach the tool (our hand) to the object (the
pencil), 2) the ability - aided by the tool - to apply a large enough force to
overcome the force that keeps the object at its present position (gravity), 3)
the ability to release the object at the desired position, and 4) a feedback
system (our vision) to enable the constant monitoring of the procedure thus
coordinating the efforts of all the mechanical actuators involved. To be able
to do this at a much smaller scale therefore requires a complete system in-
cluding some type of microscope for monitoring the procedure, a suitable
miniaturized tool for applying the necessary force to the object, and a me-
chanical system both for the coarse approach of the tool to the object and
for the delicate movement required for picking and placing. This section will
deal in particular with the microscope and the mechanical motion system,
whereas the tools will be investigated in the subsequent section.

Two different types of microscopes are frequently used for 3-D mani-
pulation systems: an optical microscope or a scanning electron microscope
(SEM). The SEM has the advantage of providing a considerably higher reso-
lution than the optical microscope. However, the increased resolution comes
at the expense of significantly more troublesome handling both of the sample
and the instruments. A robot, capable of moving the tool into position and
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of performing the delicate motion necessary for picking up the object, must
be placed inside the SEM vacuum chamber with all necessary connections
taken to the outside. The actual tool-to-object coarse approach is also some-
what problematic due to the difficulties of monitoring two objects initially
separated a sizeable distance in a SEM. In contrast, most of these difficulties
are dramatically reduced with an optical microscope, where the manipula-
tion can be performed under ambient conditions. The most constraining
factor here is the limited achievable resolution. A third microscope type
has also been used in manipulation experiments. The very high resolution
achievable with a transmission electron microscope (TEM) has enabled some
remarkable studies of for example telescoping behavior in MWCNTs[120],
thus demonstrating the power of a TEM in relation to nanomanipulation ex-
periments by visualizing the microscopic details of the interior of an object
during manipulation and of how a tool and an object interact. Similar to the
SPMs, the strength of TEM based manipulation lies mostly within study-
ing more fundamental properties, whereas the limited work space within a
TEM holder significantly limits the possibilities in terms of pick-and-place
manipulation operations with any technological perspective.

As a part of this project, an optical microscope based manipulation
system has been constructed in order to investigate the value of such a
system for nanocomponent device assembly and to facilitate fabrication of
a significant number of prototype devices for further investigation of dif-
ferent nanocomponents. Much research has focused on particular aspects
of manipulation such as for example the tool[121, 122], however, it has of-
ten concentrated on developing and characterizing the tool or making a few
proof-of-principle demonstrations of manipulation. Here a different, system-
oriented point of view has been taken. Focus has been on creating an efficient
manipulation set-up that not only allows proof-of-principle after many hours
of tedious attempts but which can actually be used to assemble prototype
devices in a relatively fast and efficient manner.

Construction of 3-D Manipulation Set-up

The experimental set-up consists of an optical microscope and two mecha-
nical stages for sample and tool movement. The optical system is based
on a Mitutoyo 50x objective with a long working distance of 13 mm, which
eases sample handling and manipulation. Used in combination with a Navi-
tar UltraZoom lens system it offers between 35 and 229 times magnification
corresponding to view fields between 188 µm by 141 µm and 29 µm by 17 µm
with the attached 1/2” camera that is connected to a computer for image
display and still or live image storage.

The sample is mounted on a three-axis manually operated stage, which
allows the sample position to be adjusted to fit in the microscope view field.
For tool motion, a mechanical motion system is constructed from a Burleigh
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PCS-5400 manipulator system, which consists of 3 linear, piezoelectric ac-
tuators, each with a resolution of roughly 30 nm and a travel distance of
300 µm. Each piezoelectric actuator is mounted on a linear motion stage
based on a manual micrometer screw with a travel distance of several mm
for the coarse approach of the tool. This entire actuator system is equipped
with an arm carrying the tool, and is mounted on a rotational stage, which
allows the arm to swing out for easy tool change. The system is shown in
fig. 3.2.

Figure 3.2: (a) Schematic drawing of the optical manipulation set-up. (b)
Photograph of the manipulation set-up

The piezoelectric actuators can be controlled by a standard Burleigh
controller, where the xyz position is set through 0-60 V voltages via three
multi-turn potentiometers. For easier tool positioning, an alternative con-
trol system was developed in collaboration with Russell Taylor from the
University of North Carolina. This system is based on the Virtual Real-
ity Peripheral Network2, which is a C++ based set of classes designed to
implement an interface between an input device (such as a standard PC

2http://www.vrpn.org/
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joystick or a more advanced, haptic device) and an output device capable of
performing the required motion. The VRPN@MIC system consists of a set
of VRPN output servers running on a PC with two National Instruments
PCI-6036E DAQ cards, which together provide four 16-bit D/A converters,
three of which are used for controlling the x, y, and z axes of the actua-
tor, respectively, while the fourth converter provides an additional channel
for the possible actuation of the manipulation tool, such as the closing and
opening of a microgripper[123]. The D/A converter outputs are fed to an
amplifier with 4 customized channels that recondition the signals to the
appropriate levels for the piezoelectric actuators and manipulation tool, re-
spectively. In addition, an input server, running on either the same PC or
alternatively on a remote system, reads data from an input device, which
here is a standard Logitech PC joystick. Through the VPRN input server,
the joystick controls can be adapted to the specific task at hand. Typically,
the joystick motion is translated into xy coordinates, while the z coordinate
is set by the joystick throttle handle. Finally, two different joystick buttons
are used for tool actuation tasks, for example for gripper close and gripper
open. After having read the joystick commands, the input server sends all
four channels to the output server, which updates its output channels at an
appropriate rate. The VRPN system has the additional option of providing
bi-directional communication between the servers. If a force-feedback sig-
nal could be produced, for instance from a microgripper[124], this could be
routed back to the joystick and provide a sense of how much force is applied
to the object by the tool.

Some additional features were built into this set-up, however, they were
not used in the experiments presented in this work. A possible use of the
system is for electrical four-point measurements of nanostructures[125]. A
sample cooling system, which can be mounted on the manual translation
stage, was also constructed to facilitate such measurements at lower tem-
peratures. The sample is placed on top of a metallic compartment, through
which liquid nitrogen is passed. A second use of the set-up is for charac-
terization of microfabricated grippers[126]. This characterization system,
initially developed by Peter Bøggild, consists of a LabVIEW program that
controls the voltage applied to the gripper, while the actual gripper actua-
tion is recorded by live processing of the microscope image data.

3.3 Components and Tools

In SPM based manipulation, the imaging probe is also the manipulation
tool. The probe tip interacts with the substrate and object during imaging
and by increasing the interaction, the tip can apply a lateral force and push
or drag the object sideways. The tool is therefore an integrated part of
the system which limits the flexibility and number of possible tools. In 3-
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D manipulation, more tools and manipulation strategies are available since
the tool and imaging system are much more independent. The choice of
manipulation tool can be adapted to which components are to be handled.
This section will discuss different tools and their performance, evaluated on
the basis of different manipulation scenarios.

3.3.1 Component Considerations

When evaluating if a particular component is suitable for manipulation,
different aspects should be considered. An important point is component
size. Firstly, it must be visible in the type of microscope in question. If
its diameter is in the 10 to 20 nm range or smaller, optical microscopy3

is less useful and SEM is preferable. Also, tool selection is influenced by
component size, as too bulky a tool will render manipulation difficult.

A second important aspect is the fragility of the component. There will
for example be a mechanical load during manipulation that can damage or
even destroy fragile structures. Also the sensitivity against other types of
load such as electric fields or high temperatures should be considered as
some tools can cause such loads[126].

The initial arrangement of the components is also of significant relevance.
Whether the components are available in the form of a liquid dispersion, a
powder, or standing/lying separately on a substrate will influence the choice
of tool and manipulation strategy. The manipulation substrate should also
be considered: the adhesion of the components to the substrate will have a
considerable influence on the success rate of picking up. This can in some
cases require the use of a special substrate with low adhesion.

A final important issue is the component surface properties. Whereas
some structures are inert and retain their surface properties under ambient
conditions, others react for example by forming a native oxide layer. This
would require either a controlled atmosphere or vacuum during manipulation
or additional processing after manipulation to remove such a layer.

3.3.2 Tool Selection

Attention should be given to finding an appropriate manipulation tool. The
important requirement put on the tool - apart from the end-effector(s) ha-
ving a size comparable to the object - is that it must be able to apply a
sufficiently large force to the object to lift it off the sample substrate. In
addition, for pick-and-place operations it must also be possible to release
the object at the target substrate. The applicability of a specific tool is
much dependent on the properties of the particular type of components and

3An object smaller than the diffraction limit still scatters light and is visible but its
size and details cannot be resolved, e.g. if there are two nanocomponents.
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their arrangement. In order to make a foundation for a proper tool selec-
tion, different types of tools will be evaluated on the basis of some generic
component sample geometries.

As described previously, the forces acting at the micro- and nanoscale
are primarily attractive surface forces. Microscopic manipulation tools of-
ten rely on this and can therefore have rather different operating principles
and shapes than macroscopic tools. Here, three different types of tools are
considered, all of which have been used in this work: 1) a sharp needle
fabricated by electrochemical etching of a piece of tungsten wire, similar to
the method used for fabricating STM tips. Two types of more advanced
tools have been fabricated by microfabrication methods and tested: 2) a
cantilever-based tool with one or several static glass microcantilevers, and
3) microgrippers with two arms that can be actuated by either thermal or
electrostatic actuation or some combination[126]. Conceptual drawings of
these three types of tools are shown in fig. 3.3

a b c

Figure 3.3: (a) Manipulation tool 1: An etched tungsten wire. (b) Ma-
nipulation tool 2: A simple glass cantilever. (c) Manipulation tool 3: A
microgripper.

Other manipulation tools have been proposed such as the different types
of grippers discussed by [124]. In the following, the operating principles of
the tools used in this work are described.

1 Etched tungsten wire The use of an etched tungsten wire as the
manipulation tool relies on exploiting the adhesive forces between the
tool and the object to pick up the object from the sample substrate and
stabilize it on the tool. The tool must therefore be approached to the
object in such a manner that the applied force is increased up to a level
where it exceeds the force that keeps the object in its initial position.
This can be done either by manoeuvering the tool into a position where
the contact area with the object is maximized for increased adhesion
and then drag out the object, or by pushing/lifting the object off the
substrate using contact forces (if the sample geometry allows). The
release requires the object to be brought to the target substrate and
that the adhesive force towards the target substrate is increased above
the force towards the tool.
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2 Glass cantilever The static glass cantilever tool works in a similar
manner to the tungsten wire tool. The main difference is the shape.
Its planar surface can allow a larger contact area to a cylindrical object
thus providing larger adhesive forces. However, it is somewhat more
bulky than the sharp tungsten tip, which can be a hindrance with
some sample and substrate geometries and sizes.

3 Microgripper The microgripper has a considerably different working
principle, which more resembles that of a macroscale gripper. It relies
on actively applying a gripping force that due to friction will enable
the object to be picked up from the surface - in combination with the
always present adhesion. Still, this method also relies on using the
adhesive surface forces for placing/releasing the object, since opening
the gripper will not cause the object to be released. Therefore, the ob-
ject must be placed in contact with the target substrate for successful
placement, and in some cases gluing or soldering must be applied[127].

One advantage of the etched wire tool is its ease of fabrication. It only
requires a piece of tungsten wire and a fairly simple set-up for electroche-
mical etching. In addition, it is possible to fabricate a very sharp tip, which
can be advantageous for some applications. However, a sharp tungsten tip
deforms plastically at even small impacts, which are unavoidable in a prac-
tical manipulation situation where the tool will come in contact with the
substrate. This will wear down the wire tip rather fast. Also, it can be
problematic to realize a large contact area and thereby a large adhesion
force between a conically shaped tip and a cylindrical component. Both the
simple cantilever and the microgripper suffer from a relatively complex and
time consuming microfabrication process, although, since typically several
hundred tools will be fabricated per batch, the fabrication processes will
yield enough tools for a large number of manipulation sequences. The pla-
narity of the cantilever makes it easier to obtain a significant contact area
with a cylindrical component than when using a conical wire tip. Also, a
glass cantilever is (semi-)transparent, which makes it possible to use both
sides for manipulation since it will not block the field of view. Finally, the
flexible nature of a glass cantilever enables it to bend elastically, which can
help in particular in the placement procedure, where the object for instance
can be pressed down towards the target substrate and rolled off. The flexibi-
lity of the cantilever also makes it comparably more durable since it will not
deform plastically at moderate impacts. The gripper tool has the significant
advantage of providing an additional gripping force that can aid in picking
up objects, which is some cases adhere strongly to the surface[110]. How-
ever, in the case of randomly dispersed components, the advantage gained
from this additional gripping force does not outweigh the significantly more
complicated tool handling that involves actuating the gripper arms. Also,
the release from the gripper can limited compared to the cantilever. With
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the cantilever, it is possible to rotate the component on the tool by pushing
it against a hard surface, before it is released. This is not possible with the
gripper, which can only release the component with the same orientation as
when it was picked up.

Depending on how the sample is prepared, the components can be lo-
cated on the sample substrate in a number of different ways. In order to
evaluate the three types of tools, some typical sample geometries are con-
sidered as shown in fig. 3.4.

Figure 3.4: Conceptual drawings of different component sample geometries.
(a) The component is lying flat on the sample substrate. (b) The components
are positioned randomly in a ’haystack’ geometry. (c) The components are
standing vertically up from the sample substrate in a predefined pattern.
(d) The component is supported by a number of vertical columns.

A typical way of preparing a sample is to have the components dispersed
in a liquid, apply a small volume of the dispersion to a planar surface, and let
the liquid evaporate. This would typically leave the components lying flat on
the sample surface as shown in fig. 3.4(a). A second possibility is to have the
components entangled in one another as shown in fig. 3.4(b). This could for
example be the case for carbon nanotubes in powder form. A particular case,
considered in the next section, is silicon wires made by anodic etching[128].
These straight, rigid wires can also form a sample geometry very similar to
fig. 3.4(b). In some cases, it can be useful or even necessary to prepare a
component substrate specifically suited for manipulation. One possibility
is a component substrate prepared in such a way that the components are
free-standing vertical structures as shown in fig. 3.4(c). Such a geometry can
for instance be made by growing carbon nanotubes or III-V nanowires from
an array of pre-patterned catalyst particles[76]. As a final geometry, one can
prepare a substrate with a high density of vertical columns[129] as shown in
fig. 3.4(d). Here, the components can dispersed in a similar way as in (a) to
yield a significantly reduced effective contact area. This particular type of
substrate is especially useful for manipulation of fragile components such as
organic nanofibers and will be described in more detail in a later section.

In the simple sample geometry in fig. 3.4(a) there is a significant contact
area between the component and the substrate. As in the example consid-
ered in section 3.1, this can be modelled as a cylinder on a planar surface.
Assuming similar cross sectional dimensions, a length of 10 µm, and that
the primary contributions originate from the van der Waals forces and the
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pull-off forces, the adhesive force is estimated to of the order of 1 · 102 µN.
Picking up in such a geometry is inherently difficult. Simply touching the
upper side of the component with the tool will not create sufficient adhesion
to the tool since the tool-component contact area will be smaller than the
substrate-component contact area. A second option, as recently discussed
by Mølhave and co-workers[110], is to use a microgripper to apply a larger
force. However, the required force in this case is quite high compared to
what has been realized with microgrippers[110, 124]. In addition, gripping
is significantly hindered by the difficulty in achieving a gripper with very
sharp end-effectors necessary to grip a flat-lying component. A possible
route could be to coat the substrate with a low-adhesion coating prior to
dispersing the components as described in section 3.5.1. In some cases, a
teflon-like coating can even cause a repulsive vdW interaction[130]. This
could enable strategies relying only on the adhesive forces between the tool
and the component, and cantilever could then be used to pick up by simply
touching the component.

The entangled components in fig. 3.4(b) have a significantly smaller con-
tact area with their surroundings and should therefore by easier to pick up.
Providing a force estimate is difficult since this is very dependent on the
particular sample as well as the shape, size, and mechanical properties of
the components: rigid, straight Si wires can form a sample geometry quite
similar to fig. 3.4(b) (as also seen in fig. 3.5(a)), whereas carbon nanotubes
in a powder form can be curled up and entangled in one another. Different
tools can be used in this case. One option is to use the simple etched wire or
cantilever to touch and pull out a component using only the adhesive forces.
Here, the planar surface of the cantilever eases the task, since this can form
a larger contact area with a cylindrical object than a conical wire tip can.
Another option is to use the gripper to provide a larger force than just the
adhesion. However, the usefulness of the additional gripping force is limited
with this sample geometry, and the extra circuitry and wiring needed for
gripper actuation only makes the manipulation more complex. This makes
the more simple cantilever tool the favored choice here.

The third geometry shown in fig. 3.4(c) requires a sample preparation
method capable of producing the vertical, well-spaced components. In this
case, a force large enough to break the component off the substrate must be
applied, the magnitude of which will depend on the mechanical properties
of the particular component and the binding to the substrate. Here, the
gripper is much better suited than the simpler tip and cantilever tools. In
particular, the ability of the gripper to apply a shear force is important
in this scenario[110]. This particular geometry is of interest due to the
more well-defined position and direction of each component, which would
be necessary if an automated manipulation procedure was to be established.

The final geometry shown of fig. 3.4(d) resembles the first with the main
difference that the contact area between the substrate and the component is
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significantly smaller. Also, as is demonstrated in section 3.5.2, if the vertical
posts supporting the component are mechanically compliant and can bend,
it is possible to make the tool penetrate in to the ’forest’ and go below the
component to lift it up from below. In this geometry, the sharp wire tip is
well-suited, whereas the more blunt cantilever and gripper are of less use.

3.3.3 3-D Manipulation Example

The requirements for the tool are thus seen to depend on the particular
component sample, and the choice of tool must therefore be made on a
case-by-case basis. As an example of particular manipulation task, fig. 3.5
shows a silicon wire ’haystack’ from which a single wire should be picked
up and placed on the target structure: an elevated silicon dioxide platform.
This task is of particular interest in relation to a shadow mask method for
fabricating electrodes on nanocomponents as described in the end of this
chapter.

Figure 3.5: (a) SEM image of silicon wire ’haystack’. The wires typically
have a diameter between 200 and 1000 nm. The manipulation task consists
of picking up an individual wire from the ’haystack’ and positioning it on
top of an elevated silicon dioxide structure as illustrated in (b).

This task is most easily accomplished with a cantilever tool. Since the
wires are not adhering strongly to the substrate, it is sufficient to bring in
a planar tool and make a comparably larger contact area with the desired
wire. This will cause the wire to adhere to the tool and it can be picked up.
Release can be accomplished by bringing the wire to the target structure
and placing it in a position with an even larger contact area. Fig. 3.6 shows
a tool consisting of 4 glass cantilevers being used to first pick up a silicon
wire, then transfer it to the target structure, and finally release it.

Apart from pick-and-place operations, a second useful function is to be
able to fasten the object at the target structure. This can for example be
done by dissociating organometallic gas molecules with a focused electron
beam to form conductive deposits, which has been used to solder nanotubes
to microelectrodes[127]. Whereas such soldering requires a SEM, a ’gluing’
method has been developed here, which can be performed in the optical
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Figure 3.6: (a) The cantilever manipulation tool is approached to the silicon
wire ’haystack’, and (b) is positioned such that a significant part of the
desired silicon wire touches the tool topside. Moving the tool southwards
draws out the silicon wire, which can then be transferred (c). (d) The silicon
wire is approached to the target structure, where it is placed at the desired
position by maximizing its contact area with the target structure (e). (f)
Lifting the tool leaves the silicon wire at the desired position.

manipulation set-up. This method relies on using small polystyrene (latex)
beads as glue. It exploits the ability of electrothermal grippers[124] to heat
objects locally to melt a latex bead, which has been transported to the
desired position. This is demonstrated in fig. 3.7 where a silicon wire is
glued to a microcantilever. First, the silicon wire is placed on the cantilever
as described previously. A 5 µm diameter latex bead is then picked up
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with the electrothermal gripper using only adhesive forces (i.e. without
heating the gripper). The latex bead is then transported to the silicon wire
resting on the microcantilever (fig. 3.7(b)). A brief heating of the gripper by
the application of current of a few mA is used to melt the latex bead and
deposit the material at the base of the wire as seen in fig. 3.7(c). Fig. 3.7(d)
demonstrates that the deposited material fix the wire to the cantilever as
lateral pushing does not release the wire.

Figure 3.7: Latex bead gluing. (a) A silicon wire placed on a microcantilever
extending from its tip. (b) A latex bead is transferred to the cantilever and
while the bead is held directly above the base of the silicon wire the latex
bead is melted by heating the gripper. (c) The melted latex bead is deposited
on the cantilever and silicon wire. (d) The gripper is used to displace the
silicon wire tip, while its base is seen to remain fixed to the cantilever.

3.4 Manipulation of Carbon Nanotubes

Several AFM based nanomanipulation studies have focused on exploring
mechanical properties of carbon nanotubes and on their interaction with a
substrate. 3-D manipulation has also been reported such as the attachment
of a MWCNT to an AFM probe tip[131]. Although 2-D manipulation of
CNTs was not performed in this project, a brief summary will be given for
the sake of comparison with the organic nanofibers, followed by a description
of the 3-D manipulation experiments performed here.

3.4.1 2-D Manipulation of Carbon Nanotubes

The AFM based nanomanipulation system introduced earlier has been used
by Falvo et al. to investigate the mechanical properties of MWCNTs[132]
and their interaction with an underlying mica or graphite substrate[133].
The bending of MWCNTs under large strain was investigated on mica, where
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the tube/substrate friction can be sufficiently large to pin the tube in the
bent configuration. These studies showed that it is possible to induce a very
high, local strain of up to ∼ 16 % without rupture. Supported MWCNTs
can also slide in response to lateral pushing in cases where the tube-substrate
friction is not sufficient to pin the tube. Based on quantitative lateral force
data the sliding shear force was estimated at 2 · 106 Pa. On graphite,
however, a rolling behavior was observed in certain cases with a friction
suddenly much higher. This occurs when a particular threefold, in-plane
orientation on the nanotube was obtained, which was suggested to be due
to lattice registry with the graphite substrate caused by their geometric
similarities as discussed in section 2.1.1, thus preventing sliding. Similar
techniques were used by Lieber and co-workers to deflect a MWCNT, which
was pinned in one end, to determine its elastic properties yielding a Young’s
modulus of ∼ 1.3 TPa[134]. By rupturing suspended SWCNT ropes, a yield
strength of ∼ 45 GPa was found by the Smalley group[135].

3.4.2 3-D Manipulation of Carbon Nanotubes

As shown in fig. 3.6, 3-D manipulation of silicon wires can be accomplished
fairly easily with the constructed set-up. This manipulation technique has
been extended beyond the silicon wires to include manipulation of a variety
of nanocomponents including MWCNTs to facilitate precise positioning in a
microsystem. Here, the high mechanical strength of MWCNT makes these
very robust, which eases manipulation significantly. Different MWCNT sam-
ples have been investigated including both CVD grown and arc-discharge
fabricated MWCNTs. The nanotubes were all available in the form of a
powder from which the sample was prepared by simply dispersing MWCNT
grains on a piece of adhesive tape. This would generate a sample geometry
somewhat similar to fig. 3.4(b) (although with the nanotubes being more
entangled). All three types of tools were tested with this type of sample.
Here, the cantilever turned out to be the best suited tool. In some cases a
nanotube would adhere only slightly to the substrate and could be picked
up simply by touching it with the cantilever and pulling it out. In other
cases, it would adhere more strongly and it would be necessary to try to
pull in different directions to release it. Finally, some nanotubes adhered
too much to be released and had to be abandoned. The microgripper was
also used with some success. However, the increased complexity involved
in actuating the gripper did not significantly ease the process of picking up
MWCNTs in this sample geometry since neither the sample nor the tool can
be rotated with the present set-up for optimal tool-component alignment.
Fig. 3.8(a) shows a microscope image recorded in the manipulation set-up of
a cantilever tool approaching a MWCNT. The smaller size of the nanotube
compared to the silicon wires in fig. 3.6 causes a more blurred appearance,
however, observation and manipulation is nonetheless possible.
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Figure 3.8: The static cantilever tool used for picking up (a) a sin-
gle MWCNT produced by the arc-discharge method and (b) a single in-
dium phosphide nanowire produced by the laser-assisted vapor-liquid-solid
method.

In addition to MWCNT manipulation, a variety of other nanocompo-
nents have been tested to verify that this set-up can be used also with
other nanocomponent types and geometries. These include indium phos-
phide nanowires grown by the laser-assisted vapor-liquid-solid method[136]
as shown in fig. 3.8(b) and indium arsenide nanowires grown by an oxide-
assisted metalorganic vapor phase epitaxy method[137]. Also in this case,
such nanowires can be picked up by touching the nanowire with the tool and
gently pull it off the substrate. Also bismuth nanowires produced by elec-
trodeposition in etched ion-track membranes[138] were manipulated. Here
the size-defining membrane was first dissolved and the nanowires dispersed
on a substrate, from which they were subsequently picked up and positioned
on the target structure. Also in these cases the simple static cantilever tool
turned out to perform best. Finally, attempts were made to pick up a p6P
nanofiber from a planar substrate. In these initial attempts, the fragility
of the nanofibers would cause these to break during manipulation. A spe-
cial manipulation substrate, similar to that in fig. 3.4(d), later enabled such
manipulation as described in section 3.5.2.

3.5 Manipulation of Organic Nanofibers

Due to the weak intermolecular interaction, p6P nanofibers are rather soft
and fragile. This will impede manipulation significantly in comparison with
more robust structures such as carbon nanotubes. The preliminary ma-
nipulation experiments with p6P nanofibers supported on a silicon dioxide
substrate showed that the nanofibers would break easily when the manipula-
tion tool was brought into contact with these. To study this in more detail,
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the mechanical properties of individual p6P nanofibers were investigated
by 2-D manipulation experiments using the nanomanipulation equipment
described in section 3.2.1. This section will present the results of these stu-
dies, followed by a description of 3-D pick-and-place experiments enabled
by a special nanotube-coated manipulation substrate.

3.5.1 2-D Manipulation of Organic Nanofibers

AFM based manipulation experiments were performed on p6P nanofibers
either supported by a planar substrate or suspended between two suppor-
ting structures. The experiments on supported nanofibers were made on
substrates with different hydrophobic properties. On silicon dioxide the
nanofibers adhere strongly and tend to rupture during manipulation. This
system was used to investigate rupture properties of the fibers. By coating
a silicon substrate with (tridecafluoro-1,1,2,2-tetrahydrooctyl)trichlorosilane
a hydrophobic surface with a contact of angle 104◦ was obtained. On this
low-adhesive surface, the friction was significantly lower and it was possi-
ble to slide pieces of nanofibers along the surface. Rupture experiments,
similar to those on supported nanofibers, were also performed on suspended
nanofibers, and finally, the elastic properties were probed by deflecting a
suspended nanofiber. In these experiments, the nanofibers were transferred
by drop-casting a small amount of water with dispersed nanofibers onto the
desired substrate, which was then left to dry.

Intrinsic Mechanical Properties

The rupture properties of individual nanofibers were investigated by slicing
through these with an AFM tip. Fig. 3.9 depicts the starting point and
result of two subsequent pushing cycles on a nanofiber on silicon dioxide. As
evident from fig. 3.9(b) the pushing caused rupture of the nanofiber, which
was a general trend observed when laterally pushing nanofibers supported
on silicon dioxide except in the case of very short nanofiber pieces (< 0.5
µm). The lateral force data in fig. 3.9(c) exhibit a sudden increase in lateral
pushing force of approximately 0.5 µN at the position where the tip first
touches the nanofiber, followed by a decline of the lateral force almost back
to zero. The similarity of the two data sets indicates the homogeneity of the
nanofiber along its axis. A blind tip reconstruction method[139] allows an
estimation of the effective tip radius which can be used for deconvolution of
the image data. This gives an actual nanofiber width of ∼ 220 nm.

The lateral force data for the two pushing cycles shown in fig. 3.9(c)
have peak values of ∼ 440 nN (I) and ∼ 510 nN (II), respectively. The
peak value must correspond to the sum of the force necessary to rupture the
nanofiber and the static friction force, which must be overcome in order to
begin sliding a small section of the nanofiber along with the tip. The dy-
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Figure 3.9: (a) AFM image of a 50 nm tall p6P nanofiber on a silicon dioxide
substrate before manipulation. The arrows indicate the trajectories of the
AFM tip during manipulation. (b) Same nanofiber after two subsequent
manipulations along the arrows shown in (a). Note the pieces, which have
been cut out. (c) The grey and black curves display the measured and
averaged lateral forces, respectively, for positions (I) and (II). Curve I has
been shifted for clarity. The normal force during the pushing cycles was 150
nN. The inset shows a schematic drawing of the AFM tip in contact mode
being used to manipulate a nanofiber. The force values have been obtained
by a calibration procedure that uses measured values of cantilever and tip
dimensions, which gives an estimated uncertainty of 30 %[133].

namic friction can be estimated by comparing the value of the lateral forces
before and after the tip touched the nanofiber, giving a value of less than
5 nN, however, the static friction can be somewhat higher. Also, there can
be a difference between the static friction experienced in the first pushing
cycle and in subsequent cycles[129]. This additional friction could be caused
by agglomeration of residues around the nanofiber during the evaporation
of the water, in which the nanofibers were dispersed. Cutting out a small
piece of nanofiber of similar size by performing a pushing cycle on either
side, and then performing a pushing cycle on this remaining piece allows an
estimate of the initial static friction to be made, which is of the order of 60
nN. This suggests that the primary contribution to the lateral force data is
from rupturing of the nanofiber. Assuming a static friction of 60 nN, the
rupture force is 380 nN and 450 nN, respectively. The difference between
these two values can be partly attributed to the fact that the nanofiber does
not have a completely uniform width along its length. The rupture shear
stress can be estimated from the values of rupture force and cross sectional
dimensions yielding values of 1.7 ·107 Pa and 2.0 ·107 Pa for the stress neces-
sary to rupture a nanofiber. This is approximately one order of magnitude
lower than the rupture stress of a similar-sized fibrin fiber as investigated
by Guthold and co-workers using a similar method[140]. Given that fibrin
fibers are biological structures with a mechanical task, this comparably high
p6P fiber strength is rather remarkable.
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After the rupture of the nanofiber the lateral forces curves decay back to
a value close to zero. The decay rate is approximately constant for the first
0.1 µm of tip travel after rupture during which the force drops to one fifth
the rupture value. This is attributed to a continued interaction between the
cut-out piece of nanofiber and the remaining sidewalls since the magnitude
of this interaction must be assumed to scale with contact area.

Figure 3.10: (a) 12.6 µm by 12.6 µm AFM image of a 0.9 µm wide and
80 nm tall p6P nanofiber suspended across a 1 µm wide trench (obtained
before manipulation). (b) Measured (grey) and averaged (black) lateral
force values during manipulation. Inset shows a schematic drawing of the
manipulation experiment, where the AFM tip is first lowered next to the
suspended nanofiber and then moved horizontally.

Suspending a nanofiber between two supporting structures allows rup-
ture experiments, in which the contribution from friction is eliminated.
Fig. 3.10(a) shows a doubly-clamped p6P fiber, on which the rupture proper-
ties were probed by slicing through the free-standing part of the fiber with
the AFM tip as shown schematically in the inset of fig. 3.10(b). This resulted
in the lateral force values displayed in fig. 3.10(b). The rupture force of 1.1
µN of this 900 nm wide and 80 nm high fiber corresponds to a shear stress
of 1.5 · 107 Pa. The nanofiber breaks in just one position and not two as the
supported nanofibers do. The shear stress value corresponds reasonably well
with the result obtained from a supported nanofiber. The very long decay
length seen in fig. 3.10(b) is presumed to be due to the subsequent pushing
of the broken nanofiber against the trench wall.

A suspended nanofiber also facilitates investigation of its elastic proper-
ties. Deflecting the nanofiber with the AFM tip as depicted in the inset of
fig. 3.11(b) caused a mechanical response as shown in fig. 3.11(b).

When deflecting a suspended nanofiber the force scales nearly propor-
tionally with the deflection. Starting from a position above the nanofiber
bridge and lowering the AFM tip causes a distinct increase in the force when
the AFM tip touches the nanofiber. This onset occurs at almost the same
position in both cycles, which indicates a nearly reversible deflection of the
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Figure 3.11: (a) 14.4 µm by 14.4 µm AFM image of a 0.5 µm wide and 100
nm tall p6P nanofiber suspended across a 3 µm wide and several µm deep
channel. (b) The force F applied to the nanofiber versus deflection of the
nanofiber u during two pushing and retraction cycles. The arrows indicate
which curve is pushing and which is retraction. Note that the deflection of
the AFM cantilever has been subtracted; these deflection values are from the
suspended nanofiber only. Inset shows a schematic drawing of the pushing
experiment where the AFM tip is used to deflect the suspended nanofiber.

nanofiber bridge with little permanent plastic deformation. This suggests
that the deflection is not causing severe changes to the internal structure.
A hysteresis effect between pushing and retraction can be observed. This
can be attributed to the tip sliding on the nanofiber during the deflection
experiment.

When modelling the force response of a suspended rod, one can either
consider a stiff rod where the force is used to overcome the bending rigidity,
an elastic string where the force causes stretching, or some combination
of these two. Whether bending or stretching dominates is primarily de-
termined by the thickness of the rod compared to the deflection: at small
deflections the bending part contributes the most, whereas for larger deflec-
tions the stretching contribution becomes dominant[141]. In this case, the
p6P nanofiber is deflected up to less than twice its height, and the bending
rigidity is therefore assumed to contribute the most. This assumption is also
justified by the appearance of the force-distance curves, since a stretching
contribution to the force would scale with the cube of the deflection[141].
In these measurements very little third order dependence can be seen.

However, the applied force is not necessarily the only factor determining
the deflection. If there is a built-in tension T0 in the nanofiber produced
during the formation of the nanofiber bridge, this must be included as well.
Assuming only small deflections, the deflection u of the suspended rod must
satisfy[142]

EI
d3u

dy3
− T

du

dy
= −F

2
. (3.5)
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Here E is Young’s modulus, I is the plane moment of inertia, and T is the
overall tension equal to the sum of the built-in tension and the extra tension
caused by the deflection. Solving eq. 3.5 at constant T with the appropriate
boundary conditions and fitting with the measured force vs. deflection data
provides an empirical expression for Young’s modulus in terms of the initial,
unknown built-in tension T0

E = −1.6 · 1015m−2 · T0 + 6.5 · 108 Pa. (3.6)

Assuming negligible built-in stress, eq. 3.6 predicts a Young’s modulus
of the nanofiber of 0.65 GPa. However, since it is not possible to deduce
the exact value of built-in stress, the quoted value of 0.65 GPa constitutes
an upper bound. For comparison, low density polyethylene has a Young’s
modulus of 0.2 GPa[143].

Sliding Properties

Sliding experiments were performed on p6P nanofibers supported by the
hydrophobic surface in order to minimize the friction between the nanofiber
and the surface. Similar to the experiments described previously, an indivi-
dual nanofiber was located by AFM and lateral manipulation was attempted.
Fig. 3.12 shows several nanofibers during the manipulation experiment along
with the measured values of lateral force.

In the microscopic regime, friction normally scales with interface area[116]
in contrast to macroscopic systems. Fig. 3.12(f) shows the lateral force (i.e.
the friction) necessary to manipulate a nanofiber vs. interface area, which is
estimated from cross-sectional profiles of deconvoluted data. The observed
behavior more resembles what is seen for macroscopic systems.

For off-center manipulation the nanofiber tended to rotate around an
axis perpendicular to the surface and only occasionally experienced pure
translation. Fig. 3.13 shows a series of AFM images of a nanofiber being
manipulated. Similar behavior has been observed in 2-D manipulation of a
carbon nanotube[133], in which case, however, the friction scales with inter-
face area. The in-plane rotation occurs around a pivot point, the position
of which depends on the tip-nanotube contact point. If the AFM tip pushes
side-on near the nanotube center, the pivot point will be close to the na-
notube end. Pushing at a position closer to one of the nanotube ends will
cause it to rotate around a point closer to its center. Similar features can
be observed in fig. 3.12, where pushing near the end (first push) causes rota-
tion about a pivot point located approximately one fourth up the nanofiber
whereas pushing near the center (second push) causes the pivot point to
be at the end of the nanofiber. This indicates a uniform friction along the
length.

As seen from the AFM images in fig. 3.12, lateral manipulation of a
piece of a nanofiber on the low-friction surface is possible without rupture.
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Figure 3.12: (a) 5.1 µm by 5.1 µm AFM image of several p6P nanofibers on
a silicon substrate with the low-adhesion coating before manipulation. The
arrow indicates the trajectory of the AFM tip during manipulation while the
dotted line indicates the pivot point, around which the nanofiber rotates.
(b) The grey and black curves are the measured and averaged lateral force,
respectively, during the first manipulation. (c) AFM image of the same
area after the first manipulation. The arrow indicates the trajectory of the
AFM tip during the second manipulation while the dotted line indicates the
pivot point. (d) The grey and black curves are the measured and averaged
lateral force, respectively, during the second manipulation. (e) AFM image
of the same area after the second manipulation. (f) Lateral force necessary
to manipulate p6P nanofibers does not change significantly as a function
of interface area. The interface area is estimated from the full-width at
half-maximum cross sectional profiles of deconvoluted data.

However, as seen in the last image in fig. 3.13 the nanofiber eventually breaks.
Manipulation experiments were performed on three different nanofibers with
lateral forces corresponding to shear stresses between 3·106 Pa and 6·106 Pa,
which is approximately three to seven times smaller than the rupture shear
stress. Whether the nanofiber moves or breaks is determined by how the
shear stress in the nanofiber compares to the friction between the nanofiber
and the substrate: if the shear stress rises above the rupture value before
the friction is overcome, the nanofiber will break.
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Figure 3.13: Sequence of AFM images (left to right) of several
p6P nanofibers on a silicon substrate coated with (tridecafluoro-1,1,2,2-
tetrahydrooctyl)trichlorosilane. Between each frame the AFM tip is used
as a manipulation tool to move one of the nanofibers. Black dots indicate
the pivot points around which the nanofiber rotates while white arrows in-
dicate translation. The height scale is from 0 nm (dark) to 85 nm (bright).

The above experiments demonstrate that although difficult, it is pos-
sible to slide nanofibers via AFM based manipulation. The AFM has the
advantage of providing quantitative data of the exerted force and useful in-
formation of the mechanical properties. However, it is less practical in the
assembly of nanofiber structures, both due to the fact that it is rather time
consuming, it does not allow observation during manipulation, and that the
point-like nature of the applied force makes it difficult to control whether the
nanofiber rotates or translates. This can be overcome by using the 3-D ma-
nipulation system described in section 3.2.2 for 2-D manipulation. Here, a
cantilever is used as the manipulation tool to slide nanofibers along the sur-
face with a better control of the direction. This has allowed the fabrication
of simple nanofiber structures as seen in fig. 3.14, which shows the letter ’T’
constructed from several nanofibers. Although the assembly method does
seem to partly disrupt the nanofiber morphology as seen from the AFM im-
age in fig. 3.14(c), the polarization properties of the luminescence are intact.
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Figure 3.14: An artificial ’T’ constructed from p6P nanofibers. (a) Fluo-
rescence microscope image excited with light of 365 nm wave length and
observed unpolarized. (b) Similar to (a) but observed with horizontal polar-
ization c) AFM image of the ’T’. Inset shows cross sectional profile along the
indicated line. The assembly of this ’T’ structure was performed by M.Sc.
student Jeanette Hvam.

The 2-D manipulation studies have demonstrated that the p6P fibers
are fragile structures and that 2-D manipulation is limited to nanofibers on
a low-adhesive surface. However, although the nanofibers are indeed much
more fragile than for example carbon nanotubes, they can be self-supporting
and can be deflected elastically without breaking as shown in fig. 3.11. This
suggests that a gentle manipulation technique, which does not cause a large
nanofiber deformation, could enable pick-and-place operations.

3.5.2 3-D Manipulation of Organic Nanofibers

The problem of picking up a fragile nanofiber is that the adhesion forces to
the substrate are so strong that in order to lift up the nanofiber, a large force
must be applied that will cause the nanofiber to break before it is released.
A possible solution is to minimize the contact area towards the substrate
and thus the adhesion forces. Since the morphology of the nanofiber is
given, the solution must be a substrate that has as small a contact area
to the nanofiber as possible. This could be a structure consisting of a lot
of microscopic, vertical columns to support the nanofiber in only a number
of discrete points as depicted earlier in fig. 3.4(d). In collaboration with
Kjetil Gjerde, a surface coated with vertically aligned carbon nanotubes
- a nanotube forest - was made, which acts as a non-stick workbench for
the manipulation of nanocomponents[129]. Such a nanotube forest not only
exhibits very low adhesion, it also acts as a mechanically compliant substrate
that the tool can penetrate into thus lifting up the nanofiber from below.

This nanotube forest was used for 3-D manipulation experiments on
p6P nanofibers, which had been transferred here from a aqueous dispersion.
As described in section 3.3, the tool has to be selected for the particular
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application. Here, the most efficient tool was the sharp wire tip, which could
penetrate the nanotube forest next to the nanofiber, move in below, and lift
it off. This type of manipulation was tested both in the experimental set-
up with the optical microscope described earlier and by using a commercial
robot system mounted inside the vacuum chamber of a SEM. Fig. 3.15 shows
the SEM experiment where a tungsten wire tool is used to pick up a p6P
nanofiber from a nanotube forest and place it on a target substrate.

Figure 3.15: (a) The sharp tip of a tungsten wire is approached to a p6P
nanofiber resting on top of a nanotube forest and moved underneath the
fiber. (b) Illustration of the manipulation technique: The tip is moved
beneath the nanofiber slightly into the mechanically compliant nanotube
forest. The nanofiber may then be lifted by pulling the tip vertically up. (c)
The nanofiber is lifted off the nanotube forest by pulling the tip up. (d) The
nanofiber is then placed onto the target structure. (e) By pulling the tip
away, the nanofiber remains on the target structure, as it has been moved
from a surface with low adhesion to a surface with higher adhesion.

Fig. 3.15 demonstrates how the combination of the compliant nanotube
forest and the sharp tool can allow release of the fragile nanofibers as ob-
served with the high resolution capabilities of a SEM. However, despite the
poorer resolution, the optical microscope based system equally well facili-
tated manipulation of the organic nanofibers.

A faster and simpler method of nanofiber transfer has also been used,
which however, provides less control over the exact number and position
of the transferred nanofibers. This method uses a micropipette with a tip
diameter of ∼ 10 µm mounted in a small set-up that fits on a 3-axis trans-



68 Manipulation and Integration

lation stage under an optical microscope as shown in fig. 3.16(a). First,
a small amount of water is ejected onto the nanofiber growth substrate.
This releases some of the nanofibers into the water. A syringe connected
to the micropipette is used to draw the nanofiber dispersion back into the
micropipette. The target substrate is then approached to the micropipette
and a droplet of the nanofiber dispersion is ejected here. After the water
has dried, a number of nanofibers remain on the target substrate.

Figure 3.16: (a) The micropipette set-up for nanofiber transfer. The set-up
is mounted on a translation stage beneath an optical microscope to facili-
tate observation during transfer. (b) Combined fluorescence and white light
microscope image showing two elevated silicon dioxide supports (similar to
the illustration in fig. 3.5(b)), each with a few p6P nanofibers transferred
with a micropipette.

The number of transferred nanofibers cannot be controlled exactly. Ty-
pically it is of the order of 10 to 20. Using a target substrate consisting of
an elevated silicon dioxide platform allows some control over the deposition
area. Fig. 3.16(b) shows two such 35 µm wide platforms, each on which a
small amount of nanofiber dispersion has been placed. The surface tension
of the water prevents it from flowing off the elevated structure thus confining
the nanofibers here. Although this method does not provide the same ac-
curacy as pick-and-place of individual nanofibers, it has sufficient accuracy
to facilitate electrical characterization of individual nanofibers through the
shadow mask technique described next.

3.6 Integration by Shadow Masking

By combining the 3-D manipulation techniques described in the previous
sections with metal evaporation, an efficient method of fabricating a sig-
nificant number of prototype devices based on nanocomponents has been
developed and tested. This method is inspired by the work of de Pablo
and co-workers[144]: A tungsten wire was placed across a nanotube lying
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on a glass substrate and then glued at the edges of the substrate, upon
which a second, larger mechanical mask was placed to cover the glue. The
tungsten wire acted as a shadow mask during metal deposition and left a ∼
4 µm gap in the deposited metal, corresponding to the width of the wire.
Where the tungsten wire crossed the nanotube, the gap in the metal elec-
trode was bridged only by the nanotube. This method was adapted to work
on a smaller scale using thin Si wires as shadow masks by Søren Dohn[145].
Using a microfabricated silicon dioxide structure as shown in fig. 3.5(b) as
target structure, electrical contact to individual manipulated nanostructures
can be made, while a more complicated microcantilever platform allows the
piezoresistive properties of the nanocomponent to be characterized.

The method relies on using a silicon wire as a shadow mask during
deposition of metal electrodes by thermal evaporation. The shadow mask is
kept in place on the target structure by surface adhesion. Avoiding fixation
by glue permits integration of a nanocomponent on a free-hanging cantilever
structure similar to a piezoresistive strain sensor integrated in cantilevers for
force or biochemical sensing[146]. By 3-D manipulation, a nanocomponent
is picked up and transferred to the target structure, either the simple oxide
structure or the cantilever, where it is placed and aligned along the long axis.
Next, a silicon wire is picked up and positioned across the nanocomponent,
perpendicular to the long axis of the target structure and extending across
the edges. After metallization of the structure, removal of the shadow mask
leaves two metal electrodes only connected through the nanocomponent,
spanning a ∼0.2-1 µm gap as shown in fig. 3.17.

Figure 3.17: (a) The manipulation tool is used first to pick up a single nano-
component and (b) then to position it along a silicon oxide cantilever. (c) A
∼ 0.5 µm wide shadow mask wire is positioned across the cantilever. (d) An
appropriate metal is deposited onto the structure by thermal evaporation.
(e) Removal of the shadow mask results in two metallic electrodes intercon-
nected by the nanocomponent. The SEM images show (f) a MWCNT and
(g) a p6P nanofiber (that had been deposited on the target substrate with
a micropipette.) contacted with the shadow masking technique.
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For certain applications it may prove advantageous to be able to use
contacts of different materials. One example is light emission from electro-
luminescent materials such as p6P. Different anode and cathode materials
make it possible to optimize for injection of electrons and holes, respec-
tively, as described in chapter 6. To investigate the possibility of creating
such hetero-contacts, the shadow mask method has been extended to allow
deposition of different contact materials. Two shadow masks are used in
these preliminary experiments: a silicon wire and a flake of silicon with side
lengths of a few µm. Again the silicon wire shadow mask is placed across
the nanocomponent on the oxide structure. Next, a second shadow mask is
picked up and placed adjacent to the first, partly covering the nanocompo-
nent. After evaporation of the first metal layer the silicon flake is removed
and the second, different metal layer is deposited. The final removal of the
silicon wire shadow mask results in the desired configuration as illustrated
in fig. 3.18.

Figure 3.18: (a) A nanocomponent is positioned on the oxide structure and
(b) a silicon wire shadow mask is positioned across. (c) A flake of silicon is
positioned to cover part of the nanocomponent. Evaporation of the anode
metal and removal of the flake of silicon (d) is followed by evaporation of
the cathode metal and finally removal of the silicon wire shadow mask,
which gives the desired configuration (e). Choosing the appropriate contact
metals allows modification/lowering of the barriers at the two interfaces and
thereby the tuning of the electrical properties. (f) SEM image of a p6P fiber
contacted with the hetero-contact shadow masking method.

The shadow mask method was used for further investigations of both
MWCNTs and p6P nanofibers, which are the topics of chapter 5 and 6.
Here, some of the general issues of the shadow mask method are discussed,
whereas the specific details regarding the investigated structures will be
treated in the later chapters.

The shadow mask method provides electrical contact to a nanocompo-
nent, which can then be electrically characterized by connecting the two
metal electrodes to external circuitry. During this project, a LabVIEW
based measurement system was made in combination with the manipula-
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tion set-up. It consists of a LabVIEW controlled, 16 bit data acquisition
(DAQ) card and a Stanford Research SR-570 current preamplifier. The
DAQ card supplies a DC voltage or sweeps the voltage within a predefined
range. Simultaneously it reads the resulting current through the current
preamplifier, which can measure current levels down to the sub-picoampere
range - particularly suited for structures with a low conductance such as
the p6P fibers. Alternatively, a more simple set-up consisting of a Keithley
2400 voltage source and current meter was used for characterizing struc-
tures with a higher conductance. The shadow mask method was tested with
different nanocomponent devices, which were then electrically characterized
with fig. 3.19 showing typical examples of current-voltage characteristics.

Figure 3.19: Current-voltage characteristics of a multiwalled carbon na-
notube (CNT), an indium phosphide nanowire (InP), an indium arsenide
nanowire (InAs), a bismuth nanowire (Bi) and a para-hexaphenylene
nanofiber (p6P).

In its present form, this method is best suited for nanocomponents on
which a native oxide layer does not form, since the removal of such a layer
prior to metal deposition will be difficult. The electrical characteristics of
for example bismuth nanowires as shown in fig. 3.19 show a conductance
significantly below what should be expected for pristine bismuth, which
presumably is due to a native oxide layer.

The yield of the shadow mask method is dependent on a number fac-
tors. In general, using this method requires some practice and the yield will
therefore to some extent depend on the operator. However, there are some
inherent issues, which will lower the yield. Since the shadow mask wire is
only fixed by the adhesive surface forces, it can move during handling. It has
occasionally been observed that the shadow mask had moved before metal
deposition and had therefore not shadowed at the intended position. This
problem can minimized by careful handling, although it was not completely



72 Manipulation and Integration

eliminated. Occasionally, the removal of the shadow mask turned out to be
hindered by the metal layer. If the shadow mask wire was too thin com-
pared to the metal layer, it would break and removal would be impossible.
Depending on wire diameter, this would typically happen when the metal
layer thickness was above ∼ 200 nm suggesting an upper limit for the layer
thickness. However, the metal layer must be sufficiently thick to clamp the
nanocomponent, as it in some cases was observed that mechanical influences
during the removal of the shadow mask could cause the nanocomponent to
move. An additional problem was electrostatic discharge. After metal depo-
sition, the electrodes are connected to macroscopic contacts on a handling
substrate through ultrasonic wire bonding. After wire bonding, the devices
became quite susceptible to outside disturbances. Despite great care in the
handling of devices including electrical grounding of all measuring equip-
ment that came in contact with the devices, a number of devices were lost
due to an electric discharge, unfortunately often seen with nanodevices.

3.7 Summary

Manipulating matter at the micro- and nanoscale requires overcoming the
adhesive forces that dominates at these length scales. AFM based 2-D ma-
nipulation enables the probing of intrinsic properties of nanostructures and
their interaction strength with a substrate. Pick-and-place operations with
the objective of fabricating prototype devices based on nanocomponents are
feasible, but requires a careful consideration of the component properties
and initial arrangement - in particular with respect to choice of manipula-
tion tool. A 3-D manipulation set-up, based on an optical microscope, has
been constructed and has enabled pick-and-place operations with a num-
ber of nanostructures ranging from robust carbon nanotubes to very fragile
organic nanofibers. Whereas the manipulation of robust structures is rela-
tively straight-forward, fragile components require a special manipulation
substrate with a small interaction strength. Based on 3-D manipulation, a
resist-free shadow mask method has been developed, which allows contacts
to be made to individual nanocomponents.



Chapter 4

In-situ Growth of Carbon
Nanotubes

Integration by manipulation as described in the previous chapter has the
advantage of providing a reasonably flexible and straight-forward route for
fabricating a moderate number of prototype devices suitable for a systematic
optimization. However, technological use requires the ability to fabricate
a larger number of devices with a much higher throughput. One of the
most promising techniques for parallel integration of carbon nanotubes is
in-situ growth, where a suitable catalyst material facilitates the fabrication
of carbon nanotubes through chemical vapor deposition. This chapter will
investigate the possibilities of integrating MWCNTs on cantilevers by in-
situ growth in order to evaluate the potential of using this as an integration
method. Here, the task of precisely positioning individual MWCNTs in
a microsystem is changed to accurately positioning catalyst particles from
which the nanotubes will grow. This positioning is possible by cleanroom
fabrication techniques and thus has the potential of high-volume fabrication.

A MWCNT integrated on a cantilever can have several applications.
For example it can be used as an AFM tip for imaging high aspect ratio
structures[131]. Another application could be as tips on microscale four-
point probes for local surface conductance measurements[147]. Here, short
nanotube tips would provide durable and reproducible electrical contact
due to the mechanical strength of nanotubes. In such applications the na-
notube(s) would typically be perpendicular to the cantilever surface and
either no or just one electrical connection to each nanotube would be neces-
sary. Thirdly, nanotubes on cantilevers can be used as sensors[148], however,
for such applications two electrical connections are necessary to monitor the
nanotube resistance. This requires the nanotube to span a gap between
two electrodes, for instance accomplished by growing the nanotube from
one electrode to another. Several methods can be considered for achieving
lateral growth. As described in chapter 2, an electric field can be applied to
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align the growth direction with the electric field[73]. However, other options
have been suggested. One possibility is to deposit a growth barrier layer on
top of the catalyst leaving only the sidewall exposed to the carbon feedstock
during growth thereby causing the MWCNT to grow along the substrate
surface[149, 150]. A third method, demonstrated for SWCNTs, is to use the
direction of a streaming gas to guide the growth direction[151]. Here, the
method of electric field guided growth has been chosen, which requires the
accurate prepositioning of catalyst particles on top of electrodes defined on
a cantilever structure.

The first part of this chapter will therefore deal with the development and
testing of process recipes for realizing an appropriate microsystem for nano-
tube growth including accurately positioned catalyst particles and electrodes
for setting up an electric field during growth. This part will specifically deal
with lateral nanotube growth although a successful process recipe can also
produce microsystems for vertical growth. This work was made in a collab-
oration with Kjetil Gjerde. The second part will focus on the experimental
set-up for nanotube growth. Here, the constructed set-up and its initial
optimization will be outlined followed by a description of the experiments
performed on in-situ growth of MWCNTs.

4.1 Microsystem Design and Fabrication

The aim of the microfabrication process is to produce a cantilever chip with
an appropriate electrode pattern on the cantilever. On top of the elec-
trodes, suitable-sized catalyst particle(s) must be placed at selected posi-
tions. Fig. 4.1 shows a conceptual drawing of a cantilever with electrodes
and a CNT bridging the electrodes.

Figure 4.1: Conceptual drawing of a cantilever for in-situ growth of
MWCNTs between opposing electrodes. The cantilever extends from a chip
base on which the electrodes end up in large contact pads. A CNT bridging
the two electrodes is indicated with the arrow.
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A central point to be addressed before the development of a suitable
process recipe is the choice of materials. A silicon wafer will be used as
the starting point. The cantilever itself will be made from silicon dioxide.
This has the required properties of being electrically insulating, it has suit-
able mechanical properties, and it is easily fabricated on the Si wafer. In
addition, a process recipe for realizing silicon dioxide cantilever structures
exists[152]. This can serve as a starting point for the development of a
new process recipe. The electrode material must satisfy several require-
ments. It must be electrically conducting to set up the required field during
growth and to provide electrical contact to the nanotube after growth. In
addition, it must act as a barrier towards the catalyst material to avoid
mixing when heated to high temperatures since this will inhibit nanotube
growth[153]. Molybdenum has been shown to be a suitable electrode mate-
rial for nanotube growth[13]. A second candidate is titanium nitride[154].
The similar characteristics of titanium tungsten makes this a third, promi-
sing alternative[155]. In these experiments, Mo has been chosen since this
initially was the only available material of these three. At a later stage TiW
became accessible and could also be tested. Finally, the catalyst material
must be chosen. Several materials have been reported such as Fe, Co and
Ni[68]. Here, Ni was chosen as the catalyst material since its use is well
established and widespread for MWCNT growth[156].

A second crucial point is the available microfabrication equipment. The
preprocessing of the microsystem for MWCNT growth was performed in the
DANCHIP cleanroom at the Technical University of Denmark. The process
recipes were therefore developed to be compatible with the equipment of
this cleanroom. Most structures including the cantilever and the electrode
patterns can be made by microfabrication techniques using conventional
photolithography for pattern definition. A lithography technique capable of
defining sub-100 nm structures is required to fabricate catalyst particles with
a size small enough to ensure that only one MWCNT will grow from each
particle[76]. For this purpose, electron beam lithography has been chosen.

For the realization of the cantilever microsystem, three photolithography
masks are necessary: one for defining the cantilever geometry, one for the
electrodes, and one for the entire chip, which is etched out in KOH from the
wafer backside. The masks have been designed in a hierarchical way so that
all 84 chips on a 4” wafer are electrically connected to two large contact pads
to allow the parallel application of an electric field to all chips simultaneously.
The individual chips were also grouped in clusters of six connected to two
smaller contact pads to facilitate parallel growth on a smaller number of
chips. Finally, individual chips can be taken out for single-chip test runs.
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4.1.1 Process Recipe Development

Integrating the Ni catalyst in the microsystem processing poses a signifi-
cant challenge. Preferably, the electron beam lithography (EBL) step for
defining the Ni catalyst should be performed at an early stage of the pro-
cessing on a nearly planar wafer. This would ease the deposition of thin,
homogenous layer of EBL resist. However, the microsystem fabrication re-
quires the deposition of a silicon nitride film on the cantilever structure at
a later processing step. If this process is performed with any Ni exposed,
the chemical vapor deposition equipment will become contaminated with
Ni. This can have a negative impact on other microsystems that are made
with this equipment and is therefore unwanted. Therefore, the strategy of
fabricating the Ni particles early in the process cannot be used directly. To
solve this problem, several process recipes have been developed that would
circumvent the problem of the Ni catalyst contaminating the equipment.

Electron Beam Lithography on Released Cantilevers

An apparently simple way of avoiding the problem of Ni contamination is
to postpone the deposition of Ni until the very end of the processing. This
would involve realizing the cantilever structure first by conventional micro-
fabrication techniques. The basis for this is the process recipe developed and
optimized by Christian Leth Petersen[167] and Torben Mikael Hansen[152]
for the fabrication of micro four-point probes. These consist of four free-
hanging silicon dioxide micro cantilevers extending from a silicon support
chip. By extending the process recipe to include extra steps to define and
fabricate the electrode pattern, this could provide the desired structure.

The process starts with two photolithography steps for defining the elec-
trode and cantilever structures with appropriate intermediate steps of elec-
trode material deposition, lift-off, and etching. Next the backside is pro-
cessed by a further photolithography step and subsequent etching in KOH
to etch out the chips and release the cantilevers. At this point, the EBL
resist is applied. Depositing a resist layer with a uniform thickness on top
of the released cantilevers can be difficult. Applying the resist by spin coa-
ting will result in a very inhomogeneous layer thickness due to the surface
topography that would interrupt the resist flow during spinning. An alter-
native method is to apply the resist by spray coating, which can provide a
better coverage on 3-D structures. Following resist deposition, the exposure
and development is performed. Finally, the Ni particles are fabricated by
electron beam evaporation and lift-off.

In-situ Mask

The second strategy also avoids the contamination issue by postponing the
Ni deposition until all microfabrication steps have been completed. Rather
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than performing EBL on free-hanging structures, the pattern for the Ni ca-
talyst is made early in the process when the wafer has only sub-100 nm
high surface corrugations caused by the electrode structure. The catalyst
pattern is then transferred to a sacrificial mask layer on top of the electrode
structure. After performing all microfabrication steps for realizing the can-
tilever and chip structure, the Ni can finally be deposited and the sacrificial
in-situ mask layer can be dissolved in a special lift-off process to produce
the desired Ni pattern.

The material for the sacrificial layer must fulfill several requirements.
Since it should be deposited at an early stage in the process, it will be
present during most microfabrication steps and it must therefore not give
rise to any contamination. It must also be sufficiently stable to endure the
processing without the pattern for the Ni particles degrading significantly.
Finally, it must be possible to dissolve the mask material in a final lift-off
process to realize the Ni pattern. A possible material is polycrystalline sil-
icon (p-Si), which can be applied by sputtering. By taking its properties
into account during process recipe development it can endure the microfa-
brication processes, it does not pose any contamination risk, and it can be
dissolved in KOH, which does not etch Ni.
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Figure 4.2: Cross-sectional drawings of a single cantilever chip made with the
in-situ mask recipe at various stages during fabrication (excluding possible
additional layers on the backside). (a) Using photolithography, the electrode
material is patterned on a silicon dioxide layer. On top of this, a sacrificial
mask layer is deposited. (b) By electron beam lithography and anisotropic
etching the catalyst pattern is realized in the sacrificial mask layer. (c) The
cantilever structure is defined by photolithography and is etched out. (d) A
third photolithography step defines the chip outline on the backside and the
chip is etched out in KOH, which releases the cantilever while the frontside
is protected (frontside protection not shown). (e) The catalyst material is
deposited and a special lift-off of the sacrificial mask layer is made in KOH.
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The starting point is a double polished Si(100) wafer. By thermal oxi-
dation a silicon dioxide layer is grown. The cantilever will later be realized
in this layer so its thickness should be determined by the requirements for
the mechanical properties of the cantilever. A photolithography step to de-
fine the electrode pattern is followed by deposition of the electrode material
(Mo or alternatively TiN or TiW) and lift-off. The sacrificial mask layer
is then deposited on the frontside, here p-Si by Ar sputtering. The wafer
frontside now appears as seen in fig. 4.2(a). This surface will only have small
corrugations (not shown) caused by the electrode pattern beneath the sacri-
ficial mask layer. Next, an EBL step is made to define the catalyst pattern
followed by an anisotropic etch that transfers the pattern to the sacrificial
layer as shown in fig. 4.2(b). The cantilever and chip frontside pattern is
then defined by photolithography and etched out leaving the frontside as
depicted in fig. 4.2(c). Next, the attention is turned to the backside, where
the chip outline is defined and the chips are etched out from the backside
in KOH with appropriate protection of the wafer frontside; see fig. 4.2(d).
The cantilevers have now been released, and the final steps consist of Ni
deposition and lift-off to fabricate the catalyst particles.

Encapsulating Layer

The third and final strategy relies on fabricating the Ni catalyst particles at
an early stage and then covering these with an encapsulating layer that pre-
vents the Ni from contaminating the process equipment during the remaining
processing. First, the Ni pattern is made on top of the electrodes. After
deposition of the encapsulating layer over the Ni particles, the remaining
front and backside processing can be performed. Finally, the encapsulation
can be removed to yield the desired structure.

For this recipe the choice of encapsulating material is important. The
material must enclose the Ni particles sufficiently well to avoid any Ni to
penetrate and possibly cause contamination. In addition, it must be possible
to remove this layer without harming the Ni particles, which will become
exposed during encapsulation removal. Also, the remaining structure should
not be degraded. Due to equipment restrictions, no chemical vapor deposi-
tion techniques could be used for deposition on exposed Ni. Therefore, the
encapsulating layer must be deposited by some physical vapor deposition
technique. Here, Al is chosen since it does not contaminate the processing
equipment and a sufficiently thick layer will provide adequate encapsulation
of the Ni. Also, Al can supposedly be removed selectively over Ni with a suit-
able etchant. The Aluminum Etchant Type D from the company Transene
has a selectivity to Al over Ni by more than 100. Also, it does not etch the
other used materials and was therefore considered a suitable etchant.

The process recipes starts out in a similar fashion to the previous one
with silicon oxidation and electrode pattern fabrication. Next, the catalyst
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Figure 4.3: Cross-sectional drawings of a single cantilever chip made with
the encapsulating layer recipe at various stages during fabrication (excluding
possible additional layers on the backside). (a) Photolithography is used first
to pattern the electrode material on a silicon dioxide layer. Then, EBL is
used to fabricate the pattern for the catalyst particles and Ni is deposited
and lifted off. (b) The Ni particles are covered by an encapsulating layer
of Al that is structured by photolithography to also serve as an an etch
mask for the cantilever realization. (c) The backside is processed similar to
the in-situ mask recipe, and finally (d) the encapsulating layer is removed
selectively from the Ni particles.

pattern is defined by EBL on top of the electrodes and Ni is deposited and
lifted off. This leaves the frontside as depicted in fig. 4.3(a). The encapsu-
lating layer of Al should now be deposited. However, the Al deposition is
preceded by a photolithography step to pattern the Al layer. In this way,
the Al layer serves an additional purpose as an etch mask for the cantilever
realization; see fig. 4.3(b). Then, the backside is processed like in the previ-
ous case, while the frontside is protected, resulting in the structure shown
in fig. 4.3(c). The final step is the removal of the Al encapsulation which
leaves the desired structure as fig. 4.3(d) shows.

Recipe Comparison

The strong points of the first strategy are its simplicity and the late intro-
duction of the catalyst material. It avoids any additional layers for realizing
the in-situ mask or the encapsulation. Also, this process facilitates a possible
change of catalyst material without any changes to the recipe. This could
be beneficial if for example Fe or Co should be tested. The late introduction
of the catalyst material also precludes the possibility of the catalyst being
affected during microsystem processing. Its main weakness is the difficulty
in achieving a suitable, uniform layer of EBL resist on released structures.

The in-situ mask approach has the same advantage of allowing most
catalyst materials. In addition, it avoids the problem of applying EBL
resist on a wafer where the individual chips have already been etched out.



80 In-situ Growth of Carbon Nanotubes

A potential problematic issue can be that of realizing and maintaining the
desired dimensions of the holes in the in-situ mask. The mask will be covered
with different materials that are later etched away during processing of the
cantilever and the chip backside. This could possibly degrade the mask
pattern which could enlarge the catalyst particles or hinder the final lift-
off. A second issue is whether it is possible to fully remove these different
materials, or if some residues could remain and contaminate the catalyst.

The encapsulating layer strategy avoids these problems. This method
relies on the etch selectivity between Al and Ni, which makes the process
recipe specific to Ni in contrast to the above. However, if required it could
presumably be converted to work with another catalyst material if a suit-
able etchant is available. A possible problem could be that of removing the
encapsulation without harming the Ni particles. A comparably thick (300
nm) Al encapsulation must be deposited on a fairly thin (∼ 5 nm) Ni pat-
tern. One can speculate that Al and Ni could mix slightly in their interface
region - either during Al deposition or during subsequent processes where
the temperature is raised. Removal of the thick Al layer including a small
extra etching time to ensure complete removal could then be expected to
lead to some etching of the Ni pattern also. Insufficient etching would result
in some remaining Al, which could affect the catalytic activity of the Ni.

4.1.2 Process Recipe Tests

In order to evaluate the proposed process recipes, a number of experimental
investigations have been made. These should test critical points in each of
the recipes in order to find a suited recipe for realizing the desired structure.

Electron Beam Lithography on Released Cantilevers

The challenge of performing EBL on released cantilevers is that of applying
a layer of resist with a homogenous thickness. Equipment for spray coating
was not available, and it was therefore decided to focus on spin coating.
First, the entire cantilever and chip structure was fabricated including the
release of the cantilevers[152]. Then, the resist was applied to the wafer by
spin coating, the catalyst pattern was exposed (see step 31 in appendix B for
details), and 5 nm Ni was deposited by thermal evaporation followed by a
lift-off step. This final step turned out to be difficult. Significant amounts of
Ni remained in particular near the rim of the cantilever as seen in fig. 4.4(a).
This is presumably due to the inhomogeneous resist layer thickness. In the
central part of the cantilever there is sufficient resist to facilitate a successful
lift-off but near the edges the resist is thinner causing the lift-off to fail.

As seen in fig. 4.4(b) the EBL-defined catalyst pattern on the central
part of the cantilever has generated the desired nanotube pattern, but the
Ni, that remained near the cantilever edge, has caused some unwanted na-
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Figure 4.4: (a) SEM image of a cantilever after EBL, Ni deposition, and lift-
off. The desired pattern is seen as the horizontal line indicated by the arrow.
In addition, some unwanted Ni near the cantilever edge is seen where the lift-
off was unsuccessful. (b) The same cantilever after nanotube growth[156].
Courtesy of Kjetil Gjerde and Lauge Gammelgaard.

notubes. Thus, the method of direct resist application by spin coating on
released cantilevers can result in the desired structures but will also generate
additional unwanted nanotube growth with the suggested process recipe.

In-situ Mask

Both the in-situ mask and the encapsulating layer process recipes were de-
veloped in a collaboration with Kjetil Gjerde who also conducted some of
the experimental tests. The processing was performed as described in the
previous section and only a short explanation will be provided here. The
full recipes including all processing details can be found in the Ph.D. thesis
of Kjetil Gjerde[155].

The initial tests of the in-situ mask strategy were carried out on a p-Si
layer sputtered on top of a thermally grown silicon dioxide layer. This cor-
responds to fig. 4.2(a) excluding the electrodes. After resist deposition and
EBL exposure and development, SF6-based reactive ion etching (RIE) was
used to transfer the pattern to the p-Si layer. Next, the cantilever pattern
was defined by photolithography and transferred to the silicon dioxide layer
by RIE. Before processing the backside, it is necessary to apply a protective
layer to the frontside to ensure that it will not be destroyed in the KOH. This
was done by plasma enhanced CVD of silicon nitride. Photolithography was
used to define the chip pattern on the backside and RIE was used to etch
through the layers on the backside. KOH was used to etch out the chips
from the backside and release the cantilevers. Inspection under an optical
microscope showed that a number of cantilevers appeared to have survived
the KOH etching with the p-Si layer left unharmed as shown in fig. 4.5(a).
However, on some cantilevers the KOH had penetrated to the p-Si once it
had etched through as seen in fig. 4.5(b).
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Figure 4.5: Optical microscope images of two different cantilevers after KOH
etching from the backside. The silicon nitride frontside protection is still on.
(a) Cantilever where the p-Si sacrificial layer is still present. (b) Cantilever
where the p-Si sacrificial layer has been attacked by KOH.

As apparent from fig. 4.5, the KOH etching step will reduce the yield of
functional chips. Following inspection, the silicon nitride protective layer
is removed by etching in phosphoric acid. Here, a second problem was
observed. It proved difficult to remove all of the silicon nitride even after
prolonging the etching time significantly. To test the influence from this, 5
nm Ni was deposited and a lift-off step was made by etching the p-Si mask
layer in KOH. The lift-off worked on some cantilevers resulting in the desired
structure as seen in fig. 4.6.

However, in some cases the silicon nitride remains would hinder the lift-
off. In these cases the cantilever surface was covered with some silicon nitride
residues after lift-off that made the cantilever unusable. Another issue with
this method is that Ni particles become larger than designed for. When
the catalyst pattern is transferred to the p-Si layer by RIE, any isotropic
etching will widen the holes. A further study[155] showed that this causes
an increased size of ∼ 50 nm of the Ni particles.

The in-situ mask strategy is thus seen to be useful for obtaining a Ni
catalyst pattern on a cantilever, although some of the processing steps causes
a significant reduction in yield and the pattern features become larger than
designed for.

Encapsulating Layer

The initial tests of the encapsulating layer process recipe were carried out
by performing EBL on the silicon dioxide layer (i.e. again excluding the
electrodes). After EBL exposure and development, 10 nm Ni was deposited
and a lift-off step was made to fabricate the catalyst pattern. The pattern
was inspected in SEM to confirm that it had the desired position and size.
300 nm of Al was deposited on top of the catalyst pattern to encapsulate

82 In-situ Growth of Carbon Nanotubes
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Figure 4.6: SEM image of a cantilever after Ni deposition and lift-off. An
almost successful lift-off has produced 14 of the desired 16 Ni particles in a
4 by 4 test array (marked by the arrows).

it. This structure was used to test how well Al could be removed without
causing damage to the Ni particles. In order to simulate the heat load caused
by the later processing, the wafer was annealed at 300◦C for 35 min. It was
then etched in the Transene Aluminum Etchant, which removed the Al in
∼ 20 min. Afterwards, the Ni pattern was inspected with the SEM.

Figure 4.7: SEM images of the Ni pattern after removal of the Al layer.
(a) The test array of Ni particles is still discernible but some particles are
missing and the remaining appear significantly damaged. (b) Similar array
at a lower magnification. (c) More successful catalyst array where almost
all Ni particles are still present although some appear slightly damaged.

As seen in fig. 4.7, the Ni structures are still discernible although they in
some cases appear rather damaged. A similar test was performed, however,
with the Ni particles positioned on top of TiW to investigate how the intro-
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duction of an electrode material would change the situation. In this case,
all Ni particles were lost after Al removal presumably due to poor adhesion.

Unless the process of removing of the encapsulating layer is improved, the
encapsulating layer strategy seems less promising. One possibility could be
to deposit a thicker Ni layer and accept a partly removal during Al etching.
However, this strategy would provide very little control over the resulting
layer thickness, which eventually will influence the nanotube diameter.

4.1.3 Improving the Recipe

The experimental investigations showed that all three methods were to some
extent useful although none of these gave the desired outcome with a high
yield. The straight-forward method of spin coating EBL resist on released
structures can produce the desired catalyst pattern. However, it is prob-
lematic to achieve a sufficient EBL resist layer thickness over the entire
cantilever and this causes some catalyst deposition in unwanted regions.
The in-situ mask also works in the present form, but the KOH etch and
the problem of efficient etching of silicon nitride cause a rather low yield.
The method of encapsulating the Ni particles also appears possible, but it
is problematic to etch away the encapsulating Al layer without destroying
the Ni pattern.

Window Mask

Based on the experimental tests, a new process recipe has been developed
which combines some of the strengths of the initial recipes and avoids the
problematic issues. The simplicity of the method of directly applying the
EBL resist on the released cantilevers makes this the favored choice. This
requires that the problem of the Ni remains near the cantilever edge is
solved. A solution could be to introduce a sacrificial layer beneath the
Ni. This sacrificial layer should be dissolved when the Ni lift-off process is
made thereby removing any unwanted Ni near the cantilever edge. Based
on the tests on the in-situ mask, p-Si appears to be a suitable choice for the
sacrificial layer. By postponing the deposition of the p-Si layer until after
the KOH etch has been made, the problem of the p-Si layer being attacked
by KOH is avoided.

The first part of the process recipe is identical to the description pre-
sented in the section on EBL on a released cantilever, i.e. the entire microfa-
brication is made first resulting in released cantilevers with the appropriate
electrode structure. Photo resist is then applied on the wafer by spin coating
and a pattern is exposed that defines a set of ”windows”. These windows
are situated over the areas where EBL is later performed. Next, p-Si is
deposited and a lift-off process is made to produce the structure shown in
fig. 4.8(a). Here, the entire chip and cantilever are covered in p-Si, except
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for small windows located on the electrodes. An important point is that the
p-Si is deposited by a vapor deposition method which is conformal. This
avoids the coverage problems near the edges observed when applying a film
onto released cantilevers by spin coating. Next, EBL is performed by apply-
ing the resist via spin coating, exposing the catalyst pattern, and depositing
Ni. Finally, a lift-off step is made first with EBL resist remover and then
KOH. Alternatively, lift-off can be made with KOH only as it will dissolve
both the resist and the p-Si. Again the resist coverage near the cantilever
edge will probably be poor but this should not cause problems since the p-Si
layer will function as sacrificial layer in these areas. The resulting structure
is seen in fig. 4.8(b). The entire process recipe can be found in appendix B.
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Figure 4.8: Cross-sectional drawings of a single cantilever chip made with the
window mask recipe towards the end of the fabrication (excluding possible
additional layers on the backside). The top figures are magnified views of
the top of the electrode structure. (a) Using photolithography, the pattern
for the windows in the sacrificial p-Si layer is defined. p-Si is deposited and
a lift-off process is used to realize the windows in the p-Si layer. (b) EBL
resist is applied by spin coating, exposure and development are made, and
Ni is deposited. Making a lift-off step in KOH causes both the resist and the
underlying p-Si layer to dissolve thus yielding the desired structure. Note
that this is not drawn to scale.

To verify that the p-Si sacrificial layer could function as intended some
experimental tests of the window mask process recipe were made by fabri-
cating wafers with the developed recipe. To save processing time it was
decided to skip the backside processing for this test (thus excluding steps
15-23 of app. B) since it could still show if the idea of using a p-Si sacrificial
layer with a window for EBL definition of catalyst particles would work at
all.

After fabricating the electrode and cantilever structures, a photolitho-
graphy step was made to fabricate the pattern for the windows. p-Si was
deposited by sputtering and lift-off was made. EBL resist was deposited by
spin coating, the catalyst pattern was written, and the resist was developed.
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Finally, 5 nm Ni was deposited and lifted off first in EBL resist remover
and then in KOH. As seen in fig. 4.9(a) the chip and cantilever topside does
not have any Ni remains. However, the Ni lift-off in the windows was not
perfect and a continuous film was observed in some places. Fig. 4.9(b) shows
a magnified view of the electrode gap.

Figure 4.9: SEM images of the outcome of the window mask approach after
EBL, Ni deposition, and lift-off. (a) The cantilever and electrode structures
look as desired and no remaining Ni is seen on the chip. (b) The lift-off
inside the window has not been perfect. Some Ni remains in parts of the
window (indicated by the arrow) whereas other areas appear as desired.

Fig. 4.9(b) shows that some Ni particles have been realized at the desired
position, however, some Ni also remains as a continuous film in some loca-
tions within the window area. This was not intended and a further analysis
was made to determine the probable cause. Presumably the problem was
caused at an earlier stage by a poor photolithography exposure of the win-
dow pattern. This caused the p-Si layer to bulge slightly up at the window
edge and caused a remaining rim as also visible in the left part of fig. 4.9(b).
Since the Ni film could later have adhered to this, it could have hindered
the Ni lift-off. A work-around, later discovered by Kjetil Gjerde, consists of
skipping the lift-off step in EBL resist remover and only use KOH to lift off
both the EBL resist and p-Si at once.

A second problem concerning the Mo electrodes was also noted. Their
adhesion to the underlying silicon dioxide substrate was insufficient and
some were observed to have been dislodged. It is expected that an increased
adhesion can be realized by depositing Mo through sputtering rather than
thermal evaporation[157], however, this has not been tested. TiW, on the
other hand, adheres strongly to silicon dioxide[158].

Even though the Ni lift-off was not 100 % successful these chips can still
function as test substrates in the initial test and optimization procedures
of the CVD set-up. In these experiments the purpose will be to establish
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suitable processing parameters and the extraneous Ni is therefore of less
significance.

4.2 Nanotube Growth

As described in chapter 2, carbon nanotubes can be grown by a chemi-
cal vapor deposition process. Apart from a suitable growth substrate with
catalyst material, nanotube growth requires a CVD system for supplying
an appropriate carbon feedstock gas and sufficient energy to dissociate the
hydrocarbon molecules. Some initial growth tests were carried out in col-
laboration with the Milne group at the University of Cambridge. It was
later decided to design and construct a nanotube CVD system in order to
have easy and convenient access to a set-up that could be adapted to the
present specific needs. The greater part of this system has been constructed
by Kjetil Gjerde who built the vacuum and gas supply system, whereas this
author primarily was involved in the design and fabrication of the heating
system, the software for gas flow control and temperature read-out, as well
as the electrical system that enables the application of an electric field to
direct the nanotube growth. Here, the lay-out of the system will be intro-
duced, followed by a description of its initial optimization and finally of the
growth experiments aimed at growing individual nanotubes on electrodes.

When growing carbon nanostructures by CVD it can result in different
morphologies depending on the process conditions. The graphene layers can
stack in various ways which apart from the tubular form also include for
example a herringbone structure[68]. Also, the density of defects can vary
significantly. A general naming convention for such carbon filaments does
not exist. For example, some authors use the word ”nanofiber” to describe
nanotube structures with a high degree of defects and reserve the word ”na-
notube” for only nearly-perfect tubular structures. Others use ”nanotube”
for all tubular structures regardless of the defect density. In this section, the
resulting carbon structures will be designated ”nanotubes”, although it must
be stressed that their internal structure is not known and that ”nanofiber”
could be more appropriate for some of the observed structures. Here, SEM
has been used to inspect the results. A deeper insight into the internal
structure would require transmission electron microscopy.

4.2.1 Construction of Chemical Vapor Deposition System

The constructed CVD system consists of a growth chamber with an attached
vacuum pump to enable operation at low pressure. A heating system de-
livers the energy necessary to dissociate the carbon feedstock molecules for
nanotube growth, while a gas supply system facilitates control of the neces-
sary gas flows. Finally, an electrical system makes it possible to apply an
electric field between two electrodes for electric field guided growth.
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Vacuum system

The vacuum system consists of a growth chamber made in stainless steel
with a glass lid for observation and sample transfer. It is connected to
a rotary vane pump through a vacuum tube system which includes valves
and a pressure gauge. The exhaust from the pump is led to an external
ventilation system to avoid any residual gases escaping to the laboratory.
Fig. 4.10 schematically shows the layout of the CVD system, which is also
seen on the photograph in fig. 4.11(a).
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Figure 4.10: Schematic drawing of the CVD system for nanotube growth.

Gas supply system

Two different carbon feedstock gases are connected to the CVD system:
acetylene (C2H2) and methane (CH4). Only one will be used at a time
but having access to both can allow for experiments on how the feedstock
gas affects the growth and nanotube properties. In addition, another gas
must be supplied to dilute the carbon gas and inhibit the formation of
amorphous carbon. In this system, hydrogen (H2) is used for this purpose.
All three gases are connected through identical gas supply systems controlled
by mass flow controllers (MFCs). The MFCs are controlled via a custom-
made LabVIEW program that allows the user to set a desired flow rate
and continuously monitor the actual, obtained flow rate. The final gas is
nitrogen (N2) which is used to flush the chamber and the other gas lines
after use. Since the exact flow rate of nitrogen is not important, this is just
controlled by a manual valve. The gas supply system is conceptually shown
in fig. 4.10, whereas fig. 4.11(b) shows a photograph.
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Heating system

Several designs of the heating system were constructed and tested. The opti-
mum and thus implemented design is a 5 cm long by 4 cm wide by 2 cm high
graphite block heated by two 400 W halogen light bulbs that are placed in-
side cavities in the graphite block. The power dissipated by the light bulbs
is transferred to the graphite block, which then heats up. The bulbs are
supplied from an external power supply that allows the input power and
thereby the temperature to be adjusted. A thermocouple placed inside the
graphite block close to its surface is used to monitor the temperature. At a
pressure of a few mbar and heating with ∼ 600 W, the temperature reaches
900◦C within a few minutes. Reaching even higher temperatures is presu-
mably straight-forward since this only corresponds to only 3/4 of the full
power, however, this has not been necessary for these growth experiments.
Fig. 4.11(c) shows the graphite heating stage in the growth chamber with
the sample holder for electrical contact placed on top.

Figure 4.11: CVD system for nanotube growth. (a) The vacuum chamber
with three connections: one for gas supply, one for the vacuum system, and
one for the electrical feed-throughs. (b) The gas supply system. In front
is seen the MFCs, while the knobs in the background are at the pressure
reduction valves leading from the gas cylinders. (c) The system for applying
an electric field is constructed from two W springs that clamp and connect
to the sample, which is placed on a Cu holder. Here, the Cu holder is placed
on the graphite block in the growth chamber.



90 In-situ Growth of Carbon Nanotubes

Electrical system

A system for applying an electric field between the electrodes on the chip to
guide the growth direction has also been constructed. It consists of two Cu
plates: a base plate and a top plate. The sample is resting on the base plate.
An electrically insulating aluminum oxide tube, sandwiched between the Cu
plates, holds two W wires in position. These W wires connect electrically
to the sample, clamp it to the base plate, and are connected to the outside
through larger leads taken to an electrical feed-through. Fig. 4.11(c) shows
a photograph of the system, where the end of the aluminum oxide tube
carrying the W wires is visible between the two Cu plates.

4.2.2 Growth Process

A large span of processing conditions have been used for the growth of
MWCNTs[68]. Some of the variable parameters are: type and structure
of catalyst material, type and flow rate of both carbon feedstock gas and
dilution gas, substrate temperature, pressure, and processing time. As de-
scribed earlier, the catalyst consists of a Ni pattern defined by EBL. As
carbon feedstock gas, acetylene was chosen, with hydrogen as the dilut-
ing gas, since acetylene is known to favor the growth of MWCNTs over
SWCNTs[68]. The combination of acetylene and hydrogen has previously
been used for the growth of MWCNT bridges[149].

Still, a rather large parameter space exists to explore by varying the
acetylene/hydrogen flow, temperature, pressure and duration. In order to
characterize the growth performance, three of these parameters are held
fixed and the fourth is varied to study its influence. For these experiments,
that are performed to establish suitable parameters for nanotube growth, it
was decided to omit the electric field and focus on optimizing the morphology
of the resulting structures. The temperature was fixed at a ’mid-range’ value
of 700◦C similar to previous studies[149, 159]. Initial experiments indicated
that a pressure of 25 mbar was suitable, so the pressure was fixed to this
value. The growth duration mostly influences the nanotube length and
should for the growth between electrodes thus be chosen in order to achieve
a bridging structure. Here, it was arbitrarily set at 20 minutes. Several
growth experiments were then performed, each with a total gas flow of 10
sccm but with different ratios between acetylene and hydrogen. The recipe
used for the CVD growth is:

1. Place the sample on the heating stage and purge the chamber with
nitrogen.

2. Apply 50 V to the heating stage. Slightly before the desired tempera-
ture (700◦C) is reached, adjust the voltage to obtain a stable tempe-
rature.



4.2 Nanotube Growth 91

3. Open the acetylene and hydrogen MFCs to the desired flow and regu-
late the pump line valve on the chamber until the desired pressure (25
mbar) is reached.

4. Manually regulate the temperature by adjusting the input power. The
flow is regulated automatically through the LabVIEW program.

5. After 20 minutes, turn off the power to the heating stage, close the
flow controllers and flush with nitrogen.

Following these first experiments, which were meant to establish a suit-
able set starting point, further trials were conducted with the best parame-
ters found. These further experiments were performed on substrates where
the Ni lift-off process had been more successful thus potentially allowing
the growth of nanotubes from individual catalyst particles. Finally, growth
experiments were carried out with an applied electric field between the elec-
trodes. In these experiments, a voltage of 6 V was applied over a series
connection of the electrodes and a 40 kΩ resistor[14]. The exact electrode
separation distance varies between different substrates but is typically a few
µm. This will cause an electric field strength of the order of a few V/µm,
similar to what has previously been used to direct MWCNT growth[74].

4.2.3 Results and Discussion

The growth experiments were performed according to the recipe given above.
For each subsequent experiment, the ratio between acetylene and hydrogen
was changed starting at 3 % acetylene and increasing to a maximum of
17 %. The experiments were performed on substrates similar to the one
shown in fig. 4.9. On these substrates the Ni lift-off had not been perfect
and there were therefore some Ni remains inside the ”window”, however, the
remaining substrate area appeared free of Ni. Fig. 4.12 shows SEM images
of the resulting structures from five different experiments.

Several important observations can be made from fig. 4.12. The sub-
strates used for these experiments had significant amounts of Ni left within
the window. As expected this has caused the deposition of carbon over a
larger area and not just at the intended positions. However, on the remain-
ing part of the substrate almost no carbon deposits can be observed.

As the acetylene to hydrogen ratio is varied, a significant change is ob-
served. At a low acetylene ratio of just 3 % the resulting carbon deposits
appear in the form of a carbonaceous film. At higher acetylene ratios some
elongated structures are formed. In particular at a acetylene content of 13
% (fig. 4.12(g-h)) the resulting nanotube-like structures, although curly, ap-
pear to have a well defined diameter both along the length of each individual
nanotube and between different nanotubes.
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Figure 4.12: SEM images showing the outcome of different growth processes.
(a-b) 3 % acetylene. (c-d) 6 % acetylene. (e-f) 10 % acetylene. (g-h) 13
% acetylene. (i-j) 17 % acetylene. The other growth parameters are given
in the text. These SEM images have all been recorded with the substrate
surface tilted to an angle of 45◦.

A further observation is that in most experiments the end of the nano-
tube structures appear fluffy as if the catalyst particle has broken up into
many smaller pieces, which each has catalyzed a continued growth. Simi-
lar observations have been reported previously[159], where it was attributed
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to the sudden stop of the growth process. In the present experiments, the
growth process is ended by opening the throttle valve completely to remove
the remaining carbon feedstock. This causes a sudden drop in pressure
and temperature that possibly could be responsible for the catalyst particle
breaking up thus leading to the observed structures.

With the constructed CVD system and the aforementioned growth pa-
rameters it is thus possible to achieve growth of nanotube-like structures.
After establishing these appropriate growth parameters, experiments with
more a well-defined catalyst pattern were carried out to investigate the
possibility of growing nanotubes from individual catalyst particles and of
achieving field guided growth. However, it should be pointed out that a
further investigation and optimization of the other growth parameters can
presumably facilitate growth of nanotubes with a higher quality.

Using the established parameters, growth was attempted on substrates
with more a well-defined catalyst pattern. Fig. 4.13(a) shows an example of
such a substrate prior to nanotube growth. Here, the Ni catalyst particles
have the desired form, although they are slightly misaligned. In addition
some residue can be observed near the circumference of the electrode.

Figure 4.13: SEM images of the substrate with electrodes and Ni particles
(marked by arrows) before (a) and after (b) CVD growth with the parame-
ters described in the text. (b) has been recorded with the substrate surface
tilted to an angle of 45◦.

The result seen in fig. 4.13(b) shows that each of the catalyst particles has
nucleated growth. Some elongated structures have been grown from some
catalyst particles, however, with rather short lengths despite the processing
time being the same as in the optimization runs. Also, some smaller feather-
like structures can be observed. It is not clear what caused the rather short
length, however, the results do demonstrate the ability to achieve growth
from individual catalyst particles.

The final experiments were made to test the possibility of guiding the na-
notube growth direction by applying an electric field. In these experiments, a
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single chip was mounted in the holder and connected to the external voltage
supply. After heating to the desired temperature, the MFCs were opened,
the pressure was adjusted, and a voltage of 6 V was applied between the
electrodes. After growth, the chips were inspected in SEM. Fig. 4.14 shows
one of the resulting chips.

Figure 4.14: SEM image showing the outcome of a growth process where an
electric field had been applied.

As fig. 4.14 demonstrates the electrodes in all cases were destroyed, pre-
sumably due to an electrical discharge. This could be caused by external
electrical disturbances picked up by the connecting W wires. However, even
after connecting both W wires to ground during chip mounting and trying to
minimize the susceptibility to external disturbances, the problem persisted.
This suggests that the present system for applying an electric field needs
optimization to circumvent this problem. As the first batch of chips did
not have a high yield, the number of useful chips was unfortunately quite
limited. A further study of this problem could well be done on a simpler
test structure.

4.3 Summary and Outlook

In-situ growth of carbon nanotubes requires the design and fabrication of a
suitable microsystem with catalyst particles of appropriate size and position.
One difficulty is posed by the Ni catalyst, which can potentially contaminate
some of the processing equipment required for the microsystem fabrication
leading to unwanted contamination of wafers processed at later times. This
problem can be solved in two ways: either by postponing Ni deposition until
all microfabrication has finished, or by depositing Ni at an early stage and
encapsulate it to prevent contamination.

Due to the different length scales involved, the use of two different litho-
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graphy techniques is preferable. Conventional photolithography can create
the microscale pattern of the microsystem, while a nanoscale lithography
technique such as EBL is necessary for defining the sub-100 nm catalyst
pattern. Three different process recipes, which use both these techniques
and which avoid the Ni contamination problem, were developed and tested
in collaboration with Kjetil Gjerde. All three were to some extent func-
tional, however, some problematic issues were observed during the exper-
imental investigations. Based on these observations, a new process recipe
was suggested and additional fabrication tests were made. The fabrication
of a suitable microsystem within the given process limitations appears pos-
sible, however, additional optimization is required to fabricate the desired
microsystems with a high yield.

The second requirement for carbon nanotube in-situ growth is a CVD sy-
stem. Such a system, consisting of a vacuum chamber, a gas supply system,
and a heating stage, was constructed and tested. A number of optimiza-
tion experiments were performed to find appropriate processing conditions.
Under these conditions, some elongated carbon structures resembling na-
notubes were formed. SEM imaging showed that these nanostructures are
quite straight and have a uniform diameter, however, they exhibit some
kinks that must indicate a rather defective internal structure. Further in-
sight in this could be obtained by the use of a microscope technique with a
higher resolution such as for example TEM.

Initial tests of individual nanotube growth from EBL defined catalyst
particles were partly successful, although the resulting structures did not
have precisely the desired morphology. The experiments made in an attempt
to guide the growth direction by an applied electric field were not successful,
as difficulties with electrical discharge caused the destruction of the electrode
structure. To realize in-situ growth requires a solution to this problem,
which would involve an optimization of the system for applying the necessary
electric field.
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Chapter 5

Cantilever Sensor with
Carbon Nanotube
Piezoresistor?

Microcantilevers have important applications in several fields. One of the
most significant is within atomic force microscopy (AFM), where the deflec-
tion of a cantilever is used to map out the topography of a surface[160]. A
second important area is chemical[161] and biochemical[162] sensing, where
stress induced in a chemically functionalized cantilever by molecular bin-
ding causes a static bending, and mass sensing, where a small adsorbed
mass changes the dynamic properties of a resonating cantilever[163]. Also,
microcantilever tools can be used for manipulation of micro- and nanostruc-
tures as described in Chapter 3. Advanced microcantilever tools can provide
a force-feedback signal that can be used to measure the forces applied to the
object[124]. This also requires that the cantilever deflection can be read out.

Different schemes of read-out of cantilever deflection have been realized,
depending on the application. Both for AFM[164] and chemical/biochemical
sensing[161, 162], an optical detection scheme is often used, in which laser
light is reflected from the backside of the cantilever. The cantilever deflection
is read out by projecting the reflected light onto a position sensitive photo
detector. This technique is widely employed due to its high sensitivity.
In situations where a laser detection setup is impractical, schemes such as
piezoresistive read-out are preferred. Here, a piezoresistor is integrated in
the cantilever[165]. When the cantilever is deflected, the piezoresistor is
stretched, which can be read out for example through a Wheatstone bridge
arrangement[146]. This scheme is beneficial for AFM or sensing in liquid
where optical methods are less suitable. Also in the case of the advanced
manipulation tools, where the cantilever deflection can be used to measure
the magnitude of the applied forces, piezoresistive read-out is preferred since
the tools are being moved during use impeding optical detection.

97
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Typically, piezoresistors can be fabricated in doped Si by conventional
microfabrication techniques[165]. However, more compact and sensitive sen-
sors based on carbon nanotube strain gauges have been suggested[64]. Whe-
ther or not this is feasible depends on several aspects such as the possibility
for efficient integration and on the performance. This chapter will try to
answer the question whether MWCNTs can be used as an alternative to Si
piezoresistors in a compact cantilever force sensor by comparing the two.
First, the theory of piezoresistive cantilever sensors is briefly reviewed. This
is followed by a section on the fabrication aspects of both Si and CNT based
piezoresistive sensors. Next, the performance of the two types of sensors will
be compared on different parameters such as sensitivity and noise, based
both on theoretical considerations and experimental investigations. Finally,
the prospect of an using a MWCNT in a cantilever sensor is discussed.

5.1 Theory of Piezoresistive Cantilever Sensors

The basic theory for describing a cantilever is continuum solid mechanics
(CM), which allows the mechanical response of simple cantilever geometries
to be found. This is particularly valuable in design situations where the
influence of the different parameters such as cantilever dimensions is ea-
sily determined. However, for more complex geometries such calculations
become too complicated and numerical methods such as the finite element
method must be used. Here, a simple geometry is used to derive design equa-
tions, and a more complicated design is investigated through finite element
analysis.

Applying a point force F to the free end of a cantilever of length L as
shown in fig. 5.1 will cause a bending moment M given by

M(x) = −F (L− x). (5.1)

Figure 5.1: Cantilever with applied force F . Dashed line is the neutral axis.

This causes the cantilever to bend with a radius of curvature inversely
proportional to the bending moment. Assuming small deflections the radius
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of curvature ρ(x) can be related to the deflection u(x) through

1
ρ(x)

' d2u

dx2
, (5.2)

which leads to the following differential equation governing the deflection[141]

d2u

dx2
= −M

EI
. (5.3)

E is Young’s modulus and I is the plane moment of inertia of the cantilever
cross section. For a rectangular cantilever: I = wh3/12 where w and h are
the cantilever width and height, respectively. Inserting eq. 5.1 in 5.3 and
using the boundary conditions at the clamped end where both the deflection
u and slope u′ must equal zero, the deflection as a function of x can be
determined. The maximum deflection occurs at the free end of the cantilever

u(L) =

(
L3

3EI

)
F (5.4)

and thus the cantilever has a spring constant k = 3EI/L3.
The dashed line in fig. 5.1 is the neutral axis whose length remains un-

changed during bending. The part of the cantilever below this line is com-
pressed whereas the part above experiences a tensile stress. The longitudi-
nal strain scales with the distance z from the neutral axis and is therefore
maximum at the cantilever surface. The strain ε(x) of the surface of a
homogenous cantilever is[141]

ε(x) = − z

ρ(x)
=

h

2ρ(x)
. (5.5)

The maximum strain occurs where the inverse radius of curvature is
maximum. This is at the support (i.e. at x = 0) where the strain becomes

ε =
hL

2EI
F. (5.6)

A thin (piezo-)resistor, positioned and fastened on top of the cantilever,
will experience the same strain. This will change its resistance, which at
small values of strain can be assumed to scale with strain as quantified
through the gauge factor g

∆R

R
= gε (5.7)

where ∆R/R is the relative change of resistance. In order to determine the
resistance change due to cantilever bending, the average strain along the
length of the piezoresistor should be used. This is typically the case for a
Si piezoresistor. If a short piezoresistor positioned at or near the clamped
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end of the cantilever is considered, as the case when using a MWCNT, the
approximate strain can be estimated from eq. 5.6 which can then give the
force sensitivity

∆R

R

1
F

= g
hL

2EI
= g

6L

Ewh2
. (5.8)

Through eq. 5.4 the deflection sensitivity can be found as

∆R

R

1
u(L)

= g
hL

2EI

3EI

L3
= g

3h

2L2
. (5.9)

If the gauge factor of the piezoresistor is known, it is now possible to
design for a particular sensitivity. In the work by Thaysen et al.[146] an
AFM cantilever with integrated Si piezoresistor was designed, fabricated,
and characterized. Here, a similar cantilever structure is used to investigate
individual MWCNTs by integrating and using these as the piezoresistors to
compare to the Si piezoresistor device. The MWCNT integration is per-
formed with the shadow mask method described in chapter 3. This requires
a slightly more complicated cantilever geometry in order to be able to mon-
itor the MWCNT resistance. A conceptual drawing of a suitable cantilever
geometry is shown in fig. 5.2.

Figure 5.2: Conceptual drawing of cantilever with integrated carbon nano-
tube.

The extra electrode support structure will change the mechanical pro-
perties of the cantilever compared to the simple case i.e. increase the spring
constant. In order to estimate the impact of this, the mechanical properties
of a cantilever structure including the extra electrode support were inves-
tigated with the CoventorWare c© software. The meander structure seen in
fig. 5.3(a) is used for the extra electrode support structure in order to min-
imize its mechanical influence. The white lines in fig. 5.3(a) represent the
mesh used for the finite element analysis.

Upon defining the appropriate boundary conditions and applying a force
to the free end of the cantilever, the mechanical response can be found.
Fig. 5.3(b) shows the result of a simulation where a force of 1 µN is applied.
The color coding represents the stress where blue corresponds to 0 and red
to 136 MPa. By applying different values of force it is possible to compare to
the predictions of eq. 5.4 and 5.6 that describe the simple cantilever without
the extra electrode support structure, see fig. 5.4.
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Figure 5.3: (a) 3-D model of a cantilever structure constructed in the
CoventorWare c© software. The silicon dioxide cantilever has a length of 120
µm, a width of 8 µm, and a height of 1 µm. (b) The mechanical response
upon application of a force of 1 µN to the cantilever tip.
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Figure 5.4: (a) Deflection versus applied force. (b) Surface strain at the
clamping point (x = 0) versus applied force.

At low force values the simulated deflection values agree very well with
the theoretical. Above 2 µN a deviation is observed. This corresponds to a
deflection of ∼ 25 µm or one fifth the cantilever length and the assumption
of small deflections used in the derivation of eq. 5.4 is no longer fulfilled.
Thus, a deviation from the theoretical values must be anticipated. The
cantilever surface strain at the clamping point corresponds well to the value
predicted from eq. 5.6 even at an applied force of several µN. In conclusion,
the continuum model describing the simple cantilever is suitable for the more
complicated cantilever structure for low and moderate values of force.
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5.2 Fabrication and Integration

The fabrication of cantilevers with integrated Si piezoresistors is often done
by conventional microfabrication techniques. In contrast, a cantilever struc-
ture with an integrated carbon nanotube must be made in two separate
processes: first the cantilever structure must be fabricated, and second the
nanotube must be integrated using another technique such as those dis-
cussed in chapters 3 and 4. In this section the fabrication of cantilevers with
integrated Si piezoresistors by Thaysen and co-workers[146, 166] is briefly
reviewed. This part is followed by a more in-depth description of the reali-
zation of a cantilever structure for nanotube integration and a discussion of
several important issues related to nanotube integration.

5.2.1 Integration of Si Piezoresistors by Microfabrication

Cantilever sensors with integrated Si piezoresistors can be fabricated from a
silicon-on-insulator wafer. Here, a buried etch-stop layer, integrated in the
device layer facing the oxide, is used to define the piezoresistor thickness.
UV photolithography and different etch processes are used to define the
piezoresistors, followed by implantation of a controlled amount of boron in
the resistors to control their doping level. Next, the cantilever structure is
defined by RIE and the electrical wiring to the resistors is realized by metal
deposition. Finally, the cantilevers are released by KOH backside etching.
Fig. 5.5 shows an optical microscope image of a finished cantilever chip.

Figure 5.5: Optical microscope image of the AFM cantilever chip. Re-
produced from [146]. The design includes a reference cantilever and an
integrated Wheatstone bridge to minimize vibrational noise.

The design shown in fig. 5.5 incorporates two cantilevers: the left can-
tilever is the actual measurement probe, whereas the right cantilever is used
as a reference probe to balance out noise and drift in the signal V0. Two ad-
ditional resistors are placed on the chip, marked 1 and 4 in fig. 5.5. Together
with the two cantilever piezoresistors they make up a symmetrical Wheat-
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stone bridge that increases the sensitivity of the device. The resistance of
each resistor is approximately 6 kΩ and the resistors values typical vary 0.2
% within one Wheatstone bridge[146].

5.2.2 Fabrication of Cantilevers and Integration of CNTs

The proposed cantilever structure in fig. 5.3 was fabricated by conventional
microfabrication techniques. The process recipe is based on one developed
for micro four-point probes by C. L. Petersen[167] and T. M. Hansen[152],
and only a brief review is given here.

A new photolithography mask, that incorporates different cantilever
structures, some of them including the meander structure shown in fig. 5.3,
has been designed. The silicon dioxide structures end up in large contact
pads on the chip body to facilitate wire bonding after metallization. In ad-
dition there are some extra structures to ease placement of the silicon wire
shadow mask and some further electrode support structures to test the pos-
sibility of making multi-point measurements. The processing is performed
as described in fig. 5.6.

a b c

d e f

Silicon Silicon dioxide Silicon nitrideChromium

Figure 5.6: Schematic drawings of the cross section of a single cantilever chip
at various stages during fabrication seen from the end. (a) A 1 µm thick sil-
icon dioxide layer is grown on both sides of a double-polished Si(100) wafer.
The cantilever structure will later be realized in this layer. (b) By a nega-
tive photolithography step, e-beam evaporation, and lift-off a chromium etch
mask is made to pattern the cantilever and the electrode support structures.
(c) After transferring the cantilever pattern to the silicon dioxide layer by
a fluorine based RIE step, a conformal, low-stress silicon nitride layer is de-
posited by low-pressure CVD. This layer protects the frontside of the wafer
during the etch releasing the cantilever. (d) A second photolithography step
defines the chip outline on the wafer backside and the pattern is transferred
first to the silicon nitride by RIE and second to the silicon dioxide layer by
etching in buffered hydrofluoric acid. (e) The chips are etched out by KOH
which releases the cantilevers. The silicon nitride layer is then removed by
RIE. (f) A final shallow, isotropic RIE step in silicon undercuts the can-
tilever structures. This ensures that no short circuits to the chip surface are
formed when metal electrodes are deposited at a later step.
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Both during and after fabrication, the chips are inspected by optical
microscopy and SEM. Fig. 5.7 shows SEM images of the final chip.

Figure 5.7: SEM images of a finished cantilever chip. (a) Silicon chip with
silicon dioxide cantilever structure including electrode supports that end up
in bonding pads. Inset shows close-up of the cantilever extending from the
chip edge. (b) Electrode supports seen at an angle of 45◦ with respect to the
surface. Inset shows close-up of the undercut beneath the silicon dioxide.

After processing and inspection, individual chips are released from the
wafer and glued to a carrier substrate for easier handling and interfacing with
measurement electronics. Next, the integration of nanotubes is performed
using the shadow mask method described in chapter 3, and after the final
metal deposition, the device is wire bonded to metal electrodes on the carrier
substrate and is ready for test.

Two different MWCNT samples were used, fabricated a) by CVD and b)
by arc-discharge as described in chapter 2. Both types of nanotube samples
exhibit similar diameters of some tens of nanometers typically around 50 nm.
The CVD grown MWCNTs contain many defects as evident from the TEM
image in fig. 5.8. This will presumably influence the nanotube properties
and cause a deviation from theory that is based on a ’perfect’ structure.
The MWCNTs produced with the arc-discharge method are presumed to
have a lower defect density.

The metallic layer, which partially covers the nanotube, must fulfill two
requirements: 1) it must provide good electrical contact to the nanotube,
and 2) it must mechanically clamp the nanotube to the surface so that it
does not slide during cantilever bending which is critical due to the inertness
and smoothness of the nanotube[168].

A possible contact resistance will occur as a series resistance with the in-
trinsic nanotube resistance as described by eq. 2.5. In order to achieve a high
sensitivity it is important to minimize this contact resistance. One option is
to use four-point measurements to eliminate the contact resistance as demon-
strated by Bourlon and co-workers[60] who used electron beam lithography
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Figure 5.8: TEM image of a CVD grown MWCNT from the sample used
in this study. The MWCNT is not structurally perfect, however, the shell
structure can be observed. Courtesy of Kristian Mølhave.

to produce closely spaced electrodes on a single MWCNT. This scheme is
problematic to realize on a cantilever with the shadow mask method. It
requires the accurate placement of three silicon wire shadow masks close
to each other to create the four electrodes. This has been attempted but
proved to be very difficult. This problem is caused by the adhesive surface
forces. Positioning the first wire is relatively straight-forward. But if the
second mask should happen to touch the first wire briefly during positioning
(which is almost unavoidable if they are to be closely spaced) the two wires
will stick to each other, and the first will be displaced.

An alternative method is two-point measurements with low-resistance
ohmic contacts. The first electrical transport measurements, where the na-
notubes were dispersed on top of prefabricated Pt electrodes, showed large
tunnel barriers at the contacts[6]. It was later shown that ohmic contacts
to SWCNTs could be realized by evaporating 15 nm Ti followed by 60 nm
Au on top of the nanotubes[169]. Alternatively SWCNTs were dispersed on
prefabricated Au electrodes followed by a quick annealing[54] to provide a
low contact resistance. For MWCNTs a low contact resistance of the order
of just a few kΩ has been realized both with Au bottom contacts [170], where
the device was annealed shortly after nanotube deposition and with Au top
contacts fabricated by evaporation[171]. Another study compared the con-
tact formed between MWCNTs and either Ti or Pt/Au electrodes[172]. This
found that Ti contacted MWCNTs exhibited a significantly higher resistance
than those contacted with Pt/Au.

During this project a total of 104 MWCNT devices were fabricated us-
ing the shadow mask method and electrically characterized. 26 of these
devices had a low-bias resistance between a few and some tens of kΩ which
was interpreted as current flow through the MWCNT with a low contact
resistance. Fig. 5.9(a) shows typical low-bias current-voltage characteri-
stics of a MWCNT contacted with Ti/Au electrodes. The average ini-
tial resistance of the 26 devices was 23 kΩ with the distribution shown
in fig. 5.9(b). This corresponds quite well to previously reported values of
MWCNT resistance[172].
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Figure 5.9: (a) Low-bias current-voltage characteristics of a MWCNT with
Ti/Au contacts. (b) Histogram of the measured values of resistance.

Only one fourth of the fabricated devices showed a resistance that could
be interpreted as current flow through the nanotube with a low contact
resistance. Occasionally a high resistance of several 100 kΩ or even MΩ
was observed. This was typically accompanied by a non-linear current-
voltage relationship and is attributed to poor electrical contacts. Several
other devices were lost due to problems with the shadow mask as discussed in
chapter 3. In particular with the nanotubes, quite a few were lost due to an
electric discharge through the nanotube which caused it to burn away. Other
devices displayed open-circuit characteristics despite their visual appearance
suggesting otherwise.

Different contact metal combinations were tested: Ti, Au, and Ti/Au.
With Ti contacts it proved difficult to obtain a low contact resistance. Au
contacts provide a low contact resistance, but its properties made it less
suitable for the present application: When the cantilever was deflected the
metal layer would sometimes peel off. A sandwich structure consisting of
a thin layer of Ti followed by a thicker Au layer turned out to be the best
choice. No systematic investigation of optimum layer thickness was per-
formed, but a general observation is that the higher mechanical rigidity of
a thicker metal layer is beneficial for clamping the nanotube. However, a
maximum layer thickness exists beyond which the removal of the shadow
mask is hindered.

5.3 Performance Comparison

Crucial for the estimation of the possibility of using MWCNTs as compact
piezoresistors is how they perform in comparison with conventional compo-
nents. In this section a comparison of two areas is made: sensitivity and
noise.
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5.3.1 Sensitivity

The intrinsic sensitivity of a piezoresistive material can be quantified through
its gauge factor g (see eq. 5.7). For Si, the gauge factor depends on both
crystal direction and doping level. The crystalline Si resistors fabricated
by Thaysen in ref.[146] have a theoretical gauge factor of 120. However,
experiments show a gauge factor of 50. The difference is attributed to Si
lattice damage caused during processing. In the same work, polycrystalline
Si resistors were experimentally shown to have a gauge factor of 20.

Theoretical gauge factor lowering in MWCNTs

The theoretical investigations of the strain response of carbon nanotubes
have focused on SWCNTs and in particular on the change of the elec-
tronic bandgap. Experimental evidence suggests that when a MWCNT is
stretched, the mechanical load is carried mainly by the outermost shell[173,
63]. This indicates that a possible change in electronic bandgap will occur
only in the outermost shell whereas the remaining shells will retain their
electronic properties. In a MWCNT, the majority of the current is carried
by the outermost shell[60]. However, since a fraction of the current enters
the deeper-lying shells also, this will alter the electromechanical response
when compared to the simpler case of just one current-carrying shell.

As described in chapter 2, the transport mechanism in a MWCNT is
assumed to be diffusive rather than ballistic thus the intrinsic resistance
is dependent on length. In the simple case, where it is assumed that the
current flows in the outermost shell only, the resistance R may then be
expressed by a resistivity ρ1 of the outermost shell through R = ρ1l where l
is the nanotube length. This corresponds to the assumption of zero intershell
conductance. It is now possible to find an expression for the gauge factor
g = (1/R)(dR/dε) in the single shell case

gss =
1
R

(
dR

dρ1

dρ1

dε
+

dR

dl

dl

dε

)

=
1
R

(
dR

dρ1

dρ1

dEg

dEg

dε
+ ρ1l

)

=
1
R

dR

dρ1

dρ1

dEg

dEg

dε
+ 1

' 1
ρ1

dρ1

dEg

dEg

dε
, (5.10)

where in the last line it is assumed that the influence from the electronic
bandgap change on the resistivity is the most significant contributor to the
gauge factor. When an intershell conductance different from zero is intro-
duced, the gauge factor will be different. Here, the model by Bourlon et
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al.[60] introduced in chapter 2 and shown in fig. 2.5(b) is used to describe
the situation. The four-point resistance R4P in this model is

R4P = σρ1L
3
a

(
ρ2l

La
+ 2ρ1 sinh

(
l

2La

)
exp

(−L

2La

))
, (5.11)

where σδx is the intershell conductance over a length δx, while ρ1δx and ρ2δx
are the intrashell resistances of shell 1 and 2, respectively (see fig. 2.5(b)).
La is a characteristic length, over which the current enters the deeper-lying
shells, given by L−1

a =
√

σ(ρ1 + ρ2). l and L are the separations of the
voltage probes and the current probes, respectively. In a two-point configu-
ration l = L. Thus, the two-point resistance R2P can be found by simplifying
eq. 5.11 (and neglecting the contact resistance)

R2P = σρ1L
3
a

(
ρ2l

La
+ ρ1

(
1− exp

(−l

La

)))
. (5.12)

When the MWCNT is stretched the resistivity and thus the intrashell
resistance of shell 1 will change i.e. ρ1 = ρ1(ε). One can speculate that the
intershell conductance σ could be affected also. Theoretical studies show
that the intershell conductance between two telescoping nanotube shells can
show a periodic behavior as a function of overlap length[174], however, only
in the case of either armchair/armchair or zig-zag/zig-zag configurations.
Other combinations show significantly smaller intershell conductance and no
periodic behavior is reported. Since the geometric structure of neighboring
shells in a MWCNTs in general are independent, it will here be assumed that
σ remains constant during stretching. Also, since deeper-lying shells are not
affected by stretching, ρ2 will remain constant. Thus, the resistance depends
on several variables: R = R(ρ1, ρ2, σ, l) given by eq. 5.12. The gauge factor,
when the current is carried by multiple shells, gms can be determined from

gms =
1

R2P

dR2P

dρ1

dρ1

dEg

dEg

dε
+ 1

' 1
R2P

dR2P

dρ1

dρ1

dEg

dEg

dε
. (5.13)

By comparing eq. 5.10 and 5.13 it is seen that

gms =
ρ1

R2P

dR2P

dρ1
gss = grelgss, (5.14)

where grel can be used to examine the influence from the deeper-lying shells.
The factor grel is less than one since some of the current flows in the deeper-
lying shells, which are unaffected by the stretching. Therefore, the overall
gauge factor for the MWCNT will be smaller than the estimate from the
change of electronic bandgap of the outermost shell. By differentiating eq.
5.12 with respect to ρ1, an expression for grel is found, whose value depends
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on σ, ρ1, ρ2, and l. An estimate of its value can be made based on the
values obtained by Bourlon et al.[60] on one particular MWCNT (σ ∼ (20
kΩ)−1/µm, ρ1 ∼ 22 kΩ/µm, and ρ2 ∼ 1 kΩ/µm). In addition, grel depends
on nanotube length l, which is equal to the separation distance between the
two electrodes. Fig. 5.10 shows the intrinsic nanotube resistance and the
value of grel versus electrode separation.
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Figure 5.10: grel and MWCNT resistance vs. electrode separation.

As seen from fig. 5.10 the value of grel has a noticeable dependence on
electrode separation. At 0.2 µm it has a value of ∼ 0.95, however, at 2 µm
it has dropped to ∼ 0.64. This can be understood from the model since the
coupling between shells corresponds to an intershell conductance per length:
the longer the device, the more coupling. Thus, the device length should be
kept short in order to maximize the gauge factor. The shadow mask method
used here is well suited for this since it will typically provide electrode sepa-
rations of a few hundred nanometers. A second observation from fig. 5.10 is
that the nanotube resistance increases with increasing electrode separation
as expected, although not in a linear fashion due to the larger fraction of
the current flowing in the deeper-lying shells at larger separations. It should
be stressed that the value of grel shown here depends on the values of σ,
ρ1, and ρ2 used in the calculation and can therefore only be interpreted as
an approximation. A significant sample-to-sample deviation must be anti-
cipated and was also observed in the study of Bourlon[60]. For example, a
higher intershell conductance σ will lead to even smaller values of grel.

The exact value of gss can be investigated within the electronic bandgap
picture as with the SWCNT case described in chapter 2. This suggests a
maximum value of gss of ∼ 190. It can be argued that in the case of a
diffusive conductor the Drude model provides a more accurate description.
However, no theoretical investigations of the electromechanical properties
have been made within this framework. The best estimate can probably be
made by considering the experimental investigations[24, 63, 64] that suggest
a value of the gauge factor of up to 1000.
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Experimental Results

The piezoresistive response of the MWCNT devices was measured using a
custom-built set-up similar to the optical manipulation set-up described in
chapter 3 (see fig. 3.2). Instead of the manual xyz stage, a Newport MM4005
motorized motion system with a resolution of 50 nm was used for deflecting
the cantilever tip in small steps while monitoring the MWCNT resistance.
The deflection was performed against a second cantilever as shown schemati-
cally in fig. 5.11(a). Fig. 5.11(d) shows an optical microscope image obtained
from the measurement set-up where the cantilever is deflected.

Figure 5.11: (a) Illustration of the deflection principle using a second can-
tilever. The nanotube resistance RCNT was determined either (b) by mea-
suring the low-bias DC characteristics or (c) by lock-in amplifier measure-
ments. (d) Optical microscope image of a deflected cantilever. The can-
tilever has a blurred appearance since it has been deflected out of the focal
plane of the microscope.

The electrical measurements were performed in one of two different ap-
proaches. In the manual approach, a particular cantilever deflection was
set and the low-bias current-voltage characteristics were measured with a
Keithley 2400 source meter. Next, the deflection was increased and a new
I − V curve was measured etc. In the second, automated approach the re-
sistance was monitored using a Stanford Research SR-830 lock-in amplifier.
The MWCNT was biased as shown in fig. 5.11(c) and the corresponding vol-
tage drop was monitored as a function of deflection. In this approach, the
deflection was controlled by a custom-made LabVIEW program that also
read the lock-in amplifier output to correlate the mechanical and electrical
data. This approach was used to investigate the durability by performing
repeated deflection cycles.

Fig. 5.12(a) shows measurements of the relative change in resistance vs.
strain for three different MWCNT devices along with linear fits. The gauge
factors derived from these fits are ∼ 40, 80, and 180, respectively.

Out of the 26 devices that were assumed to exhibit a low-resistance con-
tact to a MWCNT (17 made by CVD and 9 by arc-discharge), only 3 devices
(all made by CVD) showed a gauge factor larger than 40, comparable to or
larger than the Si gauge factor of 50 found in [146]. Out of the remaining
23 devices, 10 showed none or very little response with gauge factors below
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Figure 5.12: (a) Low-bias measurements of the relative change in resistance
vs. strain of three MWCNT devices. Pr A and B were characterized with the
manual approach, whereas the measurement on Pr C was performed with
the automated approach. Also shown are linear fits to the measured data
points. (b) Strain response of MWCNT device C that was characterized
with the automated approach. The graph shows cycles 15 through 21.

10. Two of these even showed a slight decrease in resistance corresponding
to a small negative gauge factor. 10 devices were lost either due to electri-
cal discharges that caused the destruction of the nanotube or because the
cantilever had fractured. With the last 3 devices, the nanotube was insuf-
ficiently clamped to the cantilever and contact was lost as soon as it was
deflected.

An important issue is the reversibility of the resistance when the strain
is released. When deflecting the cantilever to only moderate values of nano-
tube strain (∼ 0.2 %) the resistance would typically recover to its original
value upon the release of strain. However, eventually contact would be lost
irreversibly after continued cycling. Fig. 5.12(b) shows cycle 15 through 21
of a measurement where the contact is ultimately lost. When a large value
of nanotube strain (∼ 0.5 %) was applied the resistance would typically not
recover to its original value upon the release of strain but rather have risen
to a higher value. This indicates that at such values of strain the metal
contact is not sufficiently rigid to keep the MWCNT clamped.

Some MWCNT devices exhibited a gauge factor similar to or larger than
the Si gauge factor, but the majority of the investigated devices showed a
much smaller response. Even the most responsive MWCNT device exhibited
a gauge factor significantly below the reported values for SWCNTs[24, 63,
64]. As described in the theoretical section, it must be anticipated that
the gauge factor of a MWCNT is below that of a SWCNT, however, this
cannot fully account for the present observations. Another explanation could
be that the MWCNTs used here contain defects, which could make them
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less responsive and make the model less applicable. In particular, if the
outermost shell has been damaged this could alter the intershell coupling
causing a larger fraction of the current to flow in the inner shells. If several
shells are carrying the current and some are not stretched or less responsive
this could potentially short-circuit the response from a more sensitive outer
shell. It can be noted that the 3 devices with significant gauge factors all
were made from CVD grown MWCNTs. However, the statistical basis is
too limited to make any firm conclusions on the basis of this.

5.3.2 Noise

An important parameter in the comparison between MWCNTs and Si piezor-
eistors is the obtainable signal to noise ratio. Previous experimental findings
suggest a large intrinsic noise in nanotubes[80], which could have a signifi-
cant, negative impact on the MWCNT sensor performance. Here, the noise
level in a MWCNT is compared to the noise in Si piezoresistors.

Two different Si piezoresistors are considered: a relatively large resistor
such as the one used in [146] and a small resistor with dimensions similar
to those of a MWCNT. Three types of noise are considered: the intrinsic
thermal electrical noise and the 1/f noise presented in chapter 2, and the
noise originating from thermally excited vibrations of the cantilever.

Since the spectral noise power density Sv(f) introduced in chapter 2
corresponds to the noise power in a small frequency interval δf , the average
voltage noise power can found by integration of Sv(f) over the measurement
bandwidth

〈V 2
x 〉 =

∫ fmax

fmin

Sv,x(f)df, (5.15)

where fmin and fmax are the low and high cut-off frequencies of the mea-
surement bandwidth, respectively. If the different noise sources are not
correlated, the total noise power can be found as the sum of the individual
noise power contributions

〈V 2
tot〉 = 〈V 2

1 〉+ 〈V 2
2 〉+ ... (5.16)

From eq. 2.8 and 2.10 the noise power from the thermal noise and 1/f
noise can be determined

〈V 2
T 〉 = 4kBTR∆f (5.17)

〈V 2
1/f 〉 =

αH

N
V 2 ln

(
fmax

fmin

)
, (5.18)

where ∆f is the difference between fmax and fmin. Neither Si resistors nor
MWCNTs are expected to exhibit any shot noise as discussed in chapter 2.
Therefore shot noise is excluded from the present noise estimation.
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Thermal mechanical vibrations of the cantilever will give an additional
contribution to the voltage noise power since they appear on top of the
desired deflection. These vibrations can be described as an infinite sum of
modes ideally each with the same kinetic energy[175]. The amplitude of the
noise vibrations decreases rapidly with mode number. Here it is assumed
that the measurement is performed in a frequency interval well below the
first resonance frequency of the cantilever. Therefore only the contribution
of the first mode will be considered. In the off-resonance case, the deflection
noise is[176]

〈u(L)2vib〉 =
2kBT

π

1
Qk

∆f

fres
, (5.19)

where Q is the cantilever quality factor and fres the resonance frequency of
the first mode. fres is given by[175]

fres =
1
2π

√
k
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=

1
2π

√
1.8754

3
k

m
' 1

π

√
k

m
, (5.20)

where the effective mass meff has been expressed in terms of the true can-
tilever mass m. This considers the case of a free cantilever tip, however, in a
deflection experiment, the cantilever tip is not freely vibrating but is pressed
against an object. This calculation is more extensive, however, since the first
mode of a supported tip has an even higher resonance frequency[175], the
present, simple calculation will provide a worst-case estimate. By writing
the mass in terms of density ρm and cantilever volume and by introduc-
ing the cantilever spring constant from eq. 5.4, the deflection noise can be
written as

〈u(L)2vib〉 = 16kbT
l5

QEwh4

√
ρm

E
∆f. (5.21)

These deflection fluctuations causes the piezoresistor to experience a fluc-
tuating strain that gives rise to a voltage noise in the output signal. How
these fluctuations are reflected in the output signal depends on the read-out
method. In the Si piezoresistor study of Thaysen[146], a Wheatstone bridge
is used. In a balanced configuration the output voltage Vout is

Vout =
Vsup

4
∆R

R
=

Vsup

4
gε, (5.22)

where Vsup is the supply voltage to the bridge and where eq. 5.7 has been
used in the last step. By expressing the strain in terms of deflection, such
as through eq. 5.9 in the case of a short piezoresistor, the vibration noise
found from eq. 5.21 can be converted into a corresponding voltage noise
power 〈V 2

vib〉. Eq. 5.22 will also be used for estimating the vibrational noise
in the MWCNT case for comparison with the Si resistor case.

In order to make a quantitative comparison of the noise levels, estimates
of the characteristics of the MWCNT, the Si piezoresistors, and the can-
tilever are made. For the large Si resistor and the cantilever, the values
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from [146] are used. Here, the Si resistor has a length of 65 µm, a width of
50 µm and was doped with an implantation dose of 5 · 1013 cm−2 leading to
a resistance of 6 kΩ and a gauge factor of 50. For the estimation of the 1/f
noise, the number of free carriers N is needed. This is found as the product
of the implantation dose and resistor width and length: N = 1.6 · 109.

The cantilever has a length of 200 µm, a width of 50 µm, and a height of
1.3 µm. The cantilever has a multi-layer structure of silicon dioxide, silicon
and silicon nitride. Since the greater part of its thickness is made from silicon
dioxide, it will for simplicity be assumed that the mechanical properties of
silicon dioxide are representative for the entire structure. Thus, density
ρm=2300 kg/m3 and Youngs modulus E=75 GPa. The quality factor Q for
a similar ∼ 200 µm long glass cantilever at atmospheric pressure has been
found to be ∼ 30[177].

The estimated characteristics of the small Si resistor are based on some
recent experimental work that reports nanoscale Si piezoresistors integrated
in cantilevers[178]. The investigated device in that study features a Si
piezoresistor with a length of 5 µm and a width of 2 µm but it is reported
that much smaller resistors have been patterned at the sub-100 nm scale.
In order to make a comparison between a Si piezoresistor and a MWCNT of
similar dimensions, the dimensions of the small Si resistor will be a length of
300 nm and a width of 100 nm. Together with the doping level used in [178],
this causes a resistance of 3.8 kΩ, a number of free carriers of N = 36 · 103

and a gauge factor of 47.
The MWCNT is assumed to have a resistance of 10 kΩ and a gauge factor

of 50. The estimate of the number of free carriers is rather crude since a
wide range of quoted values can be found in the literature. Using the empiric
relation found by Collins et al.[80] A = αH/N=1.0 · 10−11Ω−1R suggests a
value of A = 10−7. The Avouris group found a value of A = 4 · 10−6 for a
500 nm long SWCNT with a resistance of 10 kΩ[82]. A recent investigation
of MWCNT noise reports values of A between 3 · 10−7 and 10−5[179]. For
the present estimation, a value of A = 10−6 will be used corresponding to
N = 2 · 103.

The contributions from both 1/f noise and the vibrational noise to the
total voltage noise will depend on the bias voltage. Thaysen investigated
the influence of the Wheatstone bridge supply voltage on the signal to noise
ratio[166] and suggests to use a 2 V supply voltage. (Note that in the bridge
configuration only half the supply voltage is dropped across the piezoresis-
tor). For the Si piezoresistors a bias voltage of 1 V is therefore used in the
noise estimation. It is not clear what the optimum MWCNT bias voltage
is. A high bias voltage will cause the current to penetrate more into the
deeper-lying shells thus lowering the gauge factor. However, a low bias vol-
tage will reduce the output signal (cf. eq. 5.22) and thereby have a negative
impact on the noise properties. To make a direct comparison with the Si
resistors, a bias voltage of 1 V is also assumed for the MWCNT, however,
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it should be noted that the optimum bias voltage might be lower.
Finally the measurement bandwidth must be found. Along the line of

Thaysen[166], a ’DC’ measurement bandwidth of 50 Hz is used (from 1
Hz to 51 Hz). At this low frequency, the 1/f noise is significant. In ad-
dition, a comparison is made at a higher frequency where the 1/f noise
contribution is less important. By equating the thermal noise and the 1/f
noise, a characteristic frequency fc can be found, above which the thermal
noise is dominating. For the MWCNT with a 1 V bias voltage, fc=6 GHz.
From a practical point of view, measuring at in the GHz range can pose
some difficulties. One (trivial) problem is that very few (if any) commer-
cial lock-in amplifiers are equipped to measure at such high frequencies,
although specialized equipment does exist for high-frequency measurements
at several hundred MHz. However, at such frequencies the measurement
is significantly more susceptible to the influence of extrinsic noise through
stray capacitances. These can of course be minimized by careful design of
the experimental set-up. However, given the present scope of evaluating the
technological relevance of MWCNTs, such measurements using highly spe-
cialized equipment and a fine-tuned, delicate measurement set-up does not
provide a very useful assessment anyway. Instead the high-frequency range
is chosen at 50 kHz still with a bandwidth of 50 Hz.

In order to make a quantitative evaluation, the noise power values are
scaled to eliminate the influence from the difference in bias voltages. Here
the noise power values are scaled by the output signal corresponding to a
10 nm deflection of the cantilever tip. Thus, the noise values presented in
table 5.1 are determined as 〈V 2

x 〉/V 2
out(u(L)=10 nm).

f : 1 - 51 Hz f : 50.00 - 50.05 kHz
Silar. Sism. MWCNT Silar. Sism. MWCNT

〈V 2
T 〉/V 2

out 3 · 10−5 2 · 10−5 6 · 10−5 3 · 10−5 2 · 10−5 6 · 10−5

〈V 2
1/f 〉/V 2

out 3 · 10−2 2 · 103 3 · 104 9 · 10−6 0.4 7
〈V 2

vib〉/V 2
out 6 · 10−9 6 · 10−9 6 · 10−9 - - -

〈V 2
tot〉/V 2

out 3 · 10−2 2 · 103 3 · 104 4 · 10−5 0.4 7

Table 5.1: The different contributions to the total voltage noise power nor-
malized to the output signal from a 10 nm deflection of the cantilever tip.

In table 5.1 no values are provided for the contribution from the thermal
vibrations of the cantilever in the high frequency bandwidth. Eq. 5.19 is only
valid when the measurement bandwidth is far from the resonance frequency
of the cantilever. Since the resonance frequency of the considered cantilever
is some ten kHz, using eq. 5.19 can no longer be justified. The noise in the
on-resonance case is Q2 times higher than the prediction from eq. 5.19[176].
A worst-case estimate of the noise in the high-frequency case is thus 103
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times the values given in the low-frequency range. Still, its contribution to
the total noise is insignificant.

Several observation can be made from table 5.1. In the low-frequency
interval, by far the most significant noise source is the 1/f noise. As
anticipated[80] the 1/f noise in the MWCNT is quite high, however, the
noise in the small Si resistor is seen to be comparable, given the uncertainty
on the numbers used for the calculations. The large noise is thus simply
due to the low number of carriers caused by the small dimensions. In the
high-frequency interval, the 1/f noise is reduced but it still rather high both
for the small Si resistor and the MWCNT. The thermal electrical noise is
similar in all three components. However, if the bias voltage of the MWCNT
must be reduced below 1 V as discussed previously, this will have a negative
effect on the thermal electrical noise contribution. In addition it is seen
that the mechanical noise is negligible. However, it should be pointed out
that this comparison is made with a relatively large cantilever. An accurate
comparison of the small Si resistor and the MWCNT in a compact cantilever
structure would require a new set of computations. Even though this could
change the relative importance of the mechanical noise, it would still have
approximately the same magnitude for the Si resistor and the MWCNT.

5.4 Discussion and Outlook

Despite some appealing experimental demonstrations of high gauge factors
in carbon nanotubes, several significant obstacles against their technologi-
cal use exist. Due to the comparably easier handling of MWCNTs than of
SWCNTs, this study focused on examining MWCNTs. The results show
that MWCNTs appear less responsive than SWCNTs. The highest gauge
factor observed here was ∼ 180, however, in a similar study by Søren Dohn
a single MWCNT device was found to exhibit a gauge factor of ∼ 500[145].
Still these values are lower than what has been found in SWCNTs[24, 63, 64].
A limited proportion of the investigated devices did have a gauge factor
comparable to or larger than a silicon piezoresistor, but also showed notable
non-linear deviations that would limit their applicability as strain sensors.
A large part of the devices showed no appreciable response to strain. It must
be expected that MWCNTs are less responsive than SWCNTs as more shells
are carrying the current, some of which may not be subjected to strain. How-
ever, this can not fully explain the observations, as this should theoretically
not cause such large reductions in gauge factor. A second possibility could
be that defects are causing a larger portion of the current to be flowing in the
innermost shells or that the shell structure is not maintained and the notion
of semiconducting shells is less relevant. If a significant number of shells are
carrying the current, the resulting gauge factor must be the average response
of these shells. This would mean that less responsive shells could short-
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circuit the response from more sensitive shells thus causing a low average
gauge factor. In that case, a possible remedy could be to use less defective
MWCNTs such as those produced with the arc-discharge method. The re-
sults obtained here do not indicate that arc-discharge nanotubes have higher
gauge factors, however, since TEM images of these MWCNTs have not been
obtained, it can only be assumed that these indeed have fewer defects. Also,
from a technological point of view, the use of arc-discharge MWCNTs is not
favored since these cannot be fabricated in-situ and are therefore less suited
for high-volume device fabrication. Assuming that near-perfect MWCNTs
could be fabricated by CVD, a remaining problem would be the inability to
synthesize nanotubes with a predetermined geometry. This makes it impos-
sible to design for a particular gauge factor. If fabricating nanotube based
strain sensors, one must therefore in any case anticipate that a significant
number of devices will exhibit a poor sensitivity due to a low intrinsic gauge
factor.

Another issue is that of reversibility. The MWCNT devices fabricated
here can only tolerate a rather limited amount of strain before the resi-
stance increases irreversibly, presumably due to degradation of the contact.
However, even with a limited level of strain, continued cycling of the load
eventually caused breakdown. Assuming that the cause of this problem is
insufficient mechanical rigidity of the contacts, a possible remedy could be
to clamp the nanotube to the cantilever surface by electron beam induced
deposition of ’soldering’ material[127]. This has been shown to effectively
pin a MWCNT to a cantilever[180]. This was tried but no firm conclu-
sions could be drawn from these studies since only a very limited number of
devices could be fabricated, none of which showed any electrical connection.

A further problem with the inherent unpredictability of even high qual-
ity SWCNTs is the difficulty in fabricating an on-chip balanced Wheatstone
bridge as with Si resistors. The MWCNT devices exhibited dissimilar resis-
tances as expected, ranging between a few and some tens of kΩ. Thus, fabri-
cating four MWCNT resistors with equal resistance is not realistic and the
bridge will not be balanced. In order to obtain more similar resistance val-
ues, the four resistors could be imagined as being fabricated using different
segments of the same nanotube. However, with the present methods, this
is not feasible. Another option could be to fabricate three on-chip Si resis-
tors and then use a MWCNT as the fourth resistor in a Wheatstone bridge.
However, the MWCNT resistance is unknown during the microfabrication
process, and it is thus not possible to design the Si resistors to a value that
can be expected balance the bridge precisely. A balanced circuit would then
require trimming the Si resistors after integration of the MWCNT. Alterna-
tively the bridge could be realized with external adjustable resistors. This
would be easy to realize, however, it would be more susceptible to extrinsic
noise since longer wires would be necessary. Also the point of using the
bridge circuit to compensate for unwanted thermal and/or mechanical influ-
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ences is lost. Thus, using a balanced Wheatstone bridge for signal read-out
from a nanotube device is problematic.

Another challenge is that of integrating such small structures with a
suitable microsystem. For high-volume fabrication, the most promising in-
tegration method for nanotubes is in-situ growth, however, some unsolved
problems still remain with this method as discussed in chapter 4.

In terms of realizing a compact sensor, very small Si piezoresistors fabri-
cated with a top-down approach requires the use of a nanolithography tech-
nique for defining the resistors. As demonstrated recently, electron beam
lithography is one option[178]. Although industrial grade electron beam
writers are fast, this is a serial process and therefore not optimal for fabri-
cating a very large number of devices. However, since a similar technique
is necessary for realizing the catalyst particles for nanotube in-situ growth,
this argument also applies to nanotubes. In the question of down-scaling of
the sensor, the apparent advantage of the inherently small cross section of
nanotubes is thus not of much significance.

Noise is an additional point to consider. As discussed in the earlier
section, the intrinsic 1/f noise is not significantly higher in a nanotube than
in a Si resistor of similar dimensions. However, this comparison only applies
to the case of a very small cantilever based sensor where the piezoresistor
width must be in the sub-100 nm range. If a width of for example 1 µm is
acceptable, then the Si resistor would be the better choice since it can be
made larger thus reducing the noise.

Another aspect is the influence of external environmental factors. Si
resistors are typically encapsulated to avoid the influence of external factors.
This could for example be water that condenses from the surroundings. A
nanotube could also be affected by such external factors and encapsulation
would also in this case be necessary.

In the beginning of this investigation it was decided to focus on MWCNTs
rather than SWCNTs. However, most arguments presented here similarly
applies to SWCNTs and it is therefore also possible to assess their applicabi-
lity as strain sensors. Analogous to the MWCNTs, it is difficult to realize an
on-chip balanced bridge and it is not possible to predict their gauge factor.
Since high gauge factors of up to ∼ 1000 have been found experimentally,
it would be possible to fabricate a significant number of SWCNT based de-
vices and just use those with high gauge factors if a particular application
requires a very sensitive system and optical detection is impossible. How-
ever, for most applications this is not a viable route. Also, the high 1/f noise
exhibited by small conductors will be even more pronounced in a SWCNT.



Chapter 6

Electrical Properties of p6P
Nanofibers

Organic semiconductors are of technological interest due to their electrical,
optical, and electro-optical properties. The first organic field-effect transis-
tor (OFET), based on an organic thin film, was demonstrated in 1986[181]
with a rather low carrier mobility of ∼ 10−5 cm2/Vs. More recent studies
have demonstrated a rubrene single-crystal FET with a mobility of up to ∼
15 cm2/Vs[182]. Equally appealing are the electro-optical properties, which
allowed Tang and VanSlyke to demonstrate an organic light-emitting device
(OLED) - also based on a thin-film sandwich structure[183]. Later OLED re-
search has focused on optimizing different parameters such as efficiency and
brightness[184], tuning the color, or controlling the molecular order to obtain
polarized light[185]. Using both the electrical and electro-optical proper-
ties, organic light-emitting field-effect transistors can be realized[186, 187].
By combining the electroluminescent properties of organic semiconductors
with micro- and nanofabrication techniques, nanoscale OLEDs have been
realized[188, 189]. In both studies, electron beam lithography was used to
define the active area, which resulted in electroluminescence from ∼ 60 nm
diameter areas.

Another approach to a nanoscale light source is to use self-assembled
nanocomponents. Lieber and co-workers have demonstrated a nanoscale
LED based on either a single heterostructured nanowire[20] or crossed-
junction n- and p-type nanowires[17] and have recently shown an addres-
sable LED array entirely based on inorganic semiconducting nanowires[22].
Also making use of inorganic semiconductors, Yang and co-workers inte-
grated both active and passive optical components, such as nanowire lasers
and nanoribbon waveguides, into a single nanophotonic device[190, 19]. Po-
tential applications of self-assembled nanocomponents can thus be within
nanoscale photonic or optoelectronic circuits or in on-chip optical analysis
of chemical or biological samples[22].

119
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Para-hexaphenlyene nanofibers exhibit some equally promising proper-
ties as their inorganic counterparts. As described in chapter 2, these or-
ganic nanofibers have a polarized, blue photoluminescence output[37] and
presumably a similar electroluminescence output[88], they have waveguid-
ing capabilities[87], and they can function as laser gain medium[89]. The
use of these appealing properties in for example optoelectronic applications
requires the ability to integrate the nanofibers with surrounding circuitry.
Since the self-assembly process for nanofiber fabrication requires the use of
a special growth substrate[4], an in-situ growth approach, as with carbon
nanotubes, appears less viable at present. Recently, Briseno and co-workers
did demonstrate an alternative method by fabricating large organic single-
crystals on a patterned self-assembled monolayer template[191], but it is not
clear if the method is compatible with subsequent microfabrication proces-
sing steps. The most promising route at present is thus to have nanofiber
fabrication and device construction as two separate, consecutive steps. As
shown in chapter 3, it is possible to controllably position nanofibers and
establish electrical contact through the shadow mask method.

This chapter will describe the investigation of the electrical properties of
p6P nanofiber devices performed in order to gain a detailed understanding
of the charge injection and transport properties to enable the realization of
efficient injection of both charge species for light generation. It will start
with a theoretical treatment of the various aspects of charge injection and
transport in organic semiconductors, since these aspects play a vital role in
electroluminescence. The second part covers the experimental studies of the
electrical properties of single-nanofiber devices.

6.1 Charge Injection and Transport Theory

Electroluminescence in organic semiconductors originate from the radiative
decay of an exciton, which has formed by the binding of an electron and a
hole polaron. This requires injection of both charge species from the cathode
and anode, respectively, and their transport to the recombination zone by an
applied electric field[192]. Optimizing the light generation process therefore
involves balancing the electron and hole currents. This requires a detailed
understanding of the charge injection and transport properties. Fig. 6.1
schematically shows the steps involved in the light generation process.

As shown in fig. 6.1, a simple, organic semiconductor device typically
consists of the organic semiconductor contacted by two metal electrodes,
which comprise the anode and cathode. The electrical properties of such a
device are influenced both by the intrinsic properties of the semiconductor
bulk and of the properties of the contacts. The current through an organic
semiconductor is thus limited either by an energy barrier at the injecting
contact or by the semiconductor bulk. This leads to two different conduc-
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Figure 6.1: Conceptual drawing of the light generation process in an organic
semiconductor. Carriers are injected at the electrodes, transported towards
each other, form an exciton that finally recombines and emits a photon.

tion regimes[193]: injection-limited current (ILC) and bulk-limited current.
However, the contact properties and the bulk properties are not independent,
and in a particular device the electrical properties are therefore determined
by the specific combination. For example, the injection rate has been shown
to depend on carrier mobility[194]. A full description therefore requires the
consideration of the device as a whole. Still, investigating the injection and
transport mechanisms is alleviated by considering each subject separately.
This section will first describe charge injection from a metal to an organic
semiconductor, and will next focus on describing the transport.

6.1.1 Charge Injection

When considering charge injection and transport in organic semiconductors,
it is useful to adopt a band structure representation similar to that of in-
organic crystalline semiconductors[195]. However, at this point some of the
important differences described in chapter 2 should be noted: whereas the
carriers in an inorganic semiconductor are delocalized over the entire cry-
stal forming broad and continuous energy bands, they localize on individual
molecules in an organic crystal and the energy bandwidths are much smaller.
The electronic properties are therefore primarily determined by the proper-
ties of the individual molecules. A simplified model of the energy bands of
a molecular solid is shown in fig. 6.2.

Fig. 6.2(a) shows the energy levels of an isolated molecule with Ii and
Ai being the ionization energy and electron affinity, respectively. When the
molecules form a crystal, the energy level picture changes to that depicted in
(b). In the solid state, the exact positions of the energy levels are shifted due
to polarization effects in the surrounding medium. Here, I and A are the
ionization energy and electron affinity, respectively, of the crystal, while EF
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Figure 6.2: Schematic drawing of the organic molecular energy levels and
the interface energetics of a metal-organic semiconductor contact. (a) The
energy levels of an isolated molecule. The labels are described in the text.
(b) The energy levels of a molecular crystal. Due to polarization effects in
the surrounding medium, the molecular levels are slightly shifted compared
to the isolated case (not shown). (c) A simplified picture of a molecular
crystal. (d) A metal and a molecular crystal before contact. (e) A metal
and a molecular crystal after contact. Also indicated is a possible vacuum
level shift caused by a surface dipole (the indicated shift corresponds to a
negative ∆ value). Adapted from [195].

is the Fermi energy. A simplified version of (b) is shown in (c), which is used
when illustrating the formation of a contact with a metal. (d) shows the
situation before contact is made between a metal, characterized by a Fermi
energy EFm, and a molecular crystal. (e) depicts a possible scenario after
contact is made. A small vacuum level shift between the metal and semi-
conductor is indicated, which could be caused by an interface dipole as will
be discussed later. The energy scheme depicted in (e) is not in equilibrium
as seen from the difference between the two Fermi levels. However, in an
impurity-free organic crystal, practically no charge carriers can be thermally
excited from the HOMO to the LUMO level, thus making the Fermi level
a less well-defined quantity[97]. With very few free carriers, band bending
will be negligible and the potential of the organic crystal will therefore pri-
marily be determined by the vacuum level shift ∆. As seen from fig. 6.2 (e),
barriers for both hole and electron injection exist with heights of:

φh = I − φm −∆ (6.1)
φe = φm −A + ∆, (6.2)

where φh (φe) is the barrier for hole (electron) injection.
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Optimizing the efficiency of light generation involves balancing the hole
and electron current. As a first attempt, this can be tried by choosing appro-
priate cathode and anode materials, which have equal injection barriers to
the LUMO and HOMO levels, respectively, in order to balance electron and
hole injection. However, this simplified picture is rather crude as it neglects
factors such as differences in electron and hole mobilities and variations in
the interface between the organic material and different electrode materials.
Therefore, a more detailed consideration of the factors influencing injection
is necessary.

A possible interface dipole will introduce a vacuum level shift ∆ as
shown in fig. 6.2(e). This can for example be caused by charge transfer
across the interface, interfacial chemical reactions, or other type of charge
rearrangement[195]. An often used method for investigating such interface
energetics is ultraviolet photoelectron spectroscopy (UPS), which has been
used extensively in the study of interfaces between metals and organic semi-
conductors, including p6P[99, 196, 197]. The Seki group observed a signi-
ficant vacuum level shift when p6P is deposited on Mg (-0.4 eV) and Au
(-0.8 eV)[196]. However, in the opposite case (Au evaporated onto p6P)
the spectral features of p6P are still present even after depositing significant
amounts of Au. This suggests that Au atoms or clusters penetrate the p6P
and the interface is therefore less sharp. Similar results of very little vaccum
level shifts was also observed by the Graz group when evaporating Al onto
p6P (shift less than 0.1 eV)[197]. This indicates that the Al only physisorps
to the p6P and no chemical reaction occurs. In a later study employing
Auger electron spectroscopy[198] it was found that there is an interface re-
gion where Al and p6P mix. At lower evaporation rates, the interface region
becomes narrower. Another study investigated the interface between p6P
and Sm - both with p6P on Sm and Sm on p6P[99]. In both cases, very small
vacuum level shifts were observed, indicating physisorption and an interface
dipole of < 0.2 eV. The exact value of the vacuum level shift is influenced by
a number of factors and it is in a particular device difficult to estimate. The
sample preparation and investigation in the aforementioned studies have all
been performed under UHV conditions. Recently it has been argued that
more realistic device fabrication conditions can cause water molecules to be
integrated in the interface and cancel the interface dipole[193].

Another important aspect is the injection mechanism. Several theoret-
ical approaches have been proposed to describe carrier injection into an
organic semiconductor[97] including thermionic emission across the inter-
face barrier or a tunnelling process. In contrast to conventional inorganic
semiconductors, injection in this case occurs into a localized state. Thus,
the ’conventional’ models are of limited applicability and a model that con-
siders the localization aspect must be used. An important point is that in
low mobility semiconductors there can be a significant charge carrier con-
centration at the injecting contact giving rise to a back-flow of carriers to
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the electrode[97]. This can be studied by considering the electrostatic po-
tential experienced by a carrier entering the organic semiconductor. Here,
the injection of holes into the HOMO level is considered, however, a similar
analysis would apply to the case of electron injection into the LUMO level.
The externally applied field F together with the Coulomb interaction with
the image charge give rise to an energy barrier U(x)

U(x) = φh − e2

16πεrε0x
− eFx, (6.3)

measured with respect to the metal Fermi level. e is the elementary charge,
εrε0 is the permittivity, and x is the distance from the interface. A schematic
illustration of the energy levels associated with the injection process is shown
in fig. 6.3.

Metal
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h

Figure 6.3: Schematic drawing of the carrier injection process from a delo-
calized state in the metal to a localized state in the organic semiconductor.
The energy levels in the semiconductor are determined by the barrier height,
the image charge, and the applied electric field.

Scott and Malliaras[199] have suggested a phenomenological model that
uses the principle of detailed balance to determine the contributions of the
currents crossing the interface in the potential given by eq. 6.3. These are
the injected current and the backwards flowing recombination current, which
is made up of charges recombining with their own image. At zero bias, the
injected current density, caused by thermionic emission over the barrier, is
exactly cancelled by the recombination current density. When an electric
field is applied, the expression for the total current density becomes[199]

J = 4N0ψ
2eFµ exp

(−eφh

kBT

)
exp(f1/2), (6.4)

where N0 is the molecular density and where the electric field dependence
is also included implicitly as the reduced electric field f = e3F/4πεrε0k

2
BT 2.

The exponential term including f accounts for the conventional Schottky
lowering of a barrier due to an electric field. ψ is given by ψ = f−1 +
f−1/2 − f−1(1 + 2f1/2)1/2.
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Where thermionic emission dominates at lower barrier heights, the con-
tribution from tunnelling will become more significant at larger barrier
heights. An analytical model has been suggested by Arkhipov and co-
workers[200] based on thermally assisted tunnelling into localized states.
It treats injection as a two step process: 1) injection from the metal elec-
trode into a localized state and 2) either the return of the carrier to the
electrode or its diffusive escape into the semiconductor bulk. The injected
current density J is therefore found as the product of the tunnelling proba-
bility exp(−2γx0) (i.e. the probability of the carrier reaching the position
x0 in the first jump), and the escape probability wesc(x0)

J ∝
∫ ∞

a
dx0 exp(−2γx0)wesc(x0)

∫ ∞

−∞
dE′Bol(E′)g[U(x0)− E′], (6.5)

where γ is the inverse localization radius and Bol(E) is a Boltzmann factor

Bol(E) =

{
exp

(
− E

kBT

)
, E > 0,

1, E < 0.
(6.6)

The escape probability wesc(x0) is the probability that a carrier, which has
made an initial jump to x0, will avoid surface recombination i.e. will con-
tribute to the current, and is determined by

wesc(x0) =

∫ x0
a dx exp

[
− e

kBT

(
Fx + e

16πεrε0x

)]

∫∞
a dx exp

[
− e

kBT

(
Fx + e

16πεrε0x

)] , (6.7)

with a being the distance from the electrode to the first site in the semi-
conductor. g(E) is the density of states. In the case of a single energy level
this would correspond to a delta function. However, in the case considered
by Arkhipov, it is modelled as a gaussian energy distribution characterized
by an energy width σ to account for a possible energy level broadening

g(E) =
N0√
2πσ

exp

(
− E2

2σ2

)
, (6.8)

The density of states is also indicated in fig. 6.3.

6.1.2 Charge Transport

The microscopic aspects of charge transport can be described within the
framework introduced in chapter 2. Here, a more phenomenological ap-
proach is taken, where the intrinsic processes concerning charge transport
are not considered, but where the transport properties of a particular organic
crystal is expected to be quantified through the mobility µ. As described
in chapter 2, an organic semiconductor can transport both electrons and
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holes. It should therefore be characterized both by an electron mobility µe

and a hole mobility µh. In the descriptions here it is assumed that the cur-
rent is determined by the semiconductor bulk, i.e. any contact resistance is
considered small and ohmic.

Different conduction regimes exist. At low voltages, the current is due
to the drift of the free carriers in response to an applied electric field, which
gives rise to a current density JOhm following Ohm’s law[201]

JOhm = en0µF, (6.9)

where n0 is the free carrier density, the electric field F is the applied voltage
V divided by device length L, and a single carrier type is assumed.

Due to the large bandgap of most organic semiconductors, only very few
carriers are thermally excited from the HOMO to the LUMO level at room
temperature and the free carrier density is therefore correspondingly low.
Assuming the Fermi level to be located mid-gap between the HOMO and
LUMO levels, which in p6P are separated by 3.1 eV[99], the probability of
thermally exciting an electron-hole pair can be calculated from Fermi-Dirac
statistics to be of the order of 10−27. In an actual crystal, more free carriers
will be present due to the inevitable foreign species, however, the free carrier
density will still be low compared to traditional inorganic semiconductors.

At higher voltages, the density of the injected carriers will become com-
parable and eventually exceed the free carrier density. The transport me-
chanism will then change from eq. 6.9 to the space-charge limited (SCL)
regime, where voltage dependence of the current density will be given by
the Mott-Gurney formula[201]

JSCL =
9εrε0µ

8
V 2

L3
. (6.10)

In the derivation of the Mott-Gurney formula, a geometry relating that
a parallel-plate capacitor has been used[201]. In other device geometries the
length dependence can be different. For example, the in-plane space-charge
limited current in a thin semiconductor layer is predicted to scale inversely
with the square rather than the cube of the device length[202].

The presented models are idealized versions, where it is assumed that the
organic crystal contains no carrier traps and that the current is unipolar. In
a practical device, traps will be present which will alter the current-voltage
characteristics. If a single level of shallow traps is available (i.e. energetically
located where the traps are initially unoccupied), injected carriers will be-
come trapped and the current density will be less than the prediction of eq.
6.10 by an amount equal to the ratio between free and trapped carriers[201].
More complex trap distributions or deeper-lying traps will result in a dif-
ferent functional form of the current-voltage characteristics, which can be
used to investigate these trap distributions in more detail. If the current is
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carried by both types of carriers, space-charge effects will become less sig-
nificant and larger current densities can be supported. In this case, which
is of particular interest in relation to OLEDs, the transport properties are
influenced by a number of additional factors including the recombination
cross section and the average lifetime of a carrier before recombination[201].

As discussed previously, charge injection and charge transport are some-
what linked, and both aspects should therefore be considered in the analysis
of a particular device. Here, a simple model is proposed, which incorpo-
rates both aspects, inspired by a combined model developed by Arkhipov
et al.[203]. The model considers a device of length L with the injecting
contact located at x = 0. It uses Ohm’s law (eq. 6.9) as the starting point
to describe the current in the bulk, however assuming that both the electric
field strength and the carrier density can vary along the device length i.e.
F = F (x) and n0 = n0(x). This is combined with the Poisson equation

dF

dx
=

en0

εrε0
(6.11)

to yield

F
dF

dx
=

J

εrε0µ
. (6.12)

The next step is to solve eq. 6.12 with the appropriate boundary con-
dition, which is that the bulk current density J should equal the injected
current density, to yield the electric field along the device. The solution of
eq. 6.12 is

F (x) =

√
2J

εrε0µ
x + k, (6.13)

where k is an integration constant to be determined from the boundary
condition, i.e. the injected current density, which can be found from eq.
6.5. Note that in the calculation of the injected current density, the electric
field strength at the injecting contact should be used, i.e. F (0). The voltage
drop across the device can then be found by integrating the electric field
(eq. 6.13) along the device.

Due to the somewhat complicated expression for the injected current
density, it is not possible to find a closed-form solution to describe the J−V
relationship, however, it is possible through an iterative procedure to find
corresponding values of J and V as shown in fig. 6.4(b) for a particular set
of device parameters. The model can be used to investigate how different
parameters influence the electrical properties. Fig. 6.4(a) shows the spatial
distribution of the electric field along the device for three different values of
the barrier height.

As evident from fig. 6.4(a) the spatial distribution of the electric field de-
pends on the height of the injection barrier. It is of interest to consider the
two limiting cases of a vanishing barrier and of a high barrier, corresponding



128 Electrical Properties of p6P Nanofibers

0 50 100 150 200
0

5

10

15

 

 

  = 0.2 eV
  = 0.35 eV
  = 0.5 eV

El
ec

tr
ic

 fi
el

d 
[V

/µ
m

]

x [nm]

a

0 1 2 3
0

2

4

6

8
  = 0.35 eV

 

 

C
ur

re
nt

 d
en

si
ty

 [a
.u

.]

Voltage [V]

b

Figure 6.4: (a) Spatial dependence of the electric field along a 200 nm long
device with an applied voltage of 2 V for injection into a single energy level.
The following values have been used: εr = 1.9, µ = 10−1 cm2/Vs, T = 300
K, γ = (3 Å)−1, and a = 5.6 Å. (b) The current density vs. voltage for an
injection barrier height of 0.35 eV calculated with the same parameters as
in (a).

to purely bulk-limited and purely injection-limited current, respectively. A
very low barrier causes a vanishing electric field at the injecting electrode.
In this case, the integration constant k in eq. 6.13 becomes negligible, which
makes it possible to find a closed-form solution for the current density vs.
voltage relation. As expected, this becomes equal to the space-charge li-
mited relationship given by the Mott-Guerney formula (eq. 6.10). In the
opposite case of a high barrier, the electric field is constant along the device.
This causes the current density to be determined by the injecting contact,
i.e. by eq. 6.5 with the electric field at the injecting electrode equal to V/L.
It should be emphasized that this model is rather crude. More sophisti-
cated numerical models that incorporate both drift and diffusion currents
and recombination processes have been developed[204] that also permits the
inclusion of local changes in the organic material such as low mobility regions
near the contacts[205].

6.2 Experimental Investigations of Electrical Pro-
perties

With the ultimate goal of establishing electroluminescence in p6P nanofibers,
a number of experimental investigations of their electrical properties have
been performed. These studies were performed in order to obtain a bet-
ter understanding of the injection and transport properties to be able to
optimize for efficient injection of both carrier types.

Parts of these studies were made in a collaboration with Henrik Henrich-
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sen, Daniel Engstrøm and Casper Hyttel Clausen, who during their master
projects have studied various aspects of p6P nanofibers, either within (DE
and CHC) or affiliated with (HH) the Nanointegration group.

6.2.1 Current-Voltage Characteristics

Using the shadow mask technique, a total number of 161 p6P nanofiber de-
vices were fabricated. These were electrically characterized with the custom-
built set-up that uses a Stanford Research SR-570 current preamplifier as
described in section 3.6. The voltage was incremented in small steps and
the corresponding current measured. 24 of the 161 devices showed electrical
characteristics that could be interpreted as current conduction through the
nanofiber. Some devices were lost due to problems with the shadow mask
method as described in chapter 3. However, some samples displayed what
appeared to be open circuit characteristics at low voltages and then a non-
reversible break down phenomenon would occur at a higher voltage causing
a short current pulse to flow, indicating contact problems. These could be
due to a possible contamination that could have originated from the growth
substrate and could have been transferred along in the micropipette. A
second problem could be oxidation of those electrodes not made of noble
metals.

The 24 working devices were then examined both with SEM and AFM
to determine the nanofiber dimensions. Fig. 6.5 shows how the nanofiber
height h, width w, and uncoated length l have been determined.

Figure 6.5: (a) SEM image of a p6P nanofiber contacted with two electrodes.
w and l are nanofiber width and uncoated length, respectively. (b) 1.9 by
1.6 µm2 AFM image of the same nanofiber. Its height h is found from the
cross sectional profile.

In order to test the influence from the contact, devices with different con-
tact materials were fabricated. Fig. 6.6(a) shows typical current density vs.
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voltage (J − V ) characteristics of a nanofiber contacted with Au electrodes
(J determined as I/(w · h)).
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Figure 6.6: (a) Typical J −V characteristics of a p6P nanofiber device with
Au contacts. The arrow indicates the last sample point, used to extract a
minimum mobility value as described in the text. (b) Estimated minimum
mobility values for all 24 working devices. Syntax: [cathode]/[anode].

Considering the energetics of the Au-p6P interface (Au Fermi energy
of ∼ 5.1 eV[206] and p6P ionization energy of ∼ 6.0 eV[99]), an energy
barrier for hole injection of ∼ 0.9 eV is expected (neglecting a possible
interface dipole). Such a barrier height would typically cause the current to
be injection limited[204] as also suggested by the example in fig. 6.4(a) which
is close to the real device parameters. However, the apparent parabolic
dependence of the last part of the J − V characteristics could indicate SCL
behavior. In order to investigate this in more detail, the measured J − V
characteristics were analyzed with the Mott-Gurney theory (eq. 6.10). This
provides an intrinsic upper limit to the current flow. Contact effects, defects,
traps, or any other influencing factors will always cause the current to be
smaller than the prediction of eq. 6.10[207]. Thus, if the permittivity and
device length are known, an estimate of the minimum mobility µmin can be
extracted from the J − V measurements by rearranging eq. 6.10

µmin =
8JL3

9εrε0V 2
. (6.14)

The exact appearance of the J −V characteristics measured on different
samples vary somewhat with fig. 6.6(a) showing a typical example. It was
observed that a high bias voltage could induce a non-reversible break-down
process. In order to avoid this, the samples were biased only up to moderate
values of voltage. Similar to the method used by de Boer et al.[207], the
current measured at the maximum bias voltage was used in the calculation
of µmin as indicated with an arrow in fig. 6.6(a).



6.2 Experimental Investigations of Electrical Properties 131

The extracted minimum values of mobility show a significant spread
over four orders of magnitude between 3 ·10−5 cm2/Vs and 3 ·10−1 cm2/Vs.
This corresponds to the large spread observed in a similar study on tetracene
crystals[207]. In order to investigate the cause of this large spread, the mini-
mum mobility values have been plotted versus device length in fig. 6.6(b). If
the current had indeed been space-charge limited, no length dependence of
the extracted mobility values is expected as mobility is an intrinsic material
property. The observed dependence therefore clearly indicates that the SCL
regime is not reached and that the contact barriers have a significant impact
on the observed characteristics, i.e. the current is injection-limited. It can
be noted that the geometry of the nanofiber devices differs somewhat from
the parallel-plate geometry assumed in eq. 6.10. However, using the theory
for the in-plane SCL current in thin layers, which predicts the current to
depend inversely on the device length squared[202], would lead to the same
conclusion regarding injection-limited current.

It should also be noted that hole and electron mobilities in general are
different. In fig. 6.6(b) all extracted mobility values have been plotted on the
same graph irrespective of the assumed carrier type, which is expected to
differ between the different contact metals as discussed shortly. However, no
clear dependence on contact material (and thus carrier type) is seen, which
indicates that the calculated values could be significantly below their actual
mobility values. The extracted values thus only indicate a minimum mobility
of 3 · 10−1 cm2/Vs. This is in reasonable agreement with a previous report
of a hole mobility of 10−1 cm2/Vs measured on a p6P thin film in a FET
configuration[208], however, in which contact barriers were also believed to
reduce the extracted mobility below its intrinsic value.

Next, the influence of the contact material on the electrical characte-
ristics was investigated. Fig. 6.7(b) shows typical characteristics of devices
with different contact metals, where a clear dependence of current density
on contact metal is seen.

The work functions of the contact metals are: Al: 4.3 eV, Cr: 4.5 eV,
and Au: 5.1 eV[206], while the p6P electron affinity and ionization energy
are 2.9 eV and 6.0 eV, respectively[99]. These are also shown in fig. 6.7(a).
Au is expected to have the lowest injection barrier of ∼ 0.9 eV towards
hole injection. This is in agreement with the relatively high current density
at low voltages of the gold contacted device. Cr has a large barrier both
towards electron (∼ 1.6 eV) and hole injection (∼ 1.5 eV), which agrees with
the observation of a relatively low current density. Al has a lower barrier for
electron injection (∼ 1.4 eV) and a higher barrier for hole injection (∼ 1.7
eV) than Cr. The higher current density of the Al contacted device compared
to the device with Cr contacts thus indicates that the current in the Al
device is carried by electrons. However, as the exact interface structures and
properties are unknown, this claim would have to be verified for example by
examining the transconductance properties in a FET configuration.
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Figure 6.7: (a) The relevant energy level positions in p6P and Au, Cr, and
Al (in eV). (b) J − V characteristics of devices with three different contact
metals: Au/Au, Al/Al, and Cr/Cr. The voltage was swept from 0 V.

Despite the appearance of the J − V characteristics varying somewhat
between in principle similar samples, each sample (with the same anode and
cathode material) would typically exhibit symmetric characteristics as the
example in fig. 6.8(a) shows. A few working devices with different anode and
cathode material were also realized as shown in fig. 3.18. Fig. 6.8 shows both
the forward (Au anode) and reverse (Au cathode) characteristics of one of
the devices with Ti and Au electrodes.
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Figure 6.8: (a) J −V characteristics of a device with Au/Au electrodes. (b)
J − V characteristics of a device with Au/Ti electrodes. The voltage was
swept from 0 V in all measurements.

Fig. 6.8(b) shows that different electrode metals appear to cause asym-
metric J − V characteristics with the ’onset’ voltage significantly larger un-
der reverse bias compared to forward bias. However, the functional form of
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the characteristics differs somewhat from that in fig. 6.8(a) indicating that
additional, unknown effects are contributing and a direct comparison can
therefore not be made. The asymmetric characteristics nonetheless indicate
that the properties of the two contacts are different and therefore that the
method for fabricating hetero-contacts as outlined in fig. 3.18 does allow the
realization of contacts with different injection properties. Although Au elec-
trodes must be expected to inject holes and Ti presumably is an electron
injecting material, no electroluminescence was observed from these Ti/Au
contacted devices. However, the difference in barrier heights is probably too
large causing only hole injection. Establishing electroluminescence would
require more balanced electron and hole currents.

In both fig. 6.7 and 6.8, a DC current off-set can be observed. By sweep-
ing the bias voltage at different rates, it was observed that the value of this
DC off-set is proportional to voltage sweep rate. This indicates that the off-
set is caused by a capacitive effect. Measurements made without having a
sample mounted showed that this capacitive load primarily originates from
the sample itself, while measurements on a sample with an empty gap (i.e.
with no nanofiber present) exhibited a similar off-set. The sample geometry
includes two relatively large metal electrodes and it is presumed that these
are causing this capacitive load.

6.2.2 Temperature Dependence of the Injection Current

The investigations show that out of the investigated contact metals, Au has
the highest injection rate. In order to investigate the injection process in
more detail, current-voltage (I−V ) characteristics were obtained at different
temperatures. These measurements were performed by mounting the sample
in a small compartment with electrical feed-troughs where the temperature
could be controlled either by lowering the sample into a nitrogen cryostat
or by heating it with an attached resistor through Joule heating. Fig. 6.9(a)
shows I − V characteristics of an individual, gold contacted nanofiber mea-
sured at three different temperatures. As expected for the injection-limited
case, the current decreases with decreasing temperature. Fig. 6.9(b) shows
the current at a bias voltage of 3 volts versus reciprocal temperature. The
injected current has a clear temperature dependence at higher temperatures
and stabilizes below ∼ 200 K.

The temperature dependent measurements have been analyzed with both
the models presented in the previous section (eq. 6.4 and 6.5). Considering
a barrier height φh equal to the difference between the gold work function
(5.1 eV) and the p6P ionization energy (6.0 eV) and considering injection
into a single energy level, both models predict similar strong temperature
dependencies of the injected current. The full squares in fig. 6.9(b) show
the predictions from the Arkhipov model[200] (eq. 6.5). Apparently the
actual temperature dependence is weaker than this prediction. A possible
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Figure 6.9: (a) I − V characteristics characteristics measured at three dif-
ferent temperatures (open symbols). The filled symbols show model calcu-
lations as described in the text with (φh, σ) = (0.7 eV, 0.13 eV) (b) The
current measured at a bias voltage of 3 volts versus reciprocal temperature
(open squares). The filled symbols show model calculations with different
model parameters. The capacitive off-set of the order of 1 pA caused by the
finite sweeping rate has been subtracted here.

explanation for this deviation could be a barrier lowering due to an interface
dipole layer, which has been disregarded in these calculations. As discussed
previously, a significant interface dipole is however not expected with the
present device fabrication environment[193]. A second possible cause of the
comparably low temperature dependence could be that injection does not
occur into a single energy level but rather into a distribution of states[200].
Since the barrier height is unknown, the injection current has been model-
led assuming different values of barrier height: 0.9 eV, 0.7 eV, and 0.5 eV.
The width of the energy distribution has then been modified until a reason-
able agreement between injected current and temperature (in the interval
above ∼ 200 K) was observed. These three model predictions are shown in
fig. 6.9(b) (with εr = 1.9[87], N0 = 1.7 · 1021 cm−3, γ = (3 Å)−1, and a =
5.6 Å).

The model describes a dependence of the injected current on tempera-
ture that is weaker when the carriers are injected into a distribution of states
rather than a single energy level: the wider the distribution, the weaker the
temperature dependence. Qualitatively, this could explain part of the ob-
served temperature dependence: that the organic layer close to the interface
has a disorder induced level broadening that causes more carriers than ex-
pected to be injected at lower temperatures. This disorder could be created
during the electrode deposition process where hot gold atoms or clusters
collide against the organic material. It has been shown that this process can
cause a less ’sharp’ interface[196]. However, since neither the exact barrier
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height nor the width of the energy distribution is known, it is not possible
to make an exact estimate. All three model calculations give very similar
results that only deviate slightly at low temperatures where the model is not
appropriate at all. Fig. 6.9(a) includes the calculated I − V characteristics
at three different temperatures together with the measured I − V curves.
In these model calculations (φh, σ) = (0.7 eV, 0.13 eV) have been used.
A decent agreement is observed at high temperatures although the model
predicts the current to increase steeper than observed. At low temperatures
the model significantly underestimates the injected current as is also evident
from fig. 6.9(b). A similar temperature dependence has also been observed
experimentally on p6P films[209] even with the temperature dependence
reversing sign at low temperatures. It thus appears that some additional
factor is in play causing a high current injection even at low temperatures.

It should be noted that in the nanofiber device geometry the exact elec-
tric field distribution is not obvious at all. For simplicity it has here been
assumed that the electric field was equal to the applied voltage divided by
gap distance. However, strictly speaking this only applies to a geometry re-
lating that of a parallel-plate capacitor. For a more accurate determination
of the field, a simulation of the field distribution in this device architecture
is necessary, and this may influence the agreement between the model and
the measured data.

6.2.3 Influence of UV Light Exposure on Current Flow

As described in chapter 2, the nanofibers have photoluminescent properties,
i.e. exposure to UV light causes the generation of excitons. It is thus possi-
ble to optically excite carriers in the nanofiber thereby potentially altering
its electrical properties. This has been investigated experimentally by mea-
suring the I−V characteristics of a nanofiber device with Au contacts while
exposing it to UV light at different intensities.

The UV light exposure of a nanofiber device was accomplished under an
Olympus BX51 microscope that had a 100 W high-pressure mercury lamp
attached. The light was filtered through an Olympus U-MWU2 fluorescence
mirror unit to select the wavelength at 365 nm, while the intensity was varied
by changing between different microscope objectives and by attenuating the
intensity with one or more neutral density filters. During exposure, electrical
characterization was performed with a set-up similar to the one described
previously. The UV light intensity was measured with a UVX radiometer
and a UVX-36 sensor calibrated for a wavelength of 365 nm.

Fig. 6.10(a) shows five I−V curves acquired in succession (measurements
24 through 28 on this particular sample); the first (M24) in the dark, the
next three at different light intensities, and finally the fifth in the dark again.
The current is seen to depend on the light intensity - most clearly observed
at higher voltages: the higher the light intensity, the larger the current
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flow. The inset of fig. 6.10(a) shows the current at an applied voltage of 2 V
(not corrected for the capacitive off-set). At zero light intensity (M24), the
current is ∼ 7.4 pA, while at 53 mW/cm2 (M25) it has risen to ∼ 8.9 pA
corresponding to a 20 % increase (or 25 % if a ∼ 1.3 pA off-set is subtracted).
Although the curves appear to have similar functional forms, which could
indicate that the light simply causes the current to increase by a constant
factor, a close examination reveals that the curve form is changed slightly.
Fig. 6.10(b) shows the difference between a ’light’ and a ’dark’ measurement,
from which it is seen that the influence from the light is stronger at higher
voltages.

0 1 2
0

2

4

6

8

24 25 26 27 287

8

9

 

 

at V = 2 V

C
ur

re
nt

 [p
A

]

Meas. no.  

 

 M24, 0 mW/cm2

 M25, 53 mW/cm2

 M26, 12 mW/cm2

 M27, 3 mW/cm2

 M28, 0 mW/cm2

C
ur

re
nt

 [p
A

]

Voltage [V]

a

0 1 2
0.0

0.8

1.6

 

 

M25 - M24

C
ur

re
nt

 [p
A

]

Voltage [V]

b

Figure 6.10: (a) Five I −V characteristics measured successively with diffe-
rent exposure levels of UV light intensity (values given in the legend). Inset
shows the current at 2 V determined from a linear fit between 1.8 and 2.0
V to reduce the influence from noise. (b) The difference between curves
M25 and M24, corresponding to the additional current caused by UV light
exposure with an intensity of 53 mW/cm2.

A clear effect from the UV light exposure can be observed, indicating
that more free carriers become available thus causing a higher current. The
increased number of free carriers must be due either to a bulk effect that
generates free carriers in the nanofiber or to a contact effect that causes
a higher injection rate. A bulk effect that could lead to a higher current
is the generation of photo induced carriers. UV light exposure generates
excitons, i.e. interacting electron-hole pairs spatially located on individual
molecules. For these excitons to contribute to the current, they must be
dissociated to form free carriers, assisted for example by an applied electric
field. The dissociation probability is field dependent[210], which would lead
to a stronger-than-linear increase with voltage of the light-induced contribu-
tion to the current. A second possibility is that the extra current is caused
by a contact effect that could be due to an internal photoemission process
enabling more carriers to surmount the injection barrier. This must also be
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expected to be non-linear with voltage due to the field-dependent barrier
lowering. The exact cause of the light-induced increase in not known. One
way of distinguishing between these effects is to use different photon ener-
gies. Exciton generation requires a photon energy comparable to or larger
than the bandgap, whereas internal photoemission also occurs at sub-gap
photon energies[211]. If low-energy photons would have a similar influence,
this would indicate an internal photoemission process.

A second observation from the UV light exposure experiments is a clear
degradation effect. After exposure to UV light, the current is reduced seem-
ingly with the greatest effect at the first measurements. Fig. 6.11 illustrates
this effect.
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Figure 6.11: The ’dark’ current measured at 2 V. Between these measure-
ments, one or several exposures of UV light have been made. (Measurements
1 through 4 were made at lower voltages to determine appropriate settings
for the current preamplifier. No degradation was observed here.)

Fig. 6.11 shows the current at a voltage of 2 V for a number of mea-
surements, all acquired in the dark, however, with the sample having been
exposed to UV light in between these measurements. Although not com-
pletely monotonous, a clear tendency towards a reduced current is observed.
Apparently, exposure to UV light has a degrading effect that reduces the
current. A similar degradation has been observed in other nanofiber mea-
surements in which no UV exposure was made, however, not at this rate.

Bleaching experiments, where p6P fibers were subjected to high-intensity
UV light, have been shown to have a significant degrading effect on the
photoluminescence output[212]. This involved at least three processes: in-
tramolecular configuration change, photo-oxidation, and removal of mate-
rial. The reduction in current observed in fig. 6.11 suggests that similar
processes are occurring here. One way of avoiding the oxidation processes
would be to encapsulate the nanofiber, which would then presumably lower
the influence from degradation processes[212].
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6.2.4 Additional Experiments

A few additional experiments on p6P nanofibers were made and will briefly
be introduced here. Strain experiments on a gold contacted nanofiber, si-
milar to the experiments performed on MWCNTs as described in chapter
5, showed that the I − V characteristics are strain independent. This is as
expected, since the current is injection-limited and the contact properties
are not assumed to be affected here. However, it was later realized that
the bulk conductance properties are not expected to be much affected by
strain either. Theoretical calculations on a similar molecule[93] indicate that
the transfer integral t (see eq. 2.12) even in a cofacial configuration is not
expected to decrease much upon the application of modest levels of strain.

Electrostatic force microscopy (EFM)[52] was tested to determine if this
method is suitable for investigating the spatial potential distribution of a
biased nanofiber device. The present device geometry is less suited for such
investigations, and no quantitative conclusions could be extracted. An in-
depth discussion of various aspects of EFM and the results on nanofiber
devices can be found in the master thesis of Casper Hyttel Clausen[213].

6.3 Summary and Outlook

The shadow mask method detailed in chapter 3 has been used to electri-
cally contact individual p6P nanofibers. An investigation of a number of
devices showed that their electrical properties are determined primarily by
the contact properties and that the nanofiber bulk has less influence. In rela-
tion to electroluminescence, this means that appropriate anode and cathode
materials must be found, which facilitates efficient injection of holes and
electrons, respectively. Different contact metals were tested with gold show-
ing the most efficient carrier (hole) injection properties. A suitable cathode
material for efficient electron injection is still needed. The shadow mask
method also allows a nanofiber to be contacted with different cathode and
anode material, which causes asymmetric I−V characteristics. However, as
no appropriate cathode material is yet found, no electroluminescence were
observed from these devices.

The injection properties from a gold electrode into a p6P nanofiber was
investigated in more detail by measuring how the I − V characteristics de-
pend on temperature. The injection current shows a weaker temperature
dependence than what would be anticipated from a simple estimation of
barrier height based on the electrode work function and p6P energy levels.
A theoretical model that considers charge injection as carrier hopping into
a localized state followed by a diffusive escape into the bulk shows that this
weak temperature dependence can be explained if one considers injection
into a distribution of states rather than a single energy level. This rather
simple model is partly in agreement with the measured data, in particular at
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temperatures above ∼ 200 K, and suggests that some disorder related level
broadening is present in the organic material near the electrode interface.
This implies that although the organic nanofiber is near-perfect crystalline,
an increased-disorder region exists near the electrode interface. This could
for instance be due to the load during electrode deposition where hot metal
atoms or clusters collide with the organic material. In that case, creating a
good contact to organic nanofibers may be far from straight-forward, requir-
ing a high degree of control of the electrode deposition process. Decreasing
the metal evaporation rate could be one method of obtaining a better in-
terface. Another option could be to attach the electrodes by some other
means than evaporation, e.g. by prefabricating the electrodes on a carrier
substrate and placing the organic crystal on top. It should be pointed out,
that a well-defined, sharp interface for some applications may not be the
optimal situation since level broadening increases injection.

The influence from UV light exposure on the electrical properties was
also investigated. This showed that in particular at voltages above ∼ 1 V
a notable increase in current could be observed during light exposure. This
must be attributed either to an increased injection or the generation of free
carriers in the bulk. In addition, these experiments demonstrated a clear
degradation effect that presumably is caused partly by photo-oxidation.

Based on the investigations made here, a number of future studies can
be suggested. The realization of an electroluminescent device requires the
identification of a suitable cathode material. One possibility would be to
test low-work function metals such as Mg (work function: 3.66 eV) or Sm
(work function: 2.7 eV)[206]. These should possess a low electron injection
barrier. However, both are quite reactive and oxidize rapidly under ambi-
ent conditions. They would therefore require some kind of encapsulation to
avoid oxidation. Another option would be to use an organic material for the
contact. This could for example be BPhen[214], which is an electron trans-
porting material that at the same time has poor hole conduction properties.
This and similar materials can be vacuum deposited by thermal evaporation.
During this project, a vacuum evaporation system for deposition of such ma-
terials was built, with Henrik Henrichsen performing the greater part of the
actual construction. This evaporation system is now operational, and the
initial characterization experiments demonstrate the ability to deposit a thin
film of BPhen, which electrical measurements showed to be conducting. A
thorough description of the BPhen deposition investigations can be found
in the master thesis of Daniel Engstrøm[215].

Another issue to be dealt with is that of fabricating contacts of different
materials. Although the extended shadow mask method is functional, the
required manipulation is time consuming and the yield is low, which makes
it less suitable for fabricating larger number of devices. Another possibility
in terms of realizing contacts to fragile nanostructures is stenciling, which
uses a perforated membrane as a shadow mask[216]. This could presumably
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allow deposition of different anode and cathode materials by tilting the
stencil mask to different angles during the two deposition rounds similar to
the principle used for Josephson junctions[217]. A photolithograhy mask
has been designed, and a process recipe has been developed, and the first
experimental tests are now underway.



Chapter 7

Conclusions

Many nanostructures exhibit intriguing intrinsic properties that point to-
wards their use for technological purposes, i.e. that such structures could
be used as nanocomponents. One way of realizing this is to integrate such
structures in microsystems to create the necessary interface. Utilization
of individual nanocomponents calls for the ability to position these with a
high accuracy relative to a microsystem and to fabricate appropriate con-
tacts. Such integration requires the study of several interlinked aspects,
for example whether the integration process compromise vital component
properties or how the contacts influence the device properties. Thus, the
development of a nanocomponent based device requires a consideration of
the device as a whole, i.e. the nanocomponent(s), the function, and the
integration method. During this project, two different types of components
and two different integration methods have been investigated with the goal
of evaluating two different nanocomponent based devices.

The first type of component is the multi-walled carbon nanotube, which
is mechanically and chemically robust and which can potentially by fabri-
cated in-situ, i.e. directly at the desired position in the microsystem. This
enables the possible use of a number of different integration methods. The
second component type is a much more fragile organic nanofiber consisting
of para-hexaphenylene (p6P) molecules in a crystal structure. The fragility
of such a molecular crystal inhibits the use of several integration methods.

Mechanical manipulation can be used for component integration as
it can facilitate accurate positioning of nanocomponents in prefabricated mi-
crosystems. This is advantageous for example with 3-D microsystems or with
components that cannot endure postprocessing. Mechanical manipulation
can be divided into two categories: 2-D and 3-D. Whereas 2-D manipulation
is typically used to investigate properties of nanostructures and their interac-
tion with a supporting substrate, 3-D manipulation is technologically more
relevant as a prototyping method for nanocomponent positioning typically
using adhesive surface forces to perform pick-and-place operations.
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AFM based 2-D manipulation has been used to investigate mechanical
properties of p6P nanofibers and their ability to be moved along a surface.
The nanofibers rupture at a shear stress of ∼ 20 MPa, while their Young’s
modulus is ∼ 0.65 GPa. Small pieces of nanofibers can be translated along
a surface with a low-adhesion coating, however, on non-coated surfaces this
is not possible due to strong adhesive forces.

A system for 3-D manipulation has been constructed based on an optical
microscope for observation and piezoelectric actuators for tool motion. This
allows manipulation of micro- and nanostructures with the lower size limit
primarily set by the microscope. Different manipulation tools and strategies
were evaluated, and 3-D manipulation of both robust carbon nanotubes and
fragile organic nanofibers was demonstrated. To avoid the destruction of the
organic nanofibers during manipulation, a special manipulation ’workbench’
consisting of a large number of closely spaced, vertical carbon nanotubes
was used. In addition, a method, based on mechanical manipulation of
silicon wires with diameters of a few hundred nanometers for local shadow
masks during electrode deposition, was used to contact different types of
nanocomponents. In conclusion, the method was shown to be versatile and
capable of contacting very different nanocomponents.

In-situ growth is a promising method for parallel fabrication of carbon
nanotube devices as required for high-volume manufacturing. This requires
the development and realization of a suitable microsystem with appropri-
ately positioned catalyst particles for determining the nanotube positions.
In addition, the growth direction must be controlled to facilitate growth
between two electrodes by appropriate design of the microsystem. In this
project, a standard cleanroom compatible process has been developed that
uses a combination of photolithography and electron beam lithography to
define the patterns for microsystem and catalyst material, respectively. The
method of electric field guided growth was implemented to try to achieve
lateral growth between electrodes.

One difficulty lies in fabricating a microsystem with integrated catalyst
particles, here Ni. In most cleanroom laboratories and foundries with dif-
ferent silicon microsystem projects, Ni can potentially contaminate some of
the necessary processing equipment. The Ni therefore either has to be de-
posited at an early stage and then encapsulated, or be deposited at a much
later stage after all other processing has been finalized. In collaboration
with Kjetil Gjerde, three different process recipes have been developed and
tested. All three were found to be successful in protecting the equipment
against Ni contamination but only partially successful in producing the ex-
pected device result. Based on these investigations, a fourth process recipe
was developed, where the catalyst material patterning and deposition are
performed as the final steps. Initial investigations of this recipe showed pro-
mising results, however, a few complicating factors that require additional
optimization were encountered.
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A chemical vapor deposition system for nanotube growth has been con-
structed. This consists of a vacuum chamber with a gas supply system that
allows the flow rate of three gases: acetylene, methane, and hydrogen to
be controlled independently. A heatable sample stage supplies the energy,
and a special sample holder enables the application of an electric field du-
ring growth. Initial optimization experiments were performed to determine
suitable growth parameters as described in section 4.2. These parameters
resulted in nanotube-like structures as observed with SEM. Growth of indi-
vidual nanotube-like structures from catalyst particles was partly successful
although the resulting structures were shorter and less regular than ex-
pected. Electric field guided growth was attempted, but these experiments
were unsuccessful. When the chips were contacted with macroscopic elec-
trodes in the growth chamber, an electric discharge caused the destruction
of the microscopic electrodes on the chips.

A carbon nanotube integrated in a microcantilever system can
potentially function as a strain gauge. This concept has been investigated
experimentally for the case of MWCNTs. A suitable microcantilever system
has been designed and realized by conventional microfabrication techniques.
Individual MWCNTs were integrated by use of the silicon wire shadow mask
method and their electromechanical properties were investigated by probing
their electrical characteristics while deflecting the cantilever to induce me-
chanical strain. These results were then compared to the performance of a
cantilever system with a silicon piezoresistor[146]. In one fourth of the fabri-
cated MWCNT devices, good electrical contact was established as assessed
from the initial low-bias current-voltage characteristics. However, only very
few devices showed gauge factors comparable to or larger than that of a
silicon piezoresistor (which has a gauge factor of ∼ 50), while a large pro-
portion of the devices showed none or very limited response. Although a
theoretical model predicts that MWCNTs should have lower gauge factors
than SWCNTs (which can have gauge factors up to ∼ 1000), this can not
account for the results. One explanation can be structural defects that cause
a current path different from the idealized case where the outermost shell
carries most current. If a significant number of shells are carrying the cur-
rent, and some of these shells are not stretched or are non-responsive, this
could effectively ’short-circuit’ a possible larger response in an outer shell.
This would suggest the use of MWCNTs with fewer defects which, however,
require synthesis methods not compatible with in-situ fabrication like laser
ablation or arc-discharge.

A theoretical comparison of the noise properties of two different Si piezore-
sistors and a MWCNT integrated in cantilevers was performed. This was
done in order to evaluate if the high levels of 1/f noise observed in car-
bon nanotubes[80] would further impede their application as sensors. The
Si resistors were chosen so one had dimensions of several tens of µm as in
[146], whereas the other was in the 100 nm range, i.e. of comparable size
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to a large MWCNT. Three noise sources were considered: thermal electrical
(Johnson) noise, 1/f noise, and thermal vibrational noise of the cantilever.
At low frequencies, the most significant noise source is the 1/f noise as ex-
pected, however, much more pronounced in the both the small Si resistor
and the MWCNT than in the large Si resistor (∼ five and six orders of mag-
nitude larger, respectively). Thus, a small sensor will exhibit a significant
1/f noise irrespective of material. At larger frequencies, the 1/f noise be-
comes less pronounced, however, for the MWCNT it remains the dominating
noise source up to the GHz range in the considered example. This also limits
the usefulness of nanotubes or any other nanostructures for sensitive sensing
applications unless the gauge factors are orders of magnitude higher than in
silicon.

Individual p6P nanofibers were contacted using the shadow mask
method and their electrical properties were investigated. This was done
to investigate charge injection and transport properties with the ultimate
goal of realizing efficient injection of both carriers types and, trough their
recombination, electroluminescence, i.e. an organic nanofiber based light-
emitting device. Different models for charge injection and transport were
reviewed and used in the analysis of current-voltage characteristics obtained
from nanofiber devices. This analysis showed that using the contact metals
Au, Al, and Cr all result in an injection-limited current, i.e. that signifi-
cant contact barriers are the main current limiting factor. Based on these
measurements, a minimum value of the carrier mobility of 3 · 10−1 cm2/Vs
was found, however, it should be noted that this could be well below the ac-
tual mobility. The different metals each have different injection properties.
Au has a comparably low (∼ 0.9 eV) hole injection barrier, which causes
comparably higher injected current densities than with the other contact me-
tals. Devices with different anode and cathode material showed asymmetric
current-voltage characteristics as expected, but no electroluminescence was
observed - presumably due to the large mismatch between hole and electron
injection barriers.

The injection properties were studied with low temperature measure-
ments. As expected, the injection current decreases when the temperature
is lowered. However, the temperature dependence of the current is weaker
than what would be anticipated from a simple estimation of injection bar-
rier based on electrode work function and p6P energy levels. A theoretical
model, that considers injection into a localized state followed by the carrier’s
diffusive escape into the bulk, shows that the weak temperature dependence
can be explained if one considers injection into a distribution of states rather
than a single energy level. This implies that although the nanofiber initially
is near-crystalline, a region with an increased energetic level broadening ex-
ists near the interface towards the electrode or the nanofiber crystal struc-
ture is no longer intact. Level broadening near the interface could be created
during the electrode deposition process where hot metal atoms or clusters
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impinge on the nanofiber surface. This is expected to create a region with
an increased disorder. Creating a suitable metal contact thus requires a high
degree of control over the electrode deposition process.

The influence of UV light exposure on the electrical characteristics has
also been studied. Compared to conductance measurements in the dark,
UV exposure causes a larger current to flow: the higher the light intensity,
the larger the current. This is attributed either to the generation of free
carriers in the nanofiber bulk, or to an enhanced injection due to internal
photoemission.

7.1 Outlook

Mechanical manipulation is a robust, flexible, and straight-forward method
for pick-and-place operations. With the ’workbench’ used in the 3-D ma-
nipulation of organic nanofibers it is now possible to manipulate even very
fragile structures. A further optimization of this technique could involve
the development of better tools for example with functionalized surfaces for
easier component release. This is within the scope both of two present EU
projects: Nanorac1 and Nanohand2, both with participation of the Nanoin-
tegration group at MIC, DTU.

In-situ growth of carbon nanotubes is a fast process that can provide
parallel nanotube integration on a wafer scale. Growth of nanotubes be-
tween electrodes on microcantilevers can presumably be obtained and with
a further optimization of the developed process recipe, it is expected that
microsystems with appropriate catalyst particles can be fabricated with an
acceptable yield. The nanotube growth system is operational and working
growth parameters are established. A further optimization of these must
be expected to enable fabrication of nanotubes with a better quality. The
problem of electric discharges destroying the electrodes must be solved on a
trial-and-error basis to locate and eliminate the cause.

The use of MWCNT strain gauges as deflection sensors in a microcan-
tilever system is significantly hindered by a number of factors. Parallel fa-
brication requires that for example the in-situ growth method is optimized
significantly. The experimental investigations showed a low yield of respon-
sive MWCNT. As this is partly attributed to intrinsic properties (defects),
this can only be remedied by the fabrication of high-quality MWCNTs.
Still, the yield must be expected to be low compared to microfabricated Si
piezoresistors. In addition, the noise properties of MWCNTs constitutes a
further obstacle that is difficult to overcome. All in all, the outlook for this
is not bright.

In contrast, the concept of organic nanofiber-based LEDs appear more

1http://www.amir.uni-oldenburg.de/en/12603.html
2http://www.nanohand.eu/
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promising. Although no electroluminescence was observed, the obtained re-
sults suggest a number of further studies towards this goal. Organic contacts
should be tested - in particular in the search of a suitable cathode material.
More efficient contact methods such as nanostenciling should be investigated
as these would enable a more efficient device fabrication.
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Process Recipe

Cantilever chip with integrated catalyst particles - win-
dow mask

1 Wafers Standard Si(100) 4” wafers, double-polished and with a
thickness of 350 µm.

2 Silicon dioxide growth 1 µm SiO2 is grown by wet oxidation
for 21

2 hours at 1100◦C.
3 HMDS Hexamethyldisilazane (HMDS) treatment for 30 min at

150◦C.
4 Photoresist 1.5 µm Clariant AZ5214E photoresist is deposited

by spin coating at 4500 rpm for 20 s and prebaked at 90◦C for
60 s.

5 Photolithography The photoresist is exposed to UV light for
3.5 s through a mask defining the electrode pattern, followed
by an inversion bake at 120◦C for 100 s, and is finally given a
maskless UV light exposure for 30 s.

6 Development The photoresist is developed in a solution of 1
AZ351B : 5 DI water at 22◦C for 60 s.

7 Molybdenum deposition 50 nm Mo is deposited by electron
beam evaporation at a rate of 0.5 nm/s.

8 Lift-off Mo is lifted in acetone incl. ultrasonic treatment.

Silicon Silicon dioxide

Molybdenum

9 HMDS Similar to 3.
10 Photoresist Similar to 4.
11 Photolithography The photoresist is exposed to UV light for

6 s through a mask defining the chip top and cantilever pattern.
12 Development Similar to 6.
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Cantilever chip with integrated catalyst particles - win-
dow mask (continued)

13 Silicon dioxide etch The pattern is transferred to the silicon
oxide layer by etching in BHF for 13 min.

14 Photoresist strip The resist is stripped in acetone.

Silicon Silicon dioxide

Molybdenum

15 Silicon nitride deposition 450 nm low-stress silicon nitride is
deposited by PECVD on the wafer frontside at 20 W, 6 s (13.56
MHz)/20 W, 2 s (380 kHz), 650 mtorr, 1470 sccm N2, 30 sccm
SiH4, and 30 sccm NH4 for 39 min.

16 Silicon nitride deposition 150 nm low-stress silicon nitride is
deposited by PECVD on the wafer backside at 20 W, 6 s (13.56
MHz)/20 W, 2 s (380 kHz), 650 mtorr, 1470 sccm N2, 30 sccm
SiH4, and 30 sccm NH4 for 13 min.

17 HMDS Similar to 3.
18 Photoresist Similar to 4 but on the wafer backside.
19 Photolithography The photoresist is exposed to UV light for 6

s through a mask defining the chip outline on the wafer backside.
20 Silicon nitride etch The backside pattern is transferred to the

silicon nitride layer by reactive ion etching at 30 W, 80 mtorr, 40
sccm SF6 and 8 sccm O2 for 12 min.

21 Photoresist strip The photoresist is stripped in acetone.
22 Bulk silicon etch The chips are etched out and the cantilevers

are released by KOH etching at 80◦C for 41
2 h.

23 Silicon nitride etch The silicon nitride is removed by reactive
ion etching with similar parameters as in 20 but for 36 min.
(Alternatively, the silicon nitride could be removed in H3PO4 at
160◦C for 30 min).

Silicon Silicon dioxide

Molybdenum

24 HMDS Similar to 3.
25 Photoresist 2.2 µm Clariant AZ5214E photoresist is deposited

by spin coating at 2000 rpm for 20 s and prebaked at 90◦C for
60 s.

26 Photolithography The photoresist is exposed to UV light for
14 s through a mask defining the window pattern.

27 Development Similar to 6.
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Cantilever chip with integrated catalyst particles - win-
dow mask (continued)

28 Poly-silicon deposition p-Si is deposited by sputtering in an
Ar atmosphere at a pressure of 0.02 mbar and an RF power of
400 W for 51

2 min.
29 Lift-off p-Si is lifted in acetone.

Silicon Silicon dioxide

Molybdenum poly-Silicon

30 Electron beam lithography resist 100 nm ZEP-520A7 elec-
tron beam lithography resist is deposited by spin coating a so-
lution of 1 ZEP 520A7 : 3 Anisole at 3000 RPM for 30 s and
baking at 160◦C for 10 min.

31 Electron beam lithography The catalyst particle pattern is
transferred to the resist by electron beam lithography using an
acceleration voltage of 100 kV and a dose of 600 µC/cm2.

32 Development The photoresist is developed in ZEP N-50 devel-
oper for 90 s.

33 Nickel deposition 5 nm Ni is deposited by electron beam eva-
poration.

34 Lift-off and Poly-silicon etch Ni is lifted by dissolving both
the resist and the p-Si layer in KOH at 80◦C for 25 s.

Silicon Silicon dioxide

Molybdenum Nickel
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