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Investigating Solvability and Complexity of 
Linear Active Networks by Means of Matroids 

BJBRN PETERSEN 

Abstmct--‘Ibe solvability and complexity problems of linear U&W 
netwoti are approded from a purely combinahial point of view, using 
theeoneeptsofmclhoid~o~.ssincetbemethodispurely~~ 
wetakeinto account the llotwmk tojwlw llkwle. under this lwamption 
IEUXWY and suffident conditions are given for h, unique solvability of 
linear active netwurks. The complexity and tbe number of dcxigen- 
frequendes are also given. 

IhI? metbod enabk?s..you to dedde if degpwmdes are dui to tbe 
topology alone, or if they are caused by special relatior~among network 
perametervalues.~tbenetworkparametervaluesarecekenintoaccount, 
the complexity and number of &-eigenfrequencfes given by the method, 
are only upper and lower bounds, respectively. 

lke above conditions are fairly easily checked, and the complexity and 
number of dc-eigenfrequendes are found, u&g po&wmiu/Jy bomdkd 
&o@ms (matroid part&n and i@ersectfon algorithms). .. 

I. INTR~DU~~T~N 

I N THE THEORY of MC-networks without con- 
trolled sources, combinatorial methods have been 

known for many years, which solve the following two 
essential problems. 

1) Decide if a certain network is solvable (i.e., if the 
network equations have a unique solution). 

2) In case of a solvable network find a set of independent 
state variables. 

The graph theoretical tool is known as the normal tree 
method. This expression was originally used by Kuh and 
Rohrer [9] although the method is identical to that of 
Bryant [3]. The basic observation of this combinatorial 
method is, that the topology alone (i.e., the network graph 
and the type and position of the network elements) is 
sufficient to answer 1) and 2). These answers are not 
affected by any specific choice of the network parameter 
values. 

If MC-networks contain controlled sources then, in 
general, the topology and a specific choice of network 
parameter values must be taken into consideration 
answering 1) and 2). In most approaches this involves 
calculating the determinants of large matrices, although 
methods have been given to reduce the size of these 
matrices [4]. ,To determine the complexity, the normal tree 
method has been used to give a preliminary set of state 
variables [5], and conditions have been given for the 
increase or decrease of the complexity [6]. If a network is 
not solvable (in the following the network is then said to 
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Fig. 1. The network N, of Example (1.1) and Example (6.3). 

Fig. 2. The network N, of Example (1.2) and Example (6.4). 

be singular) it is not possible however, by the above 
methods, to decide if the singularity is due to the topology 
or a specific choice of network parameter values. 

In the following, examples are given, illustrating these 
topics. 

Example (1.1) 

The network N, of Fig. 1 is singular due to the topology 
alone (this is verified in Section VI). ,cl 

In most cases, however, singularity is also due to a 
specific choice of network parameter values. This is 
illustrated by the following example. 

Example (1.2) 

The network N, of Fig. 2 is solvable except for (Y = - 1 
and/or rl = 0 and/or r, = 0 (this is verified in Section VI). 

q 
In the same way the number of independent state 

variables, i.e., the complexity, may be restricted exclu- 
sively by the topology or by a specific choice of network 
parameter values. 

009%4094/79/05OO-033OWO.75 0 1979 IEEE 
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It has been the subject of many papers to develop 
methods making it possible to determine if singularity is 
due  to the topology alone, and  to give a  better upper  
bound on  the complexity, than the number  of capacitors 
and  inductors. In [ll] a  general ized tree is introduced to 
obtain sufficient conditions for capacitor voltages and 
inductor currents to be  state variables. In [7], [ 141, and  [21] 
the concept of two graphs is considered. The  concept of 
two graphs was originally introduced by Mayeda [12], but 
[7], [14], and  [21] cover a  wider class of networks. In [7], 
[14], and  [21] the network element descriptions are given, 
if not explicitly then essentially, by a  hybrid immittance 
matrix. To  each nonzero element in the hybrid immittance 
matrix a  controlled and a  controlling edge is introduced, 
which may increase the number  of edges considerably, 
and  two graphs, different from the network graph, is 
defined. In [7] and  [21] necessary and sufficient conditions 
are given for solvability and  complexity of, linear active 
networks. Furthermore, [7] gives necessary and sufficient 
conditions for the existence of hybrid immittance descrip- 
tions. In [7] the conditions are given a  matroid interpreta- 
tion, which enables a  unifying algorithmic approach, using 
the algorithm which finds a  base in the union of matroids. 
In the present paper  we will go  one step further and  use 
matroidr, not only in the interpretation of the conditions, 
but in the mathematical mode l itself. 

The  constellation of electrical networks and matroids 
has been considered to be  a  very useful combinatorial tool 
in electrical network theory for some years [13]. The  
author was introduced to the subject through a  seminar 
directed by Recski, Research Institute for Telecommuni-  
cation, Budapest, during his visit to Denmark in the 
autumn of 1975. The  basic idea of .Recski [18] was the 
introduction of. the union of matroids as a  tool in the 
theory of linear active networks. The  mode ls of [19], 
however, treated current and  voltage constrains sep- 
arately, thus neglecting the algebraic constrains forced 
upon currents and  voltages by, e.g., resistors. These mod-  
els, therefore, did not allow the formulation of necessary 
and sufficient conditions for solvability and  complexity. 

The  extension of the method of Rec.&i [ 191, which is the 
subject of this paper, was conceived as a  part of the 
author’s M .Sc. thesis [15] during the spring of 1976. The  
basic idea of this mode l, is the introduction of two copies 
of the edge set of the network graph. The  ma in new 
features is that the mode l introduce no additional elements, 
treat network element descriptions given by any algebraic 
matrix (not necessarily a  hybrid immittance matrix; thus 
the mode l treat, e.g., norators and nullators), maintain a  
‘close relation between the network graph and the 
matroids treating the graphic constrains and introduce (by 
means of the union of matroids) the concept of a network 
matroid which give compact conditions, easily checked by 
polynomially bounded algorithms. Apart from necessary 
and sufficient conditions for solvability, complexity, and  
existence of hybrid immittance descriptions, we give nec- 
essary and  sufficient conditions for the existence of any 

prescribed description. Furthermore, a  mod ification pro- 
posed by the author [16], of. the algorithm of [8], give the 
zero and nonzero entries of the corresponding matrices. 

The  paper  contains more material than necessary for 
the explanation of the basic ideas in the mathematical 
mode l. It is the hope of the author, however, that this 
relatively detailed presentation will be  appreciated by 
readers not familiar with matroid theory in advance. 
These readers are referred to the following section con- 
taining a  brief introduction to matroid theory, and  to an  
excellent expository paper  by W ilson [22]. 

II. A BRIEF INTRODUCTION TO MATROID THEORY 

A matroid M  is a  pair of sets: M- (S, 3). The  set S is 
called the ground set of the matroid, and  Ci3 is a  set of 
subsets of the ground set, called bases, B,, B,,- - -, B, with 
the following two properties: (b 1) no  base is properly 
contained in another base; (b2) if Bi and Bj are arbitrary 
bases, and  xi E Bi, then an  element 3  E Bi exists, such that 
(Bi\{XJ) U { j> x is an  element of ?i?~ (i.e., is a  base). 

The  set of base complements, denoted Ci3 *, is the set of 
bases of a  matroid M* = (S, ‘%  *), called the dual matroid 
of M. 

Trees (i.e., spanning trees) of graphs and maximal sets 
of independent columns of a  matrix also have the proper- 
ties (bl) and  (b2). Thus matroid theory is the common 
generalization of graph theory and linear algebra. Notice, 
that graphs can be  found for which the set of tree comple- 
ments is not equal to the set of trees of another graph. 
These are the nonplanar graphs for which no  dual graphs 
exist. In contrast to this the dual of a  matroid always 
exists. 

To  give an  idea of the concept of matroids, the follow- 
ing examples are given. 

Example (2.1) 
Let H denote the graph of F ig. 3. If S(H) denotes the 

set of trees of H, then 

~(~)={{a,c},{a,d},{a,e),{b,c}~ 
{b,d},{b,e},{c,e},{d,e}}. ’ 

It can be  shown that S(H) equals the set of bases of a  
matroid M(H), with ground set S={a,b,c,d,e}, called 
the circuit matroid (or polygon matroid) of H. The dual 
matroid of M(H) is called the cutset matroid of H, and is 
denoted M*(H), Every subset of a  base is called an  
independent set, e.g., {a}, {b}, {c}, and  {d} are indepen- 
dent sets. Notice, that the empty set is an  independent set. 
The  subsets of the ground set, which are not independent,  
are said to be  dependent, e.g., {a, b, c}, {b, c, d, e}, and 
{ c,d,e} are dependent  sets of M(H). The m inimal depen-  
dent sets are called the circuits of the matroid, e.g., {a,b}, 
{ b,c,e}, and { c,d} are circuits of M(H). The circuits of 
the dual matroid is called the cocircuits (or cutsets) of the 
matroid, e.g., {a,b,e}, {c,d,e}, and {a,b,c,d} are 
cocircuits of M(H). The cardinality, i.e., the number  of 
elements, of a  base is called the rank of the matroid (the 
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Fig. 3. The graph H of Example (2.1). 

Fig. 4. The dual graph H* of Example (2.1). 

bases are equicardinal). The rank of M(H) in this exam- 
ple equals two. 

Let S*(H) denote the set of bases of the dual matroid 
of M(H). Then 

{w,e}, {a,c,d}, {a,W}, {a,b,c}} 

and M*(H)=(S,S*(H)). The set of bases S*(H), equals 
the set of trees of the graph H* shown in Fig. 4, i.e., 
S*(H)= S(H*). Thus M*(H)=(S, fJ*(H))=(S, $i(H*)) 
= M(H*), i.e., M(H*) is the circuit matroid of H* and the 
cutset matroid of H. It may be noticed that H* is the dual 
of the graph H. This is always the case if H isplanar. 0 

Example (2.2) 

Let {a, b,c,d,e} denote the column set of the matrix A 
of 

abc de 
3 0 0 -2 0 9 0 0 -6 0. 1 (1) 
6 0 0 -4 0 

If S(A) denotes the set of maximal sets of independent 
columns of A, then S(A)={(a),(d)}. It can be shown 
that S(A) equals the set of bases of a matroid M(A) with 
ground set S= {a, b,c,d,e}, called the matric matroid of 
A. In this example the rank of M(A) equals one. cl 

Example (2.3) 

Two arbitrary matroids are said to be isomorphic, if it is 
possible to establish a one-to-one correspondance between 
the ground sets of the matroids, such that a subset, in one 
of the matroids, is independent iff the corresponding 
subset is independent in the other matroid. 

Let G denote the graph of Fig. 5 and M(G) the circuit 
matroid of G. Then M(A) of Example (2.2), is isomorphic 

2 

e 

3 
5 

Fig. 5. The graph q, the circuit matroid of which is isomorphic to the 
matnc matroid M(A) of Example (2.2). 

to M(G), since the following one-to-one correspondence 
satisfies the condition: a-1, b-2, c-3, d&, e-5. 

If for an arbitrary matroid M, a graph G exists such 
that M is isomorphic to M(G), the matroid M is said to be 
graphic. Thus the matroid M(A) of Example (2.2) is 
graphic. cl 
Example (2.4) 

The common ground set of M(H) (Example (2.1)) and 
M(A) (Example (2.2)) is S= {a, b,c,d,e}. If we take all 
possible unions of elements from T(H) and S (A), and 
denote by Cl3 (U) the set of unions with maximal cardinal- 
ity, then, 

{a,c,d}, {a,c,e}, {w&e}, 

{bde}, {b,d,e}, {w-b}}. 

It can be shown that 9 (U) equals the set of bases of a 
new matroid M(U), with ground set S, obtained from 
M(H) and M(A), in the above way. The matroid M(U) is 
called the union (sum) of M(H) and M(A), and is. denoted 
M( U) = (S, 8 ( U)) = M( H)V M(A). 

In this example M(U) can be shown not to be graphic. 
Cl 

III. DEPENDENCIES AMONG VOLTAGES AND 
CURRENTS 

The idea of using graphs in electrical network. theory 
arises from the fact that the basic algebraic Kirchhoff 
equations are formulated in graph theoretical terms. 
When no controlled sources are present the dependencies 
among the voltages are given by the circuits of the graph, 
and the dependencies among the currents are given by the 
cutsets of the graph. Since these dependencies are vital for 
the solvability and the complexity, graphs as a combina- 
torial tool have been used for many years. But matroids 
could have been used as well [l], [2]. Instead of the 
network graph, we could have used the circuit matroid of 
the graph or the cutset matroid of the graph. (In fact the 
reader may choose for himself, whether he wants to treat 
these graphic dependencies as circuits of matroids or as 
cocircuits (cutsets) of matroids). The main results of this 
paper are entirely based on consideration of matroid 
cocircuits, and their relation to certain matrices. 

The all-important point in using matroids is that 
matroid theory combines and generalizes graph theory 
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and linear algebra. Matroids are, therefore, the perfect Definition (5.1) 
tool for handling, and  unifying, the graphic as well as the 
nongraphic, that is, algebraic dependencies encountered 

GI is a matroid on the ground set S,. A subset of S, is 
defined to be independent in GI iff the corresponding col- 

in linear active networks. umns of Qr are linearly independent. 

IV. THE GENERAL CASE AND G-SOLVABLE It is implied by the above description that G, is isomor- 

NETWORKS phic to the circuit matroid M(H). Thus the cocircuits of G , 
treat KCL. 

In order to determine if singularity is due  to the 
network topology exclusively, the network parameter val- 
ues must be  eliminated from the treatment. This can be  
done by assuming all parameters to be  general. Generality 
means that if a  specific choice of the network parameter 
values would cause a  network matrix under  consideration 
to become singular, then the parameter values are consid- 
ered to be  different from those specific choices. A more 
precise definition of generality is given by the following 
definition. 

Definition (4.1) 

An electrical network is g-solvable iff at least one set of 
network parameter values exists for which the network is 
solvable. 

Since matrices play an  important role in the following 
sections, two more definitions concerning the generality 
are given. 

Definition (4.2) 

A matrix, containing general parameters, is g-nonsingular 
iff at least one set of parameter values exists for which the 
matrix is nonsingular (i.e., the determinant is nonzero). 

Similarly, let B’ denote a  fundamental circuit matrix 
(over the reals) of the directed graph H. Now a  subset of 
columns of B’ is linearly independent iff the columns 
correspond to a  cutset-free subgraph of H [20]. The 
graphic dependencies among the voltages due to KVL will 
be  treated by the following matroid G ,. 

Definition (5.2) 

G, is a matroid on the ground set Sv. A subset of S, is 
defined to be independent in G, iff the corresponding col- 
umns of Br are linearly independent. 

It is implied by the above description that G, is isomor- 
phic to the cutset matroid M*(H), the dual of M(H). Thus 
the cocircuits of G , treat KVL. 

C? is a matroid on the ground set S, u S,: G = GI 09 GP 
In a  similar way all nongraphic, that is, algebraic de- 

pendencies among voltages and currents, such as control 
equations, memoryless n-port descriptions and resistive 

Since the ground sets of G1  and G , are disjoint, all 
graphic dependencies among voltages and currents due  to 
KVL and KCL can be  merged by the matroid operation: 

element equations may be  treated by a  matroid. 

direct sum. The direct sum of two arbitrary matroids M, 
and M, on disjoint ground sets S, and  S, is denoted 

Let A denote the matrix containing all the above men-  

M, @ M ,. A set X is independent in M, CI9 M, iff X n  S, is 
independent in M, and X n  S, is independent in M,. AU 

t ioned algebraic equations, such that A.(i,,i,; . . ,ils,, 

the above graphic dependencies will be  treated by the 

q,vp * *, 

following matroid G . 

V,S,JT -0. In the general  case A contains in each 
row, precisely one  entry equal to 1  which is no  network 

Definition (4.3) 

V. THE MATROIDS OF THE MODEL 

A set of columns of a matrix, containing general parame- 

As ment ioned in Section III all the dependencies will be  

ters, is g-linearly independent iff at least one sei of parame- 
ter values exists for which the columns are linear& indepen- 
dent. 

Notice, that ordinary nonsingularity (solvability) implies 
g-nonsingularity (g-solvability). 

parameter, and  the remaining nonzero elements represent 
different network parameters. Then  the algebraic depend-  
encies will be  treated by the following matroid A. 

treated by the cocircuits of appropriate matroids. 
In the following S denotes the edge set of the network 

graph H. To each element SES we associate two other 
elements si and  s, corresponding to the current and  the 
voltage of the network element, respectively. The  two 
associated sets will be  denoted S, and  S,, i.e., S, = { sils E 
S} and  S,={sVlsES}. The  same notation will be  used if 
subsets of S, S,, and  S, are considered. 

Let Q , denote a  fundamental cutset matrix (over the 
reals) of the directed graph H. From graph theory it is 
well known [20], that a  subset of columns of Qr is linearly 
independent iff the columns correspond to a  circuit-free 
subgraph of H. Now the graphic dependencies among the 
currents due  to KCL will be  treated by the following 
matroid G1. 

Definition (5.3) 
A is a matroid on the ground set S, u S,. A subset of 

S, u S,, is defined to be independent in A iff the correspond- 
ing columns of A are g-linearly independent. 

More specifically, a  subset S’ of S, u  Sv is independent 
in A iff the matrix. formed by the corresponding columns 
in A, contains at least one  g-nonsingular maximal square 
submatrix A’ (see (2)). 

S’ 

A= (2) 
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Finally, all information about the dependencies (i.e., 
Kirchhoff constraints as well as element and n-port con- 
straints) in the network can be merged into one single 
matroid M using the matroid operation: union (or sum). 
The union of two arbitrary matroids M, and M, on the 
same ground set Se is denoted M, VM,. By definition a 
subset X C S, is independent in M, VM, iff X = X, u X, 
where Xi is independent in M, and X, is independent in 
M,. Then, 
M is a matroid on the ground set S, u S,: M= G VA = (G, 
@ G&/A. 
M is called the network matroid. 

To check if a certain set is independent in M, it is not 
necessary to construct the whole set of bases of M. It is 
the advantage of using matroids, that polynomially 
bounded algorithms are available [8], [IO], i.e., algorithms 
that terminate in at most a number of steps given by a 
polynomial in the size of the problem (i.e., in this case the 
number of elements of the ground set). These algorithms 
[8], [lo], check independence in M, knowing the indepen- 
dent sets of G and A only. Normally, much storage space 
in a computer is required to check independence in G and 
A. For the type of problems considered here, however, 
this can be simplified. The simplification in G, is due to 
the fact, that the network graph H contains all informa- 
tion about G. In A the simplification is a consequence of 
Corollary 6.2 given in the following section. Thus the 
conditions in the following theorems concerning matroids, 
can fairly easily be checked. 

VI. NETWORKS WITHOUT CAPACUORS AND 
INDUCTORS 

Let N denote the coefficient matrix of the total system 
of network equations (see (3)). 

where 

N= 

(3) 

Let E’ denote the set of independent voltage sources and 
Ei denote the corresponding subset of Sr,. Similarly let I’ 
denote the set of independent current sources and Ii 
denote the corresponding subset of S,. Now interchange 
columns of N to obtain the matrix N’ (see (4)), where the 
columns of Ni correspond to E$u 1;. 

N’=[ No i N, 1. (4 

If g is the number of independent sources then N,, consists 
of 21s I -g rows and columns and Ni consists of 2)SI - g 
rows and g columns. Now the network is solvable iff the 
determinant of N, differs from zero. If the network 
parameters are assumed to be general, then it is the 

advantage of using matroids that the determinant need 
not be calculated. The question of g-solvability is 
answered by the following theorem. 

Theorem (6. I) 

Networks without capacitors and inductors are g-solvable 
iff E:uZ,’ is a base of M*. 

Proof: “*” : Expand the determinant of N, by IS I - g 
columns of A, using the Laplace expansion formula. Since 
det N,#O, at least one term in the expansion, e.g., det 
G,,-det A,, is different from zero (see (5)). The columns of 
A,, are linearly independent, and thus the subset of S, u S, 
corresponding to these columns form a base of A. Simi- 
larly the elements corresponding to the columns of Go 
form a base of G, and since the bases are disjoint, the 
union is a base of M. Thus EMU I,’ is a base of M*. 

1 (5) 
I+-s 

“e”: If Eiu 1; is a base of M* then the rank rM -2]S] 
-g. Since rM<rG+rA <ISl+(lSl-g), rM=rG+rA. Thus 
g-nonsingular column disjoint submatrices Go and A, 
exist (see (5)). The determinant of Go equals f 1. Since A, 
is g-nonsingular, at least one set of network parameter 
values exists, such that A, is nonsingular. Choose the 
network parameter values of A, to equal such a set, and 
choose arbitrarily a set of finite values for the remaining 
network parameters. Now at least one term in the expan- 
sion of the determinant of A, differs from zero. Thus a 
permutation of the columns of A, exists such that the 
diagonal elements of the resulting matrix are nonzero. 
Some of these distinguished nonzero elements represent 
network parameters, others are the nonparameter element 
1. Now imagine all distinguished nonzero elements to 
equal a common variable x, while all other elements 
remain unchanged. The determinant of No thus is a poly- 
nomial in x. Furthermore the determinant differs from the 
zero polynomial, since the coefficient of x(I’~-~) equals 
det(G,), i.e., * 1. Thus an infinite number of finite and 
nonzero values x0 exist, such that the determinant of No 
differs from zero. Choose one of these values. If a dis- 
tinguished nonzero element represents a network parame- 
ter, then that parameter assumes the value x,,. If the 
distinguished nonzero element is the nonparameter ele- 
ment 1, the values of the network parameters in that row 
are divided by x0 (i.e., the row is scaled by x0). Thus a set 
of network parameter values has been found such that the 
determinant of No differs from zero, i.e., the network is 
g-solvable. cl 

Notice that the proof of the necessity did not use the 
generality at all. More specifically the solvability follows 
from the fact that, under the conditions of Theorem (6.1) 
all voltages and currents yT corresponding to elements 
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not in EG u 1:, can be  expressed as a  unique linear combi- 
nation of the voltages and currents xT corresponding to 
elements of Ei u 1; : 

Y T  = - No-‘N,xT. (6) 

The following corollary is an  immediate consequence of 
the proof of Theorem (6.1). 

Corollary (6.2) 

Let A, denote a maximal square submatrix of A. The? A, 
is g-nonsingular iff a  permutation of the columns of A, can 
be found such that the resulting matrix has diagonal ele- 
ments which are nonzero. 

Similarly a  subset of columns of A are g-linearly inde- 
pendent  iff the matrix formed by these columns contains 
at least one  maximal square submatrix, for which the 
desired permutation of columns can be  found. 

Now consider a  bipartite graph, the vertices of which 
correspond to the rows and the columns of A, respec- 
tively, and  the edges of which correspond to the nonzero 
elements of A. Then the algorithm which finds a  maximal 
matching in a  bipartite graph, can be  used to find a  
maximal square submatrix with the desired properties, 
and  a  permutation of columns of A,. Hence, the test for 
independence in A is fairly simple. 

matroid M - (E: u 1,‘) obtained from M by deleting Ei u 
To give an  idea of the matroid M, notice that the 

Fig. 6. The area bounded bq hpavy lines is the base (S,u S,)\ 
(E,uI,)ofM. 

The examples of Section I will now be  considered more 
closely. In the following examples the total system of 
network equations and the associated matroids will be  
given. If the matroids are graphic, graphs will be  given, 
such that the matroids are the circuit matroids of the 
graphs. It may be  noticed that, if the graph H,. corre- 
sponding to G ,, is planar, then the graph corresponding to 
G , is the dual of H. 

Example (6.3) 

lip 21, 4i, 5i, 63, 7i, 309  40, 50, 60, 7,. 

The  network N,, of Example (l.l), is shown in F ig. 1. 
The  total system of network equations is given in (7). The  
submatrix No is formed by the columns corresponding to 

N= 

li 2, 3, 4i 5i 6, 7, 1, 2, 3, 40  50  6” 7” 

1  000 1  o-1’ 
0  100 0  0  010  0  11; 0  1, 0  
0  0  0  l-l 0  11  --------_----------------------~~~ 

‘-1 0  0  1  1  0  0  
0  I 0  -1 0  0  0  1  0  

I 1  -1 -1 -1 0  0  1  
----------------L--------em------- 

0 000 00 0  0 0 0; 0  OBcu 1 0  0  0 0 0, 0 
-r, 0  0 0 0 1  0  0  

0 0 00-r,O 01 0 0 0 0 0  1  0  
-P 000 00  1-I 0  0  0  0  0  0  0  

Qf O 

it 
= 0 Bf 

A 
L 

(7) 

I/, in case of regularity is the free mutroid, i.e., M-(E$u 
1,‘) contains no  circuits. 

Furthermore, the fundamental circuits of M with re- 
spect to the base (S, u  S,)\(Eiu 1,‘) and  defined by the 
elements of the base complement E:u 1J’, are related to 
the nonzero elements of No-IN,, in the following way. The  
element in the ith row and jth column of No-‘N, is 
nonzero, iff the element corresponding to yi is an  element 
of the fundamental circuit of M with respect to the base 
(S, u  S,)\(Ei u I,‘) and  defined by the element of the 
base complement Ei u 1; corresponding to xi (see F ig. 6). 
The  elements of these fundamental circuits of M are 
easily obtained using the algorithm which checks the 
condition of Theorem (6.1). 

The  associated matroids are shown in F ig. 7  (in this case 

According to Theorem (6.1), the matrix No is g-nonsin- 
the matroids G ,, G ,, and  A are graphic). 

gular iff E:u Zj = { 1,,2,, 3,) is a  base of M*, i.e., the 
complementary set B = {3,, 4,, 5,, 6,, 7,, li, 2,, 4,, 5i, 6,, 
7,) is a  base of M. A reformulation of this condition is, 
that disjoint bases of G ,, G ,, and  A exist, such that the 
union of these bases equals the complementary set B. 

To find out whether such disjoint bases exist, { 1,,2,, 3,) 
is deleted from the matroids (deleted elements are denoted 
by crossed edges in F ig. 7). Since {6,,2,} is a  cocircuit 
(cutset) in G ,, (6,) must be  an  element of B (the elements 
forced into B, are denoted by heavy edges in F ig. 7). Now, 
{6,,5,} is a  cocircuit (cutset) of A, and {5i} must be  an  
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G,: JY 

the remaining climcnts 

of 5I”S” are 1oopJ 

Fig. 7. The matroids G,, Gy, and A associated with the network N, of 
Example (6.3) (Fig. 1). 

Fig. 8. The matroids G , Gy, and A associated with the network N2 of 
&ample (6.4) (Fig. 2). 

element of B. When {3,,5,} is deleted from G,, {4,, li, 7,) 
must be contained in B. So the disjoint bases, mentioned 
in the condition, do not exist, since { li,7,} is a cocircuit 
(cutset) of A. Thus, according to Theorem (6.1), the de- 
terminant of N, equals zero for any choice of the network 
parameter values. cl 

Example (6.4) 
The network N,, of Example (1.2), is shown in Fig. 2. 

The associated matroids are given in Fig. 8 (in this case 
G,, G,, and A are graphic). 

It is easily checked that {l,, 2,, 3,) is a base of M*, i.e., 
{Ii, 2i, 4,, 5i, 6,, 3,, 4,, 5,, 6,) is a base of M (the heavy 
edges of Fig. 8). Thus N, is g-solvable. 

If specific choices of network parameter values are 
made, N, may become singular. To find these specific 
choices, the total system of network equations is consid- 
ered (8). 

li li 2, 3, 4i 2, 3, 4i 5i 6, 1, 5i 6, 1, 1 1 0 0 1 0 0 1 0 0 o-1 l-l 1 0 1 .o 11, 0; 0 1 o-1 

0 l-l 

.o 11, 0; 

0 10, 10, 

N= 

Fig. 9. The area bounded by heavy lines is the tree T of H. 

equals r,r2(1 + a). Thus N2 is singular iff r, = 0, rz = 0, or 
a!= -1. cl 

Theorem (6.1) has the following interesting corollary. 

Corollary (6.5) 

Networks with independent and controlled sources and 
resistors or@, containing no circuits formed by voltage 
sources alone and no cutsets formed by current sources 
alone, are g-solvable. 

Proof: Let E* and I* denote the set of controlled 
voltage- and current sources, respectively. If H denotes 
the network graph, then E’ u E* contains no circuits of 
H. Similarly, 1’ u I* contains no cutset of H. Now, it is 
well known ([20], Theorem 6-10) that a tree T can be 
foundsuchthatE’uE*cT andI’u1*CT*,where T* 
denotes the tree complement. Since G1 is isomorphic to 
M(H) and G, is isomorphic to M*(H), (T), and (T*), 
are bases of G, and G,, respectively, (see Fig. 9). Thus 
(T),u(T*),isabaseof G. 

Let R’ and R N denote the resistors contained in T and 
T *, respectively. Choose from A the elements D = EF U 

(R'),u(R"),uI,Z. 
The row of A, corresponding to an element of E*u R u 

I*, contains a nonzero element in the column of A, 
corresponding to that specific element of D. Since the 
cardinality of D equals the number of rows of A, and 
since ID] nonzero elements, in different rows and col- 

2, 3" 4, 5, 60 

0 
_--_---------------mm --_----- 

’ -1 1 1100 
0 ’ 0 -1 -1 0 1 0 I 0 -1 0 0 0 1 _--_----__---- 0 0 0 0 o o;-i--o-r,-i-,-, 

0 -i* 0 0 O 0’ 0 0 0 0 1 0 
0 0 0 0 -rl 01 0 0 0 0 0 1 

(8) 

The submatrix N, is formed by the columns correspond- umns, have been found, D is a base of A (according to 
ing to i,, i2, i,, i,, i,, vs, v,, v5, vs. The determinant of No Corollary (6.2)). Since D and T, u (T*), are disjoint, 
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D u  T,u(T*), is a  base of M , and  thus EbuZ,’ is a  base 
of M*. Hence, according to Theorem (6.1), the network is 
g-solvable. 0  

Sufficient conditions, very much similar to those of 
Corollary (6.5), have been given by Ozawa [14, theorem 
21. 

The conditions of Corollary (6.5) are sufficient only. 
Example (1.2) gives a  counterexample to the necessity. 
However, necessary conditions for solvability, have been 
given by Purslow [ 171. The  .conditions of Purslow allow 
circuits formed by voltage sources, if the current in at 
least one  of the elements of the circuit is a  controlling 
quantity somewhere in the network. Similarly cutsets 
formed by current sources are allowed, if the voltage in at 
least one  of the elements of the cutset is a  controlling 
quantity. The  conditions of Purslow are necessary only, 
which is shown in Example (1.1). 

Sufficient conditions, similar to those of Corollary (6.5) 
can be  given, if arbitrary memoryless n-ports are allowed 
in the network. 

VII. N-PORT DESCRIFTIONS 

From the networks treated in Section VI, the memory- 
less n-ports naturally arise, in the following way. Point out 
n arbitrary pairs of vertices, which will be  considered as 
the ports of the n-port. Then  insert an  edge for each port. 

Ii 2, 3, 4i 5i 6, 1, 

100  o-11; 
010-l 10, 
001  o-111 

N= 

337  

--e----- 

r +“s- 1  

I 
I 

4  +  i,+:-----; I 
‘+‘a  I+? $1  m 

F 

4  

-2 -i 
+-I ‘V, la 

I “6  
L-----J- ,- 

I t 
I. ,,,,-,----I 

Fig. 10. The 23~x3 N3 of Example (7.1). 

r--------o .L R, - 1  

Fig. 11. The equivalent network N; of Example (7.1). 

fier, and  the equivalent network is shown in F ig. 11. The  
description of the norator-nullator pair is given in (9). 

(9) 

The total systemof the network equations is given in (10). 

2, 30 40 5” 60 

0 

-------- -----_,_-------- ____ 
, 0  -1 0  1  0  0  

0  I -1 1  1  0  1  0  
1  -1 0  1  0  0  1  ----_-------- -,-------T----- 

0  I 
-4 0  I I 1  0  

I 0  I 
I 0 I I -R,; 0 1  

--------------------_I_____ 

: 

1  
A 

(10) 

These edges are called port-edges, and  the set of port 
edges is denoted by P. If the network contains indepen- 
dent sources, then for each source, the pair of vertices 
incident to the source are considered to be  one of the 
n-ports. 

Let x denote a  n-tuple containing port voltages and/or 
port currents, and  y denote another n-tuple containing the 
remaining port voltages and port currents. Then  y = Nx is 
called a matrix description of the n-port. 

Example (7.1) 
A 2-port N3 is given in F ig. 10. 
The  norator-nullator equivalent (considered here as a  

2-port within Ns) is used for the ideal operational amp li- 

A possible description of the 2-port is given in (11). 

[ :*I=[ g+l I][ :]- (11) 
0 

The  question of interest, is to find the types of matrix 
descriptions, if any at all. This question is answered by the 
following theorem. 

Theorem (7.2) 

There exists at least one description iff there exist subsets 
P’,P* of P such that IP’I+IP*I=IPI and P:uPf is a 
base of M*. 
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G, I’ G, : 

3; 5i 

4 

42 

4; 
‘i 2; 

A: 

Fig. 12. The matroids G,, G , and A associated with the 2-port N3 of 
Example (fl) (Fig. 10 or Fig. 11). 

If a description exists, the elements of Piu P,? correspond 
to the elements of x. 

The theorem can easily be proved, following the ideas 
in the proof of Theorem (6.1). The only thing which has to 
be noticed is that P ’ and P* need not be disjoint. If they 
are disjoint, Pi u PI’ is said to be I- V-disjoint, and y = Nx 
is called a hybrid immittance description (see, e.g., the 
description (11)). 

The well-known open circuit impedance description 
and the short circuit admittance description, are both 
hybrid immittance descriptions. Theorem (7.2) is 
illustrated by the following example. 

Example (7.3) 

The 2-port of this example is the 2-port of Example 
(7.1), shown in Fig. 10. The matroids of the 2-port is 
shown in Fig. 12. It is easily verified that { 1,,2,} and 
{ 2,, 2,) are bases of M* ((S, u S,)\ { l,, 2,) is a base of M, 
which is illustrated by the heavy edges of Fig. 12). The set 
{ 1,,2,} corresponds to the description (11) and the set 
{2,,2,} corresponds to the description (12). Since a 2-port 
is considered, the description (12) is called a chain descrip- 
tion. 

141 1 0 011 -i2 I 
The zero entries of the descriptions (11) and (12) could 
have been predicted, since none of the sets {I,, li}, 
{ l,P2”}9 { liS2i}9 and { li,2,} are bases of M*. If, for 
example, the element of the second row and the first 
column in the description (12) had been nonzero, a de- 
scription with x=(i,,iz) would have existed. Thus { li,2,} 
would have been a base of M*, which however, is not the 
case. 

Furthermore, the element in the ith row andjth column 
of a description is nonzero (in the general case) iff the 
element corresponding to yi is an element of the funda- 
mental circuit of M with respect to the base (S, u S,)\(Pi 
u P,‘) and defined by the element of the base complement 
P$u Pf corresponding to xi (see Fig. 2). Theorem (7.2) 
has the following corollary. 

Corollav (7.4) 
There exists at least one hybrid immittance description iff 

there exist subsets P ‘, P* of P such that P ’ f~ P* =a, 
P’u P2= P, and P:u P,’ is a base of M*. 

If a description exists, the elements of P; IJ PI’ correspond 
to the elements of x. 

Corollary (7.4) answers the following interesiing ques- 
tions. Is it possible to attach independent sources to the 
ports, such that the obtained network is g-solvable? If it is 
possible, how can it be done? Thus in Example (7.1) the 
only possible set of independent sources is a voltage 
source at port 1 and a current source at port 2, if the 
obtained network is to be g-solvable. 

VIII. NETWORKS CONTAINING CAPACITORS AND 
ImUc~0Rs 

The results and ideas of Section VI, now enable us to 
solve the interesting problem concerning the complexity 
of the network. 

The following theorem gives the exact number in the 
general case, in the following denoted g-complexity, and 
an upper bound if specific choices of network parameter 
values are taken into consideration. 

In the following L and C denote the set of inductors 
and capacitors, respectively. Subsets of L and C are 
denoted Lo and Co, respectively. 

i%eorem (8. I) 

If 1 CF u LjI is maximum with respect to E: u CF u (L\ 
L~yu(C\C~IuL~~I~ being a base of M* then ICFu 
LTI is the g-complexity of the network, and the capacitor 
voltages and inductor currents corresponding to the elements 
of CF u Lf form a set of independent state variables. 

Proof: First the statement on the complexity is proved. 
Let the number of reactive elements (i.e., inductors and 
capacitors) be k, and put the total system of network 
equations in the form of (13): 

[?I.[ #T.[ ;]=o (13) 

such that 2 represents the Laplace transformed element 
descriptions of the inductors and capacitors (see (14)) 
where L and C represent diagonal matrices and U repre- 
sents a unit matrix). 

lf---------2lSlB I 

Now interchange columns of T to obtain the matrix T’ 
(see (15)), where the columns of Tl correspond to Ei u 1;. 
The columns of To form a (2lSI-g)x(2lSI-g) matrix. 
The determinant of To is a polynomial in s, the degree of 
which is de complexity of the network. 

T’=[T,i T,]= . (15) 
The determinant of To is now expanded using the Laplace 
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expansion formula. The  determinant of the matrices ZA derivative of each coordinate of x0 is proportional to the 
formed by k columns of Z, (see (16)) is different from same coordinate of yo. Since the network parameters are 
zero iff the corresponding subset of S, u S, is I-V dis- general xln can be  expressed as a  l inearcombination of the 
joint, i.e., of the form CFU(L\L@),U(C\C@),U L,OCC, coordinates of x0, xi, u, and  ri, where (x;,x,,)= xi: xin = 
u  L,U C, u L1. The determinant of the matrices N& L4(xo,x;,u, ri). A new system of equations is then obtained 
formed by 21  S I- (k + g) columns of No (see (16)) is diffe- (see the following): 
rent from zero iff the columns correspond to a  base of M . 

4SI-W+d 
I‘+ -+I 

The “only if” is due  to the generality (Theorem (6.1)). 
Thus if we assume that the set Eiu C;u(L\LyVu(C\ 
Cpl u  Lj’U 1: is a  base of M* then at least one  term in 
the coefficient of slcfuLfI is different from zero, and  since 
other nonzero terms will contain at least one  capacitive or 
inductive element value corresponding to an  element not 
in CFu LF, the coefficient is, in the general  case, different 
from zero. If, at the same time, 1 C;IJ LFI is maximum 
among the subsets of C, u  L1 satisfying the above 
assumption, then [C~U L!I equals the degree of the poly- 
nomial in s. Hence, I C;U L$ is the g-complexity of the 
network. 

Next, the statement on  the state variables is proved. For 
each base X of M*, the voltages and currents correspond- 
ing to elements not in X, can be  expressed as a  linear 
combination of the voltages and currents corresponding 
to elements of X. Let us consider the elements of C: u  (L\ 
L4,U(C@hAJL;, only. The  corresponding voltages 
and currents can be  expressed as shown in (17). 

where x0 is a  vector formed by the voltages and currents 
corresponding to the elements of Cr?u LF, denoted x,-,% _ 
c; u LI”. 

x,-(CWO),U(L\LO)y yoyo-c‘!?JL; 

y,-(cW”)Vu(L\Lo)l u-E;u I,‘. 

Since I CF u  L;I is maximum, evep symmetric m inor of F2* 
is singular. O therwise, the vector x0 could have been 
expanded by elements of yi, contradicting the maxima&y 
of ) CF u  LFI. (This observation is due  to Recski). In partic- 
ular F2* is singular. Thus it is possible by row operations 
in F2,, F2*, and Hzo, to make the last row of F2* consist of 
zeros only. So the last coordinate yin of yi, can be  ex- 
pressed as a  linear combination of the coordinates of x0 
and u, in the following denoted by y,, = L,(x,,u). Now 
the derivative of yin is proportional to xi”, and  at the 
same time  it can be  expressed as a  linear combination of 
the elements of x0, xi, u, and  ci: kxln= L2(io,i)= 
LJ(xo,x,,u,ri). The last equality is due  to the fact that the 

Every symmetric m inor of Fi, is still singular and  the 
process can be  repeated. F inally the system of (19) is 
obtained. 

yo=F;~xo+ 5 l$. 
j=o 

Since yo= Die, where D is a  diagonal matrix, the state 
equations are obtained (see the following): 

D~o=yo=Fj ' ,xo+ i Hj(i 
j-0 

or 

io=D-‘F;,x,+D-‘$ Hj% 
j=o 

The set of algebraic equations, obtained during the pro- 
cess, is a  part of the system of equations expressing all 
remaining voltages and currents as linear combinations of 
the coordinates of x and  ‘i? . cl 

It appears from ge proof of Theorem (8.1) that ma.x(C; 
u  LfI is an  upper bound on the complexity, i.e., u  <us = 
max I Cr? u  LFI. The upper  bound is reached if the topol- 
ogy alone is taken into consideration. Specific choices of 
the network parameter values may decrease the complex- 
ity. 

If I CF u  LfI is m inimum, instead of maximum, then a  
lower bound on the number  of dc-eigenfrequencies S is 
found, i.e., 6  > 8, = m in I C; u  LFI. Furthermore, the quali- 
tative appearance of the determinant, considered as a  
polynomial in s, can in ti.e general  case be  found. 

The  proof of Theorem (8.1) has the following im- 
med iate corollary. 

Corollary (8.2) 

RLC networks containing controlled sources are g-solv- 
able iff subsets Co C C and Lo G L exist such that E$ IJ CF 
u(L\L@),u(C\C~,U L~uZ,’ is a base of M*. 

A corollary similar to Corollary (6.5) can be  given, if 
capacitors and  inductors are allowed in the network. 

Corollary (8.3) 
RLC networks containing controlled sources are g-solv- 

able if the set E ’ U E * does not contain any circuit, and the 
set I’ u I* does not contain any cutset of the network graph. 

The theorems concerning the complexity are now 
illustrated by some examples. 
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Jh I,+, 

Fig. 13. The network N4 of Example (8.4). 

A: 

I L 
TJ7 ’ 

Fig. 15. The network Ns of Example (8.5). 

G, : 

A: 
3” 4, 6, 

Si 

Fig, 14. The matroids G , Gy, and A associated with the network N4 of 
F&ample (8.4) (Fig. 13). 

Fig. 16. The matroids G , G,, and A associated with the network N, 01 
l&ample (8.5) (Fig. 15). 

Examp Ie (8.4) 

The network N4 is shown in Fig. 13. The total system of are taken into account the complexity may decrease. For 
network equations is shown in (2 1). instance, if C,/L, = rIr2/a the complexity equals zero. 0 

‘i 2, 3, 4i $ 6, 7, 1, 2, 3, 4, 5, 6, 7, 
I- 

1 000 1 0 0 100 0 11, -1; 

00 1, 
0 

0 010 
0 0 0 1 -1 0 11 _____________-____---------------- 

‘-1 0 0 1 1 0 0 
0 I 0 -1 0 0 0 1 0 1 

00 0’0 I -1 -1 -1 0 0 1 1 -= 
N Z 1 ___-L______---_------------------- 

0 000 
00 01 0 

oma 1 0 0 0 
O-r,00 0 o 0 1 0 0 
0 0 0 0 -rl 01 0 0 0 0 0 0 1 0 

-p 000 00 ‘1 O O O 0 0 0 0 
_____________-__ _---_-----_------ 
-1 ‘0 0 I 

I 1 SC, 0 0 I 
I 

0 -1 0 SC, 0 1 0 
0 0 sL3 

I 0 ; 0 
I 

0 0 -1 I 
I I I 

= 

Qr 0 

1_ 0 4 
A 

Z 

(21) 

The associated matroids are given in Fig. 14 (in this case Example (8.5) 
graphic). It can be verified that { lo,2i, 3,) and { 1,,2,, 3,) The network Ns is shown in Fig. 15. The matroids of 
are bases of M* and that { 1,,3,} and { 1,,2,} are maxi- the network is shown in Fig. 16. 
mum sets. ((S, u S,)\{ 1,,2i,3i} is a base of M , which is It can easily be verified that { li,2,} and { 1,,2,} are 
illustrated by the heavy edges of Fig. 14). Thus the g-corn- bases of M* ((S, u S,)\{ li, 2,) is a base of M , which is 
plexity is two. If specific choices of network parameters illustrated by the heavy edges of Fig. 16). Furthermore 
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m 
Fig. 17. The network N, of Example (8.6). 

Fig. 18. The matroids G  , G, and A associated with the network N, of 
Example (8.6) (Fig. 17). 

both are maximum and m inimum sets. Thus either the 
complexity and  the number  of dc-eigenfrequenciei both 
equal one, or the network is singular. Now the network 
determinant is found to equal - s(C,R,R,R,+ L,R,). 
Thus if Rj > O(j = 3,4,5,6) the network is solvable. 0  

Example (8.6) 

The network N6 is shown in F ig. 17. The  matroids of 
the network is shown in F ig. 18. 

It is easily verified that { 1,,2,} and  { li,2,} are bases of 
M*, and  {l,} or (2,) are maximum sets ((S,u S,)\ 
{ l,, 2i} is a  base of M , which is illustrated by the heavy 
edges of F ig. 18). Thus the g-complexity is one. Further- 
more (1,) or (2,) are m inimum sets as well. Thus either 
the complexity and  the number.  of dc-eigenfrequencies 
both equal one, or the network is singular. The  latter 
occurs if kik,, = C, / C, (in this case, the currents is and  is 
are not unique.) cl 

IX. C~~JCLUSI~N 

In the general  case, necessary and sufficient conditions 
for unique solvability of linear active networks have been 
given. Pure graph theoretical sufficient conditions have 
also been found. Necessary and sufficient conditions for 
the existence of n-port descriptions were given. A set of 
independent state variables has been found, and  the com- 
plexity as well as the number  of dc-eigenfrequencies were 
given. 

If the network parameter values are taken into consid- 
eration, the necessary and sufficient conditions of the 
general  case, are necessary only. If these conditions are 

met, then degeneracies are caused by special relations 
among the network parameter values. Numerical calcula- 
tions are then unavoidable. The combinatorial tool is 
matroids. The  conditions of the theorems can be  checked 
using polynomially bounded algorithms. A detailed de- 
scription of the algorithms will be  given in a  forthcoming 
paper. The  algorithms have been implemented in Fortran 
IV on  an  IBM 370/165 computer (e.g., the execution time  
of Example (6.3) is 0.007 s, and  the execution time  of 
Example (8.5) is 0.020 s). 
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Realization  Theory o f Discrete-Time Nonlinear 
Systems: Part I - The Bounded Case 

EDUARDO D. SONTAG 

Abstmct-A statespace realization theory is presented for a wide cJaas 
of diwete time input/output behaviors. Although ill many ways restricted, 
thJsdass&eaJneJudeasparucnJarcssestbo¶etD?atedbttbeJlterature 
(Jlnear, multilinear, internally biiear, homog@neous),  as Well as certain 
nonanalytic nonlhearities. The theary is conceptually simple, and matrix- 
tJleorelk! algDrJtbms are stmJgJltforward FJnJte--JIity of these be- 
Jmvlo~~ by state&k systems is shown to be equivalent both to the 
existence of high-order input/output equations and to realizability by 
more general types of systems. 

INTR~DIJCTI~N 

T HIS WORK deals with some aspects of realization 
theory of deterministic nonlinear discrete-time sys- 

tems. The  realization theory of linear systems is by now a  
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successful part of system theory, which has resulted in a  
deep understanding of behavior and  has permitted the 
application of state-space methods of analysis and  synthe- 
sis. It may be  reasonable to expect, then, that a  corre- 
sponding theory will eventually derive analogous benefits 
for nonlinear systems. 

For the most part, this paper  presents a  “linearized” 
realization theory via systems which are linear in state 
variables -but arbitrarily nonlinear in inputs, state-affine 
systems. W h ile such systems are highly restrictive vis a  vis 
general  nonlinear mode ls, they do  include those for which 
a  detailed realization theory has been developed, in partic- 
ular, linear, internally bilinear, and  mu ltilinear systems. 
The  importance of S-A representations in the analysis of 
certain nuclear reactors, heat-transfer processes, and  
population mode ls, among others, has been made  explicit 
by various authors (see, for instance, [34]); other applica- 
tions being currently explored are in the areas of image 
processing and in stochastic filtering. Moreover, in some 
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